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An experimental investigation of sediment transport mechanisms under oscil-

latory sheet flow condition is conducted. Focus is placed upon the dilute regime

of solid-liquid transport with volume concentrations C ≤ 0.01, where significant

fluid turbulence is present, strong particle-turbulence interaction occurs and inter-

particle collisions can be neglected. Understanding the coupling dynamics between

phases is critical for the validation and improve of the existing numerical models.

Simultaneous determination of the dynamics of each phase is often prohibitively ex-

pensive to acquire by direct numerical simulation and poses significant challenges to

experimental measurements. In our experiment, a U-shaped water tunnel is used to

create highly repeatable oscillatory sheet flow conditions over a mobile bed. The test

section of the tunnel is 375 cm in length, with a cross-sectional area of 30× 45 cm2.

The sediment is modeled using narrowly sorted spherical soda lime glass beads with

a mean diameter of d = 240µm and a specific gravity of s = 2.5.

The efforts have been made in two directions: the measurement technique



development and the application of the developed technique to an oscillatory sheet

flow. First, a novel measurement technique, based upon Particle Image Velocimetry

(PIV), was developed and validated, that aims for a simultaneous measurement of

both phases. For the sediment phase measurement, the multi-camera single-plane

(MCSP) method was developed to reconstruct particle’s instantaneous 3D positions

towards a higher concentration. This was followed by Lagrangian particle tracking

(LPT) to link the reconstructed particles over successive frames, with an in-house

developed algorithm based upon shake-the-box (STB, Schanz et al. [1]). For the

carrier phase measurement, stereoscopic PIV (SPIV) was implemented. In order to

reduce the cross-talk errors due to the presence of sediment particles, the apertured

filter method was developed to produce adequate image quality of both phases

allowing for a reliable extraction of each phase independently.

Second, the developed measurement technique was applied in a sinusoidal

oscillatory sheet flow (period, T = 5 s, and peak free stream velocity, Uo,p = 1m/s)

to provide a whole field, phase-locked time-resolved, particle-resolved and concurrent

measurement of both the fluid and the sediment phase in the dilute regime (C ≤

0.01). Such detailed measurements in sheet flow have never been reported before to

the author’s best knowledge. The analysis of the acquired data focused upon three

phase angles when the external flow is reversing the direction. It has been found

that during flow reversal, 1) distinct particle suspension mechanisms are identified in

the upper dilute regime (y > 11mm) and the lower dilute regime (2 < y < 4mm),

where y represents the vertical distance from the static sediment bed; 2) sediment

particles show strong preferential sampling in flow regions with ejection events (Q2)



and high turbulent fluctuations for y > 11mm, while the over-sampling diminishes

towards the bed; and 3) the particle velocity and their ambient fluid velocity show a

strong correlation for y > 11mm and the correlation becomes weaker as approaching

the bed.
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Chapter 1: Introduction

1.1 Motivation of sediment transport

Multiphase flow has remained one of the most interesting and challenging prob-

lems in fluid mechanics due to its ubiquity and complexity in nature. Multiphase

flow problems (especially dispersed flow) are encountered in many industrial ap-

plications, such as heat exchangers, spray drying, pollution control, fluidized beds,

manufacturing and material processing, rocket propulsion and many more. They are

also frequently confronted in geophysical phenomena, such as sediment transport,

soil erosion, physics of clouds etc. and biological systems, such as respiratory and

blood flow. In general, the source of complexity can originate from many aspects,

for instance the mass, momentum and energy transfer among different phases, the

inhomogeneity of the concentration of the dispersed phase, turbulence, new length

scales introduced at the scale of the particles, surface tension effects, the transi-

tion of flow regimes and so on. The scope of this thesis concerns only liquid-solid

sediment transport, which limits the phases to only sand and water, instantly elim-

inating many of the complexities listed above. Even with this constraint on the

parameters, there exists a significant lack of understanding on the coupled behavior

of phases that hinders the existence of a comprehensive model capable of accurately
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describing the phenomena.

Sediment transport is one of the main issues pertinent to coastal and flu-

vial management. According to the United Nations, approximately 44% of the

global population lives within 150 km of the coast (http://www.oceansatlas.org/

subtopic/en/c/114/, 2010), with a continually increasing trend of greater coastal

density over the past several decades. Appropriate development and maintenance

of coastal social infrastructure requires an ability to accurately predict coastal mor-

phology evolution due to both erosion and deposition of sediment. Important prob-

lems such as sand eroding, expedited due to the rise of sea level, and bed form

evolution can potentially affect the environment and ecology in the coastal zones.

Another example that motivates the study of sediment transport is related to the

phenomena turbidity currents (Meiburg and Kneller [2]), defined as particle-laden,

gravity-driven underflows in which the particles are largely or wholly suspended

by fluid turbulence. They are characterized by their ability to transport a large

amount of sediment over long distances, ranging from a few hundreds of meters to

thousands of kilometers along the ocean floor. They not only play a significant role

in the global sediment cycle, triggering the formation of submarine canyons and

hydrocarbon deposits, but also are capable of causing the destruction of seafloor

equipment and instrumentation. The benthic boundary layer between the turbid-

ity current and the outer turbulent flow plays a key role in determining both the

suspension of sediment into the bulk flow, as well as determining the effective drag,

and hence is a key factor in predicting their evolution.

In nature, sediment transport can be very complicated due to the complex the
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bottom boundary layer flow that is caused by waves, currents and their associated

turbulence, in conjunction with the diversity of the sand particle properties, such

as density, size and shape. Even under well controlled laboratory flow conditions, it

has still proved to be very challenging to accurately model the sediment transport

process. The difficulty lies in the strongly coupled particle-turbulence interaction

and inter-particle interaction occurring in a wide range of volume concentrations

(denoted by C or φv interchangeably) varying from φv ≈ 0.6 (random close packing)

to φv < 10−5 in dilute regime. The mechanisms of particle-turbulence interaction

and inter-particle interaction are diverse over this nearly five orders of magnitude.

In moderate to high concentrations, the transport is dominated by inter-particle

interactions, ranging from intermittent collisions to enduring contacts; while as the

particle concentration decreases, the motions of the particles become increasingly

dominated by the turbulent eddies and inversely the eddies are also strongly mod-

ulated by the presence of the particles.

1.2 Dimensionless numbers in sediment transport

Sediment transport in general is an extremely broad and complicated topic

due to the wide range of bottom boundary flow conditions and sediment proper-

ties ubiquitously encountered in nature. Early studies on sediment transport relied

heavily on empirical observations and dimensional analysis in order to categorize

different sediment transport regimes and formulate sediment transport rate mod-

els. In this section, some dimensionless numbers frequently referenced in sediment
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transport literature are reviewed and their physical meanings are explained. The

dimensionless numbers presented below are formulated under significantly simplified

assumptions, where the transport of non-cohesive mono-dispersed spherical particles

are considered under conditions of steady or periodic, homogeneous and fully devel-

oped flow. More complicated flow conditions or sediment properties are beyond the

scope of this thesis, thus will not be discussed.

In steady flows, there are three dimensionless parameters most widely used to

parametrize the transport processes: 1) the specific gravity of sediment particles,

defined as s = ρs/ρf , with ρs and ρf being the mass density of the sediment material

and the fluid respectively; 2) the Shields parameter, which is expressed as:

θ =
u2
τ

(s− 1)gD50

=
τb

ρf (s− 1)gD50

(1.1)

where τb represents the bed shear stress, uτ =
√
τb/ρf is the friction velocity, g =

9.8m/s2 denotes the gravitational force, and D50 is the median sediment diameter for

poly-dispersed particles; and 3) the particle Reynolds number defined by the friction

velocity, written as Rep = uτD50/ν, where ν is the molecular kinematic viscosity of

the fluid. The fall parameter, Rp, represents a dependent fourth parameter that can

be expressed as a combination of the Shields parameter and the particle Reynolds

number:

Rp =
Rep√
θ

=
D50

√
(s− 1)gD50

ν
, (1.2)

This parameter is frequently adopted due to its independence of the friction velocity

4



and can be easily evaluated.

Several sediment transport modes and bed form regimes under steady flow can

be identified on a plot of Rp as a function of θ, as shown in Figure 1.1 (Amoudry

[3]). The shields parameter, θ, represents the ratio of the bed shear stress exerted

on the sediment particles (τbD50
2) to their submerged weight (ρf (s − 1)gD50

3). It

characterizes the strength of the flow in the bottom boundary layer and is the

dominating parameter when predicting the incipient motion of sediment particles

and the formation of various bed forms. Figure 1.1 shows that different bed forms

are generated under different flow intensities. When θ is smaller than some critical

values (mildly depending upon Rp), the flow in the bottom boundary layer is too

weak to induce sediment motion; when θ is increased while keeping θ < 0.8, small

vortex ripples (2D or 3D) can form on the bed; while when θ > 0.8, the flow becomes

strong enough to wash off the small ripples resulting in a dense moving granular flow

and a flat bed surface (“sheet flow”). The particle Reynolds number, Reτ , accounts

for the effect of fluid viscosity on the sediment transport, which is an important

parameter when studying sediment suspensions by turbulent eddies.

The mobilized sediment particles can be further distinguished according to

two different types of transport mechanisms: the bed load and the suspended load,

as shown in Figure 1.1. The bed load often occurs within a few millimeters above

the immobile sediment layer and is characterized by the hopping, rolling and sliding

motions occurred with sediment particles. The concentration within the bed load

layer typically varies from close-packed sediment concentration (∼ 60%) down to

10% and the particle’s motion is dominated by the inter-particle friction and col-
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lision forces. As the flow becomes stronger and the vertical velocity of turbulent

eddies (approximated by uτ ) exceeds the sediment particles fall velocity, Ws, some

of the sediment particles can be entrained in the water column and transported by

the turbulent flow over much longer distances as suspended load before returning

to the bed. Within the suspended load layer (from several millimeters to several

centimeters above the immobile sediment layer), strong particle-turbulence inter-

actions are anticipated and the inter-particle collisions can be often neglected. In

most sediment transport, the two transport mechanism coexist and a sharp interface

between the two transport layers cannot be clearly defined.

In oscillatory (periodic) flows, an additional parameter is introduced to account

for the acceleration in the external flow, which is known as the Sleath parameter:

S =
Uo,pω

(s− 1)g
(1.3)

The Sleath parameter can be viewed as a relative measure of the pressure gradient

in comparison to the gravitational force. In Equation 1.3, Uo,p is the amplitude of

the oscillatory free stream velocity and ω is the angular frequency. Large values

of the Sleath parameter can induce instabilities in the near-bed transport layer,

which can lead to intermittent bed failure or plug flow, resulting in increases of

erosion depth, billows of sediment being suspended and an overall large sediment

transport rate. Cheng et al. [4] found that the criterion for the onset of momentary

bed failure in oscillatory sheet flow is a function of both the Shields parameter

and Sleath parameter according to the multi-dimensional Eulerian two-phase model
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Figure 1.1: Different sediment transport regimes, demarcated by the threshold for
different transport modes and bed form regimes. The red dot represents the Shields
parameter, θ, and the fall parameter, Rp, computed with our experimental condition
during peak flow.
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(SedFoam) the author developed.

In addition to classifying sediment transport regimes, the above non-dimensional

parameters can also be used to empirically model the sediment transport rate

through parameterization especially within the bed load layer for steady flows (Meyer-

Peter and Müller [5], Wilson [6]) and for oscillatory flows (Ribberink [7]). Such

empirical models were mainly developed under simple flow conditions and have a

limited range of applicability, and they provide no description of the the dynami-

cal behavior involved in either phase. Due to the rapid increase in computational

power, more advanced numerical models were developed to resolve sediment trans-

port dynamics at different scales, which will be discussed in the following section.

1.3 Computational models for sediment transport

In this section, several commonly used computational approaches for multi-

phase flows are reviewed (Balachandar and Eaton [8]) with an emphasis of their

applications in sediment transport, which includes fully resolved Direct Numerical

Simulation (DNS) and four different modeling methods, as shown in Figure 1.2.

Under extremely dilute concentrations, φv < 10−5, the interaction between the dis-

persed phase and the carrier phase can be treated as one-way coupled, meaning

that the motion of the dispersed phase is governed by the carrier flow, while the

inverse influence is negligible; under moderate dilute conditions, 10−5 < φv < 0.001,

the interaction between the two phases is “two-way coupled”, indicating that the

back action of the dispersed phase on the carrier phase flow cannot be neglected
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and plays a critical role in modifying the turbulence statistics; further increasing

the volume concentration, φv > 0.001, the inter-particle and particle-wall collisions

become more and more frequent and thus have to be accounted for, in which the

interaction among entities is “four-way coupled”. In sediment transport, the bulk

of the suspended load layer should be described by two-way coupled models; while

the bed load layer requires additional inter-particle interactions to be accounted for.

The vertical axis in Figure 1.2 denotes the particle-to-fluid length scale ratio,

d/η, and time scale ratio, τp/τk (also known as the particle Stokes number St). In

the previous, d is the particle diameter, η is the Kolmogorov length scale in the flow,

τp is the particle response time and τk is the Kolmogorov time scale. The evaluation

of each term in the current study is introduced below. The particle response time,

τp, is defined as the time required for a particle to reach the terminal settling velocity

when released in a quiescent fluid, which can be theoretically computed by solving

an ordinary differential equation governing the particle’s motion (see Chapter 4.3.1

for details). The Kolmogorov scales (time or length) are defined by the turbulent

dissipation rate, ε, whose determination requires the measurement of the full velocity

gradient tensor. In the current study, stereoscopic PIV was implemented in the

carrier phase measurement, in which three dimensional velocity components were

calculated only on a two dimensional plane coinciding the light sheet center (referred

to as “2D3C” measurement), so the velocity gradient in the out-of-plane direction

couldn’t be obtained. As a result, the dissipation rate could not be directly measured

and the required Kolmogorov scales were estimated as the following. We assumed

the Kolmogorov velocity scale is of the same order as the friction velocity (uτ ) and
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approximated the Kolmogorov length and time scales as the viscous scales, written

as ν/uτ and ν/u2
τ respectively. The particle Stokes number defined in this way

can be expressed as, τpu
2
τ/ν, and is often referred to as the wall Stokes number.

Such approximations tend to overestimate the values of the length scale ratio and

the particle Stokes number computed with true Kolmogorov scales, but are at least

good representatives of the order of magnitude.

In Figure 1.2, with extremely low Stokes numbers (St� 1), the particles act

as “tracers” that can faithfully follow the motion of the ambient flow, which is the

assumption made by the dusty gas models. For slightly higher Stokes numbers, i.e.

St < 0.2, the slip velocity between phases cannot be ignored, however the Stokes

number is still low enough that an equilibrium can be reached between the motion

of the two phases and the dispersed phase velocities are completely dictated by the

local flow. The slip velocity can be theoretically derived and often expressed as the

particle fall velocity plus an asymptotic expansion term with respect to the Stokes

number (Ferry and Balachandar [9]), which forms the fundamental idea used in the

equilibrium Eulerian method. For even higher Stokes numbers, more sophisticated

models, such as Eulerian and Lagrangian point-particle models and even fully re-

solved DNS are demanded to resolve the behavior of both phases reliably. It should

be noted that in Figure 1.2, the small length ratio constraint (d/η < 0.1) is imposed

on all the computational modelings unless fully resolved DNS is conducted.

Sediment transport models can be generally categorized into single-phase mod-

els and two-phase models, which are similar to the one-way coupled and two(or

three)-way coupled concepts stated above respectively. The single-phase models are
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Figure 1.2: Recommended computational approaches under different multiphase
flow conditions parameterized by the volume fraction, φv, the length ratio d/η and
the particle Stokes number, defined as the time ratio St = τp/τk, where η is the
Kolmogorov time scale, τp is the particle response time and τk is the Kolmogorov
time scale. (cited from Balachandar and Eaton [8])
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formulated based upon the dusty gas or the equilibrium Eulerian approach. With the

dusty gas approach, the sediment particles are assumed to be passively transported

by the bottom boundary layer flow and no or only very simplified back reactions of

particles on the flow is considered. The bottom boundary layer flow can be solved

either via the single phase Navier-Stokes equations or by some wave-current models.

The dispersed phase concentration field can then be solved via an advection-diffusion

equation once the carrier phase flow is solved. The influence of the dispersed phase

on fluid turbulence can be accounted for simply through a sediment-induced density

stratification term. Compared to the dusty gas approach, the equilibrium Eulerian

approach allows a theoretically derived slip velocity between phases, which is often

used to model the transport of fine sediment particles (d < 0.15mm, Cheng et al.

[10] and Cheng et al. [11]) in order to satisfy the particle Stokes number criteria

(St < 0.2, Ferry and Balachandar [9]). This approach outperforms the former one

due to its more accurate representation of the particle velocities by accounting for

particle’s inertia, enabling the study of preferential concentration and the resultant

modification of turbulence. The solution of single phase models is only valid within

dilute concentrations (due to the one-way coupling assumption) and thus is typi-

cally used to model only the suspended load transport. The computational domain

is often above the immobile sediment bed layer and thus its bottom boundary con-

dition has to be cautiously imposed, either by applying a reference concentration

or specifying an empirical sediment flux (representing the net result of erosion and

deposition). The transport in the bed-load layer can be solved separately and pa-

rameterized with the dimensionless parameters introduced in Section 1.2 (Bagnold
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[12], Van Rijn [13]).

The advantage of single phase models are their low computational cost that

enables their applications in large-scale and even field-scale simulations (Lesser et al.

[14], Hagatun and Eidsvik [15], Zhang et al. [16], Harris and Wiberg [17]), however

they are only valid for significantly small particles (d/η < 0.1), small particle Stokes

numbers (St < 0.2) and low concentrations (φv < 0.001). In a typical sheet flow

with water and spherical Quartz sand particles of medium size (ρs,qz = 2.56 g/cc,

0.15 < d < 0.50mm), the particle response time, τp, can be computed as varying

from 3ms to 13ms; for the flow scales in a typical turbulent boundary layer, the

friction velocity is often on the order of O(1 ∼ 10 cm/s), which corresponds to an

estimated η ≈ ν/uτ on the order of O(0.1mm) and τk on the order of O(1ms).

Under the above flow conditions, the associated particle-to-fluid length scale ratio

and particle Stokes number are both on the order of O(1 ∼ 10), which apparently

cannot satisfy the assumptions made by single-phase models. Moreover, the bottom

boundary conditions have to be specified in single-phase models via simplified para-

metric/empirical models, whose validity is often questionable especially in unsteady

flows.

More advanced two-phase sediment transport models were developed in the

past two decades, built under the framework of the Eulerian approach, the La-

grangian point-particle approach or fully resolved DNS (Figure 1.2), in which the

mass and momentum equations of each phase are coupled together by the interaction

force terms between the phases. In this dissertation, focus will be placed on study-

ing the particle-turbulence interaction occurred in dilute regime (10−5 < φv < 0.01)
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under oscillatory sheet flow conditions, where the inter-particle collisions can be ne-

glected and an intense particle-turbulence interaction is guaranteed. The particle-

to-fluid length scale ratio and the particle (wall) Stokes number obtained under our

experimental condition are estimated as d/η = 16.3 and Stw = 27.1 respectively,

both of which exceed the criteria required by all of the four computational models

proposed in Figure 1.2 (except for DNS). Despite of the questionable formulation

of the Eulerian and Lagrangian point-particle models, they still represent the state-

of-the-art and have generated valuable insights on sediment transport mechanisms.

Both of them, along with full resolved DNS, will be discussed in detail below, with

their advantages and possible improvements pointed out when applied to sheet flows.

1.3.1 Fully resolved DNS

Fully resolved DNS completely solves the rigid/deformable body motion of

every particle and resolves all the scales of ambient turbulence and particle-induced

turbulence. The governing equations (Breugem [18], assuming rigid spherical parti-

cles) describing the carrier phase flow are the single phase Navier-Stokes equations;

while for the dispersed phase, a set of ordinary differential equations that governs

both the translational velocity and the angular velocity of each particle needs to be

solved, generating a complete description of rigid particle motion. The force and

torque acting on each particle by the ambient flow can be computed by directly

integrating the local pressure and shear stress acting on the surface and the colli-

sional/frictional forces exerted between particles or against solid walls can also be
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accounted for. The back reaction of particles on the flow enters the Navier-Stokes

equations via the no-slip and no-penetration boundary conditions imposed on the

surface of each solid particle.

Different numerical schemes, such as the Immersed Boundary Method (IBM,

Uhlmann [19], Breugem [18], Picano et al. [20]), Volume of Fluid (VOF), structured

grid, Lattice Boltzmann etc. can be implemented to solve the above partial differen-

tial equations and ordinary differential equations that are strongly coupled together.

The advantage of fully resolved DNS resides in its ability to provide an accurate,

high-fidelity and high-resolution delineation of both phases without introducing any

closure models. However, it is computationally expensive. To date, researchers

have been able to apply fully resolved DNS to approximately 10, 000 solid particles

in turbulent channel flows and isotropic/homogeneous turbulent flows both in the

absence of sediment bed (Picano et al. [20], de Motta et al. [21] and Peng et al.

[22]). However, a typical sheet flow simulation requires at least tens of millions of

sediment particles, estimated with 10 cm thick bottom boundary layer, 2mm thick

sheet flow layer and 0.2mm grain size (Cheng et al. [23]). Due to the overwhelm-

ingly expensive computational efforts required, fully resolved DNS of sheet flows is

out of the question in the foreseeable future.

1.3.2 Lagrangian point-particle approach

In sediment transport, the Lagrangian point-particle approach (also known

as “Eulerian-Lagrangian model”) treats each individual sediment particle as “point
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mass” and uses a Lagrangian description to track their positions, momentum and

angular momentum etc. Since the particle-fluid interface is not resolved, the inter-

phase and inter-particle forces have to be modeled. The carrier phase equations, on

the other hand, are formulated via the volume averaged Navier-Stokes equations,

closed with constitutive relations required for the residual stresses due to spatial

filtering and the reaction particle forces (Zhou et al. [24], Anderson and Jackson

[25]). The equations governing the linear momentum of sediment particles and the

continuous carrier phase flow are summarized in Equations 1.4∼1.6 and Equations

1.7∼1.9 respectively (Zhou et al. [24], Anderson and Jackson [25], Finn et al. [26]).

In these equations, ~u, ρ and P represent velocity, density and pressure, which are

accompanied by subscript f or p referring to the corresponding phase (fluid or

particle). The equations of the two phases are coupled via sediment volumetric

concentration, C, and the inter-phase momentum transfer term, ~ffp or ~Fpf .

The sediment particle motion is described by the Newton’s equation, which is

written as,

mp
d~up
dt

= mp~g + ~ffp + ~fc (1.4)
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~ffp = − –Vp∇Pf |p︸ ︷︷ ︸
Pressure

+Cd
1

2
Apρf |(~uf |p − ~up)|(~uf |p − ~up)︸ ︷︷ ︸

Drag

+Cl–Vpρf (~uf |p − ~up)× (∇× ~uf )|p︸ ︷︷ ︸
Lift

+CAM –Vpρf (
D~uf |p
Dt

− d~up
dt

)︸ ︷︷ ︸
Added mass

+
3

2
d2√πρfµ

∫ t

−∞
K(t, τ)

d(~uf |p − ~up)
dτ

dτ︸ ︷︷ ︸
Basset history

(1.5)

φf |p =
∑
CV

I (~x, ~xp)φf (1.6)

Each sediment particle is subjected to the gravitational force, mp~g, the hydrody-

namic force, ~ffp, and the particle collision force, ~fc. The mutual hydrodynamic

force, ~ffp, can be further decomposed into pressure, drag, lift, added mass and Bas-

set history forces, as expressed in sequence in Equation 1.5 (Maxey and Riley [27]),

in which µ is the molecular dynamic viscosity of the fluid, mp, –Vp and Ap denote

the mass, volume and projected area associated with each single sediment particle,

Cd, Cl and CAM are the coefficients of drag, lift and added mass respectively and

D
Dt

represents the material derivative. The subscript |p represents the undisturbed

fluid property evaluated at the particle centroid location, ~xp, which is often defined

via some interpolant function denoted by I (~x, ~xp) as shown in equation 1.6. The

Basset history force quantifies the accumulative effect of the diffused vorticities orig-

inated from the particle surfaces, and in the above equation, K(t, τ) is the kernel

that weighs the past history of relative acceleration. ~fc is formulated by means of
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discrete element method (DEM), accounting for the collisional and frictional forces

occurred among the particles and only plays a crucial role in concentrated regions.

The volume averaged Navier-Stokes equations that governs the carrier phase

flow can be written as,

∂

∂t
[ρf (1− C)] +∇ · [ρf (1− C)~uf ] = 0 (1.7)

∂

∂t
[ρf (1− C)~uf ] +∇ · [ρf (1− C)~uf~uf ] = −∇Pf − (1− C)ρf~g

+∇ ·
[
µeff

(
∇~uf + (∇~uf )T −

2

3
∇ · ~uf

)]
+ ~Fpf

(1.8)

φf (~x) =

np∑
ip=1

F (~x, ~xp)φp (1.9)

in which the definition of the reaction force, ~Fpf , exerted from the particle surface

back to the flow (opposite to ~ffp), and the local sediment concentration, C, both rely

on the filter function as shown in Equation 1.9. F (~x, ~xp) distributes a point particle

property (the reaction particle force, −~ffp, or particle volume, πd3/6), φp, to the

continuous field, φf , located at the Eulerian grid points, ~x. The effective viscosity

of sediment-fluid suspension, µeff , can be modeled to account for the molecular

dynamic viscosity of the fluid, particle concentration, particle polydispersity, and

the unresolved subgrid-scale turbulence stresses due to volume averaging. It should

be pointed out that there is not yet a universal agreement on the design of the
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interpolant function, I (~x, ~xp), or the filter function, F (~x, ~xp), that should be used

in the above Eulerian-Lagrangian models (Brandt and Coletti [28], Deen et al. [29],

Delnoij et al. [30], Zhao and Shan [31]).

The resultant carrier phase equations (Equations 1.7∼1.9) can be solved via

direct numerical simulation (DNS), large eddy simulation (LES, Finn et al. [26],

Schmeeckle [32]), or further averaged and solved under the framework of Reynolds

averaged Navier-Stokes model (RANS, Cheng et al. [23], Rafati et al. [33], Shi and Yu

[34]) (Kuerten [35]). The Eulerian-Lagrangian RANS model, in which the RANS

equations are solved for the carrier phase and individual sediment particles are

still tracked according to Equations 1.4∼1.6, is motivated by its much less required

computational cost. In dilute regions, where the sediment particles are mostly driven

by the ambient turbulent (and unresolved) flow, the dispersion of the sediment

particles has to be modeled via some type of stochastic Lagrangian model, such as

the random-walk model (RMW) and eddy interaction model (EIM). These stochastic

Lagrangian models still lack experimental validation, especially when applied in

oscillatory sheet flows. The Lagrangian statistics of the sediment particles, the

turbulent statistics along particle trajectories and their correlations are vital for the

improvement of these models, which motivates the whole field, particle-resolved,

time-resolved and simultaneous measurements on both phases in the dilute regions

in sheet flow.
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1.3.3 Eulerian approach

The Eulerian approach (also known as “Eulerian-Eulerian model”) is based

upon a two-fluid model, which treats the carrier phase and the dispersed phases

as two interpenetrating continua and gives the particulate phase properties field

representation. The two-fluid formulation requires the conservation of mass and

momentum equations for both phases, with momentum exchange between the phases

taken into account as source and sink terms. When applied in sediment transport,

the Eulerian approach has demonstrated its capabilities of both predicting bulk

quantities such as the sediment transport rate (Amoudry et al. [36]), and resolving

fine structures in the flow such as the intermittent bed failure (Cheng et al. [37]),

under various flow conditions. It also requires typically less computational cost

than the Lagrangian point-particle approach, in which millions of particles have to

be tracked. In this section, the mathematical equations of the Eulerian approach

are formulated first under the context of sediment transport with mono-dispersed

spherical particles, which is then followed by a discussion of the resultant closure

models frequently occurred in this approach.

1.3.3.1 Mathematical formations of FANS model

The starting point for the two-fluid model begins with the exact and fully-

resolved representation of the conservation laws for the two media, which are defined

in disconnected regions with jump boundary conditions specified on their interfaces.

The above equations are then transformed into a globally defined mass and mo-
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mentum equations for both phases through some type of “grain-scale” averaging.

Different grain-scale averaging operators can be used, such as the ensemble averag-

ing (Drew [38], Drew and Lahey [39], Zhang and Prosperetti [40]) and the spatial

averaging (Jackson [41], Brennen [42]). The resulting governing equations can be

considered as the counterpart of the single-phase fluid Navier–Stokes equations.

However, unlike the Navier–Stokes equations, the two-fluid governing equations are

not closed and several terms require closure models as a result of “grain-scale” av-

eraging, such as the sediment and fluid stress tensor terms (Gonzalez-Ondina et al.

[43]). Especially when dealing with large particles that have finite to large particle

Reynolds number (Re = duτ/ν � 1), the details within the boundary layer and

wakes generated by the particles are smoothed out and modeled in the fluid stress

tensor term, whose validity needs to be carefully examined. The sediment stress

term characterizes the interaction between particles and only needs to be accounted

for in concentrated regions. The inter-phase momentum transfer terms would also

need to be modeled based upon the particle force equations as shown in Equations

1.5 (Maxey and Riley [27]).

To solve these equations, LES and multi-dimensional Reynolds/Favre Aver-

aged Navier-Stokes (RANS or FANS) equations are commonly used in a wide range

of applications, such as steady flow (Cheng et al. [37], Gonzalez-Ondina et al. [43],

Hsu et al. [44], Hsu et al. [45] etc.), oscillatory flow (Amoudry et al. [46], Amoudry

et al. [36], Amoudry [47], Hsu et al. [45], Yu et al. [48] etc.), scouring (Cheng et al.

[4], Amoudry and Liu [49] etc.) etc. The mathematical formulation of RANS/FANS

two-fluid model is derived by applying a second average to the grain-scale governing
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equations over a scale much larger than the particle size to further smooth out the

turbulence fluctuations (termed as “large scale averaging” analogous to Reynolds

average). The resultant turbulence-averaged two-fluid model (FANS, Amoudry et al.

[36]) is demonstrated below, where Favre averaging (concentration weighted aver-

age, denoted by “ ˜ ”) is applied to velocities and traditional averaging (ensemble,

spatial or temporal, denoted by “ ¯ ”) is applied to all the other quantities. The

Favre averaged velocities for both phases are defined as,

ũfi =
(1− C)ufi

1− C̄
(1.10)

ũsi =
Cusi
C̄

(1.11)

C ′ = C − C̄, ∆ufi = ufi − ũ
f
i , ∆usi = usi − ũsi

where C is the volume fraction of sediment particles and ui represents the velocity

components with superscript denoting the corresponding phase. Based upon Favre

averaging defined above, the mass conservation equations of the carrier phase and

sediment phase are written as the following:

∂ρf (1− C̄)

∂t
+
∂ρf (1− C̄)ũfi

∂xi
= 0 (1.12)

∂ρsC̄

∂t
+
∂ρsC̄ũ

s
i

∂xi
= 0 (1.13)
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The momentum equations for the carrier phase and the sediment phase are expressed

as the following:

∂ρf (1− C̄)ũfi
∂t

+
∂ρf (1− C̄)ũfi ũ

f
j

∂xj
= ρf (1− C̄)gi − (1− C̄)

∂P̄f
∂xi

+ C ′
∂Pf

′

∂xi︸ ︷︷ ︸
Pressure fluctuation

−βC̄(ũfi − ũsi )− βC∆ufi︸ ︷︷ ︸
Turbulent suspension

+
∂

∂xj
(Rf

ji + (1− C)T fji)︸ ︷︷ ︸
τfij , total fluid phase stress

(1.14)

∂ρsC̄ũ
s
i

∂t
+
∂ρsC̄ũ

s
i ũ

s
j

∂xj
= ρsC̄gi − C̄

∂P̄f
∂xi

+ C ′
∂Pf

′

∂xi︸ ︷︷ ︸
Pressure fluctuation

+βC̄(ũfi − ũsi )

+ βC∆ufi︸ ︷︷ ︸
Turbulent suspension

+
∂

∂xj
(Rs

ji + C(Ps − Pf )δij + CT sji)︸ ︷︷ ︸
τsij , total sediment phase stress

(1.15)

where β is the averaged drag coefficient, Pf and Ps denote the fluid and sediment

pressure, T fji and T sji are the stress tensors for the fluid phase and the sediment

phase, containing the viscous stress and the small-scale Reynolds stress as a result

of grain-scale averaging, and Rf
ji and Rs

ji represent the large-scale Reynolds stresses,

obtained when averaging the non-linear convective terms (analogous to the Reynolds

stress terms in single-phase fluid RANS model),

Rf
ji = −ρf (1− C)∆ufi ∆u

f
j (1.16)
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Rs
ji = −ρsC∆usi∆u

s
j (1.17)

For the inter-phase coupling term, only the drag force is considered in Equations

1.14∼1.15, and all the other force terms are comparatively small and thus neglected,

which can be justified under most sediment transport conditions with scale analysis

(Amoudry et al. [36]).

Of all the terms contained in the above Favre Averaged Navier-Stokes model

(FANS, Equations 1.12∼1.15), the ones needed to be further evaluated by closure

models due to both the “grain scale” and “large scale” averaging are labeled with

brackets beneath them. They are crucial to the performance of FANS model and

will be discussed next.

1.3.3.2 Problems with closure models

In this dissertation, we refrain from discussing the pressure fluctuation and the

total sediment phase stress terms. The measurement of the former is exceedingly

difficult, and the neglect of the latter is because it captures the effect of inter-particle

collisions, which is only dominant in concentrated regions (c > 0.08) exceeding the

range of concentrations of our interest (c = 10−5 ∼ 10−1). The drag coefficient, β,

has been heavily studied in the past decades (Ding and Gidaspow [50], Richardson

and Zaki [51] etc.), and both theoretical and empirical models were developed that

have been able to produce reasonable drag force predictions. We will restrict our

attention to the modeling of the remaining two terms, C∆ufi and τ fij as shown
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in Equations 1.14∼1.15. The unsteady effects observed in oscillatory sheet flow

experiments, which are only crudely captured by two-fluid model closures at present,

are also discussed.

1. Turbulent suspension term, C∆ufi . The turbulent suspension term de-

notes the correlation between the concentration and the large-scale fluid veloc-

ity fluctuations and is commonly modeled using the gradient diffusion hypothesis,

C∆ufi = −νT
σc

∂C̄
∂xi

, where σc, is the Schmidt number, defined as the ratio of the sed-

iment diffusivity over the turbulent eddy viscosity, νT . The value of the Schmidt

number, σc, may vary both spatially and temporally in an oscillatory sheet flow,

and there is not a universal agreement yet on how much it should be used. Cheng

et al. [37] developed an LES two-fluid model and used it in a steady sheet flow with

coarse sediment particles. The grid size was selected to be small enough such that

the uncertainties associated with subgrid closure is minimized. The Schmidt number

predicted by the model (σc = 0.55) in dilute regime is larger than the experimentally

determined value (σc = 0.44 by Revil-Baudard et al. [52]) by about 25%, indicating

that some physical mechanisms of the turbulent-sediment interactions were still not

properly accounted for.

Along with the turbulent suspension term, some other terms are also gener-

ated when (Favre) averaging the inter-phase momentum transfer term, expressed as

β′C ′(ũfi −ũsi )+β′C(∆ufi −∆usi ). These terms are often neglected in two-fluids mod-

els mainly for simplicity, lacking of physical reasoning. Thus, their evaluation could

also be important for improving the FANS model, which requires the calculation of

concentration-velocity covariance and even triple correlations.
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2. The total fluid phase stress, τ fij. The total fluid phase stress consists of

three parts, the large-scale Reynolds stress, the grain-scale Reynolds stress and the

molecular viscous stress. The grain-scale Reynolds stress and the molecular viscous

stress are combined in the term T fji and the former one is usually neglected mainly for

simplicity. However, Gonzalez-Ondina et al. [43] developed a two-level, two-phase

FANS model, where the grain-scale and large-scale fluctuations in both phases were

modeled independently. The author claims that the grain-scale fluid fluctuations

have a large impact in the flow and should not be overlooked. The large-scale

Reynolds stress, Rf
ji, is often modeled using the eddy viscosity hypothesis, where

the turbulent eddy viscosity, νT , has to be further specified. Candidate models for

determining the value of νT consists of mixing length model, one-equation model,

two-equation model etc., built upon the same framework used for single-fluid turbu-

lence models. Model parameters can be adjusted to account for the additional effects

of sediment concentration and particle forces, which are exceedingly difficult to be

predicted and normally have to be empirically calibrated. A further understanding

of the turbulence modulation mechanisms due to the presence of sediment particles

would allow the determination of the parameters in a more rational manner.

3. Unsteady effects in oscillatory sheet flow. Some unique unsteady phenom-

ena have been experimentally observed in oscillatory sheet flow, such as concentra-

tion peaks occurred at flow reversal (O’Donoghue and Wright [54], Ribberink and

Al-Salem [53]) and phase lag effects (O’Donoghue and Wright [54], O’Donoghue

and Wright [55], Ribberink and Al-Salem [53]). However, the two-fluid FANS model

doesn’t seem to be able to capture these phenomena, indicating that some physics
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Figure 1.3: The top figure shows the periodic free stream velocity in one cycle. The
bottom two figures show the concentration time histories at two different elevations
(at z/D50 = 100 and z/D50 = 52 respectively, with D50 = 0.21mm), using van
Rijn’s pick-up (solid line) and the reference concentration approach (dashed line)
for bottom boundary conditions, superimposed by the measured data of Ribberink
and Al-Salem [53] (symbols). (cited from Amoudry [3])
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related to the unsteady motion must have been ignored in the model. Amoudry [3]

implemented a one-dimensional FANS model in only the dilute regime, where the

intergranular stress was neglected and the bottom bed effects were accounted for

via boundary conditions. The numerical results compared with the measured data

(Ribberink and Al-Salem [53]) is shown in Figure 1.3, where the concentration time

histories at two select elevations are presented. At these two elevations, the range of

concentration matches the concentration range of our interests (C = 10−5 ∼ 10−1).

It is shown in the figure that right after the flow reverses the direction, an increase

of concentration is observed in experiments (see shaded regions), which is com-

pletely absent in the simulation. Another oscillatory sheet flow simulation done by

Chen et al. [56] was compared with the measured data obtained by O’Donoghue

and Wright ([54] and [55]), as shown in Figure 1.4. Chen et al. [56] used a one-

dimensional RANS averaged two-fluid model, accounting for the turbulence modifi-

cation under different volume concentrations by introducing a slightly modified k−ε

model. It is shown in this figure that the phase lag predicted by the model (solid line

in the bottom figure) is apparently inconsistent with the measured data (solid dot

symbols), implying something inherent in the oscillatory nature of the external flow

must have been omitted. The slightly better prediction of the phase lag denoted by

the dotted line is given by Li et al. [57], in which the authors had to include several

empirical formulas in their two-fluid RANS model. To the author’s best knowl-

edge, the particle suspension mechanisms and turbulence modulation under adverse

pressure gradience (during flow deceleration) is still poorly understood, which is,

however, believed to be critical for the improvement of the current oscillatory sheet
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flow models.

1.4 Experimental studies in sediment transport

It has been shown in the previous section that all of the equations (even the

most fundamental ones) used in the Eulerian-Lagrangian and the Eulerian-Eulerian

models have been averaged to some extent and contain closure models. In the

Eulerian-Lagrangian models, the evaluation/improvement of the interpolant func-

tion, I , and the filter function, F , depends on knowing each individual particle’s

locations and the associated hydrodynamic force, the latter of which can be only

indirectly acquired by measuring each particle’s instantaneous velocity and acceler-

ation and the flow field around it; the improvement of stochastic Lagrangian models

would require measuring the Lagrangian statistics of both phases, which involves

tracking each individual particle’s positions and its surrounding flow over consecu-

tive frames. In the Eulerian-Eulerian models, all the closure terms associated with

grain-scale averaging must be evaluated by extremely detailed measurement with

each individual particle resolved for the sediment phase and Kolmogorov scale re-

solved for the carrier phase.

The measurement goals set by this thesis is to produce whole field, time-

resolved, particle-resolved and concurrent measurements of both phases up to a vol-

ume concentration of 1% in an oscillatory sheet flow. In this section, some commonly

used sheet flow measurement techniques are summarized, followed by a literature

review of the most detailed sheet flow measurements conducted recently. It will
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Figure 1.4: The top figure shows the periodic free stream velocity in one cycle. The
bottom figure shows the concentration time histories at y = 2.5mm, using one-
dimensional two-fluid RANS model by Chen et al. [56] (solid line) and by Li et al.
[57] (dotted line), superimposed by the measured data of O’Donoghue and Wright
([54] and [55], symbols). (cited from Chen et al. [56])
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be shown that none of the existing measurement could satisfy all the measurement

goals set by the thesis.

The earliest recorded measurements of sheet flow conditions utilized suction

sampler and pitot tube to measure the sediment concentration and velocity respec-

tively (Bosman et al. [58]). The shortcomings of such instrumentation are manifold:

they are physically intrusive, measure only at a single point, have poor spatial

and temporal resolution, and cannot discriminate the velocity signals between the

two phases. In the past two decades, Concentration Conductivity Meters/Profilers

(CCM/CCP) were developed and widely used in both laboratory and field measure-

ments, which is able to acquire a full sediment concentration profile from random

close-packed sand to moderately dilute region after a careful calibration of the con-

ductivity of known sand/fluid mixture concentrations. The CCM/CCP is intrusive

and only accurate for moderate-to-high volume fractions C > 5%. In more dilute

regimes (C < 5%), concentration can be measured separately by the Acoustic Back

Scattering (ABS) system instead. Utilizing two CCMs/CCPs placed in a row along

the streamwise direction and by correlating the upstream and downstream concen-

tration signals, one can obtain the sediment velocity in the streamwise direction.

The resolution of such velocity measurement is limited due to the flow disturbance

caused by the upstream CCM/CCP probe. Instead, an Ultrasonic Velocity Profiler

(UVP) is usually employed for sediment velocity measurement, though UVP cannot

distinguish independent measurements of the sediment particles and their ambient

flow. Some measurement techniques that can register the instantaneous velocities of

both phases include Laser Doppler Velocimetry (LDA), Phase Doppler Velocimetry
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(PDA), and Particle Image Velocimetry (PIV). LDA and PDA are both point mea-

surements and the signals from the two phases (reflections from tracer and sediment

particles) need to be discriminated. The size of sediment particles are typically much

greater than that of tracer particles and therefore they tend to produce a brighter

intensity signal. In LDA, the distinct intensities of the bursts reflected by the two

phases can be used for phase separation (Stock et al. [59], Muste et al. [60]); while

for PDA, the particle sizes can be directly measured, which can be used for phase

identification. One limitation of single-point measurements, however, is the diffi-

culty associated with interpreting the data into meaningful physical mechanisms

that control the dynamics between the phases. PIV, on the other hand, has the

potential of achieving the measurement goals set for this dissertation (whole field,

particle-resolved and concurrent) and thus is used. A detailed review of PIV/PIV-

based measurement techniques is presented in Section 2.1.1.

Some most detailed measurements conducted recently in sheet flows are listed

below. Revil-Baudard et al. [52] used acoustic concentration and velocity profiler

(ACVP), which allowed the measurement of the co-located streamwise and vertical

particle velocity components as well as the particle volumetric concentration over a

vertical profile extending from the bed interface to the water free surface. However,

some major problems associated with this technique are 1) it cannot discriminate

the velocities between the two phases, therefore the inter-phase momentum trans-

fer term cannot be directly evaluated; 2) the measurement was conducted along

a vertical line, which precludes the study of coherent structures exhibited by the

particles and the flow. In another experiment, Capart and Fraccarollo [61] used two
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high-speed cameras and a laser light sheet to simultaneously measure the detailed

profiles of sediment velocity and concentration near the sidewall. The first camera,

viewing perpendicular to the side wall, registers the motion of each sediment par-

ticle adjacent to the sidewall, from which instantaneous in-plane velocities of each

individual particle can be computed by particle tracking velocimetry. The second

camera, oriented obliquely, records the deformation of a laser stripe projected onto

the near-wall particles by a transverse laser light sheet, from which the near-wall

sediment concentration can be calculated (Spinewine et al. [62]). Two major short-

comings of this measurement are its reliance on the sidewall where the boundary

layer effects cannot be ruled out, and the lack of measurement of the carrier phase

flow.

It is worth mentioning that numerous detailed concurrent PIV/PTV measure-

ments of particulate flows do exist, however they were mostly conducted in turbulent

channels without the presence of sediment bed and the particle concentration en-

countered is typically very small, varying from only a few particles (Tee et al. [63]

etc.) to C ∼ O(0.1%) (Muste et al. [64], Kiger and Pan [65], Tanaka and Eaton [66],

Petersen et al. [67], Berk and Coletti [68] etc.). In sheet flow measurements, the ex-

istence of the sediment bed, the requirement of making measurements away from the

side walls and the measurement goals set by this thesis (whole field, particle-resolved

and concurrent measurements of both phases for C ≤ 1%) combined define an ex-

tremely challenging measurement problem. In fact, to the author’s best knowledge,

such measurements has never been conducted before, which motivates the author

to take on this challenging task.
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1.5 Scope of this thesis

It has been shown in previous sections that further improvement of the state-of-

the-art sheet flow models (Lagrangian point-particle and Eulerian two-fluid models)

would require at least whole field, particle-resolved and concurrent measurements

of the dynamical behavior of both phases to gain more insight on the particle sus-

pension mechanisms and turbulence modifications. The Lagrangian statistics of

both phases are crucial for the validation and improvement of existing stochastic

Lagrangian models, so time-resolved measurements are also highly recommended.

This dissertation aims to provide such measurements in a precisely-controlled and

highly-repeatable oscillatory sheet flow with a focus upon dilute concentration re-

gions (C = 10−5 ∼ 10−1), where significant particle-turbulence interaction can be

observed and inter-particle collisions can reasonably be neglected. Focus will also

be placed upon a time during flow reversal, when the greatest adverse pressure gra-

dient is encountered in the flow and the resulting instabilities and unsteadiness are

evident enough to influence both the particle and the turbulence statistics.

In this dissertation, a sheet flow is generated in the UMD U-shaped water tun-

nel, which is driven by a piston in one of the end tanks connected by a test section

of dimensions 375 cm (L) ×45 cm (H) × 30 cm (W). The bottom 15 cm is packed

with well-sorted sand particles (d = 240µm), leaving the rest 30 cm for the flow. Si-

nusoidal external flow, with a nominal velocity profile of Uf (t) = sin(2πt/5),m/s, is

prescribed to induce the effect of weak favorable/adverse pressure gradience (Sleath

parameter, S = 0.085). Measurements are conducted near the static sediment bed
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in the middle of the test-section (streamwise and spanwise directions). The cross-

section of the test section is sufficiently large to contain a full spectrum of turbulence

eddies encountered in the oscillatory sheet flow even after removing the boundary

layer effects from the side walls. The thickness of the boundary layers generated

on the smooth side walls, can be estimated as 40 δs = 40
√
νT/π = 5 cm according

to Salon et al. [69], beyond which the wall effects can be neglected, where δs is

the Stokes layer thickness. The estimated boundary layer thickness on side walls is

close to the measured value provided by Knowles [70] under a similar flow condi-

tion. The largest eddies encountered within the mobile bed layer under oscillatory

sheet flows can be estimated as the thickness of the bottom boundary layer, which is

around 10 cm under current experimental conditions. The length of the test section

(375 cm) is also adequately long, more than twice of the full excursion length of the

prescribed oscillatory flow (1.60m), such that end effects can be avoided, i.e. the

flow forced out of the end tanks can never get into the measurement location in the

middle of the test section.

The proposed high-resolution, high-fidelity and concurrent PIV/PTV based

measurement of both phases in sheet flows is very challenging. The degradation of

lighting conditions caused by the scatter induced by the high-concentrations near

the bed, in addition to the the obscuration among sediment particles and the huge

disparity of signal intensities between phases cause significant troubles when directly

applying the existing PIV/PTV based techniques to sheet flows, so a series of mod-

ifications based upon the existing PIV/PTV techniques have to be developed first.

Chapters 2 and 3 are devoted to development of a novel measurement technique
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to achieve these measurement goals, with a focus on the measurement of sediment

particles and carrier phase flow respectively. In Chapter 2, a novel measurement

technique was developed that is able to reliably reconstruct each sediment particle’s

3D positions near the light sheet center based upon single snapshots recorded by

multiple cameras from different perspectives. Based upon the reconstructed results,

concentration profiles can be computed by specifying suitable measurement volume

thickness. A Lagrangian particle tracking algorithm adapted from “shake-the-box”

(Schanz et al. [1]) was also developed to compute the trajectories of each recon-

structed sediment particle, enabling the study of sediment Lagrangian statistics.

In Chapter 3, a novel apertured filter method was developed to enable the simul-

taneous measurement of the ambient carrier phase flow with a resolution of twice

of particle’s mean distance in the highest concentration of our interest (C = 0.01

corresponding to a particle mean distance of λp = 3.7 d). The cross-talk errors were

evaluated and proved to be insignificant.

In Chapter 4, facilitated by the measurement techniques developed in Chapters

2 and 3, the whole field, phase-locked time-resolved, particle-resolved and concurrent

measurements of both phases up to a concentration of 1% were conducted in the

sinusoidal oscillatory sheet flow as prescribed above. Only the results obtained near

flow reversal are demonstrated and analyzed.

At last in Chapter 5, possible contributions made by this dissertation is sum-

marized, both in the measurement technique advancement and in the sediment

transport studies, and future work is proposed.
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Chapter 2: Measurement technique: sediment phase

In order to provide a whole-field, time-resolved, particle resolved and con-

current measurements of both the fluid and the sediment phase in dilute regime

(C ≤ 1%) under oscillatory sheet flow conditions, PIV/PTV-based measurement

is the most suitable choice that can satisfy all of the above requirements. In the

time-resolved measurement, Lagrangian particle tracking (LPT) is naturally imple-

mented to the sediment particles, which requires the following steps: 1) particle

identification in each camera, 2) the establishment of stereoscopic correspondence

and 3D reconstruction, and 3) particle tracking between consecutive frames. For the

continuous carrier phase measurement, both LPT and PIV methods can be applied.

In this thesis, laser light sheet is used for illumination, so only the sediment particles

located close to the light sheet center are reconstructed and tracked and stereoscopic

PIV is used for the measurement of carrier phase due to its superior reliability.

In a traditional PIV-based concurrent two-phase flow measurement, both the

sediment particles and their surrounding flow (seeded with tracers) are illuminated

by single or multiple light source(s) and together or separately filmed by multiple

cameras. The simultaneously registered two phases are then discriminated either

optically or digitally. The traditional PIV-based measurements confront many chal-
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lenges when directly applied to sheet flows, such as the obscuration among sediment

particles, the uncertainties associated with particle centroid determination, the re-

liable extraction of carrier phase velocities, to name a few. So innovative measure-

ment techniques have to be developed to address the problems encountered by the

measurement of each phase.

This chapter focus upon the measurement of sediment particles, which can be

divided by two major parts. Part one (Section 2.1) deals with the 3D reconstruc-

tion of sediment particle locations based upon single snapshots of multiple cameras

viewing from different perspectives, while part two (Section 2.2) introduces the La-

grangian particle tracking (LPT) algorithm, which tracks the temporal evolution of

the 3D reconstructed positions associated with each target sediment particle given

that the time-resolved multi-camera measurement is available.

2.1 3D reconstruction and concentration measurement

Section 2.1 presents a multi-camera method to reconstruct the instantaneous

position of large dispersed phase particles in systems where the optical depth is of

order O(1), with a specific emphasis on problems in sediment transport. Although

much work has been performed in multi-camera three-dimensional reconstruction

methods, the majority of prior work has been focused on small tracer particles ap-

propriate for single-phase PIV. The large ratio of the diameter of sediment particles

to typical tracer particles (usually 10 to 100 times) gives sediment particles distinct

image characteristics, which violates the assumptions made by most 3D reconstruc-
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tion techniques in current use, and thus motivates us to develop a technique to

accommodate the unique image signature of sediment particles. Inspired by the

work of Maas et al. [71], Khalitov and Longmire [72], Spinewine et al. [73], Knowles

and Kiger [74], this section of the dissertation introduces a multi-camera thin light

sheet imaging method to accurately measure the dispersed phase concentration up

to optical densities of close to O(1). The work is an extension of a prior single

camera method [74] that utilizes particle image characteristics to identify particles

and, when appropriately calibrated, provide a measure of the effective measurement

volume thickness. By introducing multiple camera perspectives, stereo photogram-

metry methods [71, 73] can be combined with the particle image characteristics to

provide 1) increased accuracy in determining individual particle locations, and 2)

increased reliability in identifying all of the dispersed phase objects in the face of

larger increased volume fraction. The method is calibrated through the use of a fixed

solid/gel suspension test cell that mimics the optical properties of a solid/water sus-

pension. The static arrangements of the particles allows for a repeatable volume

scan of the cell. This is subsequently used to produce an accurate mapping of the

particle locations within the test volume, which serves as the reference set for eval-

uating the performance of the new method. Comparisons are made over a range of

volume fractions from C = 1× 10−4 to C = 1.2× 10−2 for a fixed spherical particle

size of D = 240µm. The new method is able to provide an accuracy of 2% up to a

volume fraction of C ≈ 8 × 10−3, which is an order of magnitude greater than the

single-camera method used previously. Finally the proposed technique is applied to

an oscillatory sheet flow to demonstrate its advantage over the standard 3D-PTV
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and single camera methods.

2.1.1 Literature review and problem statement

One of the most challenging tasks confronted by multi-phase PIV/PTV mea-

surements is to resolve the motion for each discrete dispersed phase particle, es-

pecially in high concentration regions. The ideal method would provide complete

kinematics, including the three-dimensional (3D) position, velocity, acceleration and

trajectory of the dispersed phase. This section focuses upon a methodology to re-

construct the instantaneous positions of sediment particles in the face of increased

concentration, which serves as a pre-requisite step for successful concentration cal-

culation and 3D kinematic statistics. In what follows, an overview of existing 3D

particle tracking techniques is first reviewed, and then the proposed technique is

introduced.

Three-dimensional tracking of tracer particles has been extensively studied in

the past several decades due to the increased demands for improved spatial resolu-

tion and accuracy that can be provided by improved imaging systems[75]. The most

critical procedure for robust 3D particle tracking is to reconstruct the instantaneous

3D location of every particle, utilizing the particle images viewed from different per-

spectives. This is a significant challenge for high seeding-density due to problems

such as overlapping particles, occlusions and matching ambiguities (ghost occur-

rences) etc. In order to tackle these problems, additional information is typically

incorporated and cross-referenced to achieve an optimized 3D particle reconstruc-
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tion that is consistent with all independent inputs, such as the apparent position of

the particle within images, their image characteristics on different cameras, as well

as spatial and temporal coherence exhibited by the particles’ motion.

One of the most popular early 3D PTV methods [71] used the particles’ 2D

positions within each image as input, and then constructed epipolar lines to estab-

lish stereoscopic correspondences. This method can generate accurate 3D particle

positions under conditions of low seeding densities, on the order of 0.001 particles

per pixel (ppp) using a four-camera configuration. Iterative particle reconstruction

(IPR, Wieneke [76]) incorporated particle image characteristics to inspect the recon-

structed results by iteratively comparing the original image with the back-projected

image of the 3D reconstructed particles based upon a calibrated optical transfer

function (OTF, Schanz et al. [77]). During each iteration, the intensity and position

of each 3D reconstructed particle is adjusted independently and successively such

that a minimal local residual is achieved. IPR is capable of resolving flows with

seeding densities up to 0.05 ppp. Other examples that successfully incorporated

particle image characteristics (particle size and intensity) into PTV technique can

be found in the work of Mikheev and Zubtsov [78] and Cardwell et al. [79].

If a time-resolved image set is acquired, the temporal information can also be

incorporated into the IPR process, which forms the fundamental idea of the “shake-

the-box” (STB) method [1]. As an additional step in STB, long temporal particle

tracks are searched and identified facilitating the 3D reconstruction process in two

ways: 1) they serve as an additional inspection for validating the reconstructed par-

ticles and rejecting the ghost ones; and 2) the particle distribution in the subsequent

41



step can be predicted via extrapolation of the known trajectories, providing a largely

pre-solved system a priori to application of the 3D reconstruction technique (IPR)

and thus significantly reducing the required computational effort. With a 4-camera

imaging system, particles with image density up to 0.125 ppp can be accurately

reconstructed from noise-free synthetic images, while this number drops down to

0.075 ppp if synthetic noise is introduced. Other particle tracking algorithms that

take into account the temporal coherence of the particle’s motion include Nishino

et al. [80], Malik et al. [81], Ouellette et al. [82] and Cierpka et al. [83]. Spatial

coherence is another indicator that can be inspected when tracking the particles

in the subsequent time step, which means that the pattern formed by a cluster of

particles should only deform in a gradual way. Many particle tracking algorithms

[73, 84, 85, 86, 87, 88] based upon cluster matching exist, which can also be poten-

tially incorporated into the 3D reconstruction process and provide verification or

correction for the reconstruction results.

The above 3D reconstruction techniques assume object images typical of tracer

particles, which are characterized by their small size (often diffraction-limited images

of sub-pixel light scatters, typically no more than 5 pixels on an image) and relatively

small volume fraction (usually less than 10−6). This section, however, is interested

in dispersed multiphase flows and focuses upon the 3D reconstruction of sediment

particles. In contrast to tracer particles, dispersed sediment particles are character-

ized by their large apparent sizes (100’s of pixels of image area for centimeter-scale

field of view) and large volumetric fraction (3 to 4 orders of magnitude higher than

that of the tracers).
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Extreme caution should be used when applying any of the preceding 3D re-

construction techniques directly to the sediment particles. First, large volume con-

centration in sediment flows implies that obscuration by neighboring particles would

become more frequent. In order to guarantee the optical access to each sediment

particle despite a high volume fraction, most of the optical-based granular flow mea-

surements reported in the literature have been conducted in either a narrow channel

[89, 90] or adjacent to a transparent solid wall [73]. Our interests, however, concern

sediment transport under sheet flow condition with measurements performed in the

middle of a 30 cm wide water tunnel, where these prior techniques will not function.

Second, most particle tracking methods, such as IPR or STB, rely heavily on

the optical transfer function (OTF) to back-project the 3D reconstructed particles

onto each camera. Unfortunately, the OTF is difficult to even roughly estimate for

sediment particles. Tracers are normally diffraction-limited and can be represented

by a Gaussian ellipse without loss of generality, so only a few parameters locally

varying with space are sufficient to fit the OTF for each camera [77]. In contrast,

the larger size of sediment particles, the internal inhomogeneities within sediment

particles and variability in the local illumination conditions create a highly variable

OTF under even moderate concentrations. As a consequence, in order to accurately

calibrate the OTF for each sediment particle, the unique particle properties and the

instantaneous volumetric concentration distribution in the flow have to be known a

priori, which therefore renders the use of an OTF in sediment particle reconstruction

impractical.

Third, the determination of a particle’s true centroid location on each camera
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is subjective and involves unavoidable uncertainties due to its large apparent size,

irregular intensity distribution and sometimes incomplete imaging due to obscura-

tion by its surrounding particles. As a result, a larger triangulation error has to

be allowed during reconstruction, which would inevitably introduce an increased

amount of ghost particles that need to be screened out carefully. This motivates us

to develop a 3D particle reconstruction technique that is more readily adapted to

larger particles at high volume fractions.

A brief review of the PIV/PTV techniques that specifically target multiphase

flows is summarized below. The first challenge to conducting an accurate two-phase

PIV measurement is being able to appropriately discriminate between dispersed

phase objects (sediment particles for the current application) and other material

suspended in the fluid (tracer particles, sediment fragments or other contaminants).

Although many methods exist, they commonly can be categorized as separating

the information optically, such as with fluorescently tagged particles: Poelma et al.

[91]; from details of the particle image characteristics: Gui et al. [92], Kiger and

Pan [93], Khalitov and Longmire [72], Knowles and Kiger [74]; or in the correlation

plane/vector post-processing stage: Delnoij et al. [94], Deen et al. [95], Seol and

Socolofsky [96]. After the dispersed phase is identified on each camera, 3D pho-

togrammetry can be performed to reconstruct the particle 3D locations. Spinewine

et al. [73] introduced Voronoi diagrams as a means to assist in both reducing the

search area for stereoscopic matches and establishing a pattern-based tracking algo-

rithm for each reconstructed particle. This method however, ignored each particle’s

unique image characteristics and only the particles’ apparent positions are used
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when establishing stereoscopic correspondences. Knowles and Kiger [74] used single

camera (thus no 3D triangulation) and applied particle image characteristics (par-

ticle size and characteristic brightness) to estimate the particle’s relative position

to the laser light sheet center, based upon which an effective measurement volume

can be deduced, and the volumetric concentration calculated. This method can

only work appropriately when the dispersed phase volume concentration is less than

0.1%. At higher concentrations, light scattering from dense sediment particles is so

intense and irregular that the measurement volume can no longer be accurately cor-

related with the particles size and brightness criteria. Obscuration and overlapping

of particles under high volumetric concentration represent additional problems that

a single camera method cannot cope with.

To extend the work of Knowles and Kiger [74], we introduce a Multi-Camera

Single-Plane imaging method (referred to as “MCSP method” below) as a means

to provide a more precise and reliable determination of the dispersed phase 3D

locations in the face of increased concentration. In this method, the particle image

characteristics are incorporated into the 3D reconstruction process, though without

having to calibrate an optical transfer function. In this work, a thin light sheet

comparable to the one used in planar PIV (Gaussian intensity distribution with a

thickness of 1 ∼ 2mm) is used to illuminate the flow, constraining the imaging

volume and alleviating the problem of both overlapping and obscuration in high

concentration regions.

The new method is outlined in Sect. 2.1.2, describing the algorithm for a

three-camera setup. In Sect. 2.1.3, details of a calibration method is described
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that uses a static suspension test cell as a reference in order to validate the multi-

camera discrimination algorithim. The study concludes with the application of the

proposed technique to an oscillatory sheet flow. The measurement of the sediment

concentration profile in the normal-to-bed direction is discussed and assessed.

2.1.2 Multi-camera, Single-plane method

The position of the cameras and the laser light sheet for the current work is

shown in Figure 2.1, in which a randomly selected particle within the sediment-gel

suspension is used as an example to schematically illustrate how a typical sediment

particle behaves in terms of its characteristic brightness (defined as the average of

the camera intensity reading over the region identified as a particle object) and ap-

parent positions when it is translated through a laser light sheet. Camera 1 is looking

perpendicular to the light sheet plane, while the other two cameras are placed with

viewing angles approximately ±150◦ apart from cameras 1, minimizing the chance

that two neighboring particles would cause obscuration effects in all three camera

images simultaneously. Though three cameras are used, the method could be read-

ily generalized to four or more. All the cameras are calibrated first by registering

the points on a planar calibration target translated to different lateral positions in

the z-direction and then self-calibrated to coincide their z = 0mm planes to the

light sheet center [97]. When reconstructing the 3D positions of the sediment par-

ticles, the phase separation algorithm developed by Khalitov and Longmire [72] is

employed to separate the sediment particles from other non-sediment objects. The
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2D locations, size and characteristic brightness of individual sediment particle iden-

tified on each camera are determined and recorded. Then a unique 3D triangulation

procedure is implemented to reconstruct the 3D positions of the sediment parti-

cles described as follows. The raw images are dewarped onto the z = 0mm plane

(light sheet center), and the resultant disparity in the particle’s projected positions

(“disparity vector”) from different perspectives indicates its lateral offset relative

to the light sheet center. Since the particle’s image characteristics, including its

size and characteristic brightness, are also correlated with its distance to the light

sheet center (as explored by Knowles and Kiger [74]), this additional information is

incorporated to effectively reduce the ambiguity when establishing the stereoscopic

correspondences as confronted by standard 3D-PTV and increase the capability of

resolving particles under much higher concentration. The obscuration problem can

be further alleviated by successively utilizing different pairs of cameras during 3D

reconstruction, since there is a greater chance that a particle being blocked in one

camera can be detected by other cameras looking from different perspectives. Once

all the sediment particle positions are determined, the concentration can be ac-

quired directly by computing the volume (or number) of particles occupied within

a prescribed measurement volume. More details in Figure 2.1, such as the particle

image patterns at different depth locations and the secondary peak presented in the

brightness curve in camera 3, will be discussed in Sect. 2.1.3.

To reliably identify particles and provide an estimate of their 3D positions, a

multi-step particle-pairing algorithm based upon particle image cross-correlation is

developed using the information from all three cameras, as outlined in Figure 2.2.
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Figure 2.1: Experimental setup and images of a single particle (randomly selected
in the gel sample with C = 0.003) as it is translated through the light sheet. Due to
the oblique viewing angle of cameras 2 and 3, the particles appear to translate in the
x-direction as the box is displaced along the z-axis. The difference in the apparent
position from the actual position is referred to as the disparity vector (shown as
white vector), and contains the information of z-position of the particle.
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Figure 2.2: Logic diagram of 3D reconstruction routine for dispersed phase particles,
using multi-camera images for single slice.
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The fundamental premise is that the image from each camera provides the apparent

xy-coordinates of individual particles, and the resulting disparity of the particle

positions between any two image pairs conveys the z coordinate of the particle.

Since only two perspectives are required to provide the depth information, the third

camera (or more if additional cameras are used) can provide redundancy to improve

the estimate or provide missing information when a particle is obscured from view

of one of the cameras.

The process is started by identifying all particles within each camera image

(after dewarped onto the z = 0mm plane) using the size and brightness method

[72] to limit particles that are most likely close to the light sheet (limiting the

maximum disparity that is possible between the 3 camera images). Once identified,

a matching particle is sought in the other camera images by comparing the selected

source particle to potential matching target particles that are located close to the

corresponding epipolar line. The comparison is facilitated by limiting the search to

a region based on the estimated light sheet thickness and size/brightness criteria

used. This is initially conducted with a common reference camera (matching the

particles between cameras 1 and 2, and then 1 and 3). In each camera pair, the

quality of possible matches are quantified performing a cross-correlation between

the source and target particle images, and the one with a maximum correlation

value is selected as the suitable match. The disparity vector is calculated, and

particles identified and paired on both image pairs should give consistent (x, y, z)

positions. If confirmed, these particles are considered as validated ones and removed

as candidates in subsequent stereoscopic matching. This process is iterated until
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particles that can be validated by all 3 cameras are completely extracted. For those

particles that do not have a match from the other pair of cameras, or do not have

consistent disparity vectors computed from the two camera pairs, the pairings with

the higher correlation value (no pairing means zero correlation value) are also treated

as valid and included for 3D reconstruction. Finally, information from possible

pairings between cameras 2 and 3 are calculated to account for particles that were

not visible originally in camera 1.

2.1.3 Calibration Method: test cell and volume scanning method

To assist in the development of the proposed technique, a static dispersed

phase test cell is used which closely mimics the optical conditions of a solid/water

mixture, as used in our previous work [74]. The experimental setup is shown in

Figure 2.1. A small box (75×50×25mm3) was filled with an ethyl alcohol hydrogel

(Purell hand sanitizer, index of refraction nf = 1.35) and mixed with a known mass

of sediment particles (soda lime glass spheres, specific gravity s = 2.5, index of

refraction np ∼ 1.52, average size of d = 240µm sorted using standard mesh sizes of

218 and 265µm, respectively). Five different mixtures were created with nominal

target volume concentrations of C = 1 × 10−4, 8 × 10−4, 3 × 10−3, 6 × 10−3 and

1.2 × 10−2. Three cameras were used in the positions shown (Phantom v640/641,

Vision Research, 4-megapixel, 12 bit depth; Nikon Micro NIKKOR 105mm lens,

f# = 11). After calibration (both camera calibration and self-calibration) of the

cameras, the box was submerged in the test section, illuminated with a thin laser
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light sheet (δz ∼ 1mm thickness), and images were simultaneous acquired on all

three cameras. Following image acquisition, the box was translated δz = 0.1mm

in the direction perpendicular to the light sheet and the process was repeated. A

total of 100 steps were used to generate a detailed rendering of a 10mm thick

volume within the cell. The cameras and laser light sheet were fixed throughout

the translation process. Figure 2.1 presents the images of a single particle at three

different z-locations as it is translated through the light sheet and imaged by the

three cameras. Note that due to the projection of the particle image in the oblique

viewing directions (cameras 2 and 3), an apparent horizontal shift of the particle

image is evident due to the particle’s z-distance from the focal plane. This shift

from the actual (x, y) position is often referred to as a “disparity vector”, denoted

by the white vectors in the figure, and can be used to determine the z-position of

the particle.

Once the image data was acquired, the information from all of the images was

used to reconstruct a “reference” data set. The reference set is used to validate the

proposed technique, which is designed to extract information obtained from just a

single image slice within the scanned volume. The reference set is constructed by first

applying the size and brightness method [72] to identify all objects independently

within the complete set (all image planes, all cameras). Then, starting with the first

image plane in the set, each identified object is compared via cross-correlation to

all possible objects identified within a region corresponding to the object’s expected

position. For the viewing angles of cameras 2 and 3, this corresponds to an expected

displacement of approximately 50µm, or 0.2d, giving a reliable means to associate

52



950

1000

500

0

1000

1500

2000

2500

3000

1050

1100

1150

1200

0 -2 -4 -6 -8 -10

0 -2 -4 -6 -8 -10
Gel box z-displacement (mm)C

h
a

ra
c
te

ri
s
ti
c
 b

ri
g

h
tn

e
s
s
 (

a
rb

. 
u

n
it
s
)

D
is

p
a

ri
ty

 x
-p

o
s
it
io

n
 (

p
ix

e
l)

Camera 1 (middle)

Camera 2 (left)

Camera 3 (right)

Cam 3

Cam 2

Cam 1

Gel box

primary

particle

z = -1.7 mm

z = -5.5 mm

+z

+x
secondary

particle light sheet

(fixed)

c)

b)

a)

Figure 2.3: Apparent position and brightness of a single particle as viewed by the
three cameras during the translation of the test cell.

53



the same particle throughout the entire sweep. The object in the subsequent frame

with the highest correlation was selected as the most likely match. The process was

then continued for the entire set, creating a “track” of the particle as the volume is

swept through the light sheet. As new objects were identified, new particle tracks

were created, and if existing objects had no identifiable continuation object, a track

was terminated. To find the most reliable estimate of the particle locations, all of the

tracks from the 3 cameras are overlaid, along with the corresponding characteristic

brightness of the particles, as shown in Figure 2.3. The multiple tracks should all

cross at the same point for a unique particle, with a maximum of the characteristic

brightness value corresponding to when it was in the light sheet. Two criteria

are used to identify a track as a dispersed particle: 1) the peak magnitude of the

characteristic brightness and 2) the length of the track. For the current work, a

minimum track length of 1mm (11 planes) and peak characteristic brightness of

180 units were chosen to be the appropriate threshold (the sensor maximum is 4095

with a background noise level of approximately 15).

Ensuring 3 independent and complete tracks through the volume, however,

was only reliably possible at low concentrations, and even then is still susceptible to

the influence of what choice is made for the track length and brightness requirements

to identify a particle. At the lowest concentration, 90% of the particles (80 in total)

were identified in all three cameras. Many of the cases not identified in all three

cameras had peak brightness values and/or track lengths near the threshold. While

these objects could be identified in all three cameras if the thresholds were relaxed, it

was found that spurious objects (dust particles in the gel, or even particle fragments)
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were also starting to be accepted. Clearly, performing carefully controlled tests to

assist in selecting the appropriate limits should be performed for reliable particle

identification.

As the volume fraction increases, obscuration events and background light con-

tamination caused by other particles begins to play a significant role in interrupting

the continuation of the tracks. The secondary peak visible in Figure 2.3(b) (char-

acteristic brightness ∼ 600, z ∼ −2mm) in camera 3 is the result of a secondary

particle located just behind the line-of-sight of the primary particle and erroneously

being identified as the continuation of the primary particle trace as it is moved out

of the light sheet. The apparent positions of the two particles are too close for their

combined signals to be separated from this camera’s perspective, even though their

actual 3D positions are far apart (about 15 particle diameters along the line-of-

sight). The actual locations of the two particles in the x-z plane were drawn to scale

in Figure 2.3(c), with the secondary particle being blocked by the primary one in

camera 3, resulting in a significantly lower brightness peak. When conducting the

volume-scan measurement, a single-peak-finding algorithm is applied to the bright-

ness tracks in each camera and only the primary peaks are recognized and used to

identify the associated particles to determine their 3D locations. As a result, for

cases presented for the brightness track in camera 3 in Figure 2.3(b), the secondary

peak is omitted and no track corresponding to the secondary particle is registered

in this camera. However, the secondary particle can still be accounted for as long

as it forms a detectable track in camera 1 and/or camera 2, meaning that it is not

occluded by other particles from the perspective of at least one of the remaining two
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cameras. In the table of Figure 2.4, a comparison of the reference concentration,

Cref, with the nominal concentration, C, indicates that having a particle obscured

by neighboring particles in all three cameras is an extremely rare occurrence for

C < 0.6%, but becomes significant for the given viewing conditions at the concen-

trations higher than 1%. At the highest concentration studied (C = 1.2%), only

14% of the particles were successfully identified simultaneously in all three cameras.

To circumvent this problem, estimates were also made with information given

by the intersection of only two tracks (using combination of two different cameras),

and finally by selecting the brightest points along tracks distinctly visible by only one

camera. The positions of the resulting detected particles for a single concentration

(C = 3 × 10−3) are shown in Figure 2.4. Calculating the concentration using the

particle positions within the full scanning volume (10 mm thick) gives the measured

reference concentrations, Cref, reported in the table in Figure 2.4. With the exception

of the largest concentration, the measured values are within 3% of the target values,

which compares within the expected uncertainty in preparing the gel mixtures based

upon the mass of particles added to the original gel (conservatively ± 3% to ± 10%,

depending on the mass of particles added, with the greatest uncertainty at the

lowest concentration). The largest concentration underestimates the nominal value

by nearly 20%. We believe that this is due to the significant obscuration effects that

are present under these conditions, as will be discussed further below.

A further check of the mixtures is made by examining the spatial homogeneity,

as shown in Figure 2.5. Here the concentration (CVS) is measured using a sliding

average subvolume that is ∆z = 3.2mm thick. This value is selected to minimize
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noise due to lack of statistical convergence while still allowing for some spatial

resolution. All except for the lowest concentration case show a spatial variation

within ± 10% . For C = 0.08% and 0.3%, the variation appears random, while

for C = 0.60% and 1.20%, a distinct bias is noted as one moves across the test

cell. The bias in the larger concentrations is thought to be a manifestation of the

obscuration effects, particularly as the left and right cameras have a greater distance

to view through the mixture as the z-position is increased. This will degrade the

quality of the images in these two cameras preferentially over the middle camera,

resulting a decreased ability to appropriately identify the particles. For the lowest

concentration, the volume does not seem to be as uniformly mixed as the other

conditions, with variations of up to ± 50% of the total volume average.

The concentration calculated from a single plane (MCSP method, denoted as

CMCSP) is compared to that of the more accurate reference scan method for the
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various concentrations and a range of measurement volume thicknesses, as shown in

Figure 2.6. Since the z-coordinates of the identified particles are known, the volume

for the concentration calculation can be varied and precisely defined. The MCSP

method is shown to provide an accuracy within 2% of the volume-scan measurement,

provided the measurement volume thickness is limited to a range of 0.5 to 1mm

and the volume fraction is less than 1%. Beyond these limits, the method starts to

systematically underestimate the true concentration, dropping more rapidly as the

averaging volume thickness is increased for the very low concentrations, and more

gradually at the higher concentrations. The roll-off point generally moves to smaller

thicknesses with increased concentration, indicating that a reduced thickness for the

averaging volume is required as the concentration is increased. At some value above

C = 0.6%, all values of the selected measurement volume thickness underestimate
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Figure 2.7: Ensemble mean of particle’s characteristic brightness profile within the
center of the test cell for all concentrations tested [Upper], and extracted typical
images of particles at 3 concentrations and 3 different positions relative to the center
of the light sheet [Lower].

the concentration, consistent with the volume-scan method used to provide the

reference measure of the concentration.

The fact that there is an intermediate concentration where the thickness of the

valid measurement region is actually increased over the baseline lower concentration

cases is interesting and not immediately obvious (see the green line for thickness

values greater than 1.2 mm in Figure 2.6 corresponding to C = 0.3% in comparison

60



to the concentrations higher and lower, respectively), as one would expect the grad-

ual increase in obscuration effects to produce a gradual decay in the zone available

for valid measurement. To investigate, the average characteristic brightness of the

particles along tracks from the middle camera are shown for the different concentra-

tions in Figure 2.7, along with images of representative particles within the center

(z = 0mm), edge (z = 0.5mm) and outside (z = 1mm) the light sheet. From this

information, it is noted that the peak brightness of the particles initially increases

with concentration, with a maximum at C = 0.3%, and then decays, while outside

the nominal light sheet, the average particle characteristic brightness increases ap-

proximately monotonically with concentration. From the typical particle images,

this can be seen to result from a shift in the illumination pattern in the particles as

the concentration is increased. At the lowest concentration (C = 0.01%), where the

neighboring particles are far away (average particle spacing, λp = (π/6C)1/3 ≈ 20

diameters), the only effective illumination comes from the light sheet, producing a

relatively small intense region on the upper surface of the particle due to reflection,

and a dimmer spot due to internal refraction and inhomogeneities within the parti-

cle on the lower surface. Once the particle is outside the light sheet, it is no longer

readily visible. At the intermediate concentration, (C = 0.3%, λp ≈ 6 diameters),

multiply-scattered light from neighboring particles increases the visible cross-section

of the particle when inside the light sheet, even though overall light intensity inci-

dent from the sheet is reduced. Outside the light sheet, there is sufficient scattered

light available to keep the particle visible in the image. At the highest concentration

(C = 1.20%, λp ≈ 3.5 diameters), the particles appear as a nearly uniform intensity
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across their projected area with only a gradual decay in intensity as one moves from

inside to outside the nominal light sheet. The early increase in the visibility of the

particle due to scattered illumination from neighboring particles is what is specu-

lated to be responsible for the initial increase in the region of valid concentration

measurement depth. As obscuration effects become more pronounced at the higher

concentrations, the particles become more challenging to detect, and the region of

valid measurement depth is decreased.

A comparison is made in Figure 2.6 between the MCSP method and the single-

camera method used in earlier work [74]. In the single-camera method, the profiles of

average particle characteristic brightness shown in Figure 2.7 are used to determine

the effective measurement volume thickness. This had been previously shown to

be effective up to volume fractions of C = 8 × 10−4, and the current work verifies

this result with a 10% underestimate of true value at this concentration, and a less

than 2% error at smaller volume fractions. As the volume fraction is increased,

however, even accounting for the appropriate thickness does not compensate for the

increasing number of particles that are lost due to obscuration effects, and by a

volume fraction approaching C ∼ 0.01, the single camera technique is only able to

capture half of the valid particles. The multi-camera method is able to extend the

range of accurate measurable concentration by an order of magnitude over the prior

state-of-the-art.

The uncertainties in the reconstructed particle positions (by triangulation)

mainly originate from the inevitable uncertainty in consistently identifying the par-

ticle’s 2D intensity centroid, due to the irregular and variable particle image pat-
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Figure 2.8: Particles’ disparity vectors (x−component) as a function of their dis-
tance to light sheet center plane (z = 0mm) for different volumetric fractions, with
green lines indicating disparity vector between cameras 1&2 and blue lines between
cameras 1&3. The solid line denotes the calibrated/true disparity vector which a
particle is supposed to have based upon its depth location and the mapping function
(after camera calibration and self-calibration); and the dashed lines shows an error
bound of ±3 pixels. The mean and standard deviation of disparity vector errors (in
pixels) of all the points in the figure are computed and displayed above each plot.

terns resulting from nonuniform illumination from the laser sheet and scattered light

within the local environment. In order to quantify the reconstruction error, a de-

tailed and comprehensive analysis of the particles’ disparity vectors (x−component)

as a function of their distance to the light sheet center (z = 0mm plane) under the

5 volumetric fractions is presented in Figure 2.8. Each green (blue) curve represents

how the measured disparity vector between cameras 1 and 2(3) of an identified par-

ticle changes as it moves away from light sheet center, whereas the black solid line

denotes the calibrated/true disparity vector which the particle is supposed to have

based upon its depth location (determined by Gaussian fit of brightness tracks) and

the mapping function (after camera calibration and self-calibration). The dashed

lines show an error bound of ±3 pixels around the true disparity vectors. Only par-

ticles within a narrow region in the x-y plane were drawn to constrain the number

of lines (around 20) for better illustration, noting that all other regions show simi-
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lar results. In Figure 2.8, visual inspection of each green and blue line shows that

under valid concentration measurement range (C ≤ 0.6%), all the lines manifest a

linear relationship with mostly only sub-pixel deviations as a result of the consistent

particle centroid determination algorithm developed by Khalitov and Longmire [72].

Figure 2.8 also shows that more than 90% of all the points lie within the error bound

and have disparity vector errors of less than 3 pixels, which are distributed randomly

and don’t show a trend with their distance to light sheet center (C ≤ 0.6%). The

disparity vector error bound can then be used to estimate the particles’ 3D re-

construction error independent of particles concentration (C ≤ 0.6%) and location

(±1mm of light sheet center), and it leads to an uncertainty in particles’ 3D recon-

structed locations of about 50% of the particle diameter (0.12mm) in z− location

and 20% of the particle diameter (0.067mm) in x− and y− directions. The dispar-

ity vectors in the highest concentration (C = 1.2%) exhibit generally similar trends,

with the exception of an increased number of outliers, i.e., the zig-zag shape of the

lines and the points outside the error bounds, which are mainly caused by the more

frequent overlapping and obscuration occurrences by surrounding particles that shift

the identified particle’s apparent locations.

As a final note, the reader should be cautioned that our results are specific to

our given optical conditions, though we propose below that the primary variables

to be maintained for extension to other conditions are the light sheet thickness to

particle diameter ratio and the optical depth for the imaging cameras.

The first influencing factor is the ratio between the nominal light sheet thick-

ness and the particle diameter (δz/d). For the current study, a typical Stereo PIV
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laser sheet with a nominal thickness of δz = 1 ∼ 2mm was used along with sediment

particles with a mean diameter of d = 240µm, resulting in a ratio around 5. One

of the prerequisites for the successful application of the proposed technique is the

ability to identify each discrete particle in each camera and determine their 2D cen-

troid locations with tolerable accuracies in a consistent manner. With δz/d� 1, i.e.

most visible particles are fully immersed in the light sheet thickness, similar particle

image characteristics as those depicted in the current study would be expected and

thus the proposed technique and algorithms currently being used should still remain

functional. However, if δz/d� 1, meaning that the light sheet is incident upon only

a fraction of each particle, this would fundamentally change the illumination and

lead to a radical change in the resultant particle image characteristics and likely

greatly disrupt the particle identification algorithm [72]. Moreover, even when a

particle is correctly identified, its apparent position in each camera can be strongly

biased by the specific location where the incident light strikes on the particle, which

can induce systematic errors in the disparity vector and the reconstructed position.

So in order to reliably implement the proposed technique for the measurement of

much larger particles, it is recommended to keep the ratio, δz/d, above some pre-

defined threshold by thickening the light sheet. For instance, if the particles were

increased by a factor of 5 from the current conditions, thickening the light sheet by

the same ratio would preserve the illumination characteristics. It is worth noting

that for a fixed volumetric fraction, the particle number density is inversely pro-

portional to the third power of the particle diameter. As a result, proportionally

thickening the light sheet thickness and image viewing area according to the parti-
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cle diameter will theoretically guarantee an unchanged particle image density (ppp,

particles per pixel) in each camera. Similar overlapping and obscuration situations

are anticipated in each camera and the proposed measurable volumetric fraction

(1%) can still be achieved, albeit at the cost of sacrificed spatial resolution.

The second influencing factor is the optical depth through which the light sheet

propagates and through which the particles are viewed by the respective cameras.

For our test cell, the light scattered from the focal plane had to travel through a

distance of 7.5 to 20mm, depending on the camera and positioning of the test cell.

If one were to change the particle size or viewing distance through the mixture, then

the limits of the valid concentration range would likely change. As an observation,

the optical depth, l = 4/πd2N = 2d/3C (where d is the particle diameter, N is the

number density and C is the volume fraction), at our highest accurate concentration

measurement (C = 0.006) is approximately 26mm. This is roughly twice the average

viewing distance (L) to the focal plane, indicating that we are well into the multi-

scattering conditions with our observations. It is speculated that using a normalized

optical depth (L/l) of unity as a reference measure for the upper limit of valid

measurement may be a reasonable means to extend the results of the current work

to other experimental conditions (particle size and viewing depth).

2.1.4 Application to experimental data

The proposed multi-camera single-plane (MCSP) method has been applied to

a sinusoidal oscillating sheet flow, with a maximum free stream velocity magnitude
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Figure 2.9: The U-shaped water tunnel. The red box shows roughly the measure-
ment location and area. The coordinate system is shown in the figure, with y = 0
corresponding to the undisturbed bed level before the experiment started and the
z = 0 plane coinciding the center of the light sheet.

of 1m/s and a period of 5 s. The important dimensions of the U-shaped water

tunnel utilized to generate the desired flow condition are shown in Figure 2.9. Three

cameras were used to simultaneously register the images of both the tracer particles

and the suspended sediment particles illuminated by the same laser light sheet

(Photonics Industries, DM60-527). Figure 2.10 illustrates the orientation of the

laser light sheet and the cameras, where the cameras were tilted downwards in order

to reduce the optical depth (L/l) and gain better optical access to the sediment

particles approaching the bottom of the bed. The cameras were equipped with

105mm Nikon lenses, using f# = 22. The laser light sheet thickness was kept 1 ∼

2mm within the measurement region, however the effective illuminating thickness

was wider than that due to the intense scatter of light from the sediment bed and

the suspended sediment particles during experiment. Prisms were placed between
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Figure 2.10: The cameras and laser configuration.

the cameras and the test section to allow the cameras to view perpendicular to the

air/glass interfaces and alleviate the effect of astigmatism. The sediment particles

were consistent with the ones used for developing the technique.

The measurement was performed in the middle of the test section, as shown in

Figure 2.9 and 2.10, to avoid the side-wall and end effects. An effective measurement

area of roughly 50mm× 50mm spanned in the x- and y- direction respectively was

achieved after the images were dewarped and only the overlapping region was taken

into account, resulting in an in-plane resolution of 0.035mm/pixel. The out-of-

plane resolution, depending upon the camera configuration, for the current set-

up (Figure 2.10) is 0.028mm/pixel, meaning that a disparity vector of length 1

pixel corresponds to a 0.028mm displacement in the depth location. The bottom

of the effective measurement region was placed approximately 10mm below the
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undisturbed sediment bed level so that it could cover a full range of concentration

variation in the normal-to-bed direction (from zero approaching the free stream to

close-packed in the non-mobile region) at every moment in the cycle.

Time resolved measurements were performed at 6 different phases of the os-

cillatory motion, as shown in Figure 2.11. More frequent samples were conducted

during the deceleration phase (1.25s < t < 2.5s), in consideration that the adverse

pressure experienced during deceleration will generate more turbulence and hence

is likely of greater interest. A high-speed time series of 201 images was acquired at

each phase region measured, with different imaging frequencies being used to accom-

modate the corresponding speed of the flow while limiting the particle displacement

to around 15 pixels. This results in different image acquisition duration at different

phases, as shown in the shaded area in Figure 2.11. Each phase-lock measurement

was replicated 70 cycles to converge the statistics. Note that with the proposed

technique, a time resolved measurement is redundant and thus only the 101st im-

age has been extracted at each phase per cycle and utilized for reconstructing the

instantaneous 3D positions of the sediment particles.

The proposed technique (MCSP) was implemented to reconstruct the sedi-

ment particle distribution for each extracted image independently, from which the

instantaneous normal-to-bed concentration profile could be computed. The flow is

assumed to be statistically homogeneous in both the streamwise (x-axis) and span-

wise (z-axis) direction. A binning size of 1mm, with no overlap, in the bed-normal

direction (y-axis) was used when calculating the concentration at each elevation.

The effective measurement volume thickness (in z-direction) was set to vary linearly

69



0 2.5

Time, s

0

0.5

1

F
re

e 
st

re
am

 v
el

o
ci

ty
, 
m
/s

Sinusoidal motion profile

Symmetric forward and backward
A

cc
el

er
at

io
n

D
eceleration

1.5 2.00.5 1.0

Phase, 0º or 180º     Imaging frequency, 1000 Hz     # of images acq per cycle, 201

Phase, 45º     Imaging frequency, 1450 Hz     # of images acq per cycle, 201

Phase, 90º     Imaging frequency, 2000 Hz     # of images acq per cycle, 201

Phase, 113º     Imaging frequency, 2000 Hz     # of images acq per cycle, 201

Phase, 135º     Imaging frequency, 1450 Hz     # of images acq per cycle, 201

Phase, 158º     Imaging frequency, 1000 Hz     # of images acq per cycle, 201

Time resolved measurement at each specified phase

Figure 2.11: Data acquisition at 6 different phases displayed in only half a cycle, the
other half has an identical velocity profile but with reversed velocity direction. The
shaded area shows the duration for each phase lock measurement. The free stream
velocity can be expressed as Uf (t) = sin(2πt/5),m/s.

70



from 0.4mm at the bottom of the bed to 1.6mm in the dilute region. The thinner

measurement volume being applied towards the bed can accommodate the higher

concentration in that region, while a thicker volume in the dilute region can include

more reconstructed particles and expedite the convergence of statistics. The spe-

cific value of the thickness being used is insensitive to the resultant concentration

profiles. Finally, the instantaneous concentration profiles were phase averaged over

the 70 independent cycles. Different measurement volume thickness has been tested

(ranging from 0.2mm to 0.8mm on the bottom and from 1.2mm to 2.0mm on the

top) and only a 2% variance in the averaged concentration profile was observed.

Figure 2.12 presents the phase averaged concentration profiles along the bed-

normal direction measured at the 6 different phases depicted in Figure 2.11. Note

that y = 0 cm corresponds to the undisturbed bed level before the experiment

started. Only the dilute regime, corresponding to a mass loading (φm) of 0.1 g/l ∼

50 g/l, or a volume concentration (φv) of 0.004% ∼ 2%, has been demonstrated,

which falls in the robust working range of the proposed 3D reconstruction technique

(MCSP). Qualitatively different sediment behavior is discerned between the upper

dilute region (y > 13mm) and the lower dilute region (y < 8mm). In the upper

dilute region, a straight line can be fit to the concentration profiles at each phase,

indicating a negative power law function distribution (Rouse’s profile); while the

curve rolls off in the lower dilute region.

A rough estimate of the time averaged concentration profile is obtained by

averaging the concentration profiles at four different phases (0◦, 45◦, 90◦and 135◦),

shown as the dashed line in Figure 2.12. The first comparison is made to the mea-
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surement conducted by Ribberink and Al-Salem [98], in which irregular shaped sand

particles and asymmetric oscillatory flows were used to generate sheet flows. They

utilized a transverse aspirating sampler system to acquire the sediment concentration

profiles and discovered that their data exhibited a universal slope of −2.1 (within the

measurement range 0.1 g/l ∼ 10 g/l) occurred over a broad range of flow conditions,

denoted as the thick solid line. The large disparity between the slope rendered in our

measurement (α ≈ −4 in upper dilute region) and the one proposed by Ribberink

and Al-Salem [98] can likely be ascribed to 1) the deficiency of phase angles (only

four) used in the current study to compute the time averaged concentration profile,

and 2) the difference in the sediment and flow conditions, i.e. spherical sediment

particles are used and no velocity skewness is involved in the present study as op-

posed to Ribberink and Al-Salem [98]. It should be mentioned that in the upper

dilute region, where there are fewer sediment particles and detailed visual inspection

is possible, the 3D reconstructed sediment particles are back-projected to the raw

images for cross-validation between cameras and a reliable 3D reconstruction result

is visually confirmed. Our measurement agrees better with the results measured by

Horikawa et al. [99] under a similar sediment and flow condition (exp # 1 − 2), as

shown by the dash-dotted line. Horikawa et al. [99] also used a particle counting

technique by securing a 1mm thick black panel inside the tunnel offset 1 cm from

the side wall and registering all the particles confined between the transparent side

wall and the panel by a motor-driven camera. A similar trend to our data is ob-

served, with α ≈ −4 in the upper dilute region with the curve rolling off towards

the bed. The underestimate of concentration in the lower dilute region by Horikawa
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Figure 2.12: The log-log plot of the phase averaged concentration profiles measured
at 6 different phases. The dashed line shows the time averaged concentration pro-
file by averaging the concentration profiles at four phases (0◦, 45◦, 90◦and 135◦),
the dash-dotted line displays the time averaged concentration profile acquired by
Horikawa et al. [99] under a similar sediment and flow condition, and the thick solid
line denotes the α = −2.1 slope discovered by Ribberink and Al-Salem [98] collapsed
by a broad range of flow conditions.

et al. [99] can be explained by the obscuration effects that occur at higher optical

densities, for which our MCSP method was explicitly developed to address.

The proposed MCSP method is compared with two other planar imaging meth-

ods as shown in Figure 2.13, including the standard 3D-PTV method based upon

the work of Maas et al. [71] and the single camera method based upon the work of

Knowles and Kiger [74]. The exact same data set has been used when reconstruct-

ing the particle distribution by standard 3D-PTV method, where consistent particle

triplets have been searched based only on their apparent 2D positions in the three

cameras to establish stereoscopic correspondences. Only the particles detected on
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Figure 2.13: The log-log plot of the phase averaged concentration profiles at phase
158◦, measured by three different methods.

all the three cameras are reconstructed and a large triangulation error of 4 pixels

has been used due to the uncertainties in the determination of the centroid locations

of sediment particles in each camera as discussed in Sect. 2.1.3. When applying the

single camera method, only the images acquired by the middle camera have been

used and the size and brightness criteria used for particle identification, which is

correlated with the specified measurement volume thickness, has been determined

by inspecting the average particle image characteristics near the light sheet. Fig-

ure 2.13 displays the concentration profiles at phase 158◦ obtained by the three

different methods. Only one phase of data is presented for clarity and the com-

parisons are qualitatively the same for all other phases. It can be seen that in

the upper dilute region, the concentration profiles calculated by all three methods

collapse on each other; while the standard 3D-PTV method and the single camera
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method underestimate the sediment concentration in lower dilute region. The stan-

dard 3D-PTV method of Maas et al. [71] requires the particles to be seen on all the

three cameras, so its underestimation is mostly due to more frequent obscuration of

sediment particles towards the bed. The irregular variations observed in the single

camera measurement implies lack of statistical convergence, which originated from

the significant uncertainties associated with correlating a particle’s depth position

to its size and brightness features. The success of the single camera method relies

heavily on this correlation, which is prone to error under complex lighting condi-

tions due to strong particle scattering and bed reflections near the bed. The IPR

and STB methods are not selected for comparison due to their strong dependence

upon the optical transfer function (OTF) during reconstruction, which cannot be

calibrated for sediment particles. More discussions on this can refer to Sect. 2.1.1.

2.1.5 Summary

A novel 3D reconstruction technique suitable for sediment particles has been

introduced and tested. The essence of this technique is 1) to utilize a thin illuminat-

ing light sheet to constrain the measurement thickness and alleviate the obscuration

between particles and 2) to make the full use of the particles’ image characteristics

to reduce the ambiguities when creating stereoscopic correspondences and resolve

more sediment particles when occlusion starts to affect. In order to test its validity,

a static suspension test cell was constructed, with uniformly mixed sediment parti-

cles of volume fractions ranging from C = 1 × 10−4 to C = 1.2 × 10−2 for a fixed
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particle size of d = 240µm. The suspended particles in the test cell were scanned

with an increment of 0.1mm per step and then the total scanning data was com-

bined to produce an accurate distribution of particles in the swept volume, which

is treated as the reference set for evaluating the performance of the new method.

The new method is proved to be able to provide an accuracy of 2% up to a volume

fraction of C ≈ 8 × 10−3, which is an order of magnitude greater than the single-

camera methods used previously. In order to extend our specific testing conditions

to other experimental conditions, the optical depth is examined in the current work

and it is speculated that the proposed technique can measure dispersed phase con-

centration up to optical densities of close to O(1). Finally the proposed technique is

applied to an oscillatory sheet flow in which the power-law behavior of the sediment

concentration profile at different phases are observed. The new technique is also

compared with standard 3D-PTV method and the single camera method and its

advantage over the other two methods is demonstrated in resolving the particles in

high concentration regions.

2.2 Lagrangian particle tracking

In the previous section, a novel particle 3D reconstruction technique is intro-

duced, which is able to compute the instantaneous sediment particle distribution

near the light sheet center based upon single snapshots recorded by three cameras

viewing from different perspectives. Given the time-resolved multi-camera mea-

surement, the next task is to compute sediment trajectories, i.e. to link the 3D
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reconstructed positions that belong to the same particle in successive time steps,

which proves to be challenging when confronted with higher sediment concentrations

(average particle spacing, λp ≈ 3.7 d at C = 1%) and irregular and long distances

of particle displacement between frames (maximum displacement is 15 ∼ 20 pixels,

corresponding to 1 ∼ 2 d). In this section, a Lagrangian particle tracking (LPT)

algorithm based upon shake-the-box (STB) is developed and the identified trajecto-

ries are presented. In the following discussion, the same time-resolved measurement

data as collected in Section 2.1.4 was used and the corresponding experiment and

measurement set-up details can also refer to this section. Specifically, one realiza-

tion of 201 time-resolved images captured at phase 158◦ is used for explaining the

proposed LPT algorithm and demonstrating the resultant trajectories.

2.2.1 Algorithms

The Lagrangian particle tracking (LPT) algorithm is built upon the method of

shake-the-box (STB, Schanz et al. [1]). The STB method assumes a mild temporal

evolution of each individual tracer particle’s positions and this temporal coherency

can be used to facilitate the 3D reconstruction process and validate the identified

trajectories. STB has been proved to be a powerful and robust method when applied

to single phase flows with tracer particles under moderate-to-high seeding densities

(up to ∼ 0.1 ppp). However, a necessary step in STB prohibits its direct application

to sediment particles. An optical transfer function (OTF), which models the particle

image with a few parameters varying according to the particle’s location, has to be
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calibrated and used to project the 3D reconstructed particles on to each camera

image. The OTF of sediment particles is too complicated to be calibrated since the

illuminating pattern of a sediment particle depends upon many other parameters

beyond its apparent location within the image plane, such as the particle’s inner

inhomogeneities and local concentration etc. Therefore the STB method has to be

modified to accommodate its use with sediment particles. It should be noted that

the modified version still retains the basic features of the STB method, such as

the acceptance/rejection of the identified trajectories based upon their smoothness

(acceleration, change in acceleration) and the utilization of the validated trajectories

to predict and pre-solve the sediment particle distribution in the subsequent time

step.

The proposed LPT algorithm is outlined in detail in the flow chart shown

in Figure 2.14. First the sediment particles are identified in all camera images of

the given time record (201 temporal image frames in the current example data set),

with their apparent 2D positions, sizes and characteristic brightness recorded. Then

the algorithm is divided into two stages, the initialization phase and the iteration

phase. During the initialization phase, the particle’s 3D positions in the first 4

time steps are independently reconstructed using the proposed multi-camera single-

plane method (MCSP, Section 2.1). Then a standard particle tracking velocimetry

algorithm (Cowen and Monismith [100] and Keane et al. [101]) is applied between

each pair of the consecutive 3D reconstructed particles and then trajectories of

length four are searched and inspected for legitimacy. The inspection (or “sanity

check”) is based upon the temporal coherency supposed to be exhibited by the
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sediment motion, in which the acceleration and the rate of change in acceleration

(“jerk”) associated with each trajectory are computed by central finite difference and

only the ones with computed acceleration and jerk below a prescribed threshold are

accepted as the “valid trajectories”. The determination of the threshold should

account for both the physical velocity fluctuations experienced by the particles, and

the differentiation errors due to inaccurate particle position determination. In the

current study, considering the time interval between each image pair (dt = 1ms with

an imaging frequency of 1000Hz) is much less than the sediment particle response

time (τp = 5.64ms), the actual change in particles velocity or acceleration within

trajectories of length four (within three time steps, 3ms) is expected to be negligibly

small comparing to the differentiation errors. So the threshold is determined mainly

according to the estimated instantaneous positioning errors associated with each

particle, in which a quarter of the sediment particle mean diameter was used.

After the initialization phase is finished, longer trajectories are linked succes-

sively in the following iteration phase. A pictorial illustration of how each iteration

is conducted is shown in Figure 2.15. At an arbitrary time step n, all of the vali-

dated particle trajectories up to time step n are acquired. First, a predictive particle

distribution at time step n+ 1 is reconstructed by fitting a quadratic curve to each

particle at the last four time steps, n−3, n−2, n−1 and n, and the extrapolated lo-

cation at time step n+1 on the curve is the predicted location of the particle. Then

the predicted 3D positions are projected onto each 2D camera image and compared

with the identified 2D particle positions. If a particle’s projection is within a certain

range (a radius of 10 pixels was used, depending on the quality of prediction and the
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Figure 2.14: The flow chart of the proposed Lagrangian particle tracking (LPT)
algorithm.
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particle centroid uncertainties) of an identified 2D particle in at least two cameras,

then the existing trajectories can be potentially extended to time step n + 1 (see

particles a and c in Figure 2.15) and the predicted 3D positions can be corrected by

triangulating the associated identified 2D particle positions. Before finalizing the

extension of the trajectory, the particle locations at time steps n− 2, n− 1, n and

n+ 1 have to be examined to pass the sanity check. An existing trajectory is termi-

nated if the predicted 3D position cannot be associated with identified 2D particles

in at least 2 cameras (see trajectory number 2 and particle b’ in Figure 2.15) or the

potentially extended trajectories cannot pass the sanity check (see trajectory num-

ber 1 and particle a). Otherwise, the trajectory is officially extended to time step

n+ 1 (see trajectory number 3 and particle c) and the successfully linked particle at

time step n+ 1 is removed from consideration in the subsequent 3D reconstruction

process (see particle c in the last row of Figure 2.15). After the prediction-matching-

elimination procedures are completed, the proposed MSCP method is applied to the

rest of the particles at time step n+1 for 3D reconstruction and then standard PTV

is applied to the 3D reconstructed particles at time steps n− 2, n− 1, n and n+ 1

to compute newly emerged trajectories of length four, as what has been done in the

initialization phase. The newly detected trajectories of length four are added to the

pool of valid trajectories so that all the particle trajectories are updated to time

step n+ 1, then new iteration begins.

The success of STB relies on sufficient trajectory lengths to ensure a converged

stage to be reached, where most of the particles at time step n+1 can be recon-

structed by prediction instead of in the following 3D reconstruction process. The
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Figure 2.15: A pictorial illustration of the prediction-matching-elimination proce-
dures used in the iteration phase in the LPT algorithm.
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success of the STB approach also requires that unlinked particles are predominantly

the result of particles that newly enter the field of view, and hence do not yet have a

valid history. However, this can only be achieved when most particles can be reliably

and consistently identified in many successive time steps in at least two cameras,

which means that the particles have to remain within the field of view and the illumi-

nating region for sufficiently long time and that obscuration among particles rarely

happens. According to Schanz et al. [1], STB would typically need 10 ∼ 30 time

steps to reach the converged stage, even more for higher seeding densities and vice

versa. For the sediment particles in our experiment, the median trajectory length is

found to be only ten so the converged stage may never be achieved. This is due to

two major restrictions imposed by the sediment measurement that compromise the

consistent identification of sediment particles in successive images. First, the laser

light sheet is constrained to be sufficiently thin (1 ∼ 2mm) in order to increase the

capability of measuring more concentrated sediment particles (C ≤ 1%), which can

cause the particles to quickly drift out of the light sheet and become difficult to be

identified. Second, much more severe obscurations occur among sediment particles,

especially toward the sediment bed, which increase the uncertainties for a particle to

be successively identified. The tracer particles, on the other hand, typically have a

volumetric fraction of at least three orders of magnitude smaller than the sediment

particles, and thus less obscurations are anticipated.
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2.2.2 Trajectories results

A time-resolved measurement, consisting of 201 instantaneous snapshots, ac-

quired at phase 158◦ (during deceleration, approaching flow reversal) in an oscilla-

tory sheet flow, as described in Section 2.1.4, is selected for testing the proposed

LPT algorithm. The particle trajectories being identified up to the 101st time step

in the iteration phase is shown in Figures 2.16 and 2.17. Figure 2.16 (a) shows

the raw image captured by the middle camera at the 101st time step, while Figure

2.16 (b) is a snapshot of all the 3D reconstructed sediment particles at the same

moment. Figure 2.16 (c) demonstrates all the validated trajectories of the sediment

particles with trajectory lengths longer than four up to the 101st time step, being

projected onto the x − y plane. The upper plot in Figure 2.17 shows the front

view of all the 3D reconstructed particles at time step 101, with green denoting

the particles that can be associated with a valid trajectory and red representing

the unlinked ones. The shaded yellow and blue regions denote two different con-

centration regions, with C . 0.4% and C ≈ 1.5% respectively. It is shown in the

figure that under concentrations C . 0.4%, around 70% of all the reconstructed

particles can be successfully linked; while under the highest concentration of our

interest (C ≈ 1%), only approximately 40% can be linked. Most of the unlinked

reconstructed particles lie relatively further away from the light sheet, outside of

the effective measurement volume as defined in the concentration measurement in

Section 2.1.4, and they cannot be consistently identified in each camera for 3D re-

construction from frame to frame. A plan view of the particle trajectories residing
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in each shaded region (boxed by the corresponding color) is shown in the bottom

plot in Figure 2.17, clearly demonstrating that the particles drift in the z− direction

in both regions and that most of the linked trajectories are located close to the light

sheet center (z = 0mm). The trajectory lengths in the more concentrated region

(blue box) is obviously much shorter than those in the more dilute region (yellow

box), this can be explained by again referring to the tapered effective measurement

volume used for the concentration measurement, only inside which the majority of

all the particles can be reliably identified and reconstructed. So towards higher con-

centrations, particles drift out of the narrower effective measurement volume more

quickly and become less likely to be identified, reconstructed and linked afterwards.

The possible sources of position errors associated with the detected trajecto-

ries include three major components: 1) the incorrect particle matching during 3D

reconstruction, 2) wrong particle tracking between two consecutive images, and 3)

the triangulation errors originated from inaccurate determination of particles 2D

centroid locations. Since the first two error sources generally cause much more no-

ticeable mistakes, they can be mostly eliminated by the sanity check used in the

LPT algorithm. For the third one, it is mentioned in Section 2.1.3 that due to the

large sizes of sediment particle images and their irregular intensity distributions, up

to 3 pixels of centroid location errors can be generated and therefore the 3D recon-

structed particle positions are inherently inaccurate. These errors will inevitably

propagate to the subsequent velocity and acceleration calculations when differenti-

ating the discrete particle positions along the trajectory. The uncertainties in the

velocity and acceleration measurements based upon the acquired sediment particle

85



(a)

(b)

(c)

Figure 2.16: (a) The raw image captured by the middle camera at time step 101.
(b) A snapshot of all the 3D reconstructed sediment particles at the same moment,
colored by the particles’ distance to the light sheet center, black being closer to the
center and white being further from the center. (c) Front view of the traces of the
sediment particles up to time step 101 (the trajectories terminated before time step
101 are not shown). Only the trajectories of length longer than four are treated as
valid and plotted. Particles are colored by their time steps, with black indicating
later moments and white earlier moments.

86



Figure 2.17: [Upper] The front view of all the 3D reconstructed sediment particles
at time step 101. The particles that can be associated with a valid trajectory of
length longer than four are colored by green, while red denotes the ones that cannot
be linked. Two regions shaded by yellow and blue indicates concentration ranges
of C . 0.4% and C ≈ 1.5% respectively. [Lower] From top to bottom, plan view
of the valid sediment particle trajectories up to the 101st time step that reside in
the vertical layers shaded by yellow and blue respectively. The size of the plotted
spheres are proportional to their mean apparent sizes identified in each camera.
The transparency of a particle’s color denotes its corresponding time step, with
more transparency denoting earlier arrivals and vice versa.

87



trajectories will be discussed later in Section 4.2.1.
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Chapter 3: Measurement technique: carrier phase velocity

In the current study, concurrent PTV/PIV measurement of both the sediment

particles and the carrier phase flow are conducted in sheet flow conditions to gain

a better understanding of the coupled dynamical behavior of the two phases. The

measurement of sediment particles, including reconstructing their instantaneous 3D

locations and tracking their locations to form trajectories over time, has been de-

scribed in chapter 2. This chapter will focus on presenting a novel technique that is

capable of reliably extracting the carrier phase velocities with the presence of sedi-

ment particles up to a volume fraction of C ∼ 1% without sacrificing the sediment

measurement. The carrier phase velocity is measured by imaging the tracer parti-

cles seeded in the flow. The size of tracers used in liquids is typically on the order

of O(10µm) to achieve a sufficiently small Stokes number, minimizing the induced

perturbation and guaranteeing their faithful movement with the ambient flow. The

diameter of the tracer particles used in the current sheet flow measurement is sieved

ranging from 25 ∼ 50µm, i.e. almost one order of magnitude smaller than the

sediment particles. Due to its much smaller size, a tracer particle reflects signifi-

cantly less light comparing to a sediment particle, given that a particle’s intensity is

roughly proportional to the particle’s projection area. A direct PIV process of the
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two-phase images can result in incorrect carrier flow measurements near sediment

particles, which tend to be biased by the sediment velocities due to the contamina-

tion of the much stronger sediment signals. A reliable phase separation technique

is critical for the measurement of carrier phase velocity field, irrespective of the

implementation of PIV or advanced particle tracking method.

In what follows, an overview of the past work on how the tracer images were

extracted and carrier phase velocities were subsequently computed in multiphase

flow measurements is first provided, followed by the challenges confronted when

applying existing phase separation techniques directly to the current sheet flow

measurements. This motivates a novel imaging method using fluorescent tracer

particles along with an apertured long pass filter, which is demonstrated to achieve

a desirable balance of intensity between the signals of both phases. Lastly, the

proposed apertured filter method is demonstrated in the sheet flow conditions, and

shown to produce accurate carrier phase velocity measurement.

3.1 Literature review and problem statement

In multiphase flow measurement, researchers have proceeded in two ways to

separate the signals from each phase, one is based upon optical discrimination ac-

cording to the difference in the emission wavelengths of each phase and the other

one is via image post-processing. Optically separating the signals from each phase

normally requires the use of fluorescent tracer particles and band-pass filters in front

of multiple cameras selectively registering the signals from only one of the phases
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(Poelma et al. [91], Blois et al. [102], Elhimer et al. [103]); or the use of RGB

cameras (Hagiwara et al. [104]); or the use of dual illuminating sources (Lindken

and Merzkirch [105]). In sheet flow measurement, the conventional combined use

of fluorescent tracer particles with optical long pass filer can effectively remove the

unwanted signals of the sediment particles to enable the direct measurement of the

carrier phase, however additional cameras without optical filters must be added

to resolve the sediment phase if concurrent measurement is required. Past studies

(Poelma et al. [91], Blois et al. [102], Elhimer et al. [103]) typically employed this

method only for planar PIV measurement, in which a total of two cameras (one

for each phase) are adequate. However, when applying this method in a volumetric

measurement imaging configuration, which often requires at least three cameras for

each phase, a concurrent two-phase measurement would consist of a total of six

cameras, which is not only unaffordable for most labs but also can be very space-

consuming and potentially causes difficulties in the arrangement of these cameras

near the experimental facilities. Thus it is highly favorable to register both phases

in a single monochromatic camera and then use image post-processing techniques

to separate each phase. Our goal in this chapter is to introduce a novel apertured

filter method, which optimizes the image quality of both phases registered in each

single camera and is able to achieve comparable measurement capability and accu-

racy that could only be previously achieved by assigning cameras dedicated to the

measurement of each phase separately.

With both phases captured in a single monochromatic camera, the phases can

be discriminated by various image processing techniques developed in the previous
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studies, either according to the difference in the particle image characteristics (Kiger

and Pan [93], Khalitov and Longmire [72]); using digital masking technique (Gui

et al. [92], Lindken and Merzkirch [106], Song et al. [107]); distinguishing charac-

teristic features in the correlation plane/vector post-processing stage (Delnoij et al.

[94], Deen et al. [95], Seol and Socolofsky [96]); or by machine learning (Ilonen et al.

[108], Poletaev et al. [109], Xue and Katz [110]).

The two most heavily utilized state-of-the-art methods, MFS and TPF, are

briefly introduced here, since both of them are extensively used for phase discrimi-

nation in the current study. The median filter subtraction method (MFS), proposed

by Kiger and Pan [93], is mainly used in the current study for filtering out the sedi-

ment signals from the raw two-phase images such that the extracted tracer particle

image can be directly used for unbiased PIV process. In this method, the tracer

particles (with typical image diameters of 2 ∼ 3 pixels) are treated as “salt and

pepper” noise and can be effectively removed by applying a median filter. Under

appropriate restrictions, the filtered image would then contain only images of the

much larger sediment particles which can be subtracted from the original image to

generate a ”fluid tracer” image appropriate for single-phase PIV processing. The

other method, the two-parameter filtering method (TPF, Khalitov and Longmire

[72]) relies on the disparity of the image size and intensity exhibited by the two

phases, based upon which the identified objects can be categorized as tracers, sed-

iment particles, or fragments. The detailed processing procedures are discussed in

Section 3.4.

Both the median filter subtraction (MFS) method and the two-parameter fil-
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tering (TPF) method were developed under the context of two phase flows with very

dilute solid particles (C ≤ 0.01%), see Kiger and Pan [93] and Khalitov and Long-

mire [72] for details. These methods immediately fail when implemented for sheet

flow conditions due to the much higher sediment concentrations (up to C = 1%) and

the huge disparities in the image intensities of the sediment particles and the tracer

particles. Figure 3.1 demonstrates a single snapshot taken in an actual sheet flow

measurement, extracted from a region with a sediment concentration of C ≈ 1%

(left figure) and a region with C ≈ 0.1% (middle figure). When the sediment con-

centration reaches C ≈ 0.1%, even after the MFS method is applied to the middle

figure, the sediment residuals dominate the image intensity in much of interrogation

regions (32 × 32 pixels2) for PIV cross-correlation. When the sediment concentra-

tion further increases to C ≈ 1%, only very few tracer particles are visible in the

image as denoted by the red empty squares in the left figure, since most tracers,

even if not physically blocked by the surrounding sediment particles, blend into the

high background noise created by the relatively strong scattered light from the sedi-

ment particles outside the light sheet. In order to successfully implement the above

methods in sheet flow measurements, balanced signals of both phases are required

so that the MFS method can achieve a cleaner filtration of sediment signals, leaving

no significant sediment residual intensities so that an increased number of tracer

particles can be distinguished from the background.
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Figure 3.1: [Left]&[Middle] Sampled raw sediment-tracer images extracted from
two different concentration regions. [Right] The resultant image after median filter
subtraction is applied to the middle one, with a filter length of 3 pixels. Red boxes
denote the distinguishable tracer particles and red arrows denote the location of
some selected bright sediment particles.

3.2 Description of Apertured Filter method

The apertured filter method is motivated and inspired by the optical phase

separation method stated above, in which fluorescent tracer particles combined with

suitable band-pass optical filters are used. In this section, the conventional method

is first examined in detail under the application of our sheet flow measurement. With

its shortcomings revealed, the discussion naturally motivates the development of the

proposed apertured filter method. The principle of the apertured filter method is

described and its advantages demonstrated in the concurrent measurement of both

phases.
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3.2.1 Limitations with conventional filters

In the sheet flow measurement, Nd:YLF laser (Photonics Industries, DM60-

527) with a peak emission wavelength of 527nm is used for the illumination of both

the sediment particles and the tracer particles. Rhodamine WT fluorescent tracer

particles, with diameters ranging from 25 to 50µm, were used for the measurement

of fluid velocity. The reflection and emission spectrum of the sediment particles

and the fluorescent tracer particles under the illumination of the Nd:YLF laser were

measured using a fiber optic spectrometer (Ocean Optics USB4000). This was done

by suspending each particle sample (sediment or fluorescent tracers) in water con-

tained in a narrow cuvette and directing the laser beam through the fiber optics into

the cuvette. The reflected and emitted light from each sample was then collected

by the receiver pointing perpendicular to the light propagating direction. The mea-

sured reflection and emission spectrum is displayed in Figure 3.2. The figure shows

that the sediment particle spectrum have only one peak that occurs at 527nm, co-

inciding with the peak emission wavelength of the laser; whereas fluorescent tracers

have two distinct peaks, at 527nm and 590nm, which correspond to the scattered

light (direct reflection of laser light) and the excited fluorescent light respectively.

The relative intensities of these two light components (scattered and fluorescenced)

were estimated by integrating the tracer particle spectrum curve with respect to the

wavelength under each of the two peaks. It should be noted that the intensity is

plotted on a log-scale, so even though the first peak (527nm) is very narrow, its peak

value is actually 100 times of that of the second peak (590nm). Overall, the first
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Figure 3.2: [Left] The measured reflection and emission spectrum of the sediment
particles and the fluorescent tracer particles respectively, which are consistently used
in all the subsequent measurements. [Right] The measured transmission curve of
the commercial optical long pass filter, SCHOTT OG550 glass with 2mm thickness.

peak contributes 75% of the total energy, while the remaining 25% is contributed

by the exited fluorescent light. The relative intensities between the sediment signals

and the tracer signals should not be compared in this figure, since they depend not

only upon their particle sizes but also the number of particles put into the cuvette

when preparing each sample.

Commercial optical long pass filters, SCHOTT glass OG550 (50×50×2mm3),

were placed in front of each camera lens and used to filter out the sediment signals,

whose cut-on wavelengths were also measured by the fiber optic spectrometer, as

shown in Figure 3.2. The figure shows that by applying the above filter, 97% of

the sediment signals can be blocked and 90% of the fluorescent light emitted by

the tracers can be transmitted and received by the cameras, considerably reducing

the original intensity ratio between the recorded sediment signals and tracer signals.
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The transmission curves of the SCHOTT glass filters used on different cameras

vary slightly from one to another and the uncertainty in the transmission rate is

within 1%. A pair of raw two-phase images is displayed in Figure 3.3, capturing the

same illuminated sediment particles and fluorescent tracers with and without the

SCHOTT glass long pass filter respectively. After the application of the long pass

filter, the intensities of the sediment particles are substantially diminished and many

more tracer particles emerge, which were previously lost in the high background

noise resulting from the scattered light from the sediment particles outside the light

sheet. The figure also reveals the problem with the direct application of a simple

long pass filter: the image contrast of the sediment particles is severely degraded,

rendering many of the particles non-detectable with the current phase detection

algorithm. The identifiable sediment particles are marked as red solid circles as

shown in Figure 3.3. The uncertainties in the centroid determination of the identified

sediment particles are also likely to increase due to their weak and even incomplete

registered images. The compromised identifiability of the sediment particles and

the reduced accuracy in their centroid locations can directly lead to complications

in triangulation and 3D reconstruction, increasing the uncertainty associated with

their concentration and velocity measurements.

3.2.2 Development of Apertured Filter method

The two images shown in Figure 3.3 represents two extreme cases in terms

of the image quality or the identifiability of each of the two phases (sediment and
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Figure 3.3: Comparison of raw images captured with no optical filter and with
conventional optical filter (SCHOTT OG550). The identified sediment particle lo-
cations are labeled as red solid circles.

tracers), which naturally motivates the idea of creating a small opening at the

center of the applied long pass filter (SCHOTT OG550) to transmit extra green

light (wavelength = 527nm) through the filter, enhancing the sediment signals

while keeping the tracer signals more or less the same. The proposed solution is

called the “apertured filter method” hereafter. A photo of the fabricated apertured

filter consistently used in the current study is shown in Figure 3.4, in which the

aperture is created using a waterjet cutting machine (Omax ProtoMAX).

The working principle of the apertured filter method is straightforward and can

be easily explained assuming an ideal optical long pass filter, which has 100% rejec-

tion and transmission rate for the laser light and the fluorescence light respectively.

Without the center hole, only the fluorescent tracer particles can be registered in

the cameras; by inducing a small opening (much smaller than the camera aperture

size used), the image intensities of fluorescent tracer particles are still primarily gov-
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Figure 3.4: The fabricated apertured filter.

erned by the camera aperture size and thus remain almost the same, whereas the

sediment particle intensities are solely determined by the hole size on the filter and

should be proportional to the hole area. So in effect, with only one single camera,

the two phases can be simultaneously imaged under two different “camera aperture”

settings independently, i.e. the aperture used for sediment particles are fixed to the

size of the hole and the aperture used for tracer particles are determined by camera

lens aperture being used. Moreover, even with a fixed hole size on the apertured

filter, by simply adjusting the camera aperture (f#), the relative intensities of the

two phases can be theoretically adjusted to a wide range of ratios to customize for

specific applications.

The effectiveness of the apertured filter method is demonstrated in Figure 3.5,

where two-phase images were recorded and compared under three different camera

settings, i) with no optical filter (f# = 11), ii) with apertured filter (f# = 5.6) and

iii) with a conventional optical filter (f# = 5.6). In this figure, identical distributions

of both the sediment particles and the tracer particles under identical illuminations
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are imaged, and the only factor influencing the resultant image characteristics is the

application of the different types of filters. The two-phase suspensions are generated

in a gel-box with statically suspended sediment and tracer particles of prescribed

volumetric fractions, which has a similar vertical concentration profile as that mea-

sured in an actual sheet flow. The images in Figure 3.5 were extracted from a region

where the sediment concentration transitions from 0.2% (upper half) to 1% (lower

half). The locations of the identified sediment particles (red solid circles) and the

identified tracer particles (green solid squares) are marked on the raw images and

the median filtered images respectively. Human intervention has to be used when

identifying the tracer particles and details in the phase identification algorithms are

discussed in Section 3.4. The size-brightness distributions of all the identified sedi-

ment and tracer particles are also plotted in Figure 3.5. Significant underestimation

of the identifiable tracer particles and sediment particles is noticed in the “no fil-

ter” case and the “conventional filter” case respectively as illustrated in Figure 3.5;

while the apertured filter method produces balanced signals for both phases, which

enables an excellent identifiability and separability of both phases. The bottom row

figures also show that the apertured filter method ensures a much cleaner filtration

of sediment signals after median filter subtraction (3 × 3 pixels2) is applied to the

corresponding raw image, reducing the energy of sediment residuals to the same

level as that achieved by the “conventional filter” case.

Equipped with the apertured filter, the relative image intensities between the

sediment particles and the tracer particles can be adjusted by simply changing the

camera aperture f#. The actual adjusted results are demonstrated in Figure 3.6
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Figure 3.5: The second row shows the raw images captured under three different
camera settings (with no filter, with conventional filter and with apertured filter),
with identified sediment particles denoted by red solid circles. A median filter sub-
traction image processing algorithm is applied to each raw image and their results
are shown in the bottom row, with identified tracer particles marked as green solid
squares. In the third row, size-brightness maps are generated for each particle identi-
fied. The raw images were extracted from a region where the sediment concentration
transitions from 0.2% (upper half) to 1% (lower half).
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by applying three different camera aperture f#’s. With an increase in the camera

aperture size (from f# = 11 to f# = 2.8), a noticeable trend of decreased sediment

particle brightness and increased tracer particle brightness is clearly shown in the

figure. The fewer tracer particles shown in the image with f# = 2.8 compared to

f# = 5.6, even though the visible ones appear brighter, is most likely due to the

focus degradation that occurs due to the aperture opening in the optical path that is

exacerbated at small f# settings. It is believed that this problem can be mitigated if

the hole at the filter center is cast with index-matching material, or if measurements

are conducted under a much simpler imaging condition than the one used in the

current measurement. With the current imaging set-up, as shown in Figure 3.9, the

Scheimpflug imaging conditions and the complex materials with multiple refractive

index between the camera and the measurement location (despite of the use of the

prisms) can both deteriorate the image quality. It is found that the best image

quality for both phases can be achieved when the camera aperture f# = 5.6 is used,

which will be used for all the subsequent apertured filter measurements.

It is also worth mentioning that the apertured filter method is inexpensive and

easy to implement. The expense for purchasing and manufacturing each apertured

filter in the current study is approximately $80, including the price of the SCHOTT

OG550 glass filter and the water jet cutting fee. Otherwise, to substitute the aper-

tured filter, it could be excessively expensive and troublesome, and sometimes even

impossible, to find a commercial optical filter with the perfect transmission curve

producing the desired rejection and transmission rate at desired wavelengths.

Some technical questions confronted when fabricating the apertured filter are
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Figure 3.6: Comparison of raw images acquired by apertured filter method, with
different camera aperture f#’s applied. The raw images were extracted from a region
where the sediment concentration transitions from 0.2% (upper half) to 1% (lower
half).

addressed below to assist the readers with the same needs to customize their own

apertured filter. 1) The selection of commercial optical filter. Band pass filter

with a suitable cut-on wavelength that separates the dominating wavelengths of

the two phases is required, preferred with a similar transmission curve of an ideal

filter, i.e. large rejection optical density (> 2) and small slope factor. An ideal

transmission curve enables a more accurate theoretical estimation of the resultant

transmission rate of the apertured filter for the each phase, derived according to

the hole size and the camera aperture used. A more ideal optical filter would also

enable a larger range of adjustment of relative image intensities between phases. 2)

The mechanical vignetting effect, which occurs when objects outside the focal plane

protrude into the optical path and results in darkening of image corners. For the

apertured filter imaging, the apertured filter behaves as a symmetric obstruction

that can potentially form a bright central region in the image center and dark areas

towards the image periphery. Tests have been conducted to ensure a complete

103



elimination of such effect. Consistent with optical lens theory, it is found that the

presence of observable vignetting is influenced by the following parameters: the hole

size in the filter, the camera aperture f#, the filter-to-lens distance, the thickness

of the filter and the angle of view (ratio of camera sensor size to lens focal length).

A general rule of thumb is to keep all of the five parameters as small as possible to

prevent the vignetting effect. In the current imaging set-up, a 105mm Nikon Micro

NIKKOR lens is used and the filter thickness and hole diameter are 2mm and 3mm

respectively. The filter is taped directly to the front surface of the camera lens to

achieve a practically nearest filter-to-lens distance. With these parameters fixed,

different camera aperture f#’s were tested for the vignetting effect and it was found

that with f# ≤ 11, no vignetting effect can be detected (no noticeable darkening

of image corners). 3) Camera focusing issue. The hole at the filter center creates a

disparity of the optical paths length (OPL) for light rays (emitted from the imaging

object) traveling through the filter versus through the hole directly into the camera

sensor and can induce focusing issues. So in order to alleviate the focusing problem,

the thickness of the optical filter need to be selected as small as possible to reduce

the disparity in the OPL, unless some index-matching material is cast and filled in

the hole. This issue can also be mitigated by increasing the camera aperture f#,

however as illustrated in 2), there is an upper limit in the f# to avoid the vignetting

effect. With the 2mm thick apertured filter (SCHOTT glass, nd = 1.51) used in the

current study, focused particle images of both phases can be achieved with camera

apertures of f# ≥ 4.
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3.3 Experimental set-up for validation

With the application of the apertured filter method, an extensive experiment is

designed and conducted to demonstrate its effectiveness in facilitating phase iden-

tification and separation and enhancing the concurrent velocity measurement for

both the sediment phase and the carrier phase.

3.3.1 Gel-box construction and imaging set-up

The same practice as has been done in chapter 2 was adopted, where known

masses of sediment particles were stationarily suspended in a transparent container

filled with dense hydro-polymer gel (Purell hand sanitizer, index of refraction nf =

1.365), enabling repeatable scans of sediment particles through the light sheet. The

major limitation of the previous gel-boxes is that each of them contains sediment

particles of a single volumetric fraction everywhere, which is very different from

what happens in actual sheet flows that consist of a steep gradience of sediment

concentrations. As pointed out in Section 2.1.3, the sediment local concentration

can potentially change the illuminating patterns of the local sediment particles. The

camera viewing angle and viewing optical depth are also different from the ones

encountered in actual sheet flow measurements. The goal here is more ambitious:

that is, to replicate as similar as possible both the sediment particles near-bed

lighting conditions and the camera imaging conditions used in actual sheet flow

measurement.

Two modifications were made to the gel-box to meet our goals. First, instead
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Figure 3.7: [Left] The 3D printed gel-box frame. [Right] Layers of sediment particles
with different volumetric fractions.

of a uniform concentration, five layers of sediment particles with different volumetric

fractions were statically suspended in the same hydro-polymer gel, each of which

contained a 5mm thick close-packed sediment bed along with 5 slabs of different

concentrations that decreased with elevation (each 5 mm thick), as displayed in Fig-

ure 3.7. This provides an excellent resemblance of the suspension layer thickness

and concentration gradient that occurs in a typical sheet flow. Second, an iden-

tical camera and laser set-up as was used during actual sheet flow measurement

is maintained, as shown in Figure 3.9. The gel-box container was made of a 3D

printed frame with glass slides sealed on the sides and top to allow optical access

for illumination and imaging, with dimensions shown in Figure 3.7. Its horizontal

dimensions (75mm× 50mm) are made large enough to maintain the same camera

viewing optical depth as confronted in actual sheet flow measurement.

The sediment-gel samples (each with the prescribed volumetric fractions of

0.04%, 0.2%, 1% and 5%) were prepared separately, by mixing known masses of
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sediment particles in known masses of hydro-polymer gel, whose density was care-

fully calibrated with a volumetric flask. Each sample was mixed in a sealed glass

bottle (Pyrex) simply by shaking for at least 5 minutes until the sediment parti-

cles appeared uniformly distributed everywhere in the bottle. Then each bottle of

samples was immersed in a pool of hot water until there was a complete removal

of the air bubbles trapped in the gel that resulted from the mixing process. The

bottle was kept sealed during hot water bath to prevent the vaporization of the

more volatile gel ingredients and no change in the refractive index was found before

and after the samples were heated. After that, the prepared samples were carefully

filled into pastry bags and squeezed into the gel-box container in sequential layers

according to the designed concentration profile. Mixing between layers needed to

be prevented, which required extreme patience when squeezing.

A major technical issue confronted during the preparation of sediment-gel

samples of large concentrations (5% and 60%, as requested by the newly proposed

sediment-gel samples) is documented here for readers of the same needs or of inter-

ests, which hasn’t been reported in past literatures (Knowles and Kiger [74]) due

to the small concentrations (< 0.1%) used in previous studies. It was observed

that there was a limit in the volumetric fractions of sediment particles that the

hydro-polymer gel can effectively suspend, which is about 2%. When the volumet-

ric fraction is above 2%, shaking the sediment particles in the gel caused a dete-

rioration of the gel, transforming it from an initially “oil-like” substance (viscous,

surface shape persevering, retarded flow) to a “water-like” liquid (flowing easily).

Once transitioned to a ”water-like” state, all the sediment particles settled down to
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the bottom forming a close-packed sand bed within hours. The static suspension

of sediment particles in the hydro-polymer gel relies on the Bingham plastic phe-

nomenon, enabled by a certain type of thickening agent contained in the gel, named

acrylates C10-30 alkyl acrylate crosspolymer. It is suspected that when mixing the

sediment particles in the gel, the thickening polymers were entangled on the surface

of the sediment particles and lost their thickening properties exhibited in solutions.

More sediment particles introduced in the gel could attach more thickening poly-

mers, resulting in a deficiency of thickening polymers left in the gel and the failure

of suspension. Fortunately, this thickening polymer, acrylates C10-30 alkyl acrylate

crosspolymer, is commercially available (sold as white powers) and once was added

into the sediment-gel mixture, the sample with a volumetric fraction of 5% could

be successfully produced with exceedingly stable sediment suspensions lasting for

months. Within the amount being used, acrylates C10-30 alkyl acrylate crosspoly-

mer can be completely dissolved in the gel and no changes in the refractive index or

optical quality of the gel was detected.

The close-packed sediment bed was secured at the bottom of the gel-box test

article with the help of SYLGARD 184 silicone elastomer, which has two liquid

parts and can be conveniently cast into very complicated geometries by mixing

the two parts with the suggested ratio. SYLGARD 184 is known for its excellent

optical quality once cured, so it is frequently used for index-matching measurement

in experimental studies. Only minimal amount of the elastomer is needed, enough

to wet all the sediment particles and form a “paste-like” character, which was then

fill in the recessed region at the bottom of the gel-box test article (see Figure 3.7
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Figure 3.8: The sediment bed secured at the bottom of the gel-box test article, cast
with SYLGARD 184 silicone elastomer.

[left]) and left for cure. The cast and cured sediment bed is shown in Figure 3.8,

which is steadily secured on the bottom and has the exact same appearance of a

real static sediment bed. The other advantage of using SYLGARD 184 is that it

isolates the sediment particles from direct contact with the upper gel and avoid the

suspension problem described above. The refractive index of SYLGARD 184 is 1.41,

slightly larger than that of the gel or water, however this difference should not cause

significant changes in the reflected light from the bed comparing to a real static

sediment bed.

Two types of gel-box has been made, both having the same sediment concen-

tration in each layer, and one of them is also added with fluorescent tracer particles

of comparable amounts used in actual sheet flow measurement. The gel box with

tracers (“two-phase gel-box”) represents a more realistic sheet flow measurement

and mainly used for qualitative illustrations, such as comparing the image qualities

with different imaging parameters as shown in Figure 3.5. On the other hand,
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the one containing only sediment particles (“single-phase gel-box”) will be used to

generate composite two-phase flow images, for the purpose of examining the phase

separation results and quantifying the errors associated with the sediment and the

carrier phase velocity measurement, as will be discussed in sections 3.3.2 ∼ 3.5.

The gel-box was secured to a precisely controlled 3-axis (along x−, y− and z−

direction) translation stage and placed in the water tunnel immersed in water at the

exact same location where the actual sheet flow measurement takes place, as shown

in Figure 3.9. The details of the laser and camera specifications and orientations

are provided in Section 2.1.4 and Figure 2.10. Each camera is equipped with a

105mm camera lens (Nikon Micro NIKKOR f/2.8) with an apertured filter (3mm

in diameter hole) placed adjacent to its front surface, as shown in Figure 3.9. The

camera aperture f# was set to be 5.6 for all the cameras in all the subsequent

apertured filter imaging.

3.3.2 Composite two-phase flow

In order to evaluate the cross-talk effect between phases, we adopt the method

used in Khalitov and Longmire [72] and Kiger and Pan [93], in which images of the

two phases were taken separately under identical imaging conditions and then these

two sets of single-phase images were synthesized to form composite (artificial) two-

phase flow images. The single-phase images were processed independently and the

processed results were treated as “ground truth”, as they contained no errors orig-

inating from the cross-talk between phases. The composite images were processed
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Figure 3.9: The experimental set-up for the validation of the proposed apertured
filter method. The validation measurement was conducted in the sheet flow water
tunnel, with the gel-box precisely translated along x−, y− and z− axis.
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using the same procedure used for real two-phase flow images. The combined sig-

nals from the two phases must be separated first and then the separated phases were

processed and their results were compared to the “ground truth”. The past work

(Khalitov and Longmire [72] and Kiger and Pan [93]) have shown that their image

composition algorithms could preserve major image characteristics of both phases

and proved the effectiveness of the composition method in quantifying contamina-

tion errors due to the presence of the other phase.

In the current study, the sediment phase images were acquired by taking static

sediment particle images in the single-phase gel-box at prescribed translated loca-

tions. The gel-box was translated in only horizontal directions (x − z plane), with

an incremental displacement of 0.1mm in both directions. The precision of the

translation stage is 2.5µm, one hundredth of the sediment particle diameter. Two

types of translations were conducted, 1) a total of 125 steps in only depth direction

(z− direction), and 2) a 15×10 2D position matrix, 15 steps along x− direction and

10 steps in z− direction (coordinate system is shown in Figure 3.9). The first type

of translation was a volume scan of all the sediment particles residing in the central

12.5mm thick volume of the gel box and will be mainly used for the validation of 3D

reconstruction and concentration measurement of sediment phase, same as what has

been done in chapter 2; while the second type of translation forms a position matrix

that allows us to assign a variety of sediment particle motions and thus were mainly

used to quantify the uncertainties associated with sediment velocity measurement.

The carrier phase images were acquired by removing the gel-box from the water

tunnel and directly imaging the clear water seeded with tracers. The flow in the
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clear water is generated by hand-dragging a small piece of plate through the mea-

surement location, which is attached on a thin string to minimize the disturbance

of the water surface due to dragging, which can cause the deflections of the light

sheet position. These carrier phase images were also used in planar self-calibration

when calibrating the cameras.

After the single phase images were acquired, the image composition algorithm

used in the work of Khalitov and Longmire [72] is implemented to merge each pair

of single phase images into a composite two-phase image. In this algorithm, at each

pixel location the intensities were compared between the sediment phase image and

the carrier phase image and the larger value is assigned to the composite two-phase

image. The synthesized two-phase images are shown in Figure 3.10. Figure 3.10

c) and d) provide a visual comparison between the composite two-phase image and

the raw two-phase image taken in the two-phase gel-box, which demonstrates an

excellent consistency of the image characteristics of both phases validating the use

of composite images in the subsequent study. They also have excellent resemblance

of a single snapshot acquired in the actual sheet flow measurements.

3.4 Phase discrimination with apertured filter imaging

With the fast development of 3D particle reconstruction and tracking tech-

niques, Lagrangian particle tracking starts to show its advantages in improving

the measurement resolutions and accuracies and so sometimes is preferred over the

conventional PIV measurement. One of the most critical prerequisites for the ap-
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Figure 3.10: a) & b) are the sampled raw single-phase images, used as input to
synthesize the artificial two-phase image shown in c), using the algorithm described
in the work of Khalitov and Longmire [72]. c) is compared with d), a sample raw
image taken in the two-phase gel-box, which demonstrates similar image charac-
teristics of both phases. a) & d), were both extracted from a region where the
sediment concentration transitions from 0.2% (upper 0 ∼ 100 pixels) to 1% (lower
100 ∼ 200 pixels).
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plication of Lagrangian particle tracking is the identification of the tagged particles

within an image, either in the discrete phase or in the carrier phase. The apertured

filter method has enabled a decent two-phase imaging with visually distinguishable

sediment particles and tracer particles, motivated the use of 3D particle tracking

on both phases. In this section, the accuracy and uncertainty associated with the

identification of both the sediment particles and tracer particles are evaluated using

the artificial two-phase images.

The two-parameter phase separation algorithm proposed by Longmire and

Khalitov (TPF, [72]) is adapted for the identification of sediment particles. The

algorithm is briefly described as follows: 1) 2D median filter (7 pixels × 7 pixels)

and 2D Gaussian kernel are applied sequentially to the artificial two-phase image,

to remove the tracer signals (existing as “salt and pepper” noise) and smooth the

remaining sediment particle image. 2) The convexity of intensities at each pixel is

examined to determine whether the pixel belongs to an object or just background

noise. 3) The object pixels that form a single connected region are grouped together

and labelled as an object with its size (number of pixels occupied) and characteristic

brightness (averaged intensity over all the occupied pixels) recorded. 4) A threshold

based upon size and brightness is used to determine if the identified object is a

sediment particle or not. In the current study, only the size threshold (40 pixels)

needs to be satisfied when identifying a sediment particle, since the apertured filter

method balanced the intensities of the sediment particles and the tracer particles,

and their characteristic brightness showed no noticeable differences, as demonstrated

in Figure 3.5. The apparent sediment particle mean diameter and tracer particle
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mean diameter are approximately 10 pixels and 3 pixels respectively, so the median

filter length applied in step 1, 7 pixels, should be large enough to effectively filter

out most tracer signals and the size (area) threshold applied for the sediment iden-

tification in step 4, 40 pixels, can account for the majority of particles residing close

enough to the light sheet center.

When the above algorithm is applied for tracer particle identification, a signif-

icant number of sediment remnants (mainly from out-of-plane sediment or sediment

coronas) could also be detected as tracers, as already pointed out in the work of

Khalitov and Longmire [72], which acted as a source of noise for the carrier phase

PIV measurements. In the current studies, the concentration (0.01% ∼ 1%) is or-

ders of magnitude higher than that used in the work of Khalitov and Longmire [72],

which not only increases the number density of sediment particles but also creates a

much more complex lighting conditions, and leads to even more misinterpretations

of sediment remnants as tracer particles (false positive detections) when applying

the above phase discrimination algorithm. It should be noted that the false posi-

tive detections and the false negative detections (a valid tracer not being able to

be identified) have approximately the same effect on the PIV calculations, both

undermining the cross-correlation peak, and they don’t necessarily lead to a prob-

lematic PIV calculation as long as the false signals are statistically small comparing

to the true tracer signals. However if 3D particle tracking is to be conducted, the

false positive detections might cause a much worse effect than the false negative

ones, since they can act as a source of “ghost particles” during 3D reconstruction

and might result in a completely wrong particle velocity vector, whereas the false
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negative detections would only reduce the number of reconstructed particles and

subsequently sacrifice the spatial resolution. So a new algorithm is developed to

identify the tracer particles in a more reliable way, especially aiming to minimize

the false positives for the purpose of a reliable particle tracking. In this algorithm,

5 pixles × 5 pixels median filter subtraction (MFS, Kiger and Pan [93]) is first ap-

plied to the artificial two-phase images to filter out the sediment particles. The

size of the filter is selected to guarantee a good preservation of the tracer particle

images with less consideration of the completeness of sediment removal. The resul-

tant image after the median filter subtraction (MFS) is shown in Figure 3.11 b).

It is shown that the out-of-plane sediment particles with relatively low intensities

in the raw image are effectively filtered out by MFS, leaving almost no noticeable

traces. The outstanding pixels are mainly composed of either true tracer particles

or the remnants of the bright and in-focused sediment particles, as denoted by the

green arrows. These sediment particles are often located near the light sheet center

and can be reliably detected with the sediment identification algorithm. In order

to completely remove these sediment residuals, as a second step, a mask consisting

of the identified sediment pixels (acquired from the sediment identification results)

dilated by one pixel, as shown in Figure 3.11 c), is further applied to the filtered

image. It is shown in Figure 3.11 d) that this step effectively removes nearly all

the sediment residuals and leave most of the tracer particles unchanged. At last,

a simple threshold (150 counts) on the pixel intensities is used to identify all the

object pixels (similar to step 2&3 in sediment identification), and then the size and

brightness criteria can be used to identify the tracer particles (similar to step 4 in
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sediment identification). The parameters used in the last step can be adjusted for

the best performance.

The above phase identification algorithms were applied to both the artificial

two-phase images and their corresponding source single-phase images for compar-

ison. The identification results are presented in Figure 3.12, where the artificial

two-phase image is superimposed with the identified sediment particle locations and

the identified tracer particle locations in a) and b) respectively. For each phase,

the identification results based on the artificial two-phase image are marked as solid

circles and the ones based on the source single-phase image is indicated by empty

squares. The unmatched identification results between the artificial image and the

source image are colored as blue, consists of the false positive detections denoted by

blue solid circles and the false negative detections denoted by blue empty squares.

The sediment particle identification algorithm works exceedingly reliable up to

volumetric fractions of 1%, attaining an overall identification error rate below 2%,

accounting for both false positive and false negative detections, as demonstrated

Figure 3.12 a). The few unmatched sediment identifications between the composite

image and the source sediment-only image are mostly due to the out-of-plane sedi-

ment particles whose sizes were on the edge of the threshold being applied. These

particles will not affect the subsequent concentration or 3D tracking calculations

once an appropriate measurement volume thickness is prescribed, as explained in

Chapter 2. The only false identification found to be caused by the presence of

tracer particles is the false positive detection pointed out by the blue arrow in Fig-

ure 3.12 a). It is caused by two adjacent tracer particles being merged together as
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Figure 3.11: Image processing for tracer particle identification: a) The composite
two-phase image with identified sediment particles marked as red dots; b) The image
after median filter subtraction (5× 5 pixels2); c) A mask of all the pixels belonging
to the identified sediment particles, dilated by one pixel outward; d) Median filter
subtraction + sediment mask, where the the color bar starts from the brightness
threshold for tracer detection. Three bright and in-focused sediment particles are
selected and pointed out by the green arrows. The source single-phase images of a)
are presented in Figure 3.10 a) & b).
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a) Sediment phase identification b) Tracer phase identification

Figure 3.12: The same composite two-phase image superimposed with a) identified
sediment particle locations and b) identified tracer particle locations indicated by
solid circles, while empty squares represents their true locations computed with
the corresponding source single-phase image. All the false identifications (unmatch
between circles and squares) are emphasized by blue color, including false positive
detections denoted by blue solid circles and false negative detections marked by blue
squares. Their source single-phase images are presented in Figure 3.10 a) & b).

one sediment-like particle after the application of median filter and the smoothing

kernel (step 1 of the sediment particle identification algorithm). Such occurrences,

where the tracer-to-tracer distance is smaller than the tracer particle diameter, are

very rare and most likely to be eliminated later during triangulation and particle

tracking due to lack of available matching particles in other cameras or in subsequent

time steps.

The identification of tracer particles based upon the source tracer-only images

is very straightforward and accurate and these high-fidelity results are used as a

reference (“ground truth”) to quantify the uncertainty of tracer identification in

the composite two-phase images. Two types of errors are defined, the percentage

of the number of incorrectly identified tracers normalized by the total number of
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tracers being identified (the error rate), and the percentage of the number of the

tracers unable to be identified normalized by the total number of valid tracers (the

missing rate). The error rate is used to quantify the false positive detections and the

missing rate is used to quantify the false negative detections. Both of them can also

be represented in Figure 3.12 b), by the ratio of the number of the blue solid circles

to all the solid circles (the error rate) and by the ratio of the number of the blue

squares to all the squares (the missing rate). In the figure, it is shown that both

types of errors strongly depend on the sediment concentration and the error rate

(∼ 5% at C = 0.2% and ∼ 15% at C = 1%) is much smaller than the missing rate

(∼ 15% at C = 0.2% and ∼ 50% at C = 1%). The tracer identification algorithm

is deliberately optimized in this way for the reduction of the false positive errors,

which might have a more significant influence on the subsequent 3D reconstruction

and 3D tracking. A closer inspect on the images inside all the blue squares, where

the tracers exist but cannot be identified, shows that most of the unidentified tracers

can be barely perceived by human visual observation, as they either blend into the

high background noise or completely blocked by sediment particles. This means

that in the current imaging set-up, even with apertured filters applied, there are

still about half of the tracer signals lost due to the presence of sediment phase under

a volumetric fraction of 1%.
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3.5 Validation of carrier phase measurement

Stereoscopic PIV (SPIV) is implemented to the carrier phase to resolve the 3D

velocity vectors located on the light sheet center plane. Before the implementation

of SPIV process, image pre-processing is critical in order to remove the unwanted

signals from the sediment phase. There are two competing factors when filtering

the sediment signals, one is the completeness of the filtration and the other one

is the preservation of the true tracer signals. Failure of either of them will tend to

increase the uncertainties in the subsequent velocity vector computation. In the rest

of this section, two different image processing techniques are applied to the same

composite two-phase image and the above two criteria are used to visually evaluate

their performance. Then SPIV process is conducted to the filtered two-phase images

and the associated errors with both image processing methods are assessed.

3.5.1 Image processing techniques

The first image processing technique is the direct adoption of the one proposed

by Kiger and Pan [93], in which the median filtered image is subtracted from the

raw image (referred to as “MFS”), whose details are provided in Section 3.1 or in

the original paper. For tracer images of diameter 2 ∼ 3 pixels and sediment particle

images of diameter 10 ∼ 15 pixels, 3 ∼ 7 pixels median filter length proved to be the

most effective in filtering out the sediment signals and the smaller the filter length is

used, the more complete the sediment signals can be filtered. It is shown in Figure

3.13 c) that even with the most aggressive filtration (3×3 pixelss MFS), the removal
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of the bright sediment particles is still unsatisfying, which leaves visible unfiltered

traces that have approximately the same intensities as the true tracer signals, shown

as “coronas” denoted by the green arrows. The residuals of the sediment signals

would inevitably bias the measurement of the carrier phase velocities, which will be

quantified later in this section.

For the second image processing technique, it is similar to the one used for

tracer particle identification and has been mostly elaborated in Section 3.4. In

this method, in addition to median filter subtraction with a relaxed filter length

(5 × 5 pixels2), the sediment residuals are further masked out with a binary mask

with zeros consisting of all the pixels occupied by the identified sediment particles

(referred to as “MFS+mask” hereafter). However, the sediment mask applied may

leave empty voids in the image, as shown in Figure 3.13 e), and these voids can also

bias the cross-correlation peak during PIV process. To compensate for this effect,

the averaged background noise level needs to be computed and subtracted in order

to maintain a uniform background level, eliminating the effect of the voids. In the

current study, twice the average background noise (40 arbitrary units) is subtracted

from the filtered and masked image (Figure 3.13 e)). A comparison of the resultant

image with and without background noise subtraction is presented in Figure 3.13

e) and f), in which an over-saturated gray scale is used to manifest the background

noise. It is shown that after background noise subtraction, a much more uniform

background is achieved despite of the non-uniform distribution of tracers.

A direct visual examination of the filtered two-phase images by the two image

processing method is provided in Figure 3.13 c) and d). The MFS+mask method
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Figure 3.13: a) The composite two-phase image with identified sediment particles
marked as red dots. c) & d) used two different algorithms to filter out the sediment
signals in a), aiming at a clean tracer image extraction. b) is the source tracer
image (single phase before composition) and serves as the “ground truth” for c) &
d) to compare with. e) & f) both use the MFS+mask method, without and with
the background noise subtracted. The corresponding source single-phase images are
presented in Figure 3.10 a) & b).

124



clearly achieves a much cleaner removal of the sediment signals than the MFS

method, indicated by the green arrows; meanwhile, due to the relaxed median filter

(larger filter length) being used, it also achieves an improved preservation of the

tracer particle images. The success of the MFS+mask method relies on an accurate

sediment identification results. The incorrect elimination of tracer signals, as de-

noted in the green box in the figure, are due to incorrect sediment identification and

only very rarely occurs. These incorrectly eliminated tracer particles can survive

with the MFS method.

3.5.2 Stereoscopic PIV error quantification

The filtered composite two-phase images using the above two image processing

techniques along with their corresponding source single-phase tracer images were all

directly fed to Davis 10 for stereoscopic PIV process. The resultant velocity vectors

computed with the source single-phase images are used as the high-fidelity refer-

ence for the two-phase image to compare with. The disparity only represents the

cross-talk errors, originated due to the presence of the sediment phase. In order

to reach a statistical convergence, 151 source tracer image pairs and 13 different

source sediment particle images were used to generate a total of 151 × 13 = 1963

pairs of synthesized two-phase images. The 13 sediment images were uniformly

extracted from the volume scanning data set with a constant interval of 1mm, re-

sulting in 4 ∼ 5 completely independent sediment phase images. In each image

pair, the same sediment particle image is used, indicating precisely zero motions
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in the sediment phase. In the carrier phase flows, the time interval dt between

each image pair is selected to achieve roughly the same maximum absolute dis-

placement as that encountered in the actual sheet flow measurement (around 10

pixels). The out-of-plane displacement in the artificial two-phase flows are found

to be close to those experienced in actual sheet flow. Stereoscopic PIV processing

is conducted between each pair of cameras, in which an iterative multi-pass com-

putational scheme with the smallest interrogation window size of 32× 32 pixels2 is

used and a maximum reconstruction error of 1 pixel is allowed. With three cameras

used in the current experimental set-up, each instantaneous realization of carrier

phase flow corresponds to three measured velocity fields (computed from each pair

of cameras), which should completely agree among each other for ideal measure-

ments. At each location, three velocity vector candidates are available and in order

to choose the one with the most confidence and accuracy, the velocity uncertainties

associated with the three computed velocities are compared and only the velocity

with the smallest uncertainty is exclusively used to determine the local velocity. The

velocity uncertainties were computed by first evaluating the cross-correlation uncer-

tainties in each camera according to the correlation statistics and then propagating

the 2D uncertainties to the 3D triangulated velocity measurement (Wieneke [111],

Sciacchitano and Wieneke [112]).

Figure 3.14 and 3.15 displays the spatial displacement error distributions as-

sociated with the artificial two-phase images, which is found to be highly correlated

with the local sediment concentration. The dash-dotted lines demarcates the five dif-

ferent sediment concentration layers, with C = 0%, C = 0.04%, C = 0.2%, C = 1%
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Figure 3.14: Displacement field of a single realization of carrier phase flow. The
maximum displacement in the in-plane (x− and y−) and out-of-plane (z−) direc-
tions are both around 5 pixels. The instantaneous absolute errors are also shown.
The dash-dotted lines shows the demarcation of the five different sediment volumet-
ric fractions (0%, 0.04%, 0.2%, 1% and 5% from the top).
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Figure 3.15: Averaged absolute errors in the carrier phase displacement for all the
carrier phase flows under a single sediment distribution. The dash-dotted lines shows
the demarcation of the five different sediment volumetric fractions (0%, 0.04%, 0.2%,
1% and 5% from the top).
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and C = 5% increasing from the top layer. The instantaneous displacement field is

compared in Figure 3.14, with the instantaneous absolute displacement errors quan-

tified in the in-plane and out-of-plane directions separately. Strong out-of-plane

motions and a distinct vortex can be observed in the instantaneous displacement

field, both of which are faithfully captured in both of the filtered images. It is shown

in the error plots that for concentrations C ≤ 0.2% (the top three layers), both fil-

tering methods can very effectively remove the sediment signals and only generate

errors up to 0.3 pixels, especially for the MFS+mask method probably due to the

larger filter length utilized, which induce less alterations of the original tracer im-

ages. Within the concentration layer of C = 1%, a sharp transition from low error

level (∼ 0.1 pixels) to high error level (> 1 pixels) exists, that occurs around 7mm

above the bed. This is due to the fact that all the cameras are looking downwards

into the suspended sediment samples so there is an overlap of registered sediment

particles from adjacent concentration layers. Within the 5% concentration layer, the

carrier phase can no longer be reliably extracted and so the measurement should not

be trusted any more. The lower error region in the bottom right corner occurred in

the 5% concentration layer is due to the small difference in the displacement between

the local carrier phase motion and the static sediment motion, and the cross-talk

error can only occur when the two phases renders different velocities.

The same observations and conclusions can be made with the mean absolute

errors shown in Figure 3.15, in which a single sediment phase image is used and

the average is conducted over the 151 different carrier phase flows. The purpose of

this figure is to show if there is any consistent error patterns associated with the
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sediment particle distribution, since the velocity vectors near a sediment particle

are expected to consistently exhibit a high error level. It is shown in the figure that

there isn’t a strong correlation between the displacement errors and the sediment

particle locations.

Figure 3.16 demonstrates the ensemble average and the cumulative distribu-

tion of the absolute errors in the carrier phase displacement computed in each of

the four different sediment concentration layers (C = 0.04%, C = 0.2%, C = 1%

and C = 5%). The average is computed over all the available artificial two-phase

flow images, i.e. using all the carrier phase flows and all the sediment distributions.

When calculating the statistical errors in the concentration layer of C = 1%, the

displacement vectors located in the bottom 2mm are excluded to isolate the effect

from the 5% concentration layer. It is found that with the MFS+mask method,

under concentrations C ≤ 0.2%, a mean absolute error of 0.1 pixels and an error

bound of ±0.2 pixels with 95% confidence can be achieved in all displacement di-

rections. When the local concentration increases to C = 1%, a mean absolute error

of 0.2 pixels in the x− and y− directions and 0.3 pixels in the z− direction can be

achieved and the corresponding 95% confidence error bounds are ±0.7 pixels in the

in-plane directions and ±1 pixels in the out-of-plane direction respectively. It is no-

ticed that the MFS+mask method can consistently attain a slightly more accurate

displacement calculation under all of the four concentrations than the MFS method

and thus will be adopted when computing the actual sheet flow carrier phase veloc-

ity. It should be mentioned that the overall carrier phase measurement errors should

consist of not only the cross-talk errors, as addressed above, but also the inherent
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PIV errors associated with single phase PIV measurement, which is relatively small

comparing to the prior (typically smaller than 0.1 pixels).

At last, it should be emphasized that comparing to the actual sheet flow mea-

surements, the above validation experiments were conducted with similar sediment

concentration profile and with the exact same imaging set-up, and the acquired

images were processed with the same procedures using the same parameters, so

the above reported measurement uncertainties should be safely applied to the ac-

tual sheet flow measurement results, which will be presented in Chapter 4. Some

differences that can potentially affect the reported actual sheet flow measurement

uncertainties should be pointed out as follows: 1) the artificial effects in the compo-

sition of the two-phase images, 2) the difference in the tracer particle seeding density,

3) the difference in the sediment particle motion (no sediment motion in the above

error analysis), and 4) the difference in the carrier phase flow characteristics, such

as motion scales and shear rates.
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Figure 3.16: The ensemble average and the cumulative distribution of the absolute
errors in the carrier phase displacement accounting for all the carrier phase flows and
all the sediment distributions. Only the displacement vectors located in the upper
3mm is used when calculating the mean error in C = 1% concentration layer.
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Chapter 4: Particle-turbulence interaction during flow reversal under

oscillatory sheet flow

4.1 Experimental details

The experimental and imaging set-up has been demonstrated in chapters 2

and 3, which are consistently used in the actual sheet flow measurement. A brief

summary is provided in the following for the completeness of this chapter. The

schematic of the oscillatory flow tunnel used to generate the sheet flow is presented in

Figure 2.9, with its dimensions, the coordinate system and the measurement location

and area indicated. The detailed laser and camera configurations are presented in

Figures 2.10 & 3.9, in which Nd:YLF laser (Photonics Industries, DM60-527) and

three high-speed cameras (Phantom v640/641, Vision Research, 4-megapixel, 12

bit depth) each equipped with a 105mm lens (Nikon Micro NIKKOR, f# = 5.6)

and an apertured optical filter (SHOTT OG550 2mm thick, 3mm in dia. hole)

are used. Multiple spherical and cylindrical lenses are used to converge the laser

beam overcoming a long travel distance (∼ 6m) and spread into a sheet of light at

the measurement location, with a nominal thickness of 1 ∼ 2mm. Prisms, with 3D

printed frames, were placed between the cameras and the test section to alleviate the
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astigmatism effect due to the inclined viewing angles of the cameras. The cameras

and the prisms were both mounted on a 80/20 aluminum frame, which were bolted

directly to the steady concrete floor. A soft connection is created between the prism

frame and the test section side wall using stripes cut from plastic bags, between

which water is contained. In this way, any vibrations in the test section caused

by the motion of the piston when running experiments can be effectively isolated

from the imaging system. Some other details on experimental procedures and data

acquisition schemes are discussed in the following sections 4.1.1∼4.1.3.

4.1.1 Oscillatory flow tunnel: piston motion

Oscillatory sheet flow is generated in the water tunnel (see Figure 2.9) by driv-

ing the flow in the horizontal test sections with a piston in the tall tank on one end.

The piston motion is precisely controlled by the feedback control system equipped

with a position sensor directly measuring the instantaneous piston position. Highly

repeatable piston motions can be generated and Figure 4.2 illustrates the uncer-

tainties in the piston motion in one of the experimental runs during the sheet flow

measurements, with target external flow velocity varying with time periodically as

Uo(t) = Uo,p sin(2πt/T ),m/s, where Uo,p = 1m/s is the nominal magnitude of the

free stream velocity and T = 5 s is the bulk flow oscillation period. Figure 4.2 com-

pares the actual piston displacement (measured by the position sensor) and velocity,

sampled at a frequency of 1024Hz, to the corresponding commanded values. The

velocity signals were computed by differentiating the measured position profile. The
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Figure 4.1: A photo taken during data acquisition, showing an overview of the actual
experiment and imaging set-up.
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inherent noise in the position measurements is significantly magnified after differen-

tiation, so a sliding average of 100ms was applied to the velocity profile to smooth

out the high frequency noise. Both the actual displacement and the actual velocity

consistently demonstrate systematic phase lag and overshooting effect comparing to

the commanded values. The overshoot ratio was measured to be around 4% of the

amplitude for both the velocity and the displacement profiles. Due to the observed

phase lag, a direct tigger system based upon the piston’s actual instantaneous po-

sition was implemented, as will be discussed in Section 4.1.2. With the corrected

target (or commanded) profile (shifted in phase and scaled), the percentage error

of the actual piston motion (normalized by the amplitude) is computed at each

instant in time and also shown in Figure 4.2, which amounts to 0.24% normalized

root-mean-square (rms) error for the displacement and 1.28% for the velocity. More

details in the flow tunnel construction and the qualification of the flow tunnel per-

formance with smooth non-mobile bed can be found in the previous work of Knowles

[70].

4.1.2 Synchronization and triggering

Phase-locked measurements at every 10◦ within each cycle (T = 5 s) are de-

sired, which requires periodic signals associated with the piston motion to synchro-

nize the measurements to each phase. This is realized by the laser-photodetector

triggering system as illustrated in Figure 4.3. A Helium-Neon laser is fixed on the

top of the piston tank and the photodetector (PDA100A, Thorlabs) is secured to the
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Data acq

Figure 4.2: The actual piston motion errors relative to the commended signals in a)
displacement and b) velocity.

upper plate of the piston structure that actuates the piston. In each experimental

run, the piston starts from its mid-stroke equilibrium position (also referred to as

“home position”) in a sinusoidal fashion. The laser beam is aligned to the center of

the photodetector when the piston is initially at home position, such that every time

the piston passes mid-stroke, the photodetector receives the laser light and outputs

a pulse signal (see Figure 4.3). The pulse signal needs to be sufficiently brief relative

to the timing precision required for the data collection to accurately represent the

instant when the piston is at home position. A pinhole with a diameter of 500µm

is secured in front of the photodetector to further reduce the pulse width. Finally, a

less than ∼ 5ms pulse width can be achieved, as shown in the figure. These pulses

represent the instants when the piston is at home position and one of them is used

to define the starting point of the subsequent phase-lock measurements.

The detailed image recording scheme is illustrated in Figure 4.4. The pulse

generated by the photodetector triggers the pulse-delay generator (Model 577, Berke-
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Figure 4.3: Schematic of of the triggering system.
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ley Nucleonics), which, after a pre-calculated delay of 120.4ms, starts to gener-

ate periodic pulses precisely with the desired phase-locked frequency (every 10◦, or

138.9ms). The phase-locked pulses are then used to trigger the HighSpeed Con-

troller (Lavision), which integrates the three high-speed cameras and the laser to

acquire images at a frequency of 2000Hz (in single pulse or time-resolved mode).

75 time-resolved images are recorded at each phase administered by the pulse-delay

generator and the pre-calculated delay time ensures that the middle (∼ 38th) of

the recorded images corresponds to the exact instant of each phase. The phases are

defined according to the piston/external flow velocity profile (consistent with the

one defined in Figure 2.11), in which phase 0◦ and 180◦ correspond to moments of

zero free stream velocities/flow reversals and phase 90◦ and 270◦ correspond to the

occurrence of maximum/minimum external flow velocities.

The uncertainties in phase synchronization is assessed. The above triggering

scheme relies on an accurate detection of the exact moment when the piston is at

home position, which acts as a reference starting point for the subsequent triggers.

The majority of the timing error is associated with the slight misalignment of the

laser beam to the piston home position. A conservative estimate of the misalignment

error gives an upper bound of±1.5mm, which corresponds to a timing uncertainty of

±7.5ms given the speed of the piston at home position is approximately 20 cm/s.

Another timing error originates from the finite width of the pulse signal of the

photodetector. Since only the pulse peak represents the exact moment when the

piston is at home position, the offset between the peak and the actual triggered

point of the pulse-delay generator can induce additional timing errors. It is shown in
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Figure 4.3) that the offset error is about ±1ms. Overall, the uncertainties in phase

synchronization is estimated as ±10ms, or ±0.72◦, or ±20 images in each time

resolved measurement at each phase (2000Hz imaging frequency and 75 images in

total).

Each experimental run consists of 20 cycles of piston motion and data acqui-

sition starts and ends within 15 ∼ 19 cycles of piston motion. 15 cycles are waited

before taking measurements to ensure the oscillatory sheet flow has reached a steady

transient state. Constrained by the camera memory, images are acquired for three

sequential half cycles within a single run and a total of 28 independent runs were

conducted, which results in a total of 84 independent time-resolved measurements

(75 images) at each phase to converge the statistics. The static sediment bed height
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is used as a reference height (defined as y = 0mm) when reporting the results and

thus is monitored before and after each run. The sediment bed is re-filled every 25

experimental runs to ensure an insignificant overall change in the bed height (within

5mm).

4.1.3 Tracer particle: fabrication and seeding

Due to the scale of our experimental facility, large amounts of fluorescent

tracer particles are required. The cost of commercial fluorescent tracer particles

can be prohibitive, so mass production of fluorescent tracer particles inexpensively

and in-house would be desirable. The detailed fabrication procedures can be found

in Pedocchi et al. [113] and Washuta [114], and thus are only briefly described in

the following. The fluorescent tracer particles were made by thoroughly mixing the

fluorescent dye (Rhodamine WT) with two-parts epoxy (MAS) in a pan left to be

cured. Then the hardened mixture is ground with a belt sander into a wide range of

polydispersed particles, which are subsequently sieved into different size ranges. The

size of the fluorescent tracer particles used in the current study are the ones sieved

down to 25 ∼ 53µm. The specific gravity of tracers are estimated as SGtr = 1.13.

A reliable measurement of the carrier phase flow requires a relatively high

seeding density, as the sediment clouds can both diminish and contaminate the tracer

particle signals (obscuration and “cross-talk”). It has been shown in section 3.4 that

with 1% volumetric fractions of sediment particles, half of tracer particles are not

detected either due to direct obscuration by sediment particles or being merged into
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the high background noise created by the scattered light from out-of-plane sediment

particles. In contrast to this, a dense seeding of tracer particles in the entire fluid

volume could degrade the light sheet quality, resulting from the fact that the sheet

must propagate through 30 cm of fluid prior to reaching the measurement region, as

shown in Figure 4.5. A thickened light sheet due to diffusion by tracer particles is

unfavorable for both sediment reconstruction and stereoscopic PIV implementation.

In order to solve the above dilemma, a local seeding scheme was designed to seed

directly to the imaging region immediately prior to the start of image acquisition,

as illustrated in Figure 4.5. A thin seeding rod (made of copper, 3mm in diameter)

is inserted into the tunnel from the bottom of the test section through the sediment

bed, which is allowed to slide in the vertical direction. Concentrated seeding solution

is injected during the 9th through 13th cycles of piston motion, right before image

acquisition. The seeding rod is slid upwards to the static bed level and a syringe

is used to slowly inject suitable amount of tracer particles into the imaging area.

Once seeding is finished, the seeding rod is retracted back in the non-mobile sand

layers to avoid any intrusions in the flow during measurement. An additional three

cycles are used following injection and retraction to wash out the disturbance to the

flow and permit the tracers to mix uniformly throughout the volume of fluid to be

measured. As more and more measurements are conducted, tracers are accumulated

in the flow, which has the potential to degrade the light sheet quality. To prevent

this from happening, the light sheet is monitored by checking its thickness projected

on the static bed from the self-calibration images. No noticeable changes in the light

sheet thickness were detected for at least 13 consecutive runs (i.e. seeding for 13
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times), which corresponded to the water change interval for the experiments.

4.1.4 Camera calibration and planar self-calibration

Calibrating the recorded images consists of two steps. Step one is the camera

calibration, in which a calibration target with regular dot patterns are simultane-

ously registered by the three cameras at different depth locations to gain a corre-

spondence between the 3D world coordinates (established by the calibration target)

and the 2D pixel coordinates in each camera. In order for the the calibration target

to be optically accessible for cameras on both sides of the target, the dot pattern

is printed on a transparent paper and sandwiched between two glass slides (0.3mm

thick each) to ensure the flatness of the dot pattern, see Figure 4.6. The calibration

target is secured on a translation stage (see Figure 3.9) and is precisely translated to

eleven different depth locations (z = −1.5 ∼ 1.5mm) with an incremental displace-

ment of 0.3mm. At each depth location, third order polynomial mapping functions

are used to fit between the world coordinates and the camera pixel coordinates.

Step two is called the planar self-calibration (Wieneke [97]), in which the estab-

lished world coordinate system (by camera calibration) is adjusted via translation

and rotation, such that the z = 0mm plane coincides with the light sheet center, ac-

cording to the disparity map computed between pairs of dewarped images from any

two cameras. The self-calibration images contain only the tracer particles in order to

have a better representation of the light sheet position and are acquired separately

with an exceedingly low external flow speed that is below the incipient threshold of
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For bolting

Figure 4.6: Photo of the printed calibration target on a transparent polymer film
sandwiched between two glass slides.

sediment motion. Planar self-calibration is computed using the commercial software

package DaVis (version 10, LaVision), in which each pair of the three camera images

is used to compute the disparity map, based upon which an optimized adjustment of

the coordinate system is computed to modify the mapping functions of all the three

cameras altogether. Finally, a consistent world coordinate system with z = 0mm

coinciding the light sheet center is established along with its correspondence to the

pixel coordinates in each camera. The camera calibration images are acquired every

time after the sand bed is refilled to account for possible camera vibrations during

refill and the planar self-calibration images were acquired twice each day and the

light sheet and camera positions were assumed to be unchanged throughout the

day. Images acquired in different days use their own calibration functions, though

only a small variance was observed in the day-to-day calibration results. The final

field of view, determined by the common area shared by at least two cameras, is

32× 33mm2 and the resultant spatial resolution is 40.4 pixels/mm.
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4.2 Data process and uncertainties quantification

Discrete particle tracking for the sediment phase and Stereoscopic PIV for the

carrier phase were performed with the time resolved measurements (75 images at

2000Hz) at each phase. For the sediment phase, the particles were first identified

with their centroid locations and characteristic size and brightness determined in

each camera (Khalitov and Longmire [72]). Then an algorithm adapted from the

“shake-the-box” method (STB, Schanz et al. [1]) was implemented to simultaneously

reconstruct the 3D positions of the sediment particles and search for their temporal

trajectories. A novel 3D reconstruction technique is applied that is more suitable to

tackle large particles (10 ∼ 15 pixels in diameter, ten times larger than the tracer

particles), in which the stereoscopic correspondences were established by inspecting

the triplets formed by each sediment particle after being dewarped and projected

onto z = 0mm plane. This process was facilitated by screening the candidate

matchings according to the particles size and brightness. The details of the above

methods and the preliminary processed results were elaborated in Chapter 2. In

order to resolve the instantaneous carrier phase velocity field, the tracer images need

to be extracted to eliminate the cross-talk from the sediment signals before being

sent to Davis 10 for stereoscopic PIV process. A new image processing technique,

named “MFS+mask”, is implemented for the filtration of sediment signals, which is

discussed in detail in Section 3.5. The rest of this section analyzes the uncertainties

associated with the measured kinematics of both phases in the actual sheet flow.
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4.2.1 Sediment particle kinematics

Once the sediment trajectories are acquired, the computation of the sediment

velocity is a trivial task by directly differentiating the positions with respect to

the corresponding time interval using finite difference schemes. However, even very

slight uncertainties in the positions can be amplified to a significant level after dif-

ferentiation. To achieve a highly accurate 3D position reconstruction with sediment

particles is even more challenging due to the inevitable large uncertainties when

determining the particles centroid locations in each camera as a result of their large

apparent sizes and irregular and variable image patterns, as demonstrated in Figure

2.8. When evaluating the kinematic error (position, velocity or acceleration) asso-

ciated with a particle in actual sheet flow measurements, the ground truth value is

typically unknown, so the error has to be estimated. The temporal coherency ex-

pected by each particle is utilized for the estimation. This is done by fitting a smooth

polynomial curve to the measured kinematic track along a particle trajectory, from

which the kinematic error was estimated as the deviation of each individual point

from the fitted curve. The errors computed in this way represent our best expected

approximation to the true error and will be consistently adopted in this section.

Figure 4.7 shows the temporal evolution of the 3D positions of a single sediment

particle during flow reversal within an actual sheet flow measurement, which has

a median trajectory length (tracked over 15 consecutive time steps) and represents

a typical sediment trajectory. The y− position denotes the particle’s distance to

the static sediment bed and z = 0mm corresponds to the light sheet center. It
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is shown in the figure that most of the position errors, defined as the deviations

of the measured positions with respect to the fit polynomial curves, are contained

within ±10µm or ±0.4 pixels in all three directions, corresponding to 4% of the

sediment particle diameter. The position error is comparable to the one obtained

in the conventional “shake-the-box” method (Schanz et al. [1]), after normalizing

their position errors (also estimated as the deviations in the tracer particle position

from the fit B-spline curve) by the corresponding particle mean diameter. However,

this is still not accurate enough to produce a relatively smooth velocity curve after

discrete differentiation. Two methods are proposed and tested in order to further

reduce the noise in the velocity measurement and the same particle trajectory, as

shown in Figure 4.7, is used to explain the two methods and assess the velocity

uncertainties associated with each one.

4.2.1.1 Trajectory based velocity computation

The first method is to first fit a polynomial or spline curve to the measured

trajectory and then velocities are computed by differentiating the fitted smooth

curve (trajectory based). This is a common practice utilized in 3D particle tracking

technique (Schanz et al. [1], Ouellette et al. [115] and etc.). In the current study,

polynomials of different orders were used to fit each trajectory in each direction. The

orders used for polynomial fit should depend upon the trajectory length and be able

to capture the general shape of the trajectory. Based on an empirical observation,

for trajectory lengths smaller than 20 samples (corresponding to a time duration
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Figure 4.7: The trajectory of a sample particle, decomposed in x−, y− and z− di-
rections. The circles represents the reconstructed particle’s instantaneous positions
and a second order polynomial is fit to these positions in each direction, denoted by
the solid lines. The fitting errors are also shown in the figure. The same particle is
also used in Figure 4.8.

of < 10ms), second order polynomials are sufficient; for lengths between 20 to

40 samples (10ms ∼ 20ms), third order polynomials are used and fourth order

polynomials were implemented for even longer trajectories (40 ∼ 75 samples, or

20ms ∼ 37.5ms). Theoretically, this is also deemed as a reasonable fit given that

the particle’s response time is 5.64ms. It is shown in Figure 4.7 that the polynomial

fit can capture the shape of the particle trajectory with high fidelity, with root-mean-

squared errors around 8µm in each direction. The velocities can then be computed

by differentiating the fitted smooth polynomial curves in each direction, as will be

shown by the red solid lines in Figure 4.9.
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4.2.1.2 Cross-correlation based velocity computation

The second method relies on image correlation to first obtain a more accurate

measurement of the sediment particle’s 2D displacement (in pixels) in each camera,

and then the 3D velocity vector under world coordinates can be derived according to

the particle’s 2D displacement from different perspectives and the calibration func-

tion (cross-correlation based). The same particle trajectory as depicted in Figure

4.7 is used to demonstrate the 2D cross-correlation results, as presented in Figure

4.8. For the particle at each position on the trajectory, its associated raw particle

image in each camera is extracted by cropping the raw image with a square window

centered at the identified particle centroid location. Cross-correlation is performed

between each pair of extracted particle images separated by a prescribed time inter-

val (dt = 1ms). The cropped window size (equivalent to the interrogation window

size) is selected to be the particle image diameter. In Figure 4.8 (top two rows),

the extracted sediment particle images are contained within the green boxes, where

cross-correlation is performed. The red circles denote the centroid locations of the

identified sediment particle in each camera and the red arrows indicate the particle

displacement in each camera by direct subtraction of centroid locations between

each image pair.

It has been demonstrated in Figure 2.8 that large uncertainties up to 3 pixels

can be detected in the computed sediment particle centroid locations due to ef-

fects such as non-uniform illumination, overlapping with and obscuration by the

surrounding particles. The advantage of 2D cross-correlation lies in that its accu-
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racy doesn’t depend on the accuracy of particle’s centroid locations and only uses

them as a predictor to search for the interrogation region. As long as the parti-

cle image pattern remains relatively unchanged between image pairs, irrespective

of how irregular the image pattern is and how large the centroid location error is,

cross-correlation should be able to produce accurate displacement measurements.

In conventional planar PIV, 0.1 pixels error can be achieved under suitable imag-

ing conditions, usually with a 32 × 32 interrogation window size containing ∼ 8

uniformly distributed tracer particles with image diameters of 2 ∼ 3 pixels. The

current imaging condition (top two rows in Figure 4.8) is completely different from

the one stated above and renders a much worse condition for the implementation

of cross-correlation. An increased displacement errors is inevitable, which will be

quantified in the next paragraph. The resultant cross-correlation map is also shown

in Figure 4.8. It is shown that the cross-correlation map indeed generates a broader

peak than conventional PIV does. Sub-pixel resolution is computed using Gaussian

fit near the correlation peak. The peak with sub-pixel accuracy is shown by the

white arrow in each correlation map, which is roughly equal to the correction made

by the cross-correlation method to the displacement computed by direct subtraction

of centroid locations.

The 2D displacement of the particles (in pixels, within 1ms) in each camera

computed by cross-correlation and direct subtraction is compared in the bottom two

rows in Figure 4.8. It is shown that the non-physical fluctuations in the displacement

still exists even with the cross-correlation method, whose overall fluctuation level is

only slightly lower than direct subtraction method. It is worth noting the obvious
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by cross-correlation by centroid subtraction

Figure 4.8: Top two rows show the raw images zoomed in near the particle under
investigation. Cross-correlation is performed between the extracted particle images,
which are defined as the cropped region inside each green box, to compute the sed-
iment displacement (in pixels) in each camera. Red arrows show the displacement
computed by direct subtraction of identified particle centroid locations. The third
row shows the correlation maps with white arrows denoting the computed peak lo-
cations with sub-pixel accuracy. The bottom two rows compare the row and column
particle displacement computed by cross-correlation and by direct subtraction. A
particle with median trajectory length (= 15) is used for demonstration.
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outlier in the column displacement detected in the second camera (marked by the

magenta box) is corrected by the cross-correlation method. This point corresponds

to the displacement between the two particles shown in the upper two rows in

the same figure, also boxed with magenta color. The outlier is a direct result of

the wrong identification of the particle’s centroid location at the first time step

(labelled as t = 0) due to another particle in the background falsely identified as

part of this particle. Such errors, even though very rare, can be reliably corrected by

the cross-correlation method. Figure 4.8 (bottom two rows) shows that the 2D cross-

correlation uncertainty (estimated by the noise level) is around ±0.3 ∼ ±0.4 pixels

in each camera, which is reasonably accurate considering that the sediment particle

images are not ideal for cross-correlation and that there exists some some degree of

dynamical change of the particle’s image patterns between image pairs.

Once the particle’s 2D displacement (in pixels) in the three cameras are com-

puted by cross-correlation, the calibration (or mapping) functions are used to com-

pute the three components (x−, y− and z−) of the particle’s velocity under world

coordinate system (in cm/s). The mapping functions are calculated by Davis 10 ac-

counting for the results of both camera calibration and planar self-calibration. The

mapping functions use a common world coordinate system for the three cameras

(with z = 0mm coinciding with the light sheet center) and fit third order polyno-

mials to map the world coordinates (x, y) at each discrete z− plane to the pixel

locations (C,R) in each camera, which can be expressed as the following:
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Ci

Ri

 =
−→
F i(x, y, z = za), za = −1.5,−1.2, ...,−0.3, 0, 0.3, ..., 1.2, 1.5mm (4.1)

where the superscript i represents the camera number and za corresponds to the

translated calibration target locations and are the planes where the third order

polynomial mapping functions are available. The gradient of each mapping function

∇
−→
F i (i.e. the first order Taylor expansion of

−→
F i) can be used to map the particle’s

3D displacement (∆x,∆y,∆z) to its 2D displacement (∆Ci,∆Ri) in each camera,

which is adequately accurate for fairly small displacement as used in the current

application. The gradient matrix, ∇
−→
F i, has 2 × 3 components and is evaluated at

the particle’s instantaneous in-plane location and on the nearest za− plane, i.e. at

x = xp, y = yp, z = za0 ≈ zp, where (xp, yp, zp) represents the particle’s instanta-

neous 3D position. Central finite difference with a step size of ±0.3mm is used to

calculate the derivatives in the z− direction. The system of linear equations map-

ping between a particle’s 3D displacement and 2D displacement in multiple cameras

can be combined and written as,



∆C1

∆R1

∆C2

∆R2

...


= ∇
−→
F ·


∆x

∆y

∆z

 (4.2)
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for forward mapping, and


∆x

∆y

∆z

 = (∇
−→
F )−1 ·



∆C1

∆R1

∆C2

∆R2

...


(4.3)

for backward mapping, where ∇
−→
F is a 4 × 3 or 6 × 3 matrix depending upon the

number of cameras used and defined as follows:

∇
−→
F =


∇
−→
F 1
∣∣∣
x=xp,y=yp,z=za0

∇
−→
F 2
∣∣∣
x=xp,y=yp,z=za0

...


(4.4)

and (∇
−→
F )−1 represents its pseudo inverse matrix.

Given the 2D displacement in at least 2 cameras (∆C1,∆R1,∆C2,∆R2, ...),

equation 4.3 solves for the corresponding 3D displacement. This equation is an over-

determined system of linear equations and can only be solved in the least-square

sense. The residuals of the least-square fit (also termed as the “reconstruction

error”), ξresid, can be used as a measure of the quality of the 3D reconstructed

displacement vector (∆x,∆y,∆z), making it appropriate for sanity check. The 3D

displacement is computed using each pair of cameras and only the pair generating the

smallest reconstruction error, ξresid, is selected to exclusively determine the particle’s
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3D displacement. A reconstruction error of less than 1 pixel can be achieved in at

least 95% of the velocity reconstructions, which is a typical error threshold used in

stereoscopic PIV process.

The instantaneous velocities computed by the above cross-correlation method

(dt = 1ms) form velocity tracks associated with each sediment particle trajectory.

The temporal coherency exhibited by each sediment particle allows us to further

de-noise the directly measured instantaneous velocities. A sliding average of length

three is applied to each velocity track, which acts in effect as a low pass filter with a

cutoff frequency (half power point) of 313Hz to suppress the high frequency random

noise, which is legitimate given the particle’s response time of 5.64ms (or 177Hz).

The resultant velocity track in each direction for the same sediment particle as

studied above is shown in Figure 4.9, which are denoted by the black circles. In

comparison to the cross-correlation based velocities, the trajectory-based velocities

are superimposed as the red lines.

The velocity uncertainties associated with the cross-correlation based method

are evaluated by inspecting the deviation of individual velocities from their poly-

nomial fit, which is denoted as the black lines in Figure 4.9. One less polynomial

orders are used to fit the velocity tracks than the ones applied to the corresponding

trajectories, as elaborated in Section 4.2.1.1. The red circles represent the velocities

computed by direct subtraction of the reconstructed particle positions separated by

dt = 1ms and then smoothed by a sliding average of length three. These velocities

(red circles) are compared to the trajectory-based results and their deviations are

used for quantifying the uncertainties associated with the trajectory-based method.
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Figure 4.9: The 3D velocity vectors computed by the proposed two methods, cross-
correlation based (◦) and trajectory-based (—). The velocity data is presented as
the pixels the particle traveled within 1ms. The same sediment particle as depicted
in Figure 4.8 is used.

It is observed that aside from the few outliers exhibited by the trajectory-based

results (the two in the z− velocity), most of the noise fluctuates within ±0.3 pixels

in the x− and y− directions and ±0.5 pixels in the z− direction. It is also found

that for this particular trajectory, the noise levels in the velocity measurement are

comparable between the two methods and a more comprehensive statistical analysis

is needed to determine if one is more accurate than the other to any degree of sta-

tistical significance. It is worth mentioning that the fitted velocity curves between

the two methods are fairly close, especially in the in-plane directions.

4.2.1.3 Evaluation of the two methods

Statistical error analysis is conducted to compare the two proposed velocity

computational schemes and provide an error bound estimate for the current sediment

kinematics measurement. The statistics are computed by examining all the trajecto-

ries detected in one run (75 time steps) at phase 0◦. To estimate the errors (or noise
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level) of the computed particle positions and velocities, the same method is adopted

as illustrated in Figures 4.7 and 4.9, in which polynomials are fit to the scattered

data points and the resultant fitting errors are used to estimate the uncertainties in

measurement. The statistical errors are computed separately for trajectories located

at different heights from the static bed with a binning size of 2.5mm. It should be

expected that the kinematics should show decreased uncertainties far away from the

bed where the sediment concentration is sufficiently low to guarantee a relatively

simple illuminating environment without much multi-scattering effects, and an in-

creased noise towards higher concentration regions closer to the bed, where the effect

of the surrounding particles starts to become evident creating tracking ambiguities

and lighting contaminations (overlapping or obscurations).

It is shown in Figure 4.10 that for particles located more that 20mm above

the bed, where the sediment concentration is below C = 0.05%, very accurate

position and velocity measurements can be achieved with both velocity computa-

tional schemes. For the cross-correlation based measurement, 1mm/s and 2mm/s

mean absolute errors in the in-plane directions and the out-of-plane direction can

be achieved respectively. For particles located between 3mm and 20mm above the

static bed (C ≤ 1%), the average absolute position errors are approximately 6µm,

6µm and 8µm in the x−, y− and z− directions respectively, corresponding to a

total absolute position error of 0.3 pixels, or 5% of sediment particle mean diame-

ter. For the velocity measurement, the cross-correlation based measurement shows

a consistent yet slight advantage over the trajectory based measurement at almost

every height. For sediment particles located between 5mm and 20mm above the
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static bed (C ≤ 0.4%), absolute velocity errors of 6mm/s in the in-plane direc-

tions and 10mm/s in the out-of-plane directions can be achieved with the cross-

correlation based measurement, which respectively correspond to 2.4% and 4% of

the maximum absolute velocities exhibited by the sediment particles. The accelera-

tion errors shown in Figure 4.10 are directly derived from the velocity uncertainties

by dividing the mean absolute velocity errors at each elevation by a prescribed time

interval of 2.5ms, assuming only trajectories with lengths larger than seven are used

for acceleration evaluation.

Even though the cross-correlation based method only shows a slight improve-

ment in the accuracy of the velocity measurement, it is still worth mentioning some

of its major advantages over the alternative: 1) The cross-correlation based method

is less prone to particles centroid errors and can function well even with incorrectly

matched particles in one of the three cameras. This is mainly due to its flexibility

in choosing the pair of cameras to use when reconstructing the 3D velocities and

the pair with the smallest reconstruction error can usually eliminate the erroneous

2D vectors computed in one of the cameras. As a result, it reduces the velocity

measurement noise level by approximately 50% at some elevations. 2) If the track-

ing ambiguity errors are disregarded, the cross-correlation method offers the most

accurate measurement of the instantaneous sediment velocity one can achieve using

current measurement technique. The cross-correlation method consists of two steps:

i) 2D cross-correlation, which already represents the state-of-the-art image pattern

matching method; and ii) 3D velocity reconstruction. The only source of error in

the second step is from the calibration function, whose errors typically can be ne-
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Figure 4.10: The statistics of the sediment particles kinematics error as a function
of their distance to the static bed.
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glected in comparison to the other sources of error. When presenting the sediment

velocities in Section 4.3, the cross-correlation based measurement smoothed by slid-

ing average of length three is adopted, whose mean absolute errors are estimated as

6mm/s in the in-plane directions and 10mm/s in the out-of-plane directions for all

the trajectories with y ≥ 5mm.

4.2.2 Carrier phase velocity

In order to compute the carrier phase velocity, the sediment particles were

first eliminated from the acquired raw images by implementing the image process-

ing technique named “MFS+mask”, which has been elaborated in Section 3.5. The

filtered images were then directly fed to Davis 10 for stereoscopic PIV processing,

with a time separation of dt = 1ms and multi-pass vector calculation using interro-

gation window sizes decreasing from 96×96 to 64×64 (50% overlap). The final pass

(64× 64) determines the spatial resolution of the computed carrier phase velocities

and corresponds to 1.58mm, approximately the same as the local light sheet thick-

ness. A smaller interrogation window (32× 32) can also output reasonable velocity

vectors with a slightly higher number of spurious vectors, however the in-plane res-

olution is constrained by the local light sheet thickness and should be at least the

same as that to ensure a well-defined measurement volume according to Raffel et al.

[116]. A sub-millimeter light sheet thickness is difficult to maintain in the current

application mainly due to bed reflections and multi-scatterings from the sediment

particles especially near the bed. A maximum reconstruction error of 1.0 pixel is
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allowed and only velocity vectors satisfying this criteria are computed. The over-

all percentage of detected spurious vectors in each instantaneous velocity field are

typically within 5%. At each location, velocities are computed between each pair

of cameras, and the pair generating the least uncertainties are exclusively used for

the local velocity measurement (see Section 3.5). The resultant uncertainties associ-

ated with the carrier phase measurements have been carefully quantified in Section

3.5, and it has been shown that under the concentration of interest (C ≤ 1%), a

mean absolute error of 0.2 pixels in the x− and y− directions and 0.3 pixels in the

z− direction can be achieved, corresponding to measurement errors of 5mm/s and

7.5mm/s respectively. In the future, in order to further increase the spatial res-

olution, shake-the-box based particle tracking method can be implemented to the

tracer particles. The tracer identification algorithm proposed in Section 3.4 can be

used for tracer particle identification and the resolved carrier phase by stereoscopic

PIV processing can be used as a reliable predictor in 3D particle tracking.

4.2.3 Statistics calculation

The coordinate system consistently used when reporting the measured quan-

tities is shown in Figure 4.11, in which x− is the streamwise direction, y− is the

normal-to-bed direction and z− is the spanwise direction. z = 0mm corresponds

to the light sheet center, which is in the middle of the test section; and y = 0mm

corresponds to the static bed height before experiment starts. The homogeneity of

flow in both x− and z− directions were validated in the work of Knowles [70]. The
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instantaneous velocities decomposed in the x−, y− and z− directions are denoted

as U , V and W respectively, with subscript “f” referring to flow properties and “p”

the sediment particle properties. An overbar, “ ”, is used to indicate phase averaged

quantities, which is defined as:

Ψf (y|ϕ) =
1

N

N∑
i=1

1

∆x∆t

∫ ∫
Ψf,i(x, y, t|ϕ)dxdt (4.5)

for an instantaneous flow variable under field representation, Ψf (x, y, t). In the

above equation, ϕ = 0◦ ∼ 170◦ indicates the phase angle being averaged, Ψf,i

denotes the flow field quantity acquired at the i th realization from an ensemble of

N = 84 independent realizations, ∆t = 37.5ms is the time duration of each time-

resolved measurement at each phase, and ∆x = 31mm is the overall width of the

measurement region. To compute the average of a sediment variable, Ψp(xp, yp, t),

which exists only at discrete points identified as a sediment particle, a binning

method is used to search and average all the identified particles contained within

each horizontal bin y−∆y/2 ≤ yp < y + ∆y/2. The vertical phase averaged profile

of a quantity associated with sediment phase can be written as,

Ψp(y|ϕ) =
1

Np

N∑
i=1

N∆t∑
j=1

Nij(y)∑
k=1

Ψp,ijk(y|ϕ) (4.6)

where N∆t = 75 is the total number of time-resolved images (total time steps) ac-

quired at each phase per realization, Nij(y) represents the number of particles found

within the bin located at height y, at the j th time step and in the i th realization,
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and Np =
∑N

i=1

∑N∆t

j=1

∑Nij(y)
k=1 1. The binning height, ∆y, increases from 1 to 2mm

with the elevation (y) to contain enough particles in each bin for converged statistics

(Np > 1000 for all bins and Np > 10, 000 in most bins). Since each individual sedi-

ment particle directly interacts with its local ambient flow, the statistics of a fluid

quantity that are sampled only at particle’s instantaneous locations (xp, yp) should

also be studied. We refer to such a quantity as “particle-conditioned” and its in-

stantaneous representation is denoted as Ψf |p(xp, yp, t) or Ψf |p, whose statistics will

be shown later to provide insight into the coupled dynamics of the particle and fluid

motions. Its value is computed by interpolating the fluid quantity Ψf (x, y, t), which

is available on a regular Cartesian grid in the current work, to each desired particle

location (xp, yp). The interpolated fluid quantity represents a volume-averaged one

in the neighborhood of a particle and the volume of averaging depends on the inter-

rogation window size used in the stereoscopic PIV process, which is set to be roughly

the same as the light sheet thickness, resulting in a cube with sides that are six par-

ticle diameters in length. The phase average of a particle-conditioned fluid quantity,

denoted as Ψf |p, can be defined in the same way as shown in Equation 4.6. The

fluctuating component of an instantaneous quantity (Ψf or Ψp) is denoted by the

corresponding lower case letter and can be expressed as ψ = Ψ−Ψ. For a particle-

conditioned fluid quantity, the fluctuating component is defined as ψf |p = Ψf |p−Ψf .

The variance or root mean square of the fluctuating component is denoted by ψ
′
.

Higher order statistics can be computed in the same way as expressed in Equations

4.5∼4.6.
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4.3 Results and discussion

4.3.1 Flow configurations

Although phase-locked time-resolved measurements were conducted for full

stroke cycles, the measured kinematics can be equivalently mapped to phases within

the first half of a cycle through a straightforward coordinate transformation due

to flow temporal symmetry, as pointed out in Section 4.1.2. As shown in Figure

4.11, the free stream velocity during the first half-cycle accelerates from zero in the

positive x−direction until reaching the maximum nominal velocity of 1m/s, and

then decelerates back to zero. Only the results at three phases are reported in

this thesis, which corresponds to the three moments near flow reversal as shown in

the shaded region: 1) 170◦, just before the external flow ceases, 2) 0◦, right when

the bulk flow is momentarily at rest and 3) 10◦, shortly after the flow direction

reverses. The time evolution of statistics should be compared in the sequence of

170◦ → 0◦ → 10◦, which will be consistently associated with a different color in all

of the figures presented in this section (red → green → blue).

Some important parameters characterizing the fluid and sediment particle

properties and the flow conditions are shown in Tables 4.1 & 4.2 respectively. The

particle response time, τp, is computed as the time required for a single sediment

particle immersed in an initially stationary fluid and released from rest to acceler-

ate to 1 − e−1 ≈ 63% of its terminal velocity. The achieved terminal velocity is

used as the particle settling velocity, Ws. The ordinary differential equation used to
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Figure 4.11: The flow configurations.

calculate the particle’s instantaneous velocity, Vp(t), is written as the following,

dVp
dt

=
ρp − ρf
ρp

g − ρf
2ρp

dVp
dt
− 3

4

CdρfVp
2

ρpd
(4.7)

Cd =
24

Re
(1 + 0.15Re0.687) (4.8)

in which the buoyant, added mass, and quasi-steady drag forces are considered. The

Shields parameter, θ, is estimated based upon the external flow peak velocity, Uo,p,

with an empirical equation proposed by Swart [117],

θ =
fwU

2
o,p

2(s− 1)gd
(4.9)

fw = exp

[
5.213(

2.5d

lse
)0.194 − 5.977

]
(4.10)

where fw is the wave friction factor and lse is the semi-excursion length. Based upon

the definitions introduced in Section 1.2, the other parameters in Tables 4.1 & 4.2

can be computed accordingly.
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Fluid density, ρf 998 kg ·m−3

Fluid kinematic viscosity, ν 9.6× 10−7m2 · s−1

Particle mean diameter, d 240µm
Particle density, ρp 2500 kg ·m−3

Specific gravity, s = ρs/ρf 2.5
Particle settling velocity, Ws 3.06 cm/s

Particle response time, τp 5.64ms
Particle Reynolds number, Rep = uτ,pd/ν 17.0

Wall Stokes number, Stw = τpu
2
τ,p/ν 27.1

Table 4.1: Fluid and sediment particle parameters

External flow oscillation period, T 5 s
External flow peak velocity, Uo,p 1m/s

External flow peak acceleration, ao,p 1.26m/s2

Semi-excursion length, lse 0.80m
Bulk Reynolds number, Re = Uo,pH/ν 300, 000

Shields parameter, θ 1.31
Fall parameter, Rp 14.85

Sleath parameter, S 0.085
Bottom shear stress, τb,p 4.61Pa

Bottom friction velocity, uτ,p =
√
τb,p/ρf 6.80 cm/s

Table 4.2: Flow condition parameters

4.3.2 Sediment concentration

Figure 4.12 shows the vertical profiles of the phase-averaged volumetric con-

centration in the dilute region (C < 1% and y > 2mm) at the three phases (170◦, 0◦

and 10◦) near flow reversal. A log-log scale is used in the plot such that any power

law relations exhibited in the concentration distribution (C = yα) are manifested

as straight lines and the slope represents this power, α. The concentration profiles

are qualitatively the same among these three phases. In the upper dilute region,

y > 11mm, the concentration decreases with height from the bed in a power law
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fashion; then in the middle dilute region, 4mm < y < 11mm, the curve rolls off to

a steeper slope; and in the narrow lower dilute region, 2mm < y < 4mm, the power

law relation seems to be recovered with a noticeably smaller magnitude exponent.

A decrease of concentration is observed from phase 170◦ to 10◦ at every elevation

within the height demonstrated in the figure, indicating a net transport of sediment

particles towards the bed (deposition) during flow reversal. Straight lines are fitted

to the concentration profiles, shown as the dashed lines in the figure, both in the

upper region (y > 11mm) and in the lower region (2mm < y < 4mm) and their

associated powers (α) are computed. From phase 170◦ to 10◦, in the upper region

(y > 11mm), the absolute value of the power, |α|, decreases from 3.47 to 2.46 indi-

cating that the change of concentration with height becomes milder (tending toward

a more uniform distribution) as the flow is reversing; on the contrast, the fitted |α|

in the lower region (2mm < y < 4mm) is increased as one goes from 170◦ to 10◦

(|α| = 0.37 → 1.0, indicative of strengthening stratification of the sediment in this

region). The reversed changes in |α| over the three reversal phases in the upper and

lower regions implies different sediment particle suspension mechanisms in these two

regions.

4.3.3 Mean velocities

Figure 4.13 demonstrates the phase-averaged velocity profiles (decomposed in

x−, y− and z− directions) of the sediment particles (solid dots symbols) and the

carrier phase (solid lines) at the three reversal phases, 170◦, 0◦ and 10◦. In the
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Figure 4.12: The mean concentration profiles at the three phases near flow reversal,
at 170◦, 0◦ and 10◦.

streamwise direction (left plot), the carrier phase velocity profiles show the same

features as those reported in a typical oscillatory turbulent boundary layer flow

with non-mobile walls (Jonsson and Carlsen [118]). The flow near the bed reverses

direction before the external flow does in response to the adverse pressure gradient

slowing the flow, indicating that the near bed flow leads in phase. In the outer

region, the flow velocity should closely match the oscillatory velocities prescribed

at the corresponding phases, i.e. Uo,ϕ = Uo,p sin(ϕ)m/s, where ϕ = 170◦, 0◦ or

10◦, however, the upper region of the mean profiles (y = 33mm) shows a distinct

offset from 0m/s expected for ϕ = 0◦, as well as for phases 170◦ and 10◦. This

is consistent with the boundary layer extending beyond the current measurement

region and resulting from the characteristic “overshoot” commonly observed in os-

cillatory boundary layer flows. If measurements were made in higher elevations, it
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Figure 4.13: The mean velocity profiles of the sediment particles (dot symbols) and
the carrier phase (solid lines) near flow reversal, at 170◦, 0◦ and 10◦.

is expected that these profiles will converge back to the corresponding prescribed

velocities (Uo,ϕ). A small thus detectable difference in the streamwise mean velocity

between the sediment particles and the carrier phase is shown in the figure. With

such small relative velocity differences, the streamwise velocities of the two phases

are speculated to be roughly in phase with each other at an all elevations. More

quantitative and conclusive discussions on the phase shift should use the complete

set of the acquired data at every 10◦ and will not be conducted in this thesis.

The normal-to-bed (Vf ) and spanwise (Wf ) phase-averaged carrier phase ve-

locity profiles are shown in the middle and right plot of Figure 4.13. The fact that

they are close to zero (within the uncertainty limits) provides convincing evidence

on the homogeneity achieved in the flow in the spanwise and streamwise directions.

The spanwise homogeneity can be directly inferred from the near-zero mean span-
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wise velocities observed for both the sediment particles and the carrier phase at

every elevation and at all three phases angles (Wf and Wp). The streamwise homo-

geneity can be validated by evaluating the averaged continuity equations satisfied

by the carrier phase within the measurement region, which is written as below,

∂Uf
∂x

+
∂Vf
∂y

+
∂Wf

∂z
= 0 (4.11)

where the Boussinesq approximation is used to neglect the effect of sediment con-

centration on the compressibility of the carrier phase flow, which is only valid for

sufficiently low concentrations (C < 1%) and is a common practice used in sedi-

ment transport models with dilute suspensions (Cantero et al. [119]). It should be

noted that this doesn’t justify the neglect of concentration terms in the mass equa-

tions for the sediment phase or in the momentum equations for both phases. The

homogeneity of the streamwise carrier phase velocity in the streamwise direction

(i.e. ∂Uf/∂x ≈ 0) can be easily confirmed as a result of the last two terms being

negligibly small due to Vf (y, t) ≈ 0 and spanwise homogeneity.

The sediment vertical (normal-to-bed) velocity profile (Vp) shows an interesting

behavior: for y > 18mm, there is a negligible mean vertical velocity observed for all

three phase angles; while for y < 18mm, the vertical sediment velocity profiles for all

three phase angles show a distinct downward velocity that increases approaching the

bed. There is not a noticeable trend in the evolution of these profiles from ϕ = 170◦

to ϕ = 0◦, which implies that the turbulent fluctuations, which are responsible for

particle suspension, are not likely to evolve much through these three phase angles.
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More clues on this will be shown later with higher order statistics.

4.3.4 Sediment flux

The vertical profiles of the streamwise and normal-to-bed phase averaged sed-

iment flux, defined as C Up and C Vp respectively, are demonstrated in Figure 4.14.

Since the sediment flux is basically the multiplication of the corresponding curves

shown in Figures 4.12 and 4.13, it can be affected by the shape of either of these

two curves. A general trend of the sediment flux in both directions for all the three

phases is the rapid increase in the magnitude approaching the bed, which is a re-

sult of the rapid increase of concentration near the bed. An abrupt change in the

streamwise sediment flux profile is observed as the flow evolves from phase 170◦ to

the other two phases (0◦ and 10◦). At phase 170◦, sediment particles are transported

in the same direction as the external flow (positive x) at heights y > 7.5mm and in

the reversed direction for y < 7.5mm, which is a result of the change in the mean

flow directions (Up). At the exact moment when the external flow ceases (phase

0◦), significant sediment flux still exists near the bed (y < 15mm) and the flux is

in the reversed direction (negative x). As the flow evolves from phase 0◦ to 10◦, the

streamwise sediment flux profile shows little changes due to the decreased concentra-

tion and increased streamwise velocity balancing out with each other. The sediment

flux in the normal-to-bed direction is sometimes also termed as “settling flux”. In

Figure 4.14 (right), the drastic increase of the settling flux as one approaches the

bed is a direct result of both the increase concentration and the increased mean
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Figure 4.14: The streamwise (left) and normal-to-bed (right) mean sediment flux
profile near flow reversal, at 170◦, 0◦ and 10◦.

drifting velocity in the vertical direction (Vp). It is also shown that, as the flow

evolves from phase 170◦ to 10◦, the magnitude of the settling flux decreases at all

elevations, which is mainly caused by the decreased concentrations in the flow, i.e.

fewer number of particles are traveling towards the bed with similar mean drift

velocities.

4.3.5 Slip velocities

Two types of particle conditioned velocity difference are defined, Uf |p − Up

and Uf |p − Uf , both of which were commonly used to reveal different aspects of

particle-related flow properties (Kiger and Pan [65], Berk and Coletti [68]). The

former one, referred to as “particle conditioned slip velocity” following Kiger and

Pan [65] represents the statistics characterizing the instantaneous local flow seen

by each sediment particle. In contrast, Uf |p − Uf acts as an indicator of whether

the sediment particles are oversampled in certain fluid regions with faster/slower
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velocities in comparison to the fluid mean and will be referred to as “oversampling

fluid velocity bias”. If the particles were randomly located, then the conditional

average of fluid velocity, Uf |p, should show no difference from the unconditioned

one, Uf . The two types of particle conditioned velocity differences are decomposed

in three directions (x−, y− and z−) and plotted in Figure 4.15. It is here noted in

advance that there is no detectable differences in these vertical profiles among the

three phase angles presented, so the following discussion will focus on the features

in common to all three.

In the streamwise direction, a small (∼ 0.4 cm/s), uniform and consistently

negative particle conditioned slip velocities (Uf |p−Up) can be found at all elevations

within the measurement region, as shown in the left plot of Figure 4.15. This implies

that the sediment particles closely follow the phase-averaged temporal variations in

the flow in the streamwise direction. The exceedingly small horizontal particle-

conditioned slip velocity has been verified by various experimental works both in

oscillatory sheet flows (Dick and Sleath [120]) and in steady turbulent channel flows

(Kiger and Pan [65]). Contrary results were found in the work of Berk and Coletti

[68], who studied steady turbulent boundary layer flows with air-solid phases and

found this term (under similar particle Stokes number, Stp, and particle Reynolds

number, Rep) is only negligibly small in outer regions and sharply increases as

approaching to the wall and dominates over the “oversampling fluid velocity bias”

term (Uf |p−Uf ) in the near wall region. This discrepancy is most likely due to their

much larger particle-to-fluid density ratio. For the oversampling fluid velocity bias

term (Uf |p−Uf ), negative values that grow away from the bed are observed, which
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Figure 4.15: The particle-conditioned slip velocity profiles (+) and the oversampling
of fluid regions faster/slower than the mean (◦), decomposed in streamwise (left),
normal-to-bed (middle) and spanwise (right) directions at the three reversal phases,
170◦ (red), 0◦ (green) and 10◦ (blue).

indicates that the particles favor low-speed (or more negative) regions and that this

oversampling is stronger away from the bed. Qualitatively similar behavior were also

reported in both works of Kiger and Pan [65] and Berk and Coletti [68]. In Figure

4.15, it is shown that for y > 10mm, a more or less constant value of Uf |p − Uf

is observed, equivalent to approximately 30% of the bottom friction velocity (uτ,p,

Table 4.2), which is also within the same order of magnitudes as reported by Kiger

and Pan [65] and Berk and Coletti [68]. It should be noted that in the present

work, the mean flow has already reversed the direction at certain elevations (see

Figure 4.13), so the consistently negative values of Uf |p−Uf term, could also mean

a preferential sampling of high-speed flow regions in the reversed direction, as is the

case for y > 10mm at phase 10◦ and 10 < y < 20mm at phase 0◦.
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In the normal-to-bed direction, as shown in the middle plot of Figure 4.15,

the particle-conditioned slip velocity (Vf |p − Vp) shows constant values throughout

the measurement range, which is around 2 cm/s accounting for about 65% of the

particle settling velocity (Ws). This means that each sediment particle statistically

experiences an upward moving flow with a velocity of 2 cm/s, which provides drag

forces and is responsible for the suspension of sediment particles. The fact that

the measured particle-conditioned slip velocity is smaller than the still-fluid particle

settling velocity is also observed in the work of Kiger and Pan [65]. Preferential

sampling of fluid velocities at particle locations also exists with the normal-to-bed

velocity component, demonstrated by the profiles of the term Vf |p−Vf . It is shown

that the sediment particles favor to locate in the upward moving regions in the flow,

with stronger oversampling away from the bed. The variation of Uf |p − Uf and

Vf |p − Vf with height seems to show a consistent pattern, by combining these two

profiles, it can be inferred that for the particles away from the bed, they tend to

appear in flow regions where ejection of slow moving fluid (“ejection events”) occurs

and this preferential sampling decays near the bed. This agrees with findings by

Kiger and Pan [65] and Berk and Coletti [68], in both of which quadrant analysis was

conducted to confirm the ejection events. In the spanwise direction, the particles

seem to be able to closely follow the ambient flow and don’t show a preferential

residence in terms of the spanwise velocity.

Quadrant analysis was performed to provide further evidence on the oversam-

pling of sediment particles at locations with ejection events (uf < 0 and vf > 0)

in the flow, as shown in Figure 4.16 at phase 0◦. Qualitatively similar behavior
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(a) (b)

(c) (d)

(e) (f)

Figure 4.16: At phase 0◦, joint probability density functions of streamwise and
vertical velocity fluctuations for the fluid (black lines) and particle-conditioned fluid
(red lines), at three different elevations, (a) y = 22mm, (c) y = 10mm and (e)
y = 4mm, with contours at levels of 0.001, 0.002, 0.004 and 0.007. (b), (d) and
(f) shows the percentage of uncondtioned (black lines) and particle-conditioned (red
lines) fluid events in each quadrant at the same three elevations.
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can be observed at the other two phase angles. Figure 4.16 (a), (c) and (e) illus-

trate the joint probability density functions of the streamwise and normal-to-bed

velocity fluctuations for particle-conditioned fluid (red lines), which is superimposed

on the unconditioned fluid results (black lines) for comparison. The comparison is

conducted at three different elevations from the static bed, corresponding to three

distinct values of Uf |p−Uf and Vf |p−Vf observed in Figure 4.15. The inclined and

elongated shape of these contour lines (especially for y = 10mm and y = 22mm)

indicates the prevalence of flow events contributing to the negative Reynolds shear

stresses, as will be confirmed in Section 4.3.6 where second order statistics are in-

vestigated. It is also observed that as y increases, the contours of the particle-

conditioned fluid velocity distribution demonstrates an increased shift towards the

second quadrant (Q2, ejection events) direction away from the unconditioned one.

At y = 4mm, the contour lines almost overlap with each other indicating a very

weak preferential sampling of particle residence near the bed; whereas further away

from the bed (y = 10mm and y = 22mm), the shifted contour lines highlights

the tendency of sediment particles to over-sample events in the second quadrant Q2

(uf < 0 and vf > 0) and under-sample those in the fourth quadrant Q4 (uf > 0 and

vf < 0, referred to as sweeps). Figure 4.16 (b), (d) and (f) computes the percentage

of flow events belonging to each of the four quadrants as shown in (a), (c) and (e)

respectively, for the particle-conditioned (red lines) and unconditioned fluid (black

lines). This again shows an increased preferential sampling of ejection events (Q2)

over sweeps (Q4) at larger distance from the bed. The particles don’t seem to show

a significantly biased sampling in the first and third quadrant at the three elevations
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shown in the figure. Comparisons can be also made between the contours at the

three elevations and there seems to be an increased inclined angle of the contours

with increased distance from the bed, which is also observed in steady turbulent

channel flows (Kiger and Pan [65]). For the contour lines at y = 4mm at phase

10◦ (not shown), an almost zero inclined angle is observed, i.e. the fluid velocity

distribution is almost symmetric about the horizontal axis, which should result in a

small Reynolds shear stress as will be consistently shown in Figure 4.19.

4.3.6 Second order statistics

The vertical profiles of the velocity fluctuation intensities for the sediment

particles (dot symbols) and the carrier phase (solid lines) decomposed into x−, y−

and z− directions are illustrated in Figure 4.17. The fluid velocity fluctuations show

a maximum at around 10mm above the bed, with decreasing magnitudes toward

the bed and outer regions of the flow. The maximum fluctuations achieved in the

streamwise direction are approximately 50% higher than the values obtained in the

other two directions. For y < 15mm, the evolution of the velocity fluctuations from

phase 170◦ to 0◦ show a slowly decreasing trend in all directions. The sediment

velocity fluctuations can roughly follow the trend observed for the corresponding

fluid profiles. For y > 15mm, the sediment velocity fluctuations seem to show

consistently higher values than the corresponding fluid velocity fluctuations; and

for y < 15mm, no meaningful difference in velocity fluctuations between phases

can be discerned. The higher particulate velocity fluctuations relative to the carrier
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fluid in the outer region has also been observed in a smooth-wall open channel flow

(Baker and Coletti [121]). It is worth noting that the achieved maximum velocity

fluctuation during flow reversal approximately equals the empirical friction velocity

computed during peak flow (uτ,p, Table 4.2), which indicates that the turbulent

intensities encountered during flow reversal remains comparable to that achieved

during peak flow. One possible cause of these peak turbulent fluctuation levels

might be attributed to the adverse pressure gradient peaking during flow reversal,

which induces additional instabilities in the boundary layer flow.

Figure 4.18 compares the fluid velocity fluctuation intensities for the uncon-

ditioned flow (solid lines) and those only sampled at particle locations (particle-

conditioned, +). A consistent pattern is observed for all three velocity components

at all phase angles: for y > 15mm, the particles favor the high velocity fluctuation

regions; whereas for y < 12mm, the particles are over-sampled in slightly lower

velocity fluctuation regions. The preferential sampling of sediment particles in flow

regions with high turbulent fluctuations can partly explain the larger velocity fluc-

tuations demonstrated by the sediment particles than by the fluid at y > 15mm,

as pointed out in Figure 4.17.

The normal-to-bed profiles of the Reynolds shear stress for the sediment par-

ticles (dot symbols) and the carrier phase (solid lines) are illustrated in Figure 4.19.

Significant correlations only exist between the streamwise and normal-to-bed veloc-

ity fluctuations. The near-zero correlation values shown by the other two Reynolds

shear stress components, vw and uw, are again an indication of flow homogeneity in

the spanwise direction. The fluid Reynolds shear stress, ufvf , achieves maxima at
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Figure 4.17: The normal-to-bed profiles of the root-mean-square of velocity fluctu-
ations for the sediment particles (dot symbols) and the carrier phase (solid lines)
near flow reversal, at phases 170◦, 0◦ and 10◦.

Figure 4.18: The normal-to-bed profiles of the root-mean-square of velocity fluc-
tuations for particle-conditioned carrier phase (+) and unconditioned carrier phase
(solid lines) near flow reversal, at phases 170◦, 0◦ and 10◦.

181



Figure 4.19: The Reynolds stress profiles of the sediment particles (dot symbols)
and the carrier phase (solid lines) near flow reversal, at phases 170◦, 0◦ and 10◦.

y = 10 ∼ 13mm for the three phase angles and decreases as approaching to the bed

or the outer region. As the flow evolves from phase 170◦ to 0◦, a noticeable decrease

in the Reynolds shear stress is observed for y < 10mm, indicating a decrease of tur-

bulence production near the bed, which is consistent with the decreased turbulent

kinetic energy observed in Figure 4.17. The Reynolds shear stress of the sediment

phase, upvp, is comparable to that of the fluid phase, which is also observed by Kiger

and Pan [65] in a steady channel flow.

The particle-fluid velocity cross-correlation coefficients of the streamwise (Ru,fp),

normal-to-bed (Rv,fp) and spanwise (Rw,fp) components, computed at phase 0◦, are

demonstrated in Figure 4.20. The other two phase angles show similar coefficient

values and are thus omitted here. The coefficient in the streamwise direction is

defined as Ru,fp = uf |pup/u
′

f |pu
′
p, with the other directions defined in the same way

182



Figure 4.20: Particle-fluid cross-correlation coefficients (normalized by the the RMS
velocity fluctuations of the particles and fluid) of the streamwise (◦), normal-to-bed
(+) and spanwise (4) velocity components, at phase 0◦.

as shown in the legend of Figure 4.20. The coefficient examines the correlation of

the velocity signals exhibited by the particles and their instantaneous surrounding

fluid. A large coefficient value indicates that sediment particles can quickly adapt

their motions to the local flow and vice versa. Apparently the coefficient should

strongly depend upon the local particle Stokes number. A similar trend is observed

for all velocity components of Rfp in Figure 4.20, with nearly constant and relatively

high velocity correlations for y > 10mm and monotonically decreased correlations

toward the bed for y < 10mm. The decrease in correlation near the bed indicates

that the particles lose their abilities to closely follow the fluid motions, which can

be explained by the decreased fluid time scales and a corresponding increase of

particle Stokes number. The correlation coefficients of the normal-to-bed (Rv,fp)

and spanwise (Rw,fp) components have similar values and both are smaller than the
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streamwise (Ru,fp) values, which implies the existence of higher frequency veloc-

ity fluctuations in the normal-to-bed and spanwise directions. Qualitatively similar

cross-correlation coefficient profiles have also been observed in a steady channel flow

(Kiger and Pan [65]).
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Chapter 5: Summary

In this thesis, a whole field, phase-locked time-resolved, particle-resolved and

concurrent measurement of both the fluid and the sediment phase within the dilute

regime (C ≤ 1%) in a sinusoidal oscillatory sheet flow (Uo,p = 1m/s, and T = 5 s)

has been conducted. The measurement was realized by a novel multi-camera PIV

and PTV imaging technique, which is recently developed and specifically suitable

for multiphase flow imaging. In this measurement, the instantaneous 3D positions

of individual sediment particles located close to the light sheet center (∼ ±0.5mm)

were reconstructed and their temporal trajectories were computed over successive

frames. For the carrier phase measurement, stereoscopic PIV (SPIV) technique

was simultaneously implemented, in which 3D fluid velocity vectors were computed

on the 2D plane coinciding with the resolved sediment particles. The resultant

spatial resolution (interrogation window size) for the SPIV measurement is about

six times of the particle diameter or twice of average particle spacing under the

highest concentration of our interest (C = 1% corresponding to an average particle

spacing of λp = 3.7 d). To the author’s best knowledge, two-phase measurements at

such detailed level under sheet flow conditions have never been reported before by

other researchers. The direct contribution of the current study is at least twofold,
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which will be discussed in the following.

I. Advancement of measurement technique. In sheet flow measurements,

the existence of the sediment bed, the requirement of making measurements away

from the side walls and the measurement goals set by this thesis (whole field, particle-

resolved and concurrent measurements of both phases for C ≤ 1%) combined define

an extremely challenging measurement problem. When reconstructing the sediment

particle locations, the difficulty mainly originates from the obscuration among parti-

cles towards increased concentration. In order to alleviate the obscuration problem,

a multi-camera single-plane (MCSP) method was developed. The essence of this

technique is 1) to utilize a thin illuminating light sheet to constrain the measure-

ment thickness and alleviate the obscuration between particles, and 2) to make

the full use of the particles’ image characteristics to reduce the ambiguities when

creating stereoscopic correspondences. Through the use of a static sediment/gel sus-

pension test cell, it was demonstrated that up to optical densities of close to O(1),

the MCSP method is capable of reliably reconstructing particle positions and pro-

viding concentration measurements with an accuracy of 2% up to a volume fraction

of C ≈ 0.8%. In terms of the concentration measurement range, the MCSP method

exceeds the previous single camera method (Knowles and Kiger [74]) by one order of

magnitude. The work has been accepted for publication in Experiments in Fluids.

For the carrier phase measurement, the challenge originates from the sepa-

ration of signals from each phase, which is complicated by the huge disparities in

the image intensities of the sediment particles and the tracer particles (due to their

different sizes) and the much higher target sediment concentration (C = 1%). In
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order to achieve balanced signals for both phases, the Apertured Filter method was

developed, in which fluorescent tracer particles in conjunction with conventional

band-pass optical filter with a round hole (with a diameter much smaller than the

camera aperture size) drilled at the center were used. The apertured filter method

was proved to be able to produce adequate image quality of both phases allowing

for a reliable extraction of each phase independently. The PIV cross-talk errors were

evaluated and less than 0.3 pixels of mean absolute errors were achieved under the

highest concentration of our interest (C = 1%). This work has been submitted to

the 20th International Symposium on Applications of Laser and Imaging Techniques

conference for abstract review and is intended to be published in Experiments in

Fluids in the near future.

The newly developed measurement technique can be generalized and utilized

in a much broader range of multiphase flow applications, such as droplets in air,

bubbles in water etc., if particle-resolved and concurrent measurements are desired.

In volumetric velocimetry techniques, the biggest motivation for researchers to keep

adding additional cameras for particle 3D reconstruction and tracking is to reduce

the ambiguities in establishing stereoscopic correspondences (matching the particles

in different cameras that belong to the same physical particle in 3D space). The

MCSP method offers a new perspective to reduce the matching ambiguities without

adding more cameras. In this method, before particle matching, particle image

characteristics are examined to screen out the candidate particles that are located

relatively far from the light sheet center. The reduced number of candidate particles

will alleviate the problem of matching ambiguity. The strongest limitation of the
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MCSP method is that it requires the particle image characteristics to correlate with

its spatial location, which is often hard to be satisfied, such as tracer particles

under volumetric illuminations. In multiphase flow PIV measurement, balanced

image intensities of the discrete phase and the carrier phase (tracer particles) are

typically difficult to be achieved in a single camera, due to their disparities in sizes.

In past studies, two-phase measurements were either conducted under very dilute

particle concentrations (C < 10−4) or realized by assigning cameras (with different

camera settings) exclusively for the measurement of each phase. The latter option

is not practical for volumetric imaging due to the increased number of cameras

required. The apertured filter method offers a solution for independent control of

the image intensities of the discrete phase and the carrier phase in each single camera,

which optimizes the image quality of both phases and is able to achieve comparable

measurement capability and accuracy that could only be previously achieved by

assigning cameras dedicated to the measurement of each phase separately.

II. Particle-turbulence interaction. This thesis aims at extending the

current knowledge base on particle-turbulence interaction occurred within the sus-

pension layer under oscillatory sheet flow conditions. Data analysis was focused

upon three phase angles (170◦, 0◦ and 10◦), during which the external flow is re-

versing the direction and experiencing a maximum adverse pressure gradient. Some

important findings presented in this thesis are summarized below.

1) In the phase-averaged concentration profiles, power law relations are ob-

served in both the upper dilute regime (y > 11mm) and the lower dilute regime

(2 < y < 4mm) with decreased exponent magnitude approaching the bed. A re-
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versed change in the exponent over the three phase angles is found in these two

regions. This is indicative of different sediment particle suspension mechanisms

occurred in these two regions.

2) In the phase-averaged streamwise velocity profiles, the velocity difference

between the sediment and the fluid is within 8% of the maximum velocity for all

three phase angles; for y < 18mm, the sediment vertical velocity profile show a

distinct downward velocity that increases approaching the bed for all three phase

angles, which indicates a net settling of sediment particles towards the bed during

flow reversal.

3) Significant sediment flux in the streamwise direction is observed near the

bed during flow reversal due to the phase lead of the boundary layer flow relative

to the free stream velocity. Abrupt changes in the streamwise sediment flux profiles

is observed from phase 170◦ to 0◦; on the contrary, little change is detected from

phase 0◦ to 10◦. For the vertical sediment flux, a decreased settling flux is observed

from as phases evolve from 170◦ to 10◦, which is mainly due to the decrease in the

concentration.

4) The particle conditioned slip velocity shows negligible values in the stream-

wise direction (Uf |p − Up ≈ 0) and an almost constant value throughout the mea-

surement height in the normal-to-bed direction (Vf |p − Vp ≈ 2 cm/s = 65%×Ws).

5) In second order statistics, the maximum turbulent fluctuation in the stream-

wise direction is 50% higher than that in the other two directions. For y > 15mm,

the turbulent kinetic energy of the sediment phase is slightly higher that of the fluid.

For y < 10mm, a decrease in the turbulent kinetic energy and Reynolds shear stress
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is observed as phases evolve from 170◦ to 10◦.

6) Strong preferential sampling of sediment particles in flow regions with ejec-

tion events (Q2) and high turbulent fluctuations is demonstrated for y > 11mm,

while the over-sampling diminishes towards the bed.

7) The particle velocity and their ambient fluid velocity show a strong cor-

relation (Ru,fp ≈ 0.92, Rv,fp ≈ Rw,fp ≈ 0.85) for y > 11mm and the correlation

becomes weaker as approaching the bed.

The complete data set for the full cycle measurement will be processed and

analyzed in the future for a comprehensive study. The work is intended to publish

in Physical Review Fluids or Journal of Fluid Mechanics.
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