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The goal of this dissertation is to show that even at the earliest (non-invasive) record-

able stages of auditory cortical processing, we find evidence that cortex is calculating 

abstract representations from the acoustic signal. Looking across two distinct domains 

(inferential pitch perception and vowel normalization), I present evidence demonstrat-

ing that the M100, an automatic evoked neuromagnetic component that localizes to 

primary auditory cortex is sensitive to abstract computations. The M100 typically re-

sponds to physical properties of the stimulus in auditory and speech perception and 

integrates only over the first 25 to 40 ms of stimulus onset, providing a reliable de-

pendent measure that allows us to tap into early stages of auditory cortical processing. 

In Chapter 2, I briefly present the episodicist position on speech perception and dis-

cuss research indicating that the strongest episodicist position is untenable. I then re-

view findings from the mismatch negativity literature, where proposals have been 



  

made that the MMN allows access into linguistic representations supported by audi-

tory cortex. Finally, I conclude the Chapter with a discussion of the previous findings 

on the M100/N1. In Chapter 3, I present neuromagnetic data showing that the re-

sponse properties of the M100 are sensitive to the missing fundamental component 

using well-controlled stimuli. These findings suggest that listeners are reconstructing 

the inferred pitch by 100 ms after stimulus onset. In Chapter 4, I propose a novel for-

mant ratio algorithm in which the third formant (F3) is the normalizing factor. The 

goal of formant ratio proposals is to provide an explicit algorithm that successfully 

“eliminates” speaker-dependent acoustic variation of auditory vowel tokens. Results 

from two MEG experiments suggest that auditory cortex is sensitive to formant ratios 

and that the perceptual system shows heightened sensitivity to tokens located in more 

densely populated regions of the vowel space. In Chapter 5, I report MEG results that 

suggest early auditory cortical processing is sensitive to violations of a phonological 

constraint on sound sequencing, suggesting that listeners make highly specific, 

knowledge-based predictions about rather abstract anticipated properties of the up-

coming speech signal and violations of these predictions are evident in early cortical 

processing.
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Chapter 1: Introduction 

 

 

A standard assumption is that brain is a computational device (Turing, 1950; 

Pylyshyn, 1985). Sensory receptors receive exogenous stimuli (light, sound, etc.), 

perform computations on this input and translate it into a representational format 

compatible with endogenous representations. This transduction is what allows us, as 

humans, to interact with and navigate our environment. The computations that per-

form this mapping and the stored representations that are contacted in the course of 

perception have typically been investigated on a modality-by-modality basis.  

In the domain of speech perception, the fundamental problem is that the time-

varying acoustic waveform, latent with talker- and context-dependent variation, must 

be mapped onto a series of stored representations (Liberman, Cooper, Shankweiler, & 

Studdert-Kennedy, 1967; Studdert-Kennedy, 1976, 1980; Liberman, 1996; Pisoni & 

Luce, 1987; Jusczyk & Luce, 2002; Diehl, Lotto, & Holt, 2004). The output of the 

speech perception process is a code that can make contact with the long-term memory 

representations. Models of speech perception have differed both on the nature of the 

long-term memory representation (and intermediate representations) and on the na-

ture of the processes responsible for converting the acoustic waveform into a mem-

ory-representation. A traditional assumption from linguistics is that this code and the 

long-term memory representations are discrete, abstract representations devoid of the 

acoustic variation found in the speech signal (Jakobson, Fant, & Halle, 1952; 
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Chomsky & Halle, 1968). This has been the working assumption within the field of 

speech perception for quite some time (Studdert-Kennedy, 1976, 1980). Some models 

of spoken word recognition in the past couple decades, however, have proposed that 

the task is accomplished through the mapping of raw spectral properties (spectra, ac-

tual acoustic tokens) directly onto long-term stored memory representations. That is, 

there is no level of phonetics or phonology and large amounts of acoustic detail are 

stored in memory (Klatt, 1989; Johnson, 1997; Pisoni, 1997; Goldinger, 1998; Bybee, 

2001; Pierrehumbert, 2002; Hawkins, 2003). Recent perceptual (McQueen, Cutler, & 

Norris, 2006), electrophysiological (Phillips, et al., 2000; Phillips, 2001; Kazanina, 

Phillips, & Idsardi, 2006), and neurophysiological studies (Formisano, de Martino, 

Bonte, & Goebel, 2008; Obleser & Eisner, 2009), however, have reinforced the exis-

tence of prelexical abstract representations in speech perception.  

The goal of this dissertation is not to necessarily distinguish between these 

two positions, but more to show that even at the earliest (non-invasive) recordable 

stages of auditory processing, we find evidence that cortex is calculating abstract rep-

resentations from the auditory and speech signals. In particular, looking across two 

distinct domains (inferential pitch perception and vowel normalization), I present evi-

dence demonstrating that the M100, an early, automatic evoked neuromagnetic com-

ponent that localizes to primary auditory cortex (Heschl’s Gyrus and planum tempo-

rale), is sensitive to abstract computations over the auditory signal. The M100 (the 

MEG equivalent of the ERP N1) has typically shown responsiveness to physical 

properties of the stimulus in auditory and speech perception (Roberts, Ferrari, 

Stufflebeam, & Poeppel, 2000; though a handful of examples do exist that 
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demonstrate some level of perceptual influence on the response properties of the 

M100) and integrates only over the first 25 ms to 40 ms of stimulus onset (Forss, 

Mäkelä, McEvoy, & Hari, 1993; Gage & Roberts, 2000; Gage, Roberts, & Hickok, 

2006). For these reasons, the M100 provides a reliable, dependent measure that al-

lows us to tap into the earliest stages of auditory cortical processing. In particular, I 

use the M100 not to study its response properties but to better understand the extent 

and range of computations available at these early stages of auditory cortical process-

ing. While more work is needed to assess whether findings of this type do in fact ar-

gue against strong exemplar models, it seems that simple storage of spectra alone is 

not enough (cf., Klatt, 1989). 

In Chapter 2, I briefly present the episodicist position on speech perception 

and subsequently discuss research, which suggests that the strongest episodicist posi-

tion is untenable; that is, various types of data suggest that prelexical abstract repre-

sentations are present and that talker-dependent acoustic information and linguistic-

content are streamed early in auditory processing (consistent with the findings from 

Chapter 4). Then, I discuss findings from the mismatch negativity (MMN) literature, 

where proposals have been made that the MMN allows us to tap into the nature of the 

representations supported by auditory cortex and that there seems to be MMN evi-

dence which demonstrates effects that could only be found at the level of abstract 

phonological representations. Finally, I wrap up the Chapter with a discussion of the 

previous findings on the M100/N1, since this is the dependent measure exploited in 

Chapters 3 and 4. 
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In Chapter 3, I present neuromagnetic data that suggests that the response 

properties of the M100 are sensitive to the missing fundamental component in audi-

tory perception using well-controlled stimuli. Moreover, these findings demonstrate 

that the extraction of the missing fundamental component is achieved in the earliest 

stages of auditory cortical processing. Understanding the time course of how listeners 

reconstruct a missing fundamental component in an auditory stimulus remains elu-

sive. Two outside tones of four-tone complex stimuli were held constant (1200 Hz 

and 2400 Hz), while two inside tones were systematically modulated (between 1300 

Hz and 2300 Hz), such that the restored fundamental (also knows as “virtual pitch”) 

changed from 100 Hz to 600 Hz. Constructing the auditory stimuli in this manner 

controls for a number of spectral properties known to modulate the neuromagnetic 

signal. The tone complex stimuli only diverged on the value of the missing funda-

mental component. I compared the M100 latencies of these tone complexes to the 

M100 latencies elicited by their respective pure tone (spectral pitch) counterparts. The 

M100 latencies for the tone complexes matched their pure sinusoid counterparts, 

while also replicating the M100 temporal latency response curve found in previous 

studies. Our findings suggest that listeners are reconstructing the inferred pitch by 

roughly 100 ms after stimulus onset and are consistent with previous electrophysi-

ological research suggesting that the inferential pitch is perceived in early auditory 

cortex. 

 In Chapter 4, I present a novel solution to the vowel normalization problem 

and present MEG data that suggests that auditory cortex is sensitive to the computa-

tions required by this algorithm. A long-standing question in speech perception re-
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search has been to understand how listeners extract linguistic content from a highly 

variable acoustic input. In the domain of vowel perception, formant ratios, or the cal-

culation of relative differences between vowel formants, have been a sporadically 

proposed solution. I propose a novel formant ratio algorithm in which the third for-

mant (F3) is taken as the normalizing factor, with the first (F1) and second (F2) for-

mants are ratioed against it. Results from two magnetoencephelographic (MEG) ex-

periments are presented, which suggest that auditory cortex is sensitive to formant 

ratios. These findings also demonstrate that the perceptual system shows heightened 

sensitivity to tokens located in more densely populated regions of the vowel space. 

Statistical evidence that this algorithm is computationally plausible in eliminating 

speaker-dependent variation based on age and gender from vowel productions is also 

presented. I conclude that these results present an impetus to reconsider formant ra-

tios as a legitimate mechanistic component in the solution to the problem of speaker 

normalization. 

 Chapter 5 presents a slight departure from the previous two Chapters, but is 

still fundamentally concerned with the early stages of auditory cortical processing. 

Constraints on how speech sounds are sequenced in spoken language comprehension 

and production constitute an important part of one’s phonological knowledge. Under-

standing how this knowledge is deployed - and how it might influence early auditory 

processing - is critical for determining the mechanisms involved in speech perception. 

I report MEG results that suggest early auditory cortical processing is sensitive to vio-

lations of a universal phonological constraint, specifically that syllable final obstruent 

consonant clusters must agree in voicing. By 150 ms after the second (violating) ob-
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struent, I find a reliable difference in the areal response amplitude (RMS) of the MEG 

temporal waveform to syllables in which the final obstruents disagree in voicing. 

These findings suggest that listeners make highly specific, knowledge-based predic-

tions about rather abstract anticipated properties of the upcoming speech signal and 

violations of these predictions are evident in early cortical processing. 
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Chapter 2: Evidence for Prelexical Abstraction 

 

 

The Problem of Speech Perception 

The rapidity and ease with which humans comprehend language is undeniably re-

markable. Understanding speech is effortless, automatic, subconscious and uniquely 

human. To determine how we process and recognize spoken language is to gain in-

sight into one profound aspect of the human mind. The mechanisms we use to ac-

complish speech recognition, however, remain largely unmapped. While a multitude 

of models and proposals regarding the processes and representations responsible for 

accomplishing this task have been put forward, the most fundamental set of processes 

underlying speech perception are simple, and I believe largely uncontroversial: per-

turbations of air molecules make contact with the peripheral auditory system, which 

sends this information to auditory cortex in the brain, whose responsibility is to use 

this information to make contact with some sort of memory representation. The dis-

agreements, debates and contentions in the field of speech perception over the last 60 

years have concerned the more difficult, but also more interesting questions: those 

pertaining to the nature of process and representation in spoken word recognition and 

speech perception, the relative importance of inter-talker and context dependent vari-

ability in the speech signal, whether speech perception involves a direct mapping be-

tween the input and words or whether there are intermediate sublexical representa-

tions, among others.  
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Models of speech perception and spoken word recognition have varied along a 

number of different dimensions. For example, some models explicitly use feedback as 

part of the perceptual process (Analysis by Synthesis: Halle & Stevens, 1959; Halle & 

Stevens, 1962; TRACE: McClelland & Elman, 1986), while others are strictly feed-

forward (MERGE: Norris, McQueen, & Cutler, 2000). Meanwhile, some models ei-

ther implicitly (McClelland & Elman, 1986; Norris, 1994) or explicitly (Jackson & 

Morton, 1984) assume that lexical representations are encoded in memory as abstract 

codes, retaining only information relevant for lexical distinctions, while other models 

propose that most (if not all) acoustic detail is preserved up through lexical selection 

(Goldinger, 1996b, 1998; Johnson, 1997). In this dissertation, I focus on the question 

of abstraction in speech representations and very early neurophysiological responses 

that seem to encode abstract properties of the stimulus.   

Speech perception researchers have traditionally assumed that the auditory 

speech signal is recoded into increasingly more abstract representations that parallel 

levels of linguistic representation: (1) auditory, (2) phonetic, (3) phonological, (4) 

lexical, (5) syntactic and (6) semantic (Studdert-Kennedy, 1976; Pisoni & Luce, 

1987; Phillips, 2001). Auditory information is recoded into a phonetic representation 

of the speech token. These phonetic representations include some level of linguisti-

cally relevant category distinctions, while maintaining within-category contrast abil-

ity.1 Phonetic representations are typically gradient in nature, reflecting Gaussian dis-

tributions in a multi-dimensional phonetic space (Pierrehumbert, 2002). The phonetic 

                                                
1 Within-category discriminability is more typically found with vowels than conso-
nants (Kuhl, Williams, Lacerda, Stevens, & Lindblom, 1992; see Kuhl, 2004 for a 
review of prototypicality and magnet effects in vowels). 
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representation is then converted into a more abstract, all-or-none phonological cate-

gory representation, which can be manipulated by symbolic processes and does not 

encode information about how prototypical the particular token is, etc. Phonological 

category representations are typically assumed to be the basis on which lexical items 

are constructed. Network models such as TRACE (McClelland & Elman, 1986) and 

Shortlist (Norris, 1994) have included the phoneme as a level of representation medi-

ating between the acoustic/phonetic input and words. 

Marslen-Wilson & Warren (1994) argued against this traditional view that 

phonemic representations exist between the acoustic input and the word.2 Instead, 

they proposed that listeners map directly from features onto words: “On the model we 

are advocating, where featural information is projected directly onto the lexical level, 

there will be no prelexical integration of featural cues to identify higher order units” 

(Marslen-Wilson & Warren, 1994, p. 655). In a series of experiments, they con-

structed C(C)VC stimuli that contained a subcategorical mismatch between the for-

mant transitions out of the vowel and into the final consonant. They predicted that if a 

subcategorical mismatch impairs perception in the cases of words but not in the cases 

of non-words, this is evidence that these features are mapped directly onto lexical 

                                                
2 It should be emphasized that Marslen-Wilson & Warren (1994) do not seem to be 
arguing against multiple levels of representation between the input and the word per 
se, but instead against an explicit intermediate level of phonemic representation. The 
“features” they refer to appear to be discretized in nature (similar to what one might 
find in traditional phonological theory), and this mapping is not between the continu-
ous acoustic space and the word-level (as one might find in a strong episodic model), 
but between the feature-level and the word-level. In their explicit implementation of 
this feature-to-word model of spoken word recognition, Gaskell & Marslen-Wilson 
(1997) modeled the input to the distributed neural network as binary, discrete features 
(in fact, a considerable subset of the features used were taken directly from Jakobson, 
et al., 1952).  
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items (featural hypothesis). Were these features mapped onto intermediate, prelexical 

representations, then perception should be impaired in the case of a featural mismatch 

regardless of whether or not the stimulus is a word (phonemic hypothesis). By cross-

splicing the CV sequence jo (as in ‘job’, ‘jog’, etc.), taken from the words job and jog 

and the nonword jod, onto a word-final [b] (taken from a token of job), they created 

three phonemically identical but featurally distinct words. The list of conditions with 

examples is presented in Table 2.1. 

Type of Sequence Notation Example 

Word Sequences 

1. Word 1 + Word 1 W1W1 job + job 

2. Word 2 + Word 1 W2W1 jog + job 

3. Nonword 3 + Word 1 N3W1 jod + job 

Nonword Sequences 

1. Nonword 1 + Nonword 1 N1N1 smob + smob 

2. Word 2 + Nonword 1 W2N1 smog + smob 

3. Nonword 3 + Nonword 1 N3N1 smod + smob 

 
Table 2.1: Stimuli used in Marslen-Wilson & Warren (1994) 
 
Recreated from Marslen-Wilson & Warren (1994, p. 657). 
 
 

In two of the word cases (i.e., W2W1 and N3W1), there should be a featural 

mismatch between the formant transitions in the vowel and the final [b] stop-burst. At 

the phonemic level, all items in the Word Sequences were words. Once the vowel is 

processed, however, listeners might predict, given the available acoustic/featural 

cues, that W1W1 and W2W1 were words, while N3W1 was not. In the non-word se-
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quences, the CCV smo was spliced from one word (smog, W2N1) and two non-words 

(smob, N1N1; smod, N3N1). Items in the condition W2N1 should be perceived as a 

word up to the vowel, while items in the condition N3N1 should be perceived as a 

nonword up to the vowel. Given that there is a featural mismatch in W2W1 and 

N3W1, but both are ultimately words, there should be an equal slowdown in the proc-

essing in either condition according to both the featural and phonemic hypotheses. 

The two hypotheses diverge in their predictions in the nonword cases. In particular, 

the phonemic hypothesis predicts that both W2N1 and N3N1 should be similarly af-

fected by conflicting cues. If features are being mapped onto an intermediate level of 

representation (i.e., the phoneme), then both contain a conflict and should equally af-

fect participants’ “No” responses. The featural hypothesis, however, predicts that 

N3N1 should behave quite differently from W2N1. Their responses should not slow-

down for N3N1 compared with N1N1 because there is no lexical entry onto which N3 

could be mapped, so in some sense, it does not matter whether there is a conflicting 

cue or not. On the other hand, there is a clear conflict in the W2N1 case. The string 

W2 can be mapped onto a lexical representation and the conflicting cue in N1 should 

cause difficulty for participants. In a series of experiments (lexical decision, gating, 

phonetic decision), they found that the N1N3 condition patterned much more closely 

to the N1N1 condition than to the W2N1 condition, and they consistently found a re-

liable difference between the N3N1 and W2N1 conditions. For example, W2N1 

showed much slower reaction times and higher error rates than N3N1 in a lexical de-

cision task. They take these findings to suggest that features can be mapped directly 

onto words, and that an intermediate level of phonemic representation is not required 
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(cf., TRACE: McClelland & Elman, 1986). The findings in this paper were later 

modeled by a distributed connectionist network (Distributed Cohort Model (DCM): 

Gaskell & Marslen-Wilson, 1997).  

Interestingly, they consider the features implicated in this model of speech 

perception to be those assumed by phonological theory (see Lahiri & Marslen-

Wilson, 1991). There are two potential problems with this assumption: 1) Formant 

transitions to place of articulation of a preceding/following consonant on the vowel 

have yet to be described in terms of phonological/distinctive features and 2) under 

current thinking in phonological theory (McCarthy, 1988; Halle, 1995), features are 

not independently stored units, but are instead intrinsically linked to other features in 

a hierarchical organization bound by a single node at the top of the representation 

(where the phoneme label would go). It then seems difficult to be able to access indi-

vidual features without also accessing the entire phoneme (or top-node itself).3 Sub-

sequent psycholinguistic work, however, has shown the necessity of intervening rep-

resentations between the level of the feature and the level of the word. For example, 

Luce & Large (2001) were able to disentangle the typically highly correlated effects 

of sublexical phonotactic probability (i.e., the likelihood of co-occurrence of two, 

three more adjacent segments) and lexical neighborhood density (i.e., the number of 

phonologically similar words in the lexicon). Higher phonotactic probabilities typi-

                                                
3 One could imagine a different view of features (and their contribution to speech 
perception) that might be more compatible with the Marslen-Wilson & Warren 
(1994) data. Stevens (2002) presents a model in which the auditory perceptual system 
uses feature detectors to first identify major classes of speech sounds on a first pass 
(e.g., vowel, consonant, nasal, sonorant, etc.). On a second pass, a more detailed 
analysis of the signal is conducted, whereby spectral and temporal cues are analyzed 
to determine which vowel, or which consonant, etc. is intended. 
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cally lead to perceptual facilitation, while higher neighborhood densities typically 

lead to perceptual inhibition. By orthogonally modulating these two factors, they 

were able to show the facilitatory effects of phonotactic probability for both words 

(without the confound of neighborhood density) and nonwords and the inhibitory ef-

fects of neighborhood density (without the confound of phonotactic probability). 

Given that they were able to find clear facilitatory effects of phonotactic probability, 

particularly in the nonwords, suggests that there must be a level of representation at 

which these statistics can be computed (and subsequently reflected in the processing 

of both words and nonwords). 

The notion, however, that one can map directly from the input onto words is 

not an uncommon one. Klatt (1989), for example, advocates a model (LAFS: Lexical 

Access from Spectra) of speech perception whereby “the expected spectral patterns 

for words […] are stored in a very large decoding network of expected sequences of 

spectra” (p. 192). There are no phonemes or phonetic features in this model. Instead, 

the computations and representations underlying speech recognition are the matching 

and storage of spectra. Words are selected by scoring the output of parallel matches 

between the input spectrum and stored spectra based on how distant they are from one 

another. This is done in parallel until a best match is obtained.  

A similar sentiment is found in exemplar-based/episodic models of word rec-

ognition (Goldinger, 1996b, 1998) and speech perception (Johnson, 1997). What is 

typically considered to be noise in other models (e.g., talker variation, context-

dependent variation) is instead retained and stored in the word’s core long-term 

echoic memory representation and exploited in perception. In these types of models, 
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each time a particular stimulus is encountered, a new stored representation is con-

structed (Hintzman, 1986). Listeners store details and do not recode the signal into 

more abstract representations, as stimulus variability is understood to be informative 

for perceptual processing (Pisoni, 1997). This view of speech perception is strongly 

inspired by Jacoby & Brooks (1984)’s work on nonanalytic concept formation and 

nonanalytic cognition in general and the findings from studies on categorization and 

memory that suggest that episodic detail is retained (Tulving & Schacter, 1990).  

There seem to be two primary types of arguments one can find in support of 

episodic and exemplarist models in speech perception. The first type of argument 

arises from two types of data: One type of data suggests that listeners have more dif-

ficulty perceiving words in a list when that list is spoken by multiple talkers as op-

posed to just one talker. The abstractionist assumption, proponents of exemplar mod-

els claim, is that if the input is recoded into talker-independent units, then no 

difficulty should arise whether the list of words are being produced by one or 100 dif-

ferent talkers, since the stored representation of a word in the listener’s lexicon is 

speaker-independent. The other type of data is that specific, usually talker-specific, 

acoustic details of previously heard spoken words either facilitate or inhibit percep-

tual processing of a new word. That is, participants are better (faster reaction times, 

higher accuracy) when they have heard the same word spoken previously by the same 

talker as compared to when a different talker previously produced the word. The sec-

ond broad type of argument is more conceptual and less-data driven in nature: the tra-

ditional problems of speech perception (talker-normalization, invariance, etc.) are un-

solvable under standard assumptions of perception (Haber, 1969), which require the 
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elimination of variation in the signal. Consequently, in exemplar and episodic models 

of perception, talker-normalization, invariance and similar topics simply are not is-

sues.  

There is reasonable evidence in support of the first argument, namely that 

speaker-specific details can either facilitate or inhibit processing. For example, 

Mullennix, Pisoni, & Martin (1989) demonstrated that the intelligibility of words em-

bedded in noise was greatly reduced when those words were spoken by more than a 

single talker. In the first experiment, they recorded 68 spoken words produced by 15 

different talkers (both male and female). The test items were all CVC monosyllabic 

English words that contained a wide variety of consonants and vowels. The words 

were binned into high and low neighborhood densities, but were matched on word 

frequency and subjective familiarity. They manipulated three experimental factors: 

talker variability (one talker or 15 different talkers; this was a between subjects fac-

tor), lexical density (high vs. low) and signal-to-noise ratio (SNR). In the single talker 

group, participants heard the 68 test items all produced by the same speaker (the par-

ticular speaker was balanced across participants), while the mixed-talker group had 

words produced by all 15 talkers. All words were embedded in background noise and 

the words were presented at three different levels relative to the background noise 

(+10 dB, 0 dB, -10 dB).4 The task for participants was to simply type on a computer 

the word they thought they heard. They found a main effect of talker-variability, 

where participants in the single-talker group more accurately identified the words 

than participants in the mixed-talker group (40.6% vs. 33.9%, respectively averaged 

                                                
4 The background noise was added to make the task more difficult for participants. 
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across SNRs and lexical density). As expected, they also found a main effect of SNR 

and lexical density. Crucially, however, Mullennix, et al. (1989) showed that switch-

ing between talkers, regardless of SNR or lexical density created more difficulty for 

participants than when participants heard the same list spoken by one talker. Again, 

the assumption from the ‘abstractionist’ literature is that there should be no difficulty 

if the words are being immediately converted into talker-independent representations. 

In a second experiment, Mullennix, et al. (1989) used the same materials and condi-

tions (only talker-variability and lexical density in this experiment), but instead of 

typing the words participants thought they heard, they were required to articulate into 

a microphone the word they had just heard over their headset. For example, they 

would hear “dog” and were asked to immediately repeat aloud “dog”. In a naming 

task, two dependent measures can be recorded (naming latency and accuracy). They 

again found a reliable effect of talker-variability in both the naming latency data (sin-

gle talker: 608 ms; mixed-talker: 678 ms) and the accuracy data (single talker: 95.8%; 

mixed-talker: 91.4%). Again, these findings demonstrate that when listeners encoun-

ter greater difficulty in a task when they are presented with multiple talkers as op-

posed to a single talker. How strongly these effects support an exemplar model over 

an abstractionist model remain to be seen, however. Abstractionist models do assume 

that at some point in the recognition process, talker-dependent information and lin-

guistic content must be segregated (it is not clear that abstractionist models require 

talker-dependent acoustic information to be 'discarded', as is commonly assumed by 

proponents of exemplar models (see Pisoni, 1997)). While an extreme abstractionist 

model may have difficulty accounting for these findings, a model whereby both kinds 
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of information (linguistic and speaker dependent) are analyzed, but analyzed inde-

pendently should have no difficulty. It could be the case that the output of the compu-

tations required to “normalize” (i.e., segregate) the speech signal could be reinforced 

upon multiple exposures to the same talker and thereby facilitate the processes nor-

malization in similar types of experiments. In other words, it should be easier to cate-

gorize the same object over and over than to categorize multiple objects.5  

In a different series of experiments, also which purport to support episodic 

models (this time of the lexicon), Goldinger (1996b) demonstrated that the fine 

acoustic detail of words are retained in memory and consequently form the basis for 

lexical representations (Goldinger, 1998). In a pair of experiments, he shows that 

same-talker repetitions of the same word (between training and test) elicited better 

performance than different-talker repetitions of the same word, and that this influence 

could persist up to a day and even a week after training. From this data Goldinger 

(1996b) argues that only models which suppose that fine-acoustic detail is stored in 

the word’s long-term memory representation can predict this pattern of results.  

The fact that speaker-dependent factors affect spoken word recognition seems 

apparent. The question, then, seems to not be about whether they do or do not, but 

what these results mean for how we concepualize the representations involved in 

speech perception and lexical access. Does the fact that speaker-dependent acoustic 

variation influences word recognition require that we give up on the notion of abstract 

representations and only posit exemplars in long term memory? McQueen, Cutler, & 

                                                
5 See Chapter 4 for more discussion regarding various models of speaker normaliza-
tion and the algorithms proposed to eliminate/extract talker-dependent variation on 
vowel productions.  
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Norris (2006) present a perceptual learning experiment that suggests the need to posit 

prelexical abstractions (cf., exemplar models). Furthermore, they take a more rational 

approach to what these episodic findings actually suggest: 

 

“The critical question, however, is whether these episodic repre-

sentations constitute the basic substrate of the mental lexicon or 

should be considered simply an adjunct to representations that are 

primarily abstract in nature. We argue here that evidence that lis-

teners can show sensitivity to episodic detail should not be taken as 

evidence against abstract representations; further, we argue that the 

lexicon cannot consist solely of episodic traces” (pp. 1113-1114). 

 

 McQueen, et al. (2006) test whether listeners can make generalizations across 

words about sublexical properties, a task that episodic models precisely cannot do. 

This is because models that store only detailed acoustic representations of words in 

memory, they claim, cannot take advantage of sublexical regularities and generaliza-

tions. They used Dutch words that only differed in their final consonant (i.e., [f] or 

[s]; English: knife-nice). Participants were presented with 100 phonotactically legal 

words and 100 phonotactically legal nonwords in the training phase in a cross-modal 

priming task. The critical words ended in either [f] or [s], where the substitution of a 

word-final [f] for [s] or vice versa would result in a nonword. In a training phase 

(auditory lexical decision), one group of participants heard all the word-final [f] seg-

ments replaced by [?], which was perceptually ambiguous between [f] and [s]. The 
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same group of participants heard [s]-final words with an unambiguous [s]. Another 

group of participants, however, heard the word-final [s] segments replaced by [?], and 

the [f]-final words with an unambiguous [f]. Therefore, one group of participants was 

forced to compensate for an ambiguously produced [f] and the other group was forced 

to compensate for an ambiguously produced [s]. The participants who heard an am-

biguous [f] were biased toward categorizing the [?] as an [f] because [f] and not [s] 

would result in a lexical item (see Ganong, 1980). The tokens in the test phase were 

taken from minimal pairs, words that contrasted in their final sound ([f] vs. [s]; e.g., 

doof-doos) in Dutch, and were not present in the training phase. Half of the [f]-final 

words were paired with an ambiguous auditory prime (e.g., doo?-doos) and the other 

half with an unrelated prime (e.g., krop-doos). The same was true for the [s]-final 

words. If listeners can extend sublexical generalizations to novel lexical items (cf., 

exemplar models), they predict that participants familiarized with an ambiguous [?] 

replacing [f] (i.e., the talker produces her [f] in a strange manner) should perceive 

[do:?] as [do:f], and therefore be faster and more accurate to [do:f] doof following the 

prime [do:?] compared to the unrelated prime [krop]. The same group of participants 

should show no effect of facilitation to [do:s] doos following the prime [do:?] com-

pared with the unrelated prime. And the opposite pattern of effects should hold for 

participants who heard an ambiguous [?] for [s] and an unambiguous word-final [f]. 

The found exactly what they predicted: participants given [?] for [f] in training were 

faster and more accurate to respond to the target [do:f] doof when preceded by the 

ambiguous prime [do:?] compared to the unrelated prime. Moreover, these partici-

pants were, in fact, slower to respond to [do:s] doos following the ambiguous prime 
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[do:?] compared to [do:s] doos preceded by the unrelated prime. A similar pattern of 

results with the opposite particular findings was found for the participants exposed to 

[?] for [s]. Based on these findings, it seems that listeners are able generalize sublexi-

cal regularities (e.g., “I always hear [?] as [f] and never as [s]”) learned from a train-

ing session and extend them to novel lexical items in such a way that they bias the 

perception of an ambiguous sound toward the learned generalization even though 

both options (assigning [?] to [s] or [f] would result in a word). Therefore, McQueen, 

et al. (2006) seem to have shown that participants can do exactly what exemplar mod-

els predict that they cannot do (make sublexical generalizations to novel stimuli).  

 Evidence for prelexical abstraction has also been provided by recent electro-

physiological and neurophysiological research (see Obleser & Eisner, 2009 for a 

review). The hypothesis that talker-dependent factors are not ‘discarded’ but simply 

segregated early on from the linguistic content and processed independently is sup-

ported by recent fMRI results. These findings suggest distinct, though proximal, cor-

tical areas sub-serving the extraction of linguistic content (vowel type) and talker-

dependent information (Formisano, et al., 2008). They combined multivariate statisti-

cal pattern recognition with single-trial fMRI analysis and estimated the distinct acti-

vation patterns caused by individual vowel tokens. Participants heard three Dutch 

vowels (/i/, /a/, /u/) spoken by three different native speakers of Dutch. The speech 

sounds evoked areas of activation in a relatively wide portion of superior temporal 

cortex (consistent with Wise, et al., 1991; Liebenthal, Binder, Spitzer, Possing, & 

Medler, 2005; see Scott & Johnsrude, 2003; Hickok & Poeppel, 2007 for reviews), 

including Heschl’s Gyrus and planum temporale (primary auditory regions), and also 
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in superior temporal gyrus (STG), superior temporal sulcus (STS) and medial tempo-

ral gyrus (MTG). Using a series of machine learning classification algorithms on the 

fMRI data, they report that the cortical networks underlying speaker identification 

independent of vowel category were far more right lateralized and included the lateral 

part of Heschl’s gyrus (Heschl’s sulcus) and three regions along the anterior-posterior 

axis of the right STS that were adjacent to areas in vowel discrimination. The cortical 

maps showing sensitivity to vowel-type as opposed to speaker identity are presented 

in Figure 2.1.  

 

 

Figure 2.1: Cortical Maps corresponding to Vowel and Speaker Activity 
 
Cortical maps illustrating the differentially active brain regions involved in vowel-
type perception and speaker identity. Reprinted from Formisano, et al. (2008). 
 
 
 These findings suggest that at the earliest stages of auditory processing, 

speaker-dependent acoustic variation is segregated and processed in independent cor-

tical regions from linguistic category information. This finding is inconsistent with 

models of lexical access and spoken word recognition that hypothesize that acoustic 

variation associated with talker-dependent factors is encoded in the core memory rep-

resentation for words (Johnson, 1997; Pisoni, 1997; Goldinger, 1998). 
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 In short, it appears that while talker-dependent effects can influence spoken 

word recognition (Goldinger, 1996b, 1998; Mullennix, et al., 1989; Johnson, 1997; 

Pisoni, 1997), there is also ample evidence that spoken word recognition and speech 

perception involves prelexical abstraction (McQueen, et al., 2006; Obleser & Eisner, 

2009 and references therein). Given these results, it seems that the characterization of 

the extreme abstractionist model (all unwanted variation is discarded and unproc-

essed) is untenable,6 while a strictly exemplar/episodic model (no abstraction) is also 

inadequate. McQueen, et al. (2006) envision a model whereby lexical representations 

could consist of core abstraction units augmented by a separate store of talker-

dependent factors, frequency, etc. In the next section, I review electrophysiological 

evidence from MMN/MMF and N1/M100 studies. Results in the MMN/MMF para-

digm seem to be getting us closer to a real understanding of the types of abstract rep-

resentations auditory cortex can support. In Chapters 3 and 4, I present data which 

suggests that the N1/M100, normally only responsive to physical attributes of the 

stimulus, also indexes abstract computations.  

 

Electrophysiological Evidence for Abstraction 

Electrophysiology (EEG, MEG) has proven to be an exceptionally useful tool for un-

derstanding the nature of auditory and speech representations. The early electrophysi-

ological evoked components commonly associated with auditory and speech percep-

tion (N1/N1m/M100, N1-P2 complex, MMN/MMNm/MMF) are pre-attentive and do 

                                                
6 I am unaware of proponents of this strong hypothesis, but this is the characterization 
of abstractionists typically found in the episodic literature.  
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not require a task, ideally providing researchers with a task-independent probe into 

the early stages of processing. The automaticity of these components, combined with 

the techniques’ excellent, millisecond-by-millisecond temporal resolution, makes us-

ing such methods extremely powerful in understanding the nature of linguistic and 

auditory representations and processes employed and entertained prior to contact with 

a lexical-level of representation. In this section of the dissertation, I focus primarily 

on two components. First, I provide a brief overview of the Mismatch Negativity 

paradigm and response (MMN). An enormous amount of work has been done on not 

only understanding the response properties and the neurophysiological and cognitive 

sources of the MMN (see Näätänen, 1992; Näätänen, Paavilainen, Rinne, & Alho, 

2007 for extensive reviews), but also the nature of auditory and linguistic representa-

tions as indexed by the MMN (Näätänen, 2001). In particular, MMN studies of 

speech perception have provided neurophysiological evidence for the existence of 

representations at the level of abstract phonology (e.g., phonemes, distinctive fea-

tures) and shown sensitivity of native language phonological inventories (Näätänen, 

et al., 1997; István Winkler, et al., 1999; among others) and syllabic constraints 

(Dehaene-Lambertz, Dupoux, & Gout, 2000). This data is reviewed below. Given the 

nature of the MMN paradigm, however, I suggest that this particular methodology is 

better suited for studying the nature of representations and less well suited for under-

standing the set of computational processes employed to map the time-varying acous-

tic signal onto linguistic units. Subsequently, I briefly review the literature on the 

N1/N1m/M100, demonstrating that to this point, it has been thought to faithfully re-

flect physical properties of the stimulus. In Chapters 3 and 4, I present a series of ex-
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periments that suggest the M100, and more importantly, the neurobiological genera-

tors of the M100 can also reflect computations performed over the physical stimulus. 

That is, abstraction by 100 ms.  

 

The Mismatch Negativity 

The Mismatch Negativity (MMN; Mismatch Magnetic Field (MMF/MMNm) in 

MEG) is an electrophysiological component observed when there is “virtually any 

discriminable physical change in an otherwise repeated auditory stimulus (Gomes, 

Ritter, & Vaughan, 1995, p. 81)”. In this discussion, I focus on auditory elicitations of 

the MMN, though it should be noted that the MMN has also been observed in the vis-

ual (Tales, Newton, Troscianko, & Butler, 1999; Maekawa, et al., 2005), olfactory 

(Krauel, Schott, Sojka, Pause, & Fersti, 1999; Pause & Krauel, 2000) and somatosen-

sory (Kekoni, et al., 1997; Shinozaki, Yabe, Sutoh, Hiruma, & Kaneko, 1998) mo-

dalities. In a typical MMN/MMF paradigm, participants are presented with a series of 

standard tokens interrupted by a deviant, which differs from the standard along some 

physical (or linguistic) dimension. A schematic of the trial structure for an MMN 

oddball design is presented in Figure 2.2.  

 

 

Figure 2.2: Trial structure of a Mismatch Negativity (MMN) oddball design.  
 
Participants are presented with a series of ‘standards’ (X) occasionally interrupted by 
a ‘deviant’ oddball stimulus (Y), which in EEG elicits a larger negative going wave 
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compared with the response to the standard (in MEG elicits a stronger magnetic field 
(larger amplitude) in response to the deviant compared with the standard). Partici-
pants are typically instructed to passively attend to the experimental stimuli.  
 

Modulations of spectral properties of an auditory stimulus, such as the fre-

quency, intensity and duration (Sams, Paavilainen, Alho, & Näätänen, 1985; István 

Winkler, et al., 1990; Gomes, et al., 1995; see Näätänen, 1992 for a review) have all 

been reported to reliably elicit an MMN/MMF. The probability of hearing a deviant 

within a given experimental block is usually on the order of 10% - 20% (sometimes < 

10%). If the deviant is perceived as being perceptually distinct from the standards (the 

requisite physical difference between the standard and deviant is typically commensu-

rate with behavioral discrimination thresholds for particular stimulus attributes 

(Näätänen, et al., 2007)), then a large, negative-going waveform (in EEG; a larger 

magnetic field strength in MEG) in comparison with the electrophysiological re-

sponse to the standard is observed approximately 150-300 ms post-onset of the devi-

ant stimulus. The magnitude of the MMN elicited by the deviant is determined by 

subtracting the grand average waveform of the electrophysiological response to the 

standard from the grand average waveform of the electrophysiological response to the 

deviant (Näätänen, 1992, 2001; Näätänen, et al., 2007). Based on recordings from 

monkey (Javitt, Schroeder, Steinschneider, Arezzo, & Vaughan, 1992; Javitt, 

Steinschneider, Schroder, Vaughan, & Arezzo, 1994), cat (Csépe, Karmos, & Molnár, 

1987), MEG recordings in humans (Hari, et al., 1984) and source modeling of the 

EEG signal (Scherg, Vajsar, & Picton, 1989; Alain, Cortese, & Picton, 1998; see 

Näätänen & Alho, 1995 for a review), the neural generators of the MMN/MMF com-

ponent are located in the superior temporal plane in primary (or immediately adjacent 
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to primary) auditory cortex, roughly 3-10 mm more anterior than the source of the 

N1m (M100; Näätänen, et al., 2007).  

The MMN/MMF is an automatic electrophysiological response. Its elicitation 

does not require attention on the part of the participant or active control modules. In-

stead, it can be elicited during sleep(Atienza, Cantero, & Dominguez-Marin, 2002; 

Csépe, 1995; Csépe, et al., 1987; Nashida, et al., 2000; Sculthorpe, Ouellet, & 

Campbell, 2009), comatose (Fischer, Morlet, & Giard, 2000; Vanhaudenhuyse, 

Laureys, & Perrin, 2008) and anesthetized states (Csépe, 1995; though see Simpson, 

et al., 2002 for limitations on the elicitation of the MMN during anaesthesia), and the 

magnitude and presence of the response are generally unaffected by attentional or 

task demands required of participants during the experimental procedure (Näätänen, 

1992; Ritter, et al., 1992; Ritter & Ruchkin, 1992; Alho, et al., 1998). Therefore, dur-

ing the experiment, participants are often asked to read texts (e.g., H. Tiitinen, et al., 

1993) or view movies (e.g., Tervaniemi, et al., 1999; Gaeta, Friedman, Ritter, & 

Cheng, 2001) while passively attending to auditory stimuli.  

 

Low-Level Auditory Elicitation of the MMN 

To take an extremely straightforward example to demonstrate the phenomenon of the 

MMN, Sams, et al. (1985) presented participants with a series of identical 1 KHz pure 

sinusoids: the standards. Twenty-percent of the time, however, participants heard a 

pure sinusoid of a different frequency (1004 Hz, 1008 Hz, 1016 Hz or 1032 Hz) inter-

spersed between the standards: the deviant. There were four blocks and each block 

had one, and only one deviant sinusoid. While participants passively listened to this 
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series of standard and deviant auditory stimuli, electrical potentials were recorded 

from electrodes placed on the scalp. They observed a large negative-going deflection 

in the ERP waveform to the 1016 Hz and 1032 Hz deviants compared to the averaged 

1 KHz standard. An extremely small, but still present, MMN was observed to the 

1008 Hz sinusoid in comparison with the response to the 1 KHz standard, an auditory 

difference just above participants’ threshold in an independent auditory discrimina-

tion task.  

 

Figure 2.3: Electrophysiological responses to standard and deviant stimuli in 
Sams, et al. (1985).  
 
Left panel is overlay of ERP response to standard compared with deviant per condi-
tion. Right panel is the subtraction of the ERP response to the standard compared 
with the ERP response to the deviant (difference wave). Notice the strong MMN in 
the 1016 Hz and 1032 Hz conditions (and the marginal MMN response in the 1008 
Hz condition). 
 
 

The sub-threshold 4 Hz difference between the deviant and standard in the 1004 Hz 

condition was insufficient to elicit an MMN. Thus, the detectable physical changes in 

the deviant (i.e., 1016 Hz, 1032 Hz, and to a lesser extent, 1008 Hz) compared to the 
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1 KHz standard elicited an MMN, while the undetectable perceptual differences (i.e., 

1004 Hz) did not.  

Provided the hypothesis that the cognitive mechanisms underlying the MMN 

(change detector, attentional switch, etc.) are implicated in normal, everyday percep-

tion and not confined to laboratory induced situations (Näätänen, Sams, & Alho, 

1986), Winkler, et al. (1990) questioned whether a series of repeating, identical stan-

dards were sufficient to reliably infer anything about the perceptual system on a more 

general scale. This is because, rarely in the natural world, are humans presented with 

a series of truly identical (on the physical level) perceptual objects. Therefore, they 

asked whether an MMN could be elicited if variation was introduced into the series of 

standards. Given that stimulus intensity and frequency, to that point, had been the 

most commonly studied auditory modulations, Winkler, et al. (1990) tested both an 

intensity deviant and a frequency deviant while measuring evoked related potentials 

(ERPs) from an electrode-array placed on the scalp. The spectral frequency of the 

standard was 600 Hz across all conditions. A series of “substandards”, as they re-

ferred to them, that varied in their stimulus intensity were synthesized. The mean in-

tensity was 80 dB SPL. The experiment consisted of five distinct blocks, and each 

block had a different intensity range for the standards (i.e., 80 ± 0, 0.8, 1.6, 3.2 and 

6.4 dB), and in each block, the difference in intensity between any two consecutive 

standards was constrained (0, 0.2, 0.4, 0.8 and 1.6 dB, respectively). The deviants in 

the intensity condition had an intensity of 70 dB SPL (600 Hz carrier frequency), and 

the deviants in the frequency condition had a spectral frequency of 650 Hz (80 dB 

intensity, same as the mean intensity of the standard tokens). If an MMN can be elic-
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ited despite variation in the physical properties of the standards, then an MMN should 

be elicited to the deviant stimuli (in both the intensity and frequency conditions) not 

only in the block where there was no intensity variation (80 ± 0 dB), but also in the 

blocks where there was variation in the intensity of the standards (i.e., 80 ± 0.8, 1.6, 

3.2 and 6.4 dB). In the intensity condition (deviant: 600 Hz; amplitude: 70 dB SPL), 

an MMN was elicited in all blocks, including the block with the greatest intensity 

range (± 6.4 dB), although the peak amplitude, difference area, and end latency de-

creased as the range increased. In the frequency condition (deviant: 650 Hz; ampli-

tude: 80 dB SPL), again an MMN was elicited in all blocks, including the block with 

the greatest intensity range (± 6.4 dB), and furthermore, the MMN peak amplitude 

and area decreased as the variation increased. In short, despite significant variation in 

the standards, an MMN was still elicited, suggesting that a static series of physically 

identical standards is not necessary to find an MMN.  

Näätänen (1992, p. 139) proposes two plausible explanations for the elicita-

tion of the MMN to a deviant stimulus from a series of standards: 

 

1. New Afferent Elements: The neurobiological source of the MMN is the 

cortical response of new afferent neuronal populations. Given the 

long ISIs between deviant stimuli, neurons that respond to the devi-

ant “remain active” and fire strongly when a deviant stimulus is 

processed. Given the short ISIs between standards, the responsible 

neuronal populations become saturated and strongly refractory, and 

therefore do not fire as strongly. 
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2. Memory Trace: The MMN results from a neuronal “code” that calcu-

lates the difference between the standard and deviant. As Näätänen 

(1992) notes, this implies that a stored representation of the standard 

must have been constructed in memory. 

 

Compelling evidence in favor of the second interpretation arises from the 

finding of MMNs to omitted stimuli. Yabe, Tervaniemi, Reinikainen, & Näätänen 

(1997) presented participants with a series of 1 KHz standard sinusoids at regular in-

tervals. A different inter-stimulus interval (ISI; 100, 125, 150, 200, 250, 300, 350 ms) 

was used in each experimental block. They found a reliable MMN to the omitted 

stimuli only at the very short ISIs (100 and 125 ms). Given that the MMN was not 

elicited by a physical signal, these findings suggest that the neurophysiological basis 

of the MMN cannot solely be attributed to new afferent neuronal populations re-

sponding preferentially to the deviant. Instead, these findings support the view that 

the MMN reflects a comparison metric of stimulus change between the computed 

standard and deviant. This conclusion has prompted researchers to begin to probe the 

nature of the constructed representation of the standard.  

Returning to the Winkler, et al. (1990) experiment, they also report considera-

bly smaller, though still present, MMNs to the substandards, particularly in the ex-

perimental blocks with the greatest amount of variation in the intensity (e.g., 80 ± 6.4 

dB). They provide two alternative hypotheses regarding the nature of the constructed 

standard representations. The fundamental difference between these two hypotheses 

is the number of memory traces stored. One possibility is that participants construct 
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one trace in memory that essentially a merging (“melted”) representation of all the 

standard tokens. The more variation in the standards there is, the more “shallow” the 

memory trace is along the relevant physical dimension (e.g., intensity, frequency, 

etc.). A mismatch occurs when the deviant differs from the center of the distribution. 

The second alternative is that participants store each individual token of the standard 

independently from one another and a comparison between the deviant and each of 

the individual standards is made in parallel. The first alternative, namely that partici-

pants construct an averaged representation of the standard, was later eliminated as 

plausible hypothesis (István Winkler, Paavilainen, & Näätänen, 1992). Therefore, it is 

suggested that participants are storing each standard independently of one another. 

Gomes, et al. (1995) noted that in the Winkler, et al. (1990) experiment, it might have 

been possible for participants to keep individual substandard traces in memory and 

that these substandards could be reinforced, given that there was roughly 5 sec be-

tween any given substandard, which is well within the duration of time (10 sec 

maximum; though it appears that “dormant” standards may become reactivated 

(Ritter, Gomes, Cowan, Sussman, & Vaughan, 1998)) that a memory trace can persist 

(Böttcher-Gandor & Ullsperger, 1992; Sams, Hari, Rif, & Knuutila, 1993). Moreover, 

it has been shown that more than two stimulus repetitions of the standard are required 

to elicit an MMN (Cowan, Winkler, Teder, & Näätänen, 1993). Therefore, Gomes, et 

al. (1995) designed their experiment in such a way that individual discrete substan-

dards would not be able to persist and be reinforced. Their hypothesis was that if the 

participants were simply storing the relevant property (feature) that was common to 

all the standards and not storing them as discrete individual memory traces, an MMN 
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should still be evoked even if they do not perceive the same physical stimulus within 

the 10 sec window necessary to elicit an MMN. The primary physical difference be-

tween the standards and deviants was stimulus duration. The standards were all 100 

ms in duration, while the deviants were all 170 ms in duration. In the final condition 

of the experiment, Gomes, et al. (1995) presented participants with a broad range of 

frequency and intensity values in the auditory stimuli. Participants heard 10 distinct 

frequencies (700 to 2050 Hz in increments of 150 Hz) and 10 distinct amplitudes (60 

to 87 dB SPL). A given combination of intensity and frequency values would occur 

on average every 72 presentations. Ten percent of the trials were the deviant stimulus 

(170 ms in duration), which was simply a random combination of frequency and in-

tensity from the values used for the standards. Reporting ERP data from 10 partici-

pants, they found an MMN to the deviant stimulus despite the significant variation in 

the standards (the only physical property each successive standard shared was that 

they were 100 ms in duration). Gomes, et al. (1995) go on to conclude that these data 

support the hypothesis that participants can extract the relevant feature shared (if 

there is one) by quite disparate standards and compare the relevant feature on the de-

viant token against the stored relevant feature on the standard. They are cautious to 

eliminate the possibility that gestalt representations of the standards can be con-

structed under less disparate experimental conditions, and acknowledge that this may, 

in fact, continue to be the case in some previous studies (István Winkler, et al., 1990). 

But they do conclude that under some circumstances, participants may be able to 

simply extract the relevant feature common to all standards (in their case, stimulus 
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duration), and compare the value of the extracted feature against the potentially devi-

ant stimulus.  

Korzyukov, Winkler, Gumenyuk, & Alho (2003) demonstrated that abstract 

auditory regularities are processed in auditory cortex, and these abstract regularities 

are indexed by the MMN response. Korzyukov, et al. (2003) synthesized a series of 

pure sinusoid tones that were 30 ms in duration and ranged from 500 Hz to 1104 Hz 

in equal 12% steps. The tones were presented in pairs, with 120 ms ISI and 1 sec be-

tween tone pairs. The tone pairs were always one frequency step away from each 

other. They had a total of three experiments, but only two are relevant for the discus-

sion at hand. In the Equiprobable experiment, the likelihood that the second tone in 

the pair would be a lower frequency than the first tone in the pair (‘descending pitch 

pair’) was equal to the likelihood that the second tone would be higher in frequency 

than the first tone in the pair (‘ascending pitch pair’). In the Oddball condition, the 

probability of the ‘ascending pitch pair’ was 90%, while the ‘descending pitch pair’ 

was 10%. It should be pointed out that the sinusoids in the pairs were individual, dis-

crete tones. The trial structures in the Korzyukov, et al. (2003) experiment are pre-

sented in Figure 2.4. 
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Figure 2.4: Trial structures of the Equiprobable and Oddball Experiments 
 
The connecting lines are for illustrative purposes only. The primary difference be-
tween the two experiments was the likelihood of the ‘descending pitch pairs’ relative 
to the ‘ascending pitch pairs’ (50%-50% in the Equiprobable experiment; 10%-90% 
in the Oddball Experiment). Reprinted from Korzyukov, et al. (2003). 
 

It is important to note that the ascending and descending pitch are inferred 

representations from the pattern of sinusoids and are not physically present in the 

stimulus. The close temporal proximity of the two sinusoids at different frequencies 

creates the illusory perception of a rising or falling pitch. They conceptualize these 

illusory pitch patterns as the construction (and breaking in the deviant case in the 

Oddball experiment) of abstract relational rules between the two members of the tone 

pair. As predicted, the ‘descending pitch pairs’ elicited an MMN in the Oddball ex-

periment but not in the Equiprobable experiment.  
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Figure 2.5: MMN waveforms to Pitch Pairs 
 
Comparison of the electrophysiological response to the standard and deviant in the 
Equiprobable and Oddball experiments. Notice the MMN is elicited in the Oddball 
experiment, but not in the Equiprobable experiment. Reprinted from Korzyukov, et 
al. (2003). 
 
 

In the Oddball experiment, participants likely constructed a relational rule be-

tween the tone pairs that required an ascending relationship between the pitch pair. 

The 10% of the time they perceived a descending relationship between the pair, the 

rule they formulated would be broken, and consequently, an MMN would be elicited. 

Crucially, however, these results suggest that the MMN can index violations of per-

ceptual representations, despite the fact that no physical pitch contour exists in the 

stimuli in the experiments.  

In short, an MMN is found when listeners are able to perceptually group the 

standards (i.e., process them as being equivalent to one another) along some meaning-

ful dimension at some level of representation. The real interest in the MMN, then, is 

not what sort of stimuli can act as a deviant, but instead the extent to which partici-
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pants can group different tokens of the standards into a coherent representation. In the 

next section, I review research that used the MMN to understand how listeners per-

ceive speech. In particular, much of the work has focused on two, not unrelated ques-

tions: 1) the level of linguistic representation at which participants construct memory 

traces of the standard (phonetic vs. phonological), and thereby assessing the existence 

of that level of representation in speech perception, and 2) the role of native language 

inventory (and structural constraints) on the perception of speech sounds. Crucially, 

for my discussion at discussion at large, the MMN findings with respect to both of 

these more general questions at large have suggested that speech sound categories are 

processed into abstract representations and that our perception of speech is shaped by 

higher-order knowledge of what our native language allows and does not allow (both 

in terms of inventory and structure).  

 

The MMN as an Index of Abstraction in Speech Perception 

The Mismatch Negativity electrophysiological component has been exploited 

extensively to probe the nature of speech representations (Phillips, et al., 2000; Eulitz 

& Lahiri, 2004; Yeung & Phillips, 2004; Kazanina, et al., 2006) and the impact of 

native language phonology on the perception of speech (Näätänen, et al., 1997; István 

Winkler, et al., 1999; Dehaene-Lambertz, et al., 2000; Mitterer & Blomert, 2003). 

Research using the MMN in speech perception has demonstrated that this component 

reflects much higher levels of representation and processes than what can be inferred 

from the physical/acoustic attributes of the signal alone (see Phillips, 2001 for a 

review).   



 

 37 
 

Näätänen et al. (1997) assessed the extent to which one’s native language 

vowel inventory affects elicitation of the MMN, and more generally, the early stages 

of perceptual processing of speech. They tested native speakers of Finnish and Esto-

nian, two closely related languages with nearly identical vowel inventories. The pri-

mary difference between the two languages’ vowel inventories is that Estonian con-

tains the vowel /õ/, which Finnish does not. Näätänen et al. (1997) synthesized vowel 

tokens corresponding to /e/, /ö/, /õ/ and /o/. The fundamental acoustic difference be-

tween these vowel categories is their representative value for the second formant 

(F2).  The semi-synthetic tokens were matched on their fundamental frequency (f0) 

and first (F1), third (F3) and fourth (F4) formants. In a behavioral pretest, both groups 

of participants (Finnish and Estonians) were asked to evaluate how good of a proto-

type the various vowel tokens. It was clear from the responses that there was a 

straightforward three-way categorization for the Finnish participants and a four-way 

categorization for the Estonian participants. The Finnish participants did not consider 

the foreign phoneme (i.e., /õ/) as being prototypical of any vowel category, as they 

have had no prior linguistic experience with it. This is illustrated in Figure 2.6.  
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Figure 2.6: Vowel Inventory and Prototype Responses 
 
(A) Vowel inventories of Finnish and Estonian. Estonian contains the vowel /õ/, 
which Finnish does not. Also evident from (A) is that the primary acoustic dimension 
on which /e/, /ö/, /õ/ and /o/ differ is F2. (B) ‘Good phoneme’ responses by the Fin-
nish and Estonian participants for the different F2 values of the synthetic tokens. The 
Finnish participants identified three prototypes, while the Estonian participants identi-
fied four prototypes from the synthesized continuum. Reproduced from Näätänen et 
al. (1997).  

  

 In the MMN paradigm, there were two primary comparisons between the 

groups: 1) the response to the deviant synthetic vowel tokens (i.e., /ö/, /õ/, /o/) from 

the prototype standard /e/ synthetic vowel token and 2) the response to deviant sinu-

soids of the same frequencies of the prototype F2 values for the vowels /ö/, /õ/ and /o/ 

from the F2 value of the standard /e/. Given the findings from Tiitinen, May, 

Reinikainen, & Näätänen (1994), who found monotonic relationships between prop-

erties of the MMN and the distance of difference between the standard and deviant 

tokens, Näätänen et al. (1997) expected a monotonic rise in the magnitude of the 

MMN the further away the F2 value of the deviant was from the F2 value of the stan-

dard. Therefore, /o/ should elicit the largest MMN (because its F2 value is furthest 
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from the standard’s F2 value), while /ö/ should elicit the smallest MMN (because its 

F2 value is closest to the standard’s F2 value) compared with the electrophysiological 

response to the standard /e/. The critical comparison is the response to the deviant /õ/. 

An MMN magnitude mid-way between /ö/ and /o/ and should be elicited in the Esto-

nians and not in the Finnish if the MMN is reflecting phonetic/phonemic processing. 

If the MMN is simply reflecting the acoustic differences in the vowel tokens, then a 

monotonic rise in the magnitude of the MMN across all three deviants should be elic-

ited in both groups of participants. In the vowel portion of the experiment, they found 

a monotonic increase across the three vowel tokens for the Estonians but not for the 

Finnish speakers. The difference waveforms from across the two groups are presented 

in Figure 2.7. 

 

 

Figure 2.7: Comparison of MMN Responses between Finns and Estonians 
 
The left panel is the difference waveforms between the standard /e/ and deviant vowel 
tokens. Notice that the magnitude of the MMN for /õ/ for the Estonian participants is 
mid-way between the MMN response to /ö/ and /o/. The magnitude of the MMN to 
/õ/ for the Finnish participants is reduced, however, compared to the magnitude of the 
MMN for /ö/ and /o/. The right panel (raw MEG waveforms on the top; difference 
waveforms on the bottom) is the MMN response for the Finnish participants to the 
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pure sinusoids of the same values of F2 for the vowel tokens in the vowel-portion of 
the experiment. Reproduced from Näätänen et al. (1997).  
 

 In a second portion of the experiment, Finnish and Estonian participants heard 

pure sinusoids of the same frequencies as the F2 values for the synthetic vowel to-

kens. If the results from the vowel-portion of the experiment arise of the phonemic 

inventories of the two languages and not from the acoustic differences, then we ex-

pect to find a monotonic rise in the magnitude of the MMN across the three vowel 

tokens in both groups of participants. That is, in fact, what Näätänen et al. (1997) 

found. In both the Finnish and Estonian participants, they report a monotonic increase 

in the magnitude of the MMN in the predicted direction given the physical differ-

ences between the standard and deviant. This provides additional evidence that the 

difference in the magnitude of the MMN to /õ/ between the Finnish and Estonian par-

ticipants is not solely attributable to the physical differences between the stimuli, but 

must also be a function of the phonemic vowel inventories of the two groups of par-

ticipants. For the vowel tokens, this non-monotonic rise was evident in the amplitude 

of the MMN (as discussed above) and also in the Equivalent Current Dipole (ECD) 

strength for the respective vowel tokens (the Estonians did show a monotonic in-

crease in the ECD strength in the predicted direction). In all, the data from Näätänen 

et al. (1997) seem to suggest, more narrowly, that the MMN is sensitive to the pho-

nemic inventory of the participants’ native language, and more generally, partici-

pants’ native language influences low level perception of the speech signal. There are 

a handful of concerns with this experiment, however. First, because of the nature of 

the behavior pretest, we are unsure how the Finnish participants perceived tokens of 
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/õ/. Apparently, they did not greatly expand the distribution for /ö/ or /o/ to compen-

sate for these intermediate tokens (though it appears from the Figure 2.6 that the dis-

tribution of /ö/ is more diffuse for the Finns as compared with the Estonians). Finnish 

participants were given three buttons to press during the task, while Estonian partici-

pants were given four responses. Second, with respect to the MMN responses, it is 

not that the Finnish participants failed to elicit an MMN to /õ/. It is simply the case 

that the magnitude of the MMN to /õ/ is somewhat reduced for the Finnish partici-

pants compared with the Estonian participants. One would not expect to find an 

MMN to /õ/ for the Finnish participants (this prediction is borne out in some experi-

ments discussed below) if the elicitation of the MMN were solely dependent upon the 

phonemic inventory of the native language in this experiment.7 Third, they do not re-

port a difference between the MMN to /ö/ and the MMN to /o/ for the Finnish partici-

pants (in Figure 2.7 they appear to be roughly equivalent, though a more noticeable 

difference is evident in their Figure 4). If the pattern of effects we find are expected to 

be a monotonic rise dependent upon the physical distance from the standard, then we 

expect the Finns to also show a reliable difference between the magnitude of the 

MMN to /ö/ as compared with /o/. Fourth, and finally, the task at hand does not force 

participants to perceptually group vowel tokens into higher-order representations. 

Therefore, we cannot be certain that these results are attributable to a phonemic level 

of representation, as they could be encoding the standard in a representation that is 

                                                
7 On some level, the MMN in Näätänen et al. (1997) cannot be solely attributed to 
phonemic status. They predicted going into the experiment that they would find a 
monotonic increase in the magnitude of the MMN as a function of the physical dis-
tance between the standard and deviant. Therefore, a complete explanation of these 
MMN findings must attribute the incongruous findings between groups to both physi-
cal as well as linguistic differences. 
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quite sympathetic with its physical attributes. The reason for this is because they only 

used one acoustic token for each vowel type in the MMN portion of the experiment.  

 Winkler, et al. (1999) followed up on these results for two reasons. First, there 

was no within-category contrast in the Näätänen et al. (1997) experiment, therefore 

making it difficult to fully attribute their results to a phonetic/phonemic level of proc-

essing. Second, the Estonians were not tested on a Finnish-only vowel category, mak-

ing the design unbalanced. Therefore, they compared participants from Finnish and 

Hungarian, another closely-related language, with contrasts that were within-category 

in one language and across-category in the other. The range of the Finnish vowel /e/ 

occupies portions of the four-dimensional (F1-F4) vowel space occupied by /é/ and 

/ɛ/ in Hungarian. Meanwhile, the Finnish vowels /e/ and /æ/ are located in the region 

of vowel space occupied by /ɛ/ in Hungarian. Consequently, they synthesized a pair 

of vowel tokens that would be perceived as /é/ and /ɛ/ by Hungarian participants, but 

only as /e/ by Finnish participants. They also synthesized a pair of vowel tokens that 

would be perceived as /e/ and /æ/ by Finnish participants, but only as /ɛ/ by Hungar-

ian participants. Winkler, et al. (1999) report larger an MMN in all comparisons 

across groups. The MMNs in the across-category conditions, however, were signifi-

cantly larger than the within-category condition in both groups of participants. Given 

that they had a fully crossed design and made within- and across-category contrasts, 

where the across-category contrasts elicited a larger MMN than the within-category 

contrast suggests that the MMN can be based on phonetic category representations. 

Both Näätänen et al. (1997) and Winkler, et al. (1999) used isolated vowels to assess 
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the influence of native language phonemic inventories on the MMN and its influence 

on lower levels of speech perception.  

 More recently, Hacquard, Walter, & Marantz (2007) exploited the MMF to 

investigate the role of vowel inventory and size on the perception of vowels. The size 

of a vowel inventory within a given language influences the acoustic consequences of 

articulation. In particular, it has been reported that languages with larger vowel inven-

tories also tend to have a larger acoustic vowel space relative to languages with 

smaller vowel inventories (Bradlow, 1995). To understand the influence of vowel in-

ventory size and organization on perception, Hacquard, et al. (2007) tested native 

speakers of Spanish and French in an oddball MMF paradigm. The vowel spaces of 

Spanish and French differ on both their size and organization: 1) Spanish is a five-

vowel system, while French has 12 vowels (including the five vowels found in Span-

ish) and 2) French has a series of vowels intervening in F2/F1 space between the 

vowels of Spanish (e.g., /ɛ/ intervenes between /e/ and /a/; /ɔ/ intervenes between /o/ 

and /a/). Participants listened to two blocks: in the first block, the standard was /o/ 

and the deviants were /a/ and /u/, and in the second block, the standard was /e/ and the 

deviants were /a/ and /ɛ/. Deviants occurred in 12.5% of the experimental trials. They 

hypothesized that if inventory organization had an effect on perception, then the ef-

fect of the MMF should be roughly equivalent for the /o/-/u/ pair as the /o/-/a/ pair. 

That is because these two pairs are equally distant in terms of intervening vowels in 

Spanish. In French, however, since /ɔ/ intervenes between /o/ and /a/, they predicted 

the MMF to be larger in the /o/-/a/ pair than in the /o/-/u/ pair if inventory size played 

a role. Analyzing across languages, they did not predict a difference in the magnitude 
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of the MMF for the /o/-/u/ pair between the French and Spanish pair, while they did 

expect a difference between the /o/-/a/ pair, since French has an intervening vowel 

category there (and consequently, they expected a larger MMF for the French partici-

pants in inventory organization played a role in perception). If inventory size was the 

primary factor driving the MMF response, then they expected the French participants 

to show a larger MMF across the board, since French has the larger vowel inventory. 

What the found was that, across the board, a larger MMF was elicited in French par-

ticipants, suggesting that vowel inventory size (the number of vowel categories in the 

language) and not inventory organization affects the perception of vowels. Specifi-

cally, they found a larger MMF for all vowel comparisons in the French participants 

compared with the Spanish participants except in the /ɛ/-/e/ pair. They took this par-

ticular pattern of results to support a model of the expanding vowel space whereby 

point vowels (e.g., vowels on the edge of the vowel space) are produced more dis-

tinctly from one another than vowels more centrally located in the perceptual space. 

As a consequence, French speakers might perceive adjacent point vowels as being 

more distinct from one another compared with central vowels. This could account for 

why the found a larger MMF for the French participants compared with the Spanish 

participants in all the comparisons except in the /ɛ/-/e/ pair, where /ɛ/ is more cen-

trally located, even though /ɛ/-/e/ is a phonemic contrast in French but not in Spanish. 

Sharma & Dorman (1999) used consonant-vowel (CV) sequences to better 

understand the influence of phonetic categories on the MMN. They synthesized nine 

tokens along a /da/-/ta/ continuum that varied in their duration of VOT (in 10 ms 

steps, from 0 ms to 80 ms). In a behavioral identification experiment, they found that 
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stimuli with VOT durations between 0 ms and 30 ms were consistently identified as 

/da/, while stimuli with VOT durations between 50 ms and 80 ms were identified re-

liably as /ta/. The token with a VOT duration of 40 ms was identified as /ta/ half of 

the time and /da/ the other half of the time. In the behavioral discrimination task, par-

ticipants were significantly better at discriminating tokens sampled from opposite 

sides of the category boundary (30 ms vs. 50 ms), as opposed to tokens sampled from 

the same side of the category boundary (e.g., 60 ms vs. 80 ms). These results are con-

sistent with the standard findings of the categorical perception of stop consonants 

based on VOT durations (Liberman, Delattre, & Cooper, 1958; Liberman, Harris, 

Kinney, & Lane, 1961; see Eimas, 1985 for a discussion of the infant literature on the 

/t/-/d/ contrast). Measuring electrical evoked potentials, Sharma & Dorman (1999) 

compared the MMN responses to standard-deviant pairs that either crossed the cate-

gory boundary (30 ms vs. 50 ms) or were on the same side of the category boundary 

(60 ms vs. 80 ms). In one block, the 30 ms VOT token was the standard and the 50 

ms VOT token was the deviant. In a second block, the 60 ms VOT token was the 

standard and the 80 ms VOT token was the deviant. The probability of occurrence of 

the deviant token was 15%. If the MMN was sensitive to phonetic category bounda-

ries, they predicted, then a larger MMN should be elicited for the across-category 

condition, as opposed to the within-category condition. While they found a minimal 

MMN in the within category condition, they found a significantly larger MMN in the 

across-category condition, as predicted. Therefore, while the tokens within each pair 

were equally distant in acoustic space (20 ms VOT difference between each token in 

both conditions), the across-category pair elicited a significantly larger MMN than the 
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within-category pair. Therefore, they suggest that they have provided electrophyisi-

ological evidence of the non-monotonic functions found in behavioral categorical 

perception experiments.  

In a subsequent set of experiments, Sharma & Dorman (2000) compared the 

MMN responses of Hindi and American English speakers on a VOT contrast native 

to Hindi but not English. They recorded a Hindi speaker producing tokens of /pa/ and 

/ba/ with pre-voicing8, similar to that found in Hindi. They manipulated the amount of 

pre-voicing duration to create a continuum between 0 and -90 ms VOT. English lis-

teners consistently identified the tokens as instances of /ba/, even at the shortest end 

of the VOT continuum. Hindi participants, however, displayed the canonical non-

monotonic categorical perception response function. For the behavioral discrimina-

tion experiment and the MMN experiment, they selected the -10 ms and -50 ms VOT 

tokens. Hindi participants were at ceiling on this contrast, while the English partici-

pants were at chance levels of discrimination. In the MMN experiment, the standard 

was the -10 ms VOT stimulus and the deviant was the -50 ms VOT stimulus, which 

had a rate of occurrence of 15%. As predicted, a large and reliable MMN beginning 

roughly 175 ms post-onset of the deviant stimulus was found in the Hindi partici-

pants, but absent in the English participants. Consistent with the findings from 

Näätänen et al. (1997) and Winkler, et al. (1999), Sharma & Dorman (2000) report a 

reliable MMN to a native language contrast, and a lack of MMN to a non-native lan-

guage contrast, suggesting that the MMN is sensitive to phonetic category distribu-

                                                
8 It is worth pointing out that the vowels in the experimental stimuli had a slight “r” 
coloring on the vowel. Moreover, these tokens were easily acceptable to native 
speakers of Hindi as legitimate lexical items in the language (baar “again”; paar 
“side”).  
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tions of the native language of the participants. An obvious potential confound exists 

in this experiment. The items presented to participants in this experiment sounded 

like lexical entries in Hindi (i.e., baar and paar). Therefore, the possibility remains 

that the Hindi participants could have simply been mapping the auditory stimulus 

onto distinct lexical representations, and the fact that they were distinct lexical repre-

sentations could pose as the source of the MMN. And moreover, while it is difficult 

to know how closely these items sounded similar to the English lexical items bar and 

par, if they did not, then the lack of an MMN in the English participants could be at-

tributed to the fact that they could not be mapped onto (distinct) lexical entries. While 

this is not likely the case, provided what we know about categorical perception and 

the response properties of the MMN (see below), this does exist as a possible alterna-

tive explanation.  

Earlier results from the same group (Sharma, Kraus, McGee, Carrell, & Nicol, 

1993) failed to find a clear difference in the modulation of the MMN between the 

within- and across-category conditions, however. There, they compared the MMN to 

tokens from the /da/ to /ga/ continuum, manipulating the onset frequencies of the sec-

ond (F2) and third (F3) formants. In one condition, participants heard standards and 

deviants of two acoustically distinct tokens of /da/ (the within-category condition), 

while in a second condition, participants were presented with tokens from across the 

category boundary (e.g., standard /da/ and deviant /ga/). They failed to find a reliable 

difference in the magnitude of the MMN when comparing the across-category condi-

tion with the within-category condition. They predicted that they should have found a 

significantly larger MMN to the case where the tokens straddled the phonetic cate-
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gory boundary. On these grounds, they conclude that the MMN is not sensitive to 

phonetic information, and instead simply encodes acoustic properties of the stimulus 

(similar conclusions are drawn in Maiste, Wiens, Hunt, Scherg, & Picton, 1995).  

While it is clear that to some extent, the studies described above report elec-

trophysiological sensitivity to properties of the stimulus not reflected in their physical 

attributes (e.g., native language inventory, differential effects contingent upon cate-

gory boundaries, etc.), it remains to be seen whether or not listeners are constructing 

phonological representations of the standards in these cases, or whether they are re-

flecting phonetic category-level distributions. Where the latter to be true, it would not 

be an insignificant finding. The fact that the MMN/MMF is sensitive to particular 

properties of the native language phonetic category structure is a noteworthy result. It 

could have been far less interesting, and the MMN/MMF could simply be responsive 

to the physical attributes of the signal (equivalent MMNs in within- and across-

category boundary contrasts, no effect of vowel inventory size, no difference in the 

MMN to the phonemic status of a phonetic category in the native language, etc.). In-

stead, however, it seems that the MMN paradigm is able to elicit sensitivity to these 

linguistically relevant factors in speech perception, thereby providing a powerful tool 

in assessing the nature of the constraints and representations at play. In the next series 

of papers, however, a more linguistically interesting question is asked: can listeners 

construct representations of the standard in an oddball paradigm at the level of pho-

nology and not phonetics. The inference to be drawn from such a finding would be 

that auditory cortex supports abstract phonological representations of the input that 
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are independent of phonetic categories, a view not without its opponents (see 

Johnson, 1997; Pisoni, 1997; Pierrehumbert, 2002; Silverman, 2006; among others).  

Because the standard was in a one-to-one token-to-category relationship in all 

of the previously described experiments that looked at speech perception, participants 

could have simply constructed a memory representation of the standard faithful to its 

acoustic representation without constructing a higher-level category representation of 

the standard. In particular, listeners did not need to construct a representation of the 

standard at the level of phonology. These effects could arise from representations of 

the standard construct at the phonetic level. The next series of experiments were de-

signed in such a way that the standard varied along some acoustic dimension (similar 

to the low-level auditory experiments of István Winkler, et al., 1990; Gomes, et al., 

1995), forcing participants to perceptually group the standards into a representational 

object by which the deviant could be compared.  

Aulanko et al. (1993) synthesized two-formant syllables that contained either 

steeply rising or steeply falling F2 formant transitions. These synthetic stimuli con-

tained a short burst of low-frequency energy (35 ms), followed by 50 ms of formant 

transition and subsequently 35 ms of a steady-state vowel (i.e., /æ/). The F1 transition 

rose in all tokens from 200 Hz to 700 Hz. The F2 transition, however, was either ris-

ing (400 Hz to 1800 Hz) or falling (2800 Hz to 1800 Hz), and it was this difference in 

the trajectory of the transition that created the difference in perception (a rising transi-

tion was perceived as /bæ/ and a falling transition perceived as /gæ/). It should be 

noted that they did not synthesize a continuum between /b/ and /g/, instead, there 

were only those two transitions. The crucial manipulation in this experiment was that 
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they synthesized 16 different tokens of these /bæ/ and /gæ/ stimuli, manipulating the 

fundamental frequency (the perceived pitch): the formants (F1 and F2) and their tran-

sitions were held constant, only the pitch of the stimuli were manipulated to create the 

16 acoustically distinct tokens. The fundamental frequency (f0) of the 16 variants of 

/bæ/ and /gæ/ covered a range of over an octave (87 Hz to 204 Hz), with each particu-

lar token having a constant f0. Aulanko et al. (1993) claim that the stimuli sounded as 

though they were being spoken by the same individual. Participants listened passively 

(they were instructed to read a book of their choice) while neuromagnetic measure-

ments were recorded over the left hemisphere.  In one block, participants heard the 

different pitch variants of /bæ/ as the standard (standards comprised 80% of the pres-

entations within a block) and /gæ/ as the deviant, and vice versa in the other block. 

Because the different pitch variants were being presented as a standard, an elicitation 

of an MMF suggests that the listeners are abstracting away from the variance found in 

the surface acoustic properties of the stimuli and are able to construct a “standard” 

representation in spite of the variation in pitch by grouping the acoustically distinct 

tokens of /bæ/ (or /gæ/) together. This is precisely what Aulanko, et al. (1993) find. 

They report a larger amplitude for the tokens when they are the deviant as opposed to 

when they are the standard. Therefore, it appears as though the participants in this ex-

periment were able to group together the acoustically different standard tokens to 

construct an acoustically invariant representation of /bæ/ or /gæ/ (depending on the 

particular block within the experiment). It is also worth mentioning that they local-

ized both the N100m (M100) and the MMF to supratemporal auditory cortex and did 

not any reliable differences in source localization between the two components (al-
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though they were forced to perform the source analysis with a significantly reduced 

number of participants from which they calculated the waveform analysis). On the 

surface, these findings suggest that participants are able to construct an invariant, ab-

stract representation of the repeatedly presented standard independent of the variation 

in pitch. Given that the spectral properties of the stimuli were identical (for each 

stimulus type: /bæ/ and /gæ/) above roughly 200 Hz in the Aulanko, et al. (1993) 

study, Phillips, et al. (2000) caution against drawing too strong of a conclusion that 

the MMN is, in fact, indexing anything beyond a simple acoustic representation of the 

standard. If the MMN/MMF is responsive only to spectral information above 200 or 

250 Hz, the acoustic variants of /bæ/ are identical, and the variants of /gæ/ are all 

identical.  

 To avoid this potential confound, using MEG in an oddball paradigm, Phillips, 

et al. (2000) also employed a many-to-one design (Gomes, et al., 1995; István 

Winkler, et al., 1990) in the discrimination of /dæ/ and /tæ/, which differ in the dura-

tion of voice onset time (VOT; the duration between the release of the stop closure on 

/t/ and /d/ and the onset of voicing in the vowel). This time instead of varying pitch 

(cf., Aulanko, et al., 1993), which is not the primary acoustic/phonetic contrast be-

tween /b/ and /g/, Phillips, et al. (2000) modulate the duration of voice onset time 

(VOT), which is a primary cue in the distinction between /d/ and /t/ (Liberman, et al., 

1958). The VOT duration for /d/ is of the range 0 ms to 25 ms and /t/ is of the range 

30 ms to 105 ms (Lisker & Abramson, 1964). Liberman, Harris, Kinney, & Lane 

(1961) demonstrated that for the /t/ versus /d/ contrast, the discrimination abilities of 

participants is better when the VOTs fall on opposite sides of the category boundaries 
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(10 ms vs. 30 ms; 20 ms vs. 40 ms) than when they fall on the same side of the cate-

gory boundary (0 ms vs. 20 ms; 40 ms vs. 60 ms), suggesting that participants are 

perceiving these acoustically distinct CV tokens in a categorical manner.  

As it was mentioned above, Phillips, et al. (2000) employed an oddball design 

in which there was a many-to-one relationship at the phonological but not acoustic 

level of representation (cf., Sharma & Dorman, 1999). Not convinced that the previ-

ous studies had sufficiently addressed whether the MMN can demonstrate sensitivity 

to phonological representations, they synthesized a series of stimuli along the /dæ/ - 

/tæ/ continuum which varied in the duration of the VOT in 8 ms increments. Prior to 

the MEG recording, each participant was given a forced choice identification behav-

ioral pretest to determine their individual perceptual boundary between /d/ and /t/. 

After the behavioral pretests, subjects participated in the MEG portion of the experi-

ment, where neuromagnetic signals were recorded while participants listened pas-

sively to a series of acoustically distinct tokens. In the first half of the experiment, 

87.5% of the acoustic tokens were randomly sampled from one side of the category 

boundary (12.5% from the other side of the category boundary), and in the second 

half of the experiment, the majority of acoustic tokens (87.5% again) were randomly 

sampled from the other side of the category boundary. At the level of acoustic repre-

sentation, there was no standard, as each successive stimulus presentation was acous-

tically distinct from the token that either preceded or followed. The “standard” con-

sisted of the range of acoustic tokens from one side of the category boundary, and the 

deviant was sampled randomly from the other side of the category boundary. There-

fore, at the level of category representation, there was a many-to-one relationship, 
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while there was no many-to-one relationship at the acoustic level. The trial structure 

is provided in Figure 2.8.  

 

 

Figure 2.8: Trial structure of Phillips, et al. (2000).  
 
In the phonological contrast experiment, the standards stood in a many-to-one rela-
tionship at the level of phonological representation, whereby there were many distinct 
acoustic tokens as the standards, all of which mapped onto a single hypothesized 
phonological representation. At the level of acoustic representation, however, there is 
no standard, as each token is randomly sampled from the set of four tokens from one 
side of the perceptual boundary. Letters refer to the category to which the token be-
longed and the number immediately beneath refers to each individual tokens VOT. 
The trial structures here refer to a schematic representation of the presentation and do 
not necessarily reflect a particular sequence that occurred in the experiment itself.  

 

In the phonological contrast experiment, Phillips, et al. (2000) report a reliable 

MMN to the deviant, peaking around 200 ms post-onset of the deviant stimulus, sug-
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gesting that listeners were able to construct a category representation at the 

phonological level for the standard despite the acoustic variation in the individual to-

kens. That is, listeners seemed to be able to perceptually group these acoustically dis-

tinct tokens together to form a category, and that when they perceived a token from 

the other side of the category boundary, they were able to detect the change (as in-

dexed by the MMN). In order to demonstrate that listeners were actually constructing 

representations consistent with their linguistic representations and not simply group-

ing the tokens based on “long” or “short” VOTs, Phillips, et al. (2000) conducted a 

follow-up experiment whereby 20 ms of VOT were added to all the VOT values, and 

the same token distribution was presented during the experiment. A schematization is 

presented in the lower half of Figure 2.8. Consequently, there was no longer a many-

to-one relationship at the phonological category level. And as predicted, they did not 

reliably elicit an MMN, suggesting that in the earlier experiment, listeners were in 

fact grouping the standards together in a manner consistent with the phonetic space 

(i.e., the distribution of VOT values relative to the category boundary). The compari-

son of the MMN elicited in the Phonological Contrast Experiment as opposed to the 

lack of an MMN in the Acoustic Contrast experiment is presented in Figure 2.9.  
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Figure 2.9: Overlay of the difference waves (MMNs) in both experiments.  
 
Solid line refers to the difference wave in the Phonological experiment (standards and 
deviants separated by the perceptual category boundary), while the dotted line refers 
to the difference wave in the Acoustic experiment (standards and deviants not sepa-
rated by the perceptual category boundary).  
 

 Ultimately, what this experiment demonstrated is that in an MMN paradigm, 

participants are able to construct a representation of the standard that is consistent 

with a category level of representation despite significant variation in the precise 

acoustic parameter that seems to distinguish the voiced /d/ from the voiceless /t/. And, 

while it is true that this is quite convincing evidence that the MMN can index some 

form of abstract representation, these results do not necessarily point to a 

phonological explanation over a phonetic category explanation. In exemplar models 

(see Johnson, 1997; Pierrehumbert, 2002), phonetic representations reflect Gaussian 

distributions along a number of acoustic phonetic parameters. Given that VOT is gen-

erally considered to be the primary acoustic cue bifurcating the /t/ - /d/ continuum, we 
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would expect to find a bimodal distribution of VOT values along the VOT continuum 

(see Figure 2.10) that would serve to underlie the distinction between /t/ and /d/.  

 

 

Figure 2.10: Distribution of VOT values for /t/ and /d/ 
 
A histogram of distribution of VOT values for /t/ and /d/ in American English. Data 
were collected from 6 native speakers of American English producing the syllables 
/dɑt/ and /tɑt/. Notice the bimodal distribution of VOT values (/d/ tokens have a 
shorter VOT, /t/ tokens having a longer VOT). These data are consistent with previ-
ous studies of VOT distributions in English (Lisker & Abramson, 1964; Allen & 
Miller, 1999).  
 

With this view of the phonetic perceptual space, one could account for the 

findings in the Phillips, et al. (2000) experiments without invoking a purely 

phonological level of representation. For example, if participants, when hearing the 

various acoustically distinct standards sampled from the /d/ side of the perceptual 

category boundary, were simply mapping all of those tokens into the /d/ side of the 

VOT distribution, whenever they encountered a VOT that would normally be mapped 
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onto the /t/ side of the VOT distribution, an MMN would be elicited. While this is a 

rough sketch of an alternative explanation, it serves to point out that while the find-

ings in Phillips, et al. (2000) do point to a conclusion whereby participants are con-

structing category representations consistent with those involved in linguistic process-

ing, the findings to do not necessarily require a phonological explanation.  

Another alternative explanation is one based entirely on neurophysiology. The 

categorical boundary in English stop consonants is roughly 30ms Voice Onset Time 

(VOT). The idea is that this VOT boundary is a consequence of auditory neuron re-

sponses in quick succession (Sinex & McDonald, 1988; Steinschneider, Schroeder, 

Arezzo, & Vaughan, 1995). Certain groups of auditory neurons respond to both the 

noise burst of the stop consonant and the onset of the voicing of the vowel. The re-

fractory period for some of these neurons is roughly 30ms. Thus, it could be the case 

that the perception of English voiceless stop consonants is a consequence of auditory 

neurons being able to respond twice because there is enough VOT duration to allow 

multiple firing. Voiced consonants, however, have a VOT duration less than 30 ms. 

Auditory neurons are able to fire once. After they fire in response to the burst of the 

stop consonant, the onset of voicing on the vowel occurs less than 30ms afterward. 

This occurs during the neurons refractory period, preventing the neuron from re-

sponding again. This idea is supported by cellular recordings from non-human pri-

mates (Steinschneider, et al., 1995) and other mammals (Sinex & McDonald, 1988).  

One of the core definitional properties of being phonological in nature is the 

direct relationship to meaning (Halle, 2002), however. The phoneme, a unit of repre-

sentation undeniably phonological, is traditionally defined as the smallest unit of lin-
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guistic representation that can serve to distinguish lexical meaning. Therefore, it 

seems that in order to ensure that we are truly tapping into a phonological level or 

representation in these types of experiments, it is important to exploit and compare 

segmental contrasts that do and do not serve to distinguish lexical meanings in differ-

ent languages. This is precisely what Kazanina, et al. (2006) do. 

 Again, exploiting the /d/-/t/ VOT continuum, Kazanina, et al. (2006) compare 

speakers from two languages in a mismatch experiment nearly identical to Phillips, et 

al. (2000). The real novelty of this experiment is that Kazanina, et al. (2006) tested 

both Russian and Korean speakers on the /d/-/t/ continuum, speakers of languages 

which differ in the phonemic status they assign to /t/ and /d/. And moreover, to obvi-

ate the aforementioned neurophysiological explanation, Kazanina, et al. (2006) chose 

languages with shorter VOT boundaries than English. In Russian, both /t/ and /d/ 

have phonemic status: [tom] ‘volume’ and [dom] ‘house’ are two distinct lexical en-

tries, differentiated by the /d/-/t/ contrast. In Korean, however, /t/ and /d/ share an al-

lophonic relationship and appear in complementary distribution. The conditioning 

environment for this allophonic contrast is as stated: the voiced allophone /d/ occurs 

intervocalically (e.g., /paTa/ ⟶ [pada] ‘sea’), whereas the voiceless unaspirated coun-

terpart occurs word-initially (e.g., /Tarimi/ ⟶ [tarimi] ‘iron’). There are two things to 

note: First, the VOT distributions for Korean and Russian are distinct from English. 

The perceptual category boundary between /d/ and /t/ in English is roughly +30 ms 

VOT duration, whereas in Russian, the boundary seems to be in the amount of pre-

voicing on a particular stop consonant (in the behavioral identification pretest, the 

boundary seemed to be roughly -16 ms VOT for the Russian participants). The Rus-
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sian VOT boundary is roughly -15ms VOT. Second, both languages share a bimodal 

distribution of /d/ and /t/ at the phonetic level. That is, given that both sounds occur in 

surface representations of speech, they both have some phonetic status in the lan-

guage. The expectation, then, is that in a many-to-one oddball paradigm using modi-

fied tokens of /da/ and /ta/, if participants are constructing a purely phonological rep-

resentation of the standard, then we expect to find an MMN in the Russian 

participants but not in the Korean participants, because these sounds are represented 

independently at the level of phonology in Russian but not in Korean. The distribu-

tion of VOT values was -50 ms to +20 ms. In a behavioral discrimination and identi-

fication pretest, the Russian speakers showed the typical categorical perception re-

sponse profile: extremely proficient discrimination ability for tokens from opposite 

sides of the perceptual boundary and poor discrimination ability for tokens sampled 

from the same side of the perceptual boundary. The Korean participants, on the other 

hand, did not as well, judging all the tokens of /ta/ to be a fairly good exemplar of /ta/ 

(roughly 3 out of 4 on a 0 to 4 scale), and showing no real discernable ability to dis-

criminate between tokens from one side of the category with those from the other 

side. In the MMF experiment, both Korean and Russian subjects participated. Given 

that there was a null prediction for the Korean participants, an MMF study using a 1 

KHz standard and 1200 Hz deviant was conducted to ensure that an MMF would be 

elicited in an oddball paradigm in both groups. In the /da/ - /ta/ portion of the MMF 

experiment, a series of acoustically distinct, yet categorically identical tokens were 

played as the standard, interrupted by a deviant sampled from the other side of the 

category boundary. As predicted, Kazanina, et al. (2006) found a reliable MMN for 



 

 60 
 

the Russian participants (in the time window of 100 – 180 ms and 180 – 260 ms), and 

no reliable difference in the RMS of the MEG temporal waveform for the Korean par-

ticipants in any time window between 20 ms and 340 ms. Unlike the findings from 

Phillips, et al. (2000), the results in Kazanina, et al. (2006) are considerably more dif-

ficult to explain by appealing to phonetic category distributions alone. Given that 

both [t] and [d] occur phonetically in Korean and Russian, if participants were simply 

constructing a phonetic representation of the standard, then we would predict that 

both the Korean and Russian participants to show an MMF to deviant stimuli. How-

ever, the lack of an MMF in the Korean participants and the presence of an MMF in 

the Russian participants suggests that the Russian participants were able to construct a 

phonological representation of the standard, while the lack of a phonological contrast 

for the Korean participants prevented them from constructing a phonological repre-

sentation of the standard. One potential concern interpreting these results stems from 

the context-dependent distribution of [d] in Korean. The relationship between [t] and 

[d] in Korean is allophonic in nature and they exist in a complementary distribution: 

[d] inter-vocalically and [t] everywhere else. If phonetic category distributions are 

stored with contextual information included regarding allophonic distribution (see 

Silverman, 2006 for a consistent opinion), then the failure to elicit an MMF in the 

Korean participants could be explained without referring to phonological structure 

(and the results for the Russian participants could be explained in a manner similar to 

the alternative explanation offered for the Phillips, et al. (2000) data). Given that Ko-

rean listeners rarely, if ever, hear [d] word-initially (recall that the tokens in the ex-

periment were /da/ and /ta/), their failure to elicit an MMF to the deviant tokens in the 
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experiment could be explained by the fact that [d] never occurs word-initially in Ko-

rean, and therefore, word-initial [d] does not exist in the phonetic distribution in the 

language.  This alternative explanation remains a potential way-out for those who 

wish to maintain a phonetic-centric story for speech perception and the MMN/MMF 

findings.  

 Speech sound representations are not, however, ‘gestalts’. Instead, a long line 

of phonological research has demonstrated that phonological segments are further 

decomposable into distinctive features, abstract articulatory values specifying the 

production parameters of a given speech sound (Jakobson, et al., 1952; Chomsky & 

Halle, 1968; Halle, 1983, 1995; Halle & Stevens, 1991; among others). Moreover, 

given the results from Gomes, et al. (1995), it appears that listeners can perceptually 

group standards in an oddball MMN design along one particular physical dimension 

that all the standards share. In a recent experiment, Yeung & Phillips (2004) asked if 

participants would be able to perceptually group relatively disparate standards along 

sharing one distinctive feature (i.e., [+voice]). Specifically, does auditory cortex have 

access to distinctive feature representations? Given that distinctive features are nor-

mally stated in articulatory terms, the question of whether they are located in auditory 

cortex is not a trivial question. Yeung & Phillips (2004) presented participants with a 

series of CV tokens. The vowel in all trials was /æ/. In 37.5% of the trials, they heard 

/bæ/, and in another 37.5% of the trials they heard /gæ/. In 12.5% of the trials they 

heard the pseudo-deviant /dæ/, and in the final 12.5% of the trials they heard the de-

viant /tæ/. The consonants /b/, /d/ and /g/ all form a natural class: voiced stop conso-

nants. While the consonant /t/ is also a stop, it is produced without vibration of the 
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vocal folds in the glottis. Therefore, in an oddball paradigm, if listeners can construct 

representations of the standard at the level of the distinctive feature, then they predict 

to find an MMF to the /tæ/ syllable and not the /dæ/ syllable even though their likeli-

hood of occurrence is identical. Like the Phillips, et al. (2000) and Kazanina, et al. 

(2006) experiments, Yeung & Phillips (2004) created a many-to-one relationship 

among the standards. In a behavioral pretest, they gauged the perceptual boundary 

between the three voiced and voiceless pairs of the 16 participants. Participants were 

presented with variation in the VOT durations of the standards (four distinct acoustic 

token per syllable type). By varying the place of articulation of the standards, there 

was no many-to-one relationship at the phoneme level and no many-to-one relation-

ship at the acoustic level (due to the variation in VOT values). And again, like 

Phillips, et al. (2000), they increased the VOT values across the board in a second ex-

periment to eliminate the possibility that participants could simply be grouping the 

standards based on whether they had a long or short VOT. In the MMF experiment, 

they analyzed two distinct time windows (i.e., early time window: 50 ms – 150 ms; 

mismatch time window: 150 ms – 250 ms). In the earlier time window, they found a 

significant interaction between condition (standard/deviant, standard/pseudo-deviant, 

deviant/pseudo-deviant), region (anterior/posterior) and hemisphere (left/right) only 

in the acoustic condition and not in the phonological condition. In the mismatch time 

window, there was a significant interaction for condition × hemisphere in both the 

phonological and acoustic conditions. Ultimately, they found significant effects in the 

mismatch region between standards and deviants and also failed to find a difference 

between the standard and pseudo-deviants in any region. Curiously, however, they 
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also found an effect in the mismatch time window for the acoustic condition (cf., 

Phillips, et al., 2000).  They conclude then, that the MMF is sensitive to the acoustic 

properties of distinctive features, such as VOT. The incongruence in the results be-

tween Phillips, et al. (2000) and Yeung & Phillips (2004) makes these findings diffi-

cult to interpret, but highlight quite nicely the power of the MMN/MMF paradigm in 

trying to assess the representational nature of speech sounds.  

 One final MMN/MMF experiment I discuss also deals with the nature of 

phonological feature representations in the lexicon. Eulitz & Lahiri (2004) used the 

MMN to test whether phonemic representations in the lexicon are underspecified for 

non-contrastive distinctive feature values in the language. The used the German vow-

els /e/, /ø/ and /o/ in an oddball paradigm with German participants. The vowel /ø/ in 

German is a front-rounded mid-vowel. It has been assumed that the feature [coronal] 

is not specified in the phonological lexicon (Archangeli, 1988; Lahiri & Reetz, 2002). 

Typically, this claim is made for consonants, and in particular, the nasal consonant 

/n/, but it has also been extended to front vowels under the assumption that vowels 

and consonants do not share distinct featural representations for place of articulation. 

Under this hypothesis, then the vowel /e/ is underspecified for its place of articulation 

in the phonological lexicon, while /o/ is specified for both [dorsal] and [labial], since 

it is both round (i.e., [labial]) and back (i.e., [dorsal]). Given that /ø/ is both front and 

round, it is specified for [labial] but underspecified for [coronal]. Eulitz & Lahiri 

(2004) also note that the distance between /e/ and /ø/ on the one hand, and /ø/ and /o/ 

on the other, is roughly equivalent in F2 × F3 formant space. Given that they are all 

mid-vowels, their value for F1 is roughly equivalent. It should also be noted that 
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Eulitz & Lahiri (2004) assume (following Lahiri & Reetz, 2002) that [coronal], along 

with the other features, are specified in the surface, acoustic representation of the 

vowel tokens. Using an MMN oddball design, they tested the pairs /e/-/ø/ and /ø/-/o/, 

which each vowel being able to serve as the standard in one block and deviant in the 

other for each pair. Moreover, they predicted a higher magnitude and earlier peak la-

tency MMN if the mapping involves a feature conflict as opposed to if it involves no 

conflict (Näätänen & Alho, 1997). The comparison of interest lies in the /o/-/ø/ pair. 

When /o/ is the standard and /ø/ is the deviant, a conflict at the level of phonological 

representation occurs. This is because the [coronal] feature extracted from the audi-

tory signal of /ø/ mismatches with the stored representation of [dorsal] for the stan-

dard /o/. A contrast should not occur in the opposite direction. If /ø/ is underspecified 

for its place of articulation, then the constructed representation of the standard does 

not contain a specification for place, and therefore, the specified [dorsal] feature on 

/o/ would not conflict. For the /e/-/ø/ pair, since neither is specified for place of ar-

ticulation, no conflict should exist at the level of phonological representation. There-

fore, they predict a larger MMN when /o/ is the standard and /ø/ is the deviant com-

pared to when /ø/ is the standard and /o/ is the deviant. Moreover, they predicted no 

difference in the /e/-/ø/ pair. They found a clear MMN component in the grand aver-

age waveform for all conditions. There was no difference in the latency or amplitude 

of the MMN for the /e/-/ø/ pair. That is, an approximately equivalent MMN was elic-

ited irrespective of which phoneme was the standard and which phoneme was the de-

viant. They did, however, find a differential MMN in the /ø/-/o/ pair: a larger and ear-

lier MMN when /o/ was the standard and /ø/ was the deviant than in the opposite 
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configuration. That is, despite the fact that the acoustic difference is identical, a larger 

and earlier MMN is elicited in one standard/deviant configuration than the other, sug-

gesting that the MMN is indexing more than just the physical properties of the stimu-

lus. Eulitz & Lahiri (2004) suggest that these findings support the predictions of a 

featurally underspecified lexicon model (FUL; Lahiri & Reetz, 2002; Lahiri, 2007), 

whereby some features, those that do not play a contrastive role in lexical representa-

tion, are not phonologically specified. They reasonably conclude that the asymmetric 

findings they report are predicted by theories of underspecification.  

The point for the current discussion is twofold. First, these results further 

demonstrate the utility of the MMN/MMF in understanding the nature of linguistic 

and auditory representations, and additionally, assessing the types of representations 

to which auditory cortex has access. Second, the findings from Eulitz & Lahiri (2004) 

further demonstrate that the MMN/MMF can index computations performed over the 

auditory signal. That is, it does not simply reflect the physical properties of the stimu-

lus (cf., Sharma, et al., 1993; Maiste, et al., 1995). Instead, it seems to be able to in-

dex higher-order cognitive representations that, in some cases, are constrained by or-

ganizational properties of the native language of the participant (e.g., vowel 

inventory, phonemic status of a segment, featural representations exploited in 

phonological inventories, etc.).  

 For these reasons, the MMN/MMF has proven to be an extremely powerful 

tool in assessing the types of auditory and linguistic representations supported by 

auditory cortex. Again, to further reiterate, the MMN/MMF indexes cognitive opera-

tions and representations above and beyond the physical properties of the stimulus. In 
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the Sharma & Dorman (1999, 2000) experiments, they found that the magnitude of an 

elicited MMN is sensitive to phonetic category boundaries of the native language. 

Specifically, they found that equal acoustic distances (differences in VOT durations) 

did not equate to equivalent MMN magnitudes. Instead, they found that VOT differ-

ences that crossed phonetic category boundaries elicited a larger MMN than inter-

category differences. Additionally, the same stimuli elicited different MMNs depend-

ent on the phonetic category status of the native language of the participants. That is, 

a reliable MMN was found in Hindi speakers for a pre-voicing VOT contrast, while 

no MMN was found in English participants for the same set of stimuli. A similar con-

clusion can be drawn from the Näätänen, et al. (1997) and Winkler, et al. (1999) ex-

periments. In these studies, the size/magnitude of the MMN was dependent upon the 

native language of the participants: the same physical stimulus elicited differential 

MMN magnitudes dependent upon the native language of the participant. Phillips, et 

al. (2000) also demonstrated that the elicitation of an MMN was more dependent 

upon whether the distribution of standards and deviants straddled a category bound-

ary (phonological experiment) than the sheer difference in VOT durations between 

standards and deviants (acoustic experiment). Kazanina, et al. (2006) also showed 

differential MMF responses as a function of the native language of the participants to 

the same physical quantities, while Eulitz & Lahiri (2004) demonstrated that the order 

of the standards and deviants affected the magnitude and latency of the MMN. The 

findings from Korzyukov, et al. (2003) demonstrate another (though non-linguistic) 

case of the MMN indexing constructed representations of the stimulus and not its 

physical nature. While the ultimate focus of these studies was to investigate the avail-
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able representations supported by auditory cortex, as well as properties of phonetic 

category distributions and native language inventories, they also serve to demonstrate 

that the MMN indexes abstract properties of the stimulus. It should also be noted that 

the MMN oddball paradigm has been used to investigate the role of phonological 

constraints on syllable structure in native and non-native speech perception (Dehaene-

Lambertz, et al., 2000), the nature of lexical access (Shtyrov & Pulvermüller, 2002; 

Assadollahi & Pulvermüller, 2003) and certain aspects of syntactic processing 

(Shtyrov, Pulvermüller, Näätänen, & Ilmoniemi, 2003; Pulvermüller & Shtyrov, 

2006).  

One limiting condition of the oddball paradigm, however, is that it only seems 

possible to assess the representational properties of auditory objects. For example, 

once we demonstrate that abstract phonological representations are supported by 

auditory cortex beyond a reasonable doubt, it is difficult to imagine how to begin to 

investigate the set of processes involved in mapping the time-varying auditory wave-

form onto these abstract linguistic representations. This could be a ‘poverty of the 

imagination’ concern. However, given that the core mechanism underlying the 

MMN/MMF seems to be a comparison metric between an already constructed repre-

sentation of the standard and the incoming deviant (István Winkler, et al., 1990; 

István Winkler, et al., 1992; Gomes, et al., 1995; Näätänen, et al., 2007), directly in-

vestigating the set of processes that allowed one to arrive at the representation of the 

standard seems more difficult. Indirectly investigating the set of processes does seem 

a little more straightforward – if one can determine the relevant properties of the rep-

resentation objects constructed, then one can more narrowly begin to understand the 
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processes involved in going from the physical acoustic waveform to these higher-

order cognitive representations.  

In the next section, I review work on an earlier evoked response: the 

N1/N1m/M100. In the experiments reported in Chapters 3 and 4, I use this evoked 

response as the dependent measure indexing perceptual processing. The time course 

of the MMN/MMF is roughly 150 ms – 300 ms post onset of a deviant stimulus. And, 

by 150 ms – 300 ms, auditory cortex supports phonetic and abstract phonological rep-

resentations (Sharma & Dorman, 1999, 2000; Phillips, et al., 2000; Eulitz & Lahiri, 

2004; Yeung & Phillips, 2004; Kazanina, et al., 2006; Näätänen, et al., 2007). There-

fore, if we are interested in beginning to understand the nature of the processes that 

allow listeners to map the time-varying acoustic waveform onto phonetic and 

phonological representations, it might be useful to look earlier in the time-course of 

processing. To date, however, the dependent measures associated with the N1 (and its 

MEG equivalent: M100/N1m), namely its latency and amplitude, have typically been 

reported to faithfully reflect physical attributes of the signal, making it appear, on the 

surface, to be considerably less useful in assessing the types of representations and 

processes recruited in online auditory and speech perception. In the experiments I re-

port in Chapters 3 and 4, however, it does seem that the M100 is indexing more than 

just the physical attributes of the signal (though see Roberts, Ferrari, & Poeppel, 1998 

for results suggesting some perceptual sensitivity of the M100; these results are 

discussed further below). Instead, we suggest, it shows sensitivity to hypothesized 

representations and processes recruited in speech and pitch processing. That is, the 
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M100 can be an index of the processing of abstract properties of the stimulus relevant 

to the perception of speech and pitch.  

 

The M100 and N1 in Auditory Processing 

In this section, I briefly discuss the M100 (MEG equivalent to the ERP N1), and pre-

sent a selection of studies demonstrating its sensitivity to physical attributes of the 

stimulus in both auditory and speech perception. Subsequently, I discuss results that 

suggest that the M100 can also index perceptual processes. The electrical N1 in EEG 

is a negative-going potential comprising several subcomponents, with a primary sub-

component localizing to A1 (Picton, Woods, Baribeau-Braun, & Healey, 1976). It is 

an exogenous response evoked by any auditory stimulus with a clear onset, and is 

found regardless of the task performed by participant, or his/her attentional state 

(Näätänen & Picton, 1987). Its MEG counterpart, the N1m or M100, appears to be the 

magnetic equivalent of the primary subcomponent that localizes to A1 in supratempo-

ral auditory cortex (Hari, Aittoniemi, Järvinen, Katila, & Varpula, 1980; Eulitz, 

Diesch, Pantev, Hampson, & Elbert, 1995; Virtanen, Ahveninen, Ilmoniemi, 

Näätänen, & Pekkonen, 1998), thereby making it a more focused dependent measure 

for use in understanding auditory processing (Roberts, et al., 2000). The M100 is an 

automatic, auditory evoked neuromagnetic component that peaks roughly 100 ms 

post-onset of an auditory stimulus (Roberts, et al., 2000). The M100 localizes to 

planum temporale, a region of auditory cortex just posterior to Heschl’s Gyrus (pri-

mary auditory cortex), and with an extremely good signal-to-noise ratio (e.g., 3,600 

repetitions per condition), the M100 source localization reflects the tonotopic organi-
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zation of primary auditory cortex (Lütkenhöner & Steinsträter, 1998). Equivalent 

Current Dipole (ECD) modeling of the sources of the M100 have also revealed an 

ampliotopic organization (Pantev, Hoke, Lehnertz, & Lütkenhöner, 1989; cf., 

Vasama, Mäkelä, Tissari, & Hämäläinen, 1995).  

The primary dependent measures of the M100 that have been exploited are its 

peak latency (sometimes the peak latency of the RMS), the duration of time between 

stimulus onset and the point of maximal magnetic field strength elicited by a sound, 

and peak amplitude, the maximum magnetic field strength at the peak latency. The 

typical duration between stimulus onset and peak magnetic field strength is 100 ms, 

though a range of values between 80 ms and 150 ms are not uncommon, and we find 

significant variation in the raw peak amplitude values across different participants.  

Evidence suggests that the M100 integrates over the first 25 ms to 45 ms of 

stimulus onset. Forss, Mäkelä, McEvoy, & Hari (1993) presented participants with a 

series of click trains at four different rates (40, 80, 160, 320 Hz) with a duration of 

200 ms and ISIs of 1 sec and 4 sec. They found that the peak latency decrease of the 

M100 was commensurate with the shortening of the click intervals down to as low as 

40 Hz. Forss, et al. (1993) understood these findings to suggest that the temporal in-

tegration window for the M100 is roughly the first 20 to 25 ms of stimulus onset. 

Gage & Roberts (2000) presented participants with sinusoids that varied in duration, 

and found that the amplitude of the M100 scaled with stimulus durations up to 40 ms, 

at which point it saturated, and failed to increase as duration increased. These results 

suggest that the M100 is able to integrate sensory information over the first 40 ms of 

auditory stimulus.  Finally, Gage, Roberts, & Hickok (2006) presented participants 
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with 1 KHz sinusoids with silent gaps inserted at either 10 ms post-onset of the 1 

KHz sinusoid or 40 ms post-onset of the sinusoid. The gaps varied in duration from 0 

ms to 20 ms (0, 2, 5, 7, 10, 15, 20 ms). They predicted that, if the M100 does, in fact, 

integrate only over the first 40 ms of stimulus onset, then the response properties (la-

tency, amplitude) of the M100 should by affected by gaps inserted 10 ms post-onset, 

but not by gaps inserted 40 ms post-onset, which is beyond the hypothesized temporal 

integration window of the M100. In the 10 ms condition, both the latency and ampli-

tude scaled linearly dependent on the duration of the gap: M100 latency increased as 

gap duration increased and M100 amplitude decreased as gap duration increased. It is 

worth noting, that gap durations as short as 2 ms had detectable impacts on the re-

sponse properties of the M100, suggesting that the neurobiological generators of the 

M100 are sensitive to even the shortest discontinuities in the signal, at least within its 

temporal window of integration.  In the 40 ms condition, however, gap duration had 

no discernable effect on the latency or the amplitude of the M100. Collectively, this 

set of results suggest that the temporal integration window of the M100 is the first 25 

ms to 40 ms of stimulus onset, and that modulations of the spectral properties of an 

auditory stimulus outside of this temporal window of integration cannot be indexed 

by the response properties of the M100.  

A primary physical attribute modulating the latency of the N1 and M100 is 

stimulus frequency, or pitch. Jacobson, Lombardi, Gibbens, Ahmad, & Newman 

(1992) demonstrated frequency specific effects on the N1e (ERP N1; MEG 

M100/N1m). Participants were presented with 250 Hz, 1000 Hz and 4000 Hz sinu-

soids. They report a longer N1e latency to the 250 Hz sinusoid compared with the 1 
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KHz and 4 KHz sinusoids. Using MEG, Roberts & Poeppel (1996) presented five 

participants with eight distinct pure sinusoids, each of which was 400 ms in duration, 

and the sinusoids had frequencies of 100, 200, 500, 1000, 2000, 3000, 4000, 5000 Hz. 

Participants listened passively while neuromagnetic potentials were recorded over the 

scalp. The source of the M100 localized to superior temporal cortex, although they 

did not have a sufficient signal to noise ratio to reliably detect a tonotopic organiza-

tion of ECD sources. They did, however, find that the latency of the M100 varied as a 

function of stimulus frequency. The mid-range stimuli (500 Hz, 1000 Hz, 2000 Hz) 

had the shortest M100 response latencies, while the low- and high-range stimuli 

evoked successively longer M100 latencies in a “quasi-parabolic function”.  Though 

not discussed in Roberts & Poeppel (1996), the amount of variance in the latency of 

the M100 across participants is reduced in the responses to stimuli closer to 1000 Hz. 

The M100 response latencies in Roberts & Poeppel (1996) are presented in Figure 

2.11. 
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Figure 2.11: M100 response latency as a function of stimulus frequency 
 
The latency of the auditory evoked neuromagnetic M100 as a function of stimulus 
frequency. Stimuli with frequencies closest to 1000 Hz appear to elicit the shortest 
latency. Reprinted from Roberts & Poeppel (1996).  

 

Roberts, et al. (2000) report unpublished data that also demonstrates the rela-

tionship between stimulus frequency and M100 latencies. They presented pure sinu-

soids with frequencies of 100, 250, 300, 350, 400, 450, 500, 550, 600, 650, 700, 750 

and 1000 Hz. Again, they replicated the finding that lower frequency tones (< 500 

Hz) elicited longer M100 latencies than higher frequency sinusoids, but also noted 

that the latency of the M100 did not differ for sinusoids between 500 and 1000 Hz. 

They reliably fit the response latency of the M100 to different frequencies with an 

asymptotic curve (A + B/f; A is the asymptotic latency; B is a scaling constant; f is 

the frequency of the sinusoid).  

Stimulus intensity has also been shown to have an impact on both the ampli-

tude and latency of the M100. Elberling, Bak, Kofoed, Lebech, & Saermark (1981) 

presented participants with 1 KHz and 500 Hz sinusoids at a variety of different in-
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tensity levels: 5 to 85 dB HL. They found decreasing the stimulus intensity led to a 

delayed latency and attenuated amplitude in the evoked neuromagnetic response. 

Vasama, et al. (1995) presented six participants with 200 ms 1 KHz sinusoids at four 

different intensity levels (40, 50, 60, 65 dB HL). They found that the M100 latency 

decreased and amplitude increased as a function of stimulus intensity (shorter laten-

cies and larger amplitudes for stimuli with greater intensities). Stufflebeam, Poeppel, 

Rowley, & Roberts (1998) presented participants with a series of different sinusoidal 

frequencies (100, 200, 2000 and 3000 Hz) at different intensity levels (0, 5, 10 and 20 

dB sensation level (SL)). They found that the M100 response amplitude reliably in-

creased with a corresponding increase in stimulus presentation intensity and that the 

M100 response latency reliably decreased when stimulus presentation intensity in-

creased. Moreover, across the three different peri-threshold presentation levels (5, 10, 

20 dB SL), they replicated the M100 response latency curve based on the frequency 

of the stimulus (e.g., Elberling, et al., 1981; Roberts & Poeppel, 1996).  

 Given that we rarely perceive pure sinusoids in our natural environment, un-

derstanding how auditory cortex, as indexed by these early evoked responses, ana-

lyzes more complex sounds might prove useful in determining the relevant features of 

the auditory signal and the perceptual properties auditory cortex exploits in process-

ing. Roberts, et al. (2000) present additional unpublished data demonstrating the la-

tency of the evoked M100 response is sensitive to more sophisticated properties of 

auditory objects than simply their frequency and perceived intensity. In one experi-

ment, they presented participants with 100 Hz and1 KHz sinusoids and found a de-

layed 30 ms latency difference to the 100 Hz sinusoid compared with the 1 KHz sinu-
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soid. They presented the same participants with amplitude-modulated tones with a 

carrier 1 KHz sinusoid with a modulation frequency of 100 Hz. With a modulation 

depth of 200%, the frequency spectrum consisted three components (900, 1000 and 

1100 Hz) with equal energy. They report that there was a clear contribution of the 100 

Hz in the subjective perception of the stimulus, despite the fact that there was no 

acoustic energy at the modulation frequency (100 Hz). The M100 latency to the AM 

tone was significantly longer than the latency to the 1 KHz pure sinusoid, but also 

significantly shorter than the M100 latency to the 100 Hz pure sinusoid. In another 

unpublished experiment, Roberts, et al. (2000) report that the fine structure of audi-

tory stimulus also modulates the M100. They presented participants again with 100 

Hz and 1 KHz sinusoids, but also presented them 100 Hz triangle and square waves. 

Crucially, they note, while the pure sinusoids have harmonics only at the center fre-

quency of the stimulus, triangular and square waves contain higher harmonic compo-

nents. Triangle waves have frequency components in all harmonics (H1, H2, H3, H4, 

etc.), while square waves have frequencies present only at the odd harmonics (H3, 

H5, H7, etc.). They report a reliably shorter M100 latency to the 100 Hz square wave 

than to the 100 Hz triangle wave. If the M100 was sensitive to the spectral density of 

the tokens, one might expect no difference between the two, since they had approxi-

mately equal energy distributions, since the harmonic components are evenly dis-

tanced across the same range in the frequency domain. They attribute the difference 

in M100 latency to the fact that the triangle wave has a lower frequency periodicity 

(since all the harmonics are present, and not only the odd harmonics) compared to the 

square wave. Given that lower frequencies elicit shorter M100 latencies (e.g., 
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Elberling, et al., 1981; Roberts & Poeppel, 1996), the triangle wave is predicted to 

elicit longer M100 latencies than the square wave.  

 The N1/M100 has also been used in the study of lower level acoustic-phonetic 

properties of speech. Some of these studies are reviewed in Chapters 3 and 4, but it 

useful to discuss them now as well. In vowel perception, the M100 has been shown to 

reliably index the value of F1. First formant frequencies closest to 1 KHz elicit the 

shortest M100 response latencies. Diesch, Eulitz, Hampson, & Ross (1996) synthe-

sized four German vowels (/a/, /i/, /u/, /æ/). The only difference they found in the la-

tency of the evoked M100 was that the low vowels (/a/ and /æ/) elicited reliably 

shorter M100 latencies than the high vowels (/i/ and /u/). The F1 for the low vowels is 

considerably closer to 1 KHz (F1; /a/: 780 Hz; /æ/: 600 Hz) than the F1 for the high 

vowels (F1; /i/: 250 Hz; /u/: 250 Hz). Given that they did not find a difference be-

tween the front and back vowels (front vowels have a higher F2, back vowels have a 

lower F2), a reasonable attribution to the difference in M100 latencies is that the 

M100 is preferentially responding to F1. Poeppel, et al. (1997) created tokens of three 

synthetic American English vowels (/i/, /u/, /a/) and found a reliably shorter M100 

latency to /a/ than /u/, and did not report a difference between /u/ and /i/. 

Govindarajan, Phillips, Poeppel, Roberts, & Marantz (1998) replicated these findings 

again using English participants, and also extended the results to show that a similar 

patterns of effects are found for non-speech sinusoidal tone complexes. Tiitinen, et al. 

(2005) replicated these findings in Finnish speakers, showing again that /a/ elicits 

faster M100 latencies than /u/ using semi-synthetic speech. In the perception of CV 

syllables, it has been shown that stop consonants (e.g., /b/, /d/, /g/, /p/, /t/, /k/) elicit 
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shorter M100 latencies and faster reaction times than non-stop consonants (e.g., frica-

tives: /f/, /s/; sonorants: /m/, /l/, /r/, etc.). Gage, Poeppel, Roberts, & Hickok (1998) 

presented participants with forty single-syllable words that were matched on form 

class, voicing and rhyme and varied only in the initial consonant of the stimulus. Half 

of the words began with one of the stop consonants listed above, while the other half 

began with one of the non-stop consonants listed above. They found a reliable effect 

of the consonant type on the M100 latency: stops elicited shorter M100 latencies than 

non-stops. They also found a consonant-type by hemisphere interaction: stop conso-

nants elicited shorter latencies in the right hemisphere than in the left, and non-stop 

consonants elicited shorter latencies in the left hemisphere than in the right. Moreo-

ver, they found a main effect of consonant-type on the amplitude of the M100: stop 

consonants elicited larger M100 amplitudes in both hemispheres than non-stop con-

sonants. Gage, et al. (1998) attribute the pattern of results they find to differences in 

the onset dynamics of the two classes of consonants. Stop consonants typically con-

tain greater overall energy and a faster transition to peak energy than non-stop conso-

nants.  

 Finally, VOT durations have also been shown to impact N1 and M100 re-

sponse properties. In the MMN studies of Sharma & Dorman (1999, 2000), they also 

report the impact of VOT durations on the evoked latencies of the N1 (and N1’). Re-

call that in the MMN portion of Sharma & Dorman (1999), participants were pre-

sented with two pairs of syllables: 30 ms – 50 ms VOT and 60 ms – 80 ms VOT on 

coronal stops. They found a larger MMN to the across category oddball condition (30 

ms – 50 ms VOT) than in the within-category oddball condition (60 ms – 80 ms 
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VOT). In addition to the MMN experiment, they also presented participants with 300 

tokens each of the nine stimuli from the VOT continuum they synthesized. They 

measured the latency of the evoked electrical N1 component. For the tokens with a 

short VOT (0 ms – 40 ms VOT), they report a single negativity peaking around 100 

ms post-onset of the target (N1). Interestingly, however, for the syllables with longer 

VOTs ( ≥ 50 ms VOT), they report two negative deflections in the grand averaged 

ERP waveforms: an earlier negativity (N1’) and another negativity peaking approxi-

mately 200 ms post-onset of the stimulus (N1). The grand averaged waveforms from 

Sharma & Dorman (1999) illustrating the presence of the N1 in the short VOT tokens 

and the additional presence of the N1’ in the longer VOT tokens are presented in 

Figure 2.12. 

 

Figure 2.12: Grand average ERP waveforms showing N1 and N1’ 
Grand averaged ERP waveforms showing the response in the N1 experiment to /ta/-
/da/ tokens that varied in their duration of VOT. Notice the single negativity in the 
shorter VOT conditions, and the presence of an additional negativity in the longer 
VOT conditions. Reprinted from Sharma & Dorman (1999). 
 
  

Also relevant in their findings is that they found a high correlation (r = 0.84) 

between VOT duration and peak latency of the N1 component. They failed, however, 

to find a similarly strong correlation (r = 0.03) in the peak latency of the N1’ compo-
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nent, suggesting that perhaps the N1’ is a simple index of the stop burst at stimulus 

onset. They also note that the split between tokens with an additional negativity com-

pared to those without parallels the perceptual split between /da/ and /ta/. Stimuli 

generally perceived as /da/ elicited one negativity, while stimuli perceived as /ta/ elic-

ited two negative components. Ultimately they speculate that this pattern of results is 

consistent with the N1 indexing sensory encoding in the neuronal population level 

(see Sinex & McDonald, 1988). In Sharma & Dorman (2000), they present findings 

from a similar experiment, except this time they tested Hindi and English speakers on 

a Hindi VOT contrast (0 ms – -90 ms VOT). Along with the MMN experiment, 

which showed that Hindi participants elicited a reliable MMN on the Hindi contrast 

while English participants did not, they also presented both groups of participants 

with 300 repetitions of each of the 10 tokens synthesized along the pre-voicing VOT 

continuum. In the N1 analysis, they found only one negative going component (N1), 

which peaked roughly between 150 ms and 225 ms post-onset of the stimulus. In both 

groups of participants they again found a strong correlation of VOT duration and N1 

evoked latency (Hindi: r = 0.79; English: r = 0.8). Frye, et al. (2007) used MEG to 

determine whether the latency of the M100 is also modulated reliably by VOT dura-

tion. They presented eight native speakers of American English with tokens from an 

11-step VOT continuum between /ba/ and /pa/. Based on findings from a previous set 

of behavioral experiments with the same stimuli (Liederman, Frye, Fisher, 

Greenwood, & Alexander, 2005), the tokens from along the 11-step continuum could 

be categorized into four groups: /ba/ (0 ms – 10 ms), boundary (15 ms – 20 ms), short 

/pa/ (25 ms – 30 ms) and long /pa/ (40 ms – 50 ms). The calculated the ECD wave-
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form (strength of Equivalent Current Dipole over time), and found a reliable differ-

ence in the latency and amplitude of the M100 dependent upon the VOT duration: 

shorter VOTs elicited faster M100 latencies and greater M100 amplitudes in the left 

hemisphere only.  

Provided the results above, it seems clear that the N1/M100 has typically been 

attested to index primary and secondary acoustic features of the auditory stimulus. In 

a handful of cases, however, it has also been suggested to index more perceptually 

driven processes. For example, the M100 has been shown to index a missing funda-

mental component (Pantev, Hoke, Lütkenhöner, & Lehnertz, 1989; Fujioka, et al., 

2003; Monahan, de Souza, & Idsardi, 2008). Under certain circumstances, listeners 

can fill in the fundamental component of a complex sinusoid if it is missing (cases of 

“missing fundamental”, “virtual pitch”, etc.). The most common ecologically relevant 

example of this is conversation on the telephone: band-pass filtering imposed by me-

chanical constraints on the conductance of speech over telephone lines eliminates fre-

quencies below 400 Hz and above 4 KHz. Listeners, however, have no subjective dif-

ficulty in reconstructing the pitch of the talker despite its absence in the physical 

signal. In short, in the series of experiments listed just above, the M100 seems to be 

more sensitive to the perceived virtual pitch than the physical properties of the stimu-

lus. Further discussion of this topic is presented in Chapter 3 (published as Monahan, 

et al., 2008), along with a criticism of Pantev, Hoke, Lütkenhöner, et al. (1989) and 

Fujioka, et al. (2003), which suggests that their modulation of the M100 could be the 

result of potential confounds, and that it could be driven by physical properties of the 

stimuli that were used in those experiments. 
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Roberts, et al. (1998) presented participants with two-tone stimuli that were 

mixtures of two sinusoids: 100 Hz and 1 KHz. The individual sinusoids varied in 

their relative amplitude between pure 100 Hz (presence of 1 KHz was not detectable) 

and pure 1 KHz (presence of 100 Hz was not detectable). In a psychophysical pretest, 

participants were given a two alternative forced choice task and asked to respond 

whether they perceived the stimulus as being predominately low frequency or pre-

dominately high frequency. Interestingly, they found a non-monotonic response func-

tion: stimuli with a -60 dB difference (rate of low frequency categorization subtracted 

from rate of high frequency categorization; 100 Hz – 1 KHz) to -6 dB difference were 

all categorized as being predominately high frequency, while stimuli with a +6 dB 

difference to +80 dB difference were all equally categorized as being predominately 

low frequency. In between -6 dB and +6 dB, there was a crossover in the response 

from being predominately high to predominately low. This is presented in Figure 

2.13. 

 

Figure 2.13: Overlay of Psychophysical responses and MEG latencies to tone-
mixtures in Roberts, et al. (1998). 
 
Comparison of the psychophysical responses (open squares; single representative 
subject) and M100 latencies (closed circles) to the 100 Hz – 1 KHz tone complexes 
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that varied in the relative intensity of each frequency component. Notice the strong 
non-monotonic response function in the psychophysical data. The M100 latencies ap-
proximately pattern with the psychophysical responses. Reprinted from Roberts, et al. 
(2000). 
 
 
 
 The latency of the M100 in Roberts, et al. (1998), while not as smooth as the 

psychophysical response, did illustrate a general ‘categorical perception’ curve (as 

shown in Figure 2.13), suggesting the response latencies of the M100 in this particu-

lar experiment are better modeled by the psychophysical responses than properties of 

the physical stimulus. One final example of a case where the M100 response seems to 

better track perception than physical attributes is from a study on vowel perception. 

Roberts, et al. (2004) showed the latency of the M100 to the first formant (F1) re-

spects vowel category boundaries. They created tokens of /a/ and /u/ and modulated 

F1 in 50 Hz increments between 250 Hz and 750 Hz. The M100 latencies clustered 

into three distinct bins: the lowest F1 values (250 – 350 Hz) elicited the longest laten-

cies, the middle F1 values (400 – 600 Hz) elicited reliably shorter latencies and the 

high F1 values (650 – 750 Hz) elicited even shorter M100 latencies. The lowest bin 

(250 – 350 Hz) generally represents the range of F1 values found for /u/ in natural 

productions of English, while the highest bin (650 – 750 Hz) generally represents the 

range of F1 values found in natural productions of /a/. Given that the M100 does not 

follow a linear response function in this experiment, a plausible conclusion to be 

drawn is that the M100 is also sensitive to the acoustic distributions of phonetic 

vowel categories. This experiment is discussed in more detail and a similar conclu-

sion is drawn from the findings presented in Chapter 4.  
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In short, the N1/M100 reliably encodes both primary and secondary physical 

properties of the stimulus. A primary property of the auditory stimulus, such as fre-

quency and intensity, modulates the latency and amplitude of the M100. Secondary 

properties, such as modulating frequencies and fine structure of the auditory wave-

form, also modulate the latency and amplitude of the M100 in a predicted manner. In 

experiments on speech perception, the first formant (F1) in vowel perception, the 

acoustic characteristics of the onset of consonants (stop vs. non-stop), and the dura-

tion of VOT all systematically modulate the latency of the N1/M100, suggesting that 

it is particularly adept at indexing physical properties of the auditory stimulus. Fi-

nally, a handful of experiments have shown some level of perceptual influence on the 

response properties of the N1/M100. The experiments that follow in Chapters 3 and 4 

provide further evidence that the M100 is, in fact, modulated by perceptual cognitive 

processes in a series of experiments where the physical properties of the experimental 

stimuli have been controlled to eliminate the possibility that the pattern of effects 

found are due to a confound in the stimulus construction (cf., Fujioka, et al., 2003; 

Pantev, Hoke, Lütkenhöner, et al., 1989).  

 

Discussion 

It has been a hallmark of phonological theory to posit that the representational units 

of computation are discretized, abstract segments and distinctive features (Jakobson, 

et al., 1952; Chomsky & Halle, 1968; K. N. Stevens & Halle, 1967; Halle, 1983; 

Halle & Stevens, 1991; Halle, 1995). Abstract segments (or phonemes) are, in some 

sense, epiphenomenal: phonological representations consist of a hierarchically struc-
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tured set of distinctive features bound at the top by one unique node. These distinctive 

features provide articulatory commands ([+voice] signals to the articulation system 

that the vocal folds need to be vibrating during the production of this phonological 

segment) and can be the target of phonological operations (McCarthy, 1988; Halle, 

1995). Compelling evidence for these phonemes and distinctive features from psy-

chology and neuroscience, however, has not been easy to come by (Sussman, 2000).  

Classical models of speech perception sought to understand the processes and 

representations that sub-serve the online mapping from a time-varying acoustic wave-

form onto long-term stored memory representations (Joos, 1948; Halle & Stevens, 

1962; Liberman, et al., 1967). Models have varied in their assumptions regarding the 

nature of the stored representations, whether they be fundamentally auditory 

(Greenberg, 1999, 2006; Guenther, 2002) or articulatory (Liberman & Mattingly, 

1985; Fowler, 1986). Moreover, the nature of lexical representations has been a hotly 

debated issue. A fundamental cut in the different theories is between those that be-

lieve there are abstract and discrete lexical representations with those that believe 

lexical representations are simply amalgamations of tokens stored in a multi-

dimensional space (Goldinger, 1996b; Johnson, 1997; Silverman, 2006). The impor-

tance of this distinction for the present dissertation is that the nature of lexical repre-

sentations constrains the types of representations and processes implicated in earlier, 

pre-lexical stages of processing.  

As it was discussed at the outset of this Chapter, there is ample evidence that 

abstract representations are computed in the course of speech perception (see Obleser 

& Eisner, 2009 for a review of recent neurophysiological evidence in favor of this 
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perspective). Subsequently, we presented two different electrophysiological compo-

nents: the later MMN/MMF and the earlier N1/M100. The advantage of using elec-

trophysiology over behavioral measures is that it allows us to tap into the earliest 

stages of auditory processing in a completely non-invasive manner. Moreover, results 

typically reflect the output of extremely early, automatic perceptual processes that are 

not clouded by particular task demands or controlled processes. A variety of 

MMN/MMF studies showed listeners ability to construct invariant representations 

over variable acoustic input (István Winkler, et al., 1990; Gomes, et al., 1995) or infer 

relational rules about a sequence of independent tones (Korzyukov, et al., 2003). 

Moreover, I reviewed a series of MMN/MMF experiments that suggest that auditory 

cortex is sensitive to native language phonetic category distributions (Sharma & 

Dorman, 1999, 2000; Alho, Sainio, Sajaniemi, Reinikainen, & Näätänen, 1990; 

Näätänen, et al., 1997; István Winkler, et al., 1999), and more interestingly, can sup-

port representations at the level of phonemes (Phillips, et al., 2000; Kazanina, et al., 

2006) and even perhaps distinctive features (Yeung & Phillips, 2004). While the 

MMN is an exceptionally powerful tool for assessing the types of sensory objects par-

ticipants can treat as equivalent, and thereby infer the types of representations sup-

ported by auditory cortex (in auditory MMN/MMF experiments), understanding the 

processes that allow listeners to arrive at the more complex representations remains 

more difficult with this measure. Therefore, I suggest to look earlier in the evoked 

electrophysiological signal to be able to begin to assess early representations and 

processes that may be involved in mapping the acoustic waveform onto long-term 

memory representations. Subsequently, I reviewed a series of N1 and M100 experi-
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ments that demonstrate that component’s sensitivity to physical attributes of the 

stimulus (frequency, intensity, amplitude modulation, fine-structure of the waveform, 

F1, VOT, etc.). While evidence of early auditory abstraction is scant in the N1/M100 

literature, there are some findings that point in this direction (Roberts, et al., 1998; 

Roberts, et al., 2004).  

In the next three Chapters, I present a series of MEG experiments that demon-

strate early auditory abstraction in pitch processing (Chapter 3), vowel perception and 

normalization (Chapter 4) by exploiting the latency of the M100, and while not ex-

ploiting the M100, evidence that knowledge of the phonological structure of the lan-

guage constraints early (~150 ms post-onset) parsing of the speech signal (Chapter 5).  
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Chapter 3: Early Auditory Restoration of Fundamental Pitch* 

 

 

Introduction 

Pitch is the perceptual correlate of the fundamental periodic component of an 

auditory signal (F0). An accurate encoding of the information carried in the funda-

mental component is required for the successful perception of various kinds of lin-

guistic and paralinguistic information (e.g., lexical tone, intonation, voicing, and 

speaker identification and emotional state) and non-linguistic auditory input (e.g., 

music perception). Listeners are adept, however, at recovering the fundamental com-

ponent from alternative regions of frequency space when the fundamental component 

itself is missing or masked (Schouten, Ritsma, & Cordozo, 1962; Schouten, 1970; 

Terhardt, 1974; Smoorenburg, 1970). One everyday example of this effect can be ob-

served with adult voices transmitted telephonically: the fundamental component of 

the voice is typically below 300 Hz, but narrowband digital telephony transmits only 

between 300 - 3400 Hz. Consequently, the listener must reconstruct the pitch from 

the signal in the passband. Given the relative importance of its contribution, recover-

ing the pitch of a signal is integral for constructing a holistic percept for a given audi-

tory stimulus and ultimately arriving at the recognition of an auditory object. The pre-

sent study uses magnetoencephalography (MEG) to measure an early, automatic 

                                                
* Published as:  
 
Monahan, Philip J., Kevin de Souza and William J. Idsardi (2008). Neuromagnetic Evidence for Early 
Auditory Restoration of Fundamental Pitch. PLoS One 3(8): e2900. 
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evoked auditory response, the M100 (or N1m), building on and extending some pre-

vious studies that required some clarification. I find that the M100 latencies of the 

inferred pitch stimuli match those evoked by actual sinusoidal tones with the same 

frequencies, suggesting that inferred pitch is recovered by 100 ms and, moreover, that 

the M100 encodes computations performed over the input and not just transparent 

spectral properties of the stimulus.  

The neural mechanisms that reconstruct the lower end of the frequency spec-

trum and reconstitute information present in the fundamental component are still 

largely unknown (see Shamma & Klein, 2000 for models; Goldstein, 1973). Listen-

ers’ ability to reconstruct this spectral information, and in particular, to recover the 

fundamental component (F0), has been termed fundamental restoration, also known as 

inferred pitch, the missing fundamental phenomenon or virtual pitch (Goldstein, 

1973). This phenomenon has also been observed in non-human mammals (Bendor & 

Wang, 2005; Cedolin & Delgutte, 2005; Heffner & Whitfield, 1976; Tomlinson & 

Schwartz, 1988). From a neurophysiological perspective, understanding the time 

course of fundamental restoration is a prerequisite to identifying the range of neuro-

biological mechanisms potentially responsible for the reconstruction of the funda-

mental component.  

Recently, the temporal and spatial dynamics of fundamental restoration have 

been explored using electrophysiology (Fujioka, et al., 2003; Pantev, Hoke, 

Lütkenhöner, et al., 1989; Matsuwaki, et al., 2004; I. Winkler, Tervaniemi, & 

Näätänen, 1997). The focus of this work has been on determining the neuroanatomi-

cal basis of fundamental restoration. In particular, by employing source-localization 
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analysis of the M100, the fundamental restoration has been localized to the transverse 

temporal gyrus and the superior temporal gyrus (Matsuwaki, et al., 2004).9 Moreover, 

independent neural generators appear to underlie the perception of pure sinusoids and 

their inferred fundamental counterparts (Fujioka, et al., 2003). In an attempt to under-

stand the temporal dynamics of fundamental restoration, Winkler and colleagues 

found no latency or amplitude differences using EEG in the N1 between spectral and 

restored fundamental stimuli (I. Winkler, et al., 1997). The only differences they 

found were to tokens with long durations (500 ms, as opposed to 150 ms in duration) 

in a mismatch negativity paradigm. 

Perhaps most notably, Pantev and colleagues used MEG and compared the 

neuromagnetic responses to two sinusoids (250 Hz and 1000 Hz) and a tone complex 

with an inferred pitch of 250 Hz (1000 Hz, 1250 Hz, 1500 Hz and 1750 Hz) (Pantev, 

Hoke, Lütkenhöner, et al., 1989). Presenting a source-based analysis of the MEG re-

sponses, they concluded that the neural generators of the M100 reflect the processing 

of the subjective perception of the pitch of a stimulus and not the actual stimulus 

properties. In other words, the neuronal computations required to reconstruct the fun-

damental component are performed within 100 ms post onset of the target and reside 

in early auditory cortex. While the evidence I present here is consistent with this con-

clusion, there are some caveats that should be noted regarding their findings. First, for 

                                                
9 This is the reasoning employed by Matsuwaki, et al. (2004). The possibility exists, 
however, that the computations subserving the extraction of the missing fundamental 
component operate at earlier stages of auditory processing and that the output of these 
computations are simply reflected in the M100 (consistent with physiological models 
of missing fundamental computation that propose the harmonic templates responsible 
for inferential pitch extraction occur proir to cortical processing, see Shamma & 
Klein, 2000 for a similar such model).  
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the tone complex used in their study, they inserted a continuous band-pass noise cen-

tered at 250 Hz, essentially building an equivalent actual pitch into the stimulus that 

was intended to elicit an inferred pitch. The findings would have been much more 

convincing had they used a broader band of noise as a spectral masker, say from DC 

to 500 Hz. Second, the sampling rate for the early MEG equipment was coarse (250 

Hz), thereby making it difficult to assign an interpretation to the latency data. The re-

ported latency differences were 4 ms, or one sample at this sampling rate.  

Independent research on the M100 suggests that its latency is modulated by 

spectral characteristics of auditory input. In particular, M100 response latencies are 

shortest to sinusoids with a frequency of 1000 Hz and longer to frequencies both 

above and below 1000 Hz (i.e., forming a parabola centered near 1000 Hz) (Roberts 

& Poeppel, 1996). Therefore, if the neuromagnetic signal was, indeed, primarily re-

flecting the reconstruction of a fundamental component, then I should expect the la-

tencies for the 250 Hz sinusoid and the tone complex with a 250 Hz inferred pitch to 

have roughly the same latency, and both should be significantly longer than the M100 

response to the 1000 Hz sinusoid. This straightforward prediction is only borne out in 

two of the six participants reported in the Pantev study (Pantev, Hoke, Lütkenhöner, 

et al., 1989). In a more recent electrophysiological study investigating the neurobi-

ological properties of fundamental restoration, Fujioka and colleagues (Fujioka, et al., 

2003) compared neuromagnetic responses to tone complexes with inferred fundamen-

tals of 250 Hz, 500 Hz and 1000 Hz composed of their 2nd through 5th harmonics, 6th 

through 9th harmonics and 10th through 13th harmonics. They report that all stimulus 
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parameters (periodicity, harmonic order level, stimulus type (pure tone, inferred fun-

damental inducing tone complex)) affected M100 latency.  

It is also known that the M100 response latency is sensitive to the spectral 

center of gravity of auditory stimuli (Roberts, et al., 2000). In the Fujioka et al. study, 

however, unfortunately the conditions are confounded, and therefore any differences 

in auditory evoked latencies could be attributed to significant differences in the spec-

tral center of gravity. Therefore, to control for differences in the spectral center of 

gravity, while systematically modulating the induced fundamental component, I syn-

thesized sinusoidal tone complexes with side bands that were kept constant across the 

different tokens (1200 Hz and 2400 Hz) and two additional sinusoids within these 

sidebands. This allowed us to systematically control the spectral center of gravity, 

while the internal sinusoids contributed the frequency of the inferred fundamental.  

 

Methods and Materials 

Participants 

Nine (7 female; age range = 20-59; mean age = 26.3) healthy, right-handed adult vol-

unteers with normal hearing participated in this study. All tested strongly right-

handed on the Edinburgh Handedness Survey (Oldfield, 1971) and were compensated 

$10/hr for their participation. Each session lasted approximately 1½ to 2 hours. Par-

ticipants provided written informed consent. The involvement of human participants 

in the reported experiment was approved by the University of Maryland, College Park 

Institutional Review Board (IRB). 
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Stimuli 

Two different sets of auditory stimuli were synthesized using Praat (Boersma, 2001) 

at a sampling frequency of 44.1 KHz. Each stimulus was 70 ms in duration with 10 

ms linear rise and decay ramps. The first set were pure sinusoids at 100 Hz, 200 Hz, 

300 Hz, 400 Hz, 600 Hz, 1200 Hz and 2400 Hz. The second set of stimuli consisted 

of sinusoidal complexes. Each complex was composed of up to four component sinu-

soids. Two of the four sinusoids for all tone complexes were shoulder tones at 1200 

Hz and 2400 Hz; the two other sinusoids were placed between the shoulder tones. 

The frequency of these two internal sinusoids varied to produce inferred fundamen-

tals corresponding to the frequencies of the pure tone sinusoids. For example, the tone 

complex with an inferred fundamental component of 400 Hz was composed of equal 

amplitude sinusoids at 1200 Hz, 1600 Hz, 2000 Hz and 2400 Hz. One additional 

complex contained only the shoulder tones (i.e., 1200 Hz and 2400 Hz). The ampli-

tudes of the sounds were chosen as a compromise between matching the physical 

sound level and the psychophysical intensity (i.e., from a hearing threshold curve). 

The complex stimuli had an average intensity of 84 dB SPL, and the pure sinusoids 

had an average intensity of 90 dB SPL, these values appeared to be relatively well-

matched for listeners. 

The particular nature of the structure of the tone complexes is important. First, 

by placing shoulder tones at 1200 Hz and 2400 Hz and successively moving the in-

ternal tones closer to the midpoint (i.e., 1800 Hz) in 100 Hz steps, we ensured that the 

spectral center of gravity (the first spectral moment, M1) would remain constant 
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across the tone complexes. This is evident in Table 3.1, where it is shown that the 

spectral center of gravity, M1, is 1800 Hz across all tone complexes.  

 
 

FInf H1 H2 H3 H4 M1 M2 M3 M4 
Pure sinusoids 

         
 100    100 8.82 0.82 37 
 200    200 9.14 0.78 65 
 300    300 9.24 0.76 94 
 400    400 9.30 0.75 123 
 600    600 9.35 0.74 179 
 1200    1200 9.40 0.73 337 
 2400    2400 9.43 0.72 606 

 
Tone Complexes 

         
100 1200 1300 2300 2400 1800 552 -0.000020 -1.97 
100 1200 1700 1900 2400 1800 430 0.000020 -1.10 
200 1200 1400 2200 2400 1800 510 -0.000010 -1.85 
300 1200 1500 2100 2400 1800 474 -0.000002 -1.64 
400 1200 1600 2000 2400 1800 447 0.000009 -1.36 
600 1200 1800 1800 2400 1800 490 -0.000002 -1.50 
1200 1200   2400 1800 600 -0.000002 -2.00 

         
 
Table 3.1: Spectral-values of the auditory stimuli. 
 
FInf = Inferred Fundamental (in Hz); H1 = First Harmonic (in Hz); H2 = Second Har-
monic (in Hz); H3 = Third Harmonic (in Hz); H4 = Fourth Harmonic (in Hz); M1 = 
Spectral Centre of Gravity (in Hz); M2 = Standard Deviation (in Hz); M3 = Skewness; 
M4 = Kurtosis 
 
 
Again, this is important given that the latency of the M100 has been found to be sen-

sitive to this property of the stimulus (Roberts, et al., 2000), a potential confound in 

some of the previous electrophysiological studies on the perception of the inferred 

fundamental (e.g., Fujioka, et al., 2003). Constructing the sinusoidal complexes in 

this manner also controls for skewness (the third moment, M3) and kurtosis (the 
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fourth moment, M4). Thus, we can be confident in attributing the response profile of 

the M100 of these tone complexes solely to the inferred fundamental and not to some 

overall spectral shape property of the stimuli. Figure 3.1 presents a spectrogram 

showing all seven four tone complexes. 

 

Figure 3.1: A composite spectrogram of the seven complex tones.  

The duration of each complex tone was 70 ms, including 10 ms rise and decay time. 
Each complex tone included shoulder tones of 1200 Hz and 2400 Hz. Internal side-
bands were synthesized in 100 Hz steps inward from the shoulder tones in six of the 
seven stimuli to induce the inferred fundamental components. 

 

Procedure 

Magnetoencephalographic recordings were made using a 157-channel whole-head 

axial gradiometer MEG system (Kanazawa Institute of Technology, Kanazawa, Ja-
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pan). Participants lay supine in a magnetically shielded room. Auditory stimuli were 

delivered binaurally via Etymotic ER3A insert earphones. Earphones were calibrated 

to have a flat frequency response between 50 Hz and 3100 Hz within the shielded 

room. The inter-stimulus interval (ISI) varied pseudo-randomly between 700 ms and 

1500 ms. All auditory stimuli were presented 150 times each. Stimulus-related epochs 

of 700 ms (200 ms pre-trigger) were averaged according to stimulus type to improve 

the signal-to-noise ratio. The neuromagnetic signal was sampled at 1 KHz with an 

online 200 Hz LPF and 60 Hz notch filter. Offline, the data were noise reduced using 

a multi-shift PCA noise reduction algorithm (de Cheveigné & Simon, 2007) and was 

band-pass filtered by a Hamming-window digital filter with frequency cut-offs at 0.03 

Hz and 14 Hz. For each complex and each pure tone (corresponding to the missing 

fundamental), the same five source and five sink channels from the magnetic contour 

map that provided the strongest detected signal were selected from each hemisphere 

(20 total channels). M100 latency was defined as the root-mean-square (RMS) peak 

across these channels within a post-stimulus window of 90-180 ms and recorded, 

along with field strength (measured in fT), for each stimulus type. A 70 ms burst of 

broadband noise was presented as part of a distracter task. The noise burst was pre-

sented independently, occurring 150 times at pseudo-random intervals over five 

blocks of approximately 9 minutes. 

 

Results 

Figure 2 illustrates the RMS of a typical neuromagnetic response to both the pure si-

nusoid and its corresponding tone complex. Figure 3 shows mean M100 latency as a 
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function of the fundamental frequency or missing fundamental. Statistical analyses 

were done using mixed-effects ANOVAs with Subject as a random effect, excluding 

the 12-17-19-24 complex tone to maintain a balanced design. Analysis of the laten-

cies of the M100 responses showed main effects of frequency (F(5,88) = 11.15; p < 

0.0001) and signal type (pure sinusoid vs. tone complex; F(1,88) = 6.00; p = 0.016), 

but crucially, there was no interaction between signal type and frequency (F(5,88) = 

1.02; p = 0.41). In planned post-hoc comparisons, I found no significant differences at 

each frequency between the M100 latency to the pure sinusoid and the M100 latency 

to the tone complex, though the difference between the M100 response latency to the 

100 Hz sinusoid and the 100 Hz inferred pitch tone complex (12-13-23-24) was mar-

ginally significant (t(8) = 2.48; p = 0.015, n.s. due to multiple-comparisons correc-

tion, all others p > 0.12). Analysis of the M100 amplitudes revealed a weakly signifi-

cant main effect of frequency in which higher frequencies have larger amplitudes 

(F(5,88) = 2.79; p = 0.022), no main effect for signal type (F(1,88) = 0.54; p = 0.46), 

and a significant interaction between frequency and signal type (F(5,88) = 5.82; p < 

0.0001). Post-hoc comparisons (Tukey-Kramer honestly significant differences) 

found only one significant contrast: the amplitude of the sinusoidal 100 Hz response 

is significantly weaker than the amplitude of the sinusoidal 1200 Hz response. The 

significant interaction effect is due to a cross-over between the sinusoidal responses 

(which have increasing amplitudes with increasing frequency) and a generally level 

amplitude response to all of the tone complexes. 
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Figure 3.2: Overlay of RMS Waveforms 

Comparison of the MEG waveforms to a pure sinusoid (in this case, 600 Hz) and tone 
complex with the corresponding inferred fundamental (in this case, 12-18-24) for a 
representative subject. Data is the RMS from 10 channels (five sink, five source) in 
the left hemisphere. The peak around 100 ms post-onset of the target (0 ms represents 
the onset of the target) is the M100. The peak latency of the M100 to the pure sinu-
soid and its corresponding tone complex were closely matched. The head-models rep-
resent the magnetic field contours for the M100. The red regions represent the source 
of the dipole and the blue regions represent the sink of the dipole. 
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Figure 3.3: M100 RMS Latencies as a Function of Stimulus Frequency. 

M100 RMS latencies to single sinusoid tones, tone complexes (plotted by their in-
ferred fundamental component), and the 12-17-19-24 kHz tone complex, whose fun-
damental component is 100 Hz. Error bars refer to ±1 standard error of the group 
mean. 

 

On a model that supposes that the M100 reflects just the physical properties of 

the stimulus, I would expect that the latencies to all tone complexes to be around 115 

ms (the latency of the M100 to the 12-24 tone complex). In other words, I would an-

ticipate that the 1200 Hz component present in each tone complex to drive a consid-

erably faster M100 latency. This, however, is not the case. Instead, our findings sug-

gest that the M100 is reflecting contributions of the inferred pitch of the stimulus and 

not solely the surface properties of the stimulus.10 

                                                
10 At the lower frequencies, there was a trend of the tone complexes eliciting slightly 
shorter M100 latencies than the pure sinusoids. This could be a result of the contribu-
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Discussion 

Using stimuli that incorporate a specific improvement over earlier materials, I repli-

cated the M100 latency curve previously found (Roberts & Poeppel, 1996). Moreo-

ver, I found no latency difference between M100 responses to pure sinusoids versus 

tone complexes across frequencies. Our findings suggest that listeners are recon-

structing the inferred pitch by roughly 100 ms after stimulus onset and are consistent 

with previous electrophysiological research suggesting that the inferential pitch is 

perceived in early auditory cortex (Matsuwaki, et al., 2004; Fujioka, et al., 2003; 

Pantev, Hoke, Lütkenhöner, et al., 1989; I. Winkler, et al., 1997). Moreover, the na-

ture of the stimuli in the present study suggest that it is not necessary for a tone com-

plex to be comprised of adjacent harmonics for pitch to be inferred (cf., Matsuwaki, 

et al., 2004). 

These results provide information about the relative timing of when listeners 

reconstruct inferred pitch. In other words, whatever computations are germane to in-

ferred pitch must be carried out in the initial stages of auditory processing. Under-

standing the time course of the perception of inferred pitch helps us to delimit the 

types of neurobiological computations involved. These findings do not allow us to 

decide between differing models of inferential pitch, but they do suggest that any 

model of pitch perception must place this reconstruction effect early in auditory proc-

essing. This conclusion is consistent with recent modeling research that proposes sub-

                                                                                                                                      
tion of the 1200 Hz component in the tone complexes. I do not believe it to be the 
case that the latency of the M100 is entirely dependent on the resolved fundamental 
component, but the physically present properties of the stimulus must also exert some 
effect on the electrophysiological component (though apparently not as strongly as 
the inferred pitch – otherwise, we should have found no differences between the vari-
ous tone complexes).  
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cortical involvement in the reconstruction of virtual pitch via coordinated processing 

in populations of neurons (Meddis & O'Mard, 2006), which is what MEG measures. 

Research on the integration time of the M100 shows that the M100 integrates over the 

first 40 ms of signal (Gage & Roberts, 2000; Gage, et al., 1998; Gage, et al., 2006); 

therefore the computations we are seeing here must be executed over no more than 

that amount of input (see Chait, Poeppel, & Simon, 2006 for discussion of the spatial 

and temporal dynamics of pitch perception using MEG). 

In addition to new information about inferred pitch, this study yields further 

insight into the nature of the M100 response itself. M100 latencies recorded in this 

study have been shown to co-vary with stimulus frequency when the stimuli were 

pure sinusoids, just as they were in Roberts and Poeppel (1996); but they have also 

been shown to vary with the inferred fundamentals of tone complexes. It is possible, 

then, to build on the findings in Roberts and Poeppel (1996) and conclude that the 

M100 reflects computations that are performed over the whole spectrum of the signal, 

and not simply an index of the transparent spectral properties of a stimulus. 

 

Conclusion 

MEG results suggest that listeners reconstruct the fundamental component of a com-

plex tone early in auditory perception. In particular, by the time the neural generators 

of the M100 have been activated, I find evidence that listeners have reconstructed the 

fundamental component, indicating that some amount of abstract computations have 

been performed, in this case, the restoration of the fundamental component, early in 

auditory perception.  
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Chapter 4: Early Auditory Sensitivity to Formant Ratios* 

 

Introduction 

The perceptual and biological computations responsible for mapping time-varying 

acoustic waveforms onto linguistic representations remain far from understood (R. H. 

Fitch, Miller, & Tallal, 1997; Sussman, 2000; Hickok & Poeppel, 2007; Scott & 

Johnsrude, 2003). Speech includes not only the linguistic content of an utterance but 

also cues that allow listeners to infer sociolinguistic and personal information about 

the speaker (Ladefoged & Broadbent, 1957). These cues that allow listeners to re-

cover speaker specific attributes, however, also serve to introduce significant acoustic 

variation, obscuring any straightforward one-to-one mapping of acoustic feature onto 

any linguistic representations that may exist.  

Some of the most compelling demonstrations of this variability have been pre-

sented in acoustic analyses of vowel distributions across different talkers (Peterson & 

Barney, 1952; Potter & Steinberg, 1950). Given their tractable nature and well-

understood spectral properties, vowels have played a central role in understanding the 

mechanisms that underlie speaker variation and normalization (Rosner & Pickering, 

1994). The primary acoustic characteristic of spoken vowels is formants. Formants 

are the resonant frequencies of particular vocal tract configurations superimposed on 

                                                
* Submited as: 
 
Monahan, P.J., & W.J. Idsardi (submitted). Early Auditory Sensitivity to Formant Ratios: 
Toward a Perceptual Account of Vowel Normalization. Language and Cognitive Processes.  
 



 

 103 
 

the harmonic resonances of the glottis pulse rate during production (Fant, 1960). 

Within speakers, the first (F1) and second (F2) formants are the primary determinants 

of vowel type—F1 varies as a function of vowel height and F2 varies as a function of 

vowel backness (F3 primarily cues rhoticity, Broad & Wakita, 1977).  

While the relative pattern of formants remains constant across speakers for a 

given vowel type (Potter & Steinberg, 1950), the absolute formant frequencies for a 

given vowel vary as a function of vocal tract length (Huber, Stathopoulos, Curione, 

Ash, & Johnson, 1999). Using magnetic resonance imaging of the vocal tract, W. T. 

Fitch & Giedd (1999) demonstrate that vocal tract length positively correlates with 

age: children’s’ vocal tract lengths are significantly shorter than adults’, though there 

is no difference between pre-pubescent boys and girls, and the average vocal tract 

length of  post- pubescent males’ is significantly longer than post-pubertal females’. 

Despite these significant differences in vocal tract length, listeners are quite good at 

recognizing phonemes across a number of different speakers (Strange, Jenkins, & 

Johnson, 1983; Smith, Patterson, Turner, Kawahara, & Irnio, 2005). Additionally, 

listeners are quite adept at estimating speaker size from modulations of vocal tract 

length with a minimal amount of speech information (Smith & Patterson, 2005; Ives, 

Smith, & Patterson, 2005). Taken together, these findings suggest that the auditory 

system employs special/specific mechanisms to solve the speaker normalization prob-

lem that allows listeners to robustly identify phonemes in the face of significant varia-

tion, as well as use information present in the signal to accurately identify attributes 

of the speaker. In other words, auditory cortex segregates the incoming speech signal 

into information that allows listeners to recover both the vocal tract size (formant 
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scales) and vocal tract shape (formant ratios) contemporaneously with one another 

(Smith, et al., 2005; Irino & Patterson, 2002).  

Recent functional neuroimaging and electrophysiological work has identified 

different cortical networks subserving the processing of speaker dependent (“who” is 

speaking) from speaker invariant (“what” is being said) features in vowel perception 

(Formisano, et al., 2008; Bonte, Valente, & Formisano, 2009). Specifically, 

Formisano, et al. (2008) showed that the cortical networks responsible for distin-

guishing vowel categories independent of speaker were more bilaterally distributed in 

superior temporal cortex and involved the anterior-lateral portion of Heschl’s gyrus, 

planum temporale (mostly left lateralized) and extended areas of STS/STG 

bilaterally. The cortical networks underlying speaker identification independent of 

vowel category were far more right lateralized and included the lateral part of 

Heschl’s gyrus (Heschl’s sulcus) and three regions along the anterior-posterior axis of 

the right STS that were adjacent to areas in vowel discrimination. The conclusion is 

that neurobiology segregates the processing of speaker and vowel are consistent with 

recent perceptual learning (McQueen, et al., 2006; Norris, McQueen, & Cutler, 2003) 

and neurophysiological work (Obleser & Eisner, 2009) arguing that listeners must 

construct abstract pre-lexical representations of phonological categories that are inde-

pendent of particular speakers and that episodic traces (Johnson, 2005; Pisoni, 1997; 

Johnson, 1997; Goldinger, 1996a; Bybee, 2001; Pierrehumbert, 2002) cannot be the 

only representational schema employed in speech perception.  

As discussed above, listeners require little input to reliably judge both per-

sonal aspects of a speaker (Perry, Ohde, & Ashmead, 2001; Smith & Patterson, 2005; 
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Smith, et al., 2005; Ives, et al., 2005), and their sociolinguistic background (Purnell, 

Idsardi, & Baugh, 1999). Furthermore, pre-linguistic infants are able ignore speaker-

dependent acoustic variation and successfully categorize vowels across different talk-

ers (Kuhl, 1979, 1983). Taking all these findings into consideration, it appears that 

whatever normalization procedures are available to listeners are available without 

significant linguistic experience or exposure to novel speakers, and thus it seems that 

accumulating large amount of speaker-dependent information is unnecessary to ade-

quately normalize across speakers. In order for a vowel normalization algorithm to be 

computationally plausible, it must satisfy at least these two conditions: 1) It must be 

shown that the algorithm adequately normalizes the vowel space, and 2) it must be 

shown that the human perceptual system is sensitive to the computations required by 

the algorithm in online speech perception. 

The primary goal of this chapter is to revisit an idea that has received sporadic 

attention throughout the past in attempting to solve the speaker normalization prob-

lem: formant ratios (Miller, 1989; Syrdal & Gopal, 1986; Johnson, 2005; Lloyd, 

1890; Peterson, 1951, 1961; Potter & Steinberg, 1950). In particular, we pursue a 

specific instantiation of formant ratios that has received little attention in the litera-

ture, namely that information in higher formants, specifically the third formant (F3), 

acts as the normalizing factor (Peterson, 1951; Deng & O'Shaughnessy, 2003). If this 

particular hypothesis is on the right track, then we are also proposing that the appro-

priate dimensions for the vowel space are the ratios F1/F3 and F2/F3 (or logarithmic-

like transforms of these quantities, such as Bark difference scores) as opposed to the 

traditional F2 by F1 vowel space. We calculated the extent to which this particular 
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hypothesis (F1/F3 by F2/F3) removed inter-speaker variation based on age and gen-

der of the talkers from the Hillenbrand, Getty, Clark, & Wheeler (1995) corpus of 

American English vowels. Subsequently, we present data from two magnetoencepha-

lographic (MEG) experiments that suggest that auditory cortex is sensitive to modula-

tions of the F1/F3 ratio. Additionally, our findings indicate that the perceptual system 

displays heightened sensitivity to formant ratios in more densely populated regions of 

the vowel space (in English, this would be for front and back vowels and not mid 

vowels).  

 

Formant Ratios 

Potter and Steinberg (1950) and Peterson and Barney (1952) were the first to demon-

strate how poorly vowels clustered together along the traditional dimensions of the 

vowel space (F1 and F2). That is, when the first and second formant frequencies of 

ten American English vowels as spoken by men, women and children were plotted 

along the F2 by F1 axes, there was no clear separation between different vowel types. 

This famous plot is reproduced in Figure 4.1.  
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Figure 4.1: Scatter Plot of Vowel Tokens in American English.  

One of the first explicit demonstrations of the amount of overlap between vowel to-
kens of different categories when produced by different speakers (76 total; 33 men, 
28 women, 15 children) across a variety of vowel categories. [Reprinted from 
Peterson, G. E., & Barney, H. L. (1952). Control Methods Used in a Study of the 
Vowels. Journal of the Acoustical Society of America, 24(2), 175-184; © 1952 Jour-
nal of the Acoustical Society of America] 
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This led to the conclusion that a simple mapping from F2 by F1 vowel space 

to vowel categories was insufficient. In other words, listeners could not rely solely on 

distributions in an F2 by F1 vowel space to adequately categorize vowel tokens. 

Therefore, the primary problem, then, in vowel normalization has been to understand 

the set of mechanisms, computations and acoustic cues that allow listeners map this 

highly variable acoustic input onto invariant representations.  

The notion of the formant ratio has been present in the literature for over a 

century (Lloyd, 1890) but has never received consistent attention (Miller, 1989). The 

idea for formant ratios is quite simple: listeners are sensitive to the relative differ-

ences between and not the absolute values of the formants themselves. Vowels of the 

same quality should exhibit homologous formant patterns across individuals, less the 

specific frequencies (see Johnson 2005 for additional discussion and criticism). While 

Potter and Steinberg (1950), Peterson (1951) and Peterson and Barney (1952) were 

the first to use the idea of formant ratios in trying to solve the normalization problem, 

Peterson (1961) was the first to devote space to the problem. In his particular algo-

rithm, he calculated the log difference (subtraction in log space is equivalent to divi-

sion in linear space; hence, log differences are ratios; i.e., log(a)-log(b)=log(a/b)) be-

tween the second, third and fourth formants and the first (logFn-logF1 (n=2,3,4)). He 

found that for the triplet [ɪ], [ʌ] and [ɯ], the vowels can either be distinguished on the 

basis of the first two formants alone or by the formant ratios. Unfortunately, his par-

ticular ratio hypothesis faired worse on the triplet [ɛ], [œ] and [ɝ]. Peterson (1961) 

concludes that neither the absolute value of the formants nor a formant ratio hypothe-

sis are adequate for “explaining vowel perception fully” (p. 24), and consequently 
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suggests that fundamental frequency, amplitude and phonetic environment must also 

be considered. We certainly do not disagree with the latter claim. But, the algorithm 

proposed in Peterson (1961) uses F1 as the normalizing factor, and given that F1 is 

one of the primary determinants of vowel type and varies as a function of vowel 

height and tongue root placement, it seems that a more reliable normalizing factor 

could be used instead. 

  In a more recent approach, Syrdal and Gopal (1986) present a model of vowel 

perception that attempts to understand the mechanisms involved in removing speaker-

dependent acoustic variance. At an intermediate stage of perceptual processing, Bark 

difference scores are computed between the higher formant and its lower neighbor 

and between the first formant and the fundamental frequency (Bark(F1)-Bark(f0), 

Bark(F2)-Bark(F1), Bark(F3)-Bark(F2)). For Syrdal and Gopal (1986), the F1-F0 di-

mension is responsible for classifying vowel height. Front vowels have a F1-F0 dif-

ference less than three Bark, while mid and low vowels have a Bark difference 

greater than three Bark. The frontness dimension is characterized by the F3-F2 di-

mension. Back vowels have a Bark difference greater than three, while front and cen-

tral vowels have a Bark difference less than three. The Bark differences of these 

transformed vowels are then sent to a subsequent phonetic stage of processing, where 

categorization is performed. Vowels whose difference scores are greater than three 

Bark are classified as being distinct. The vowel tokens were a subset of the Peterson 

and Barney (1952) data. The model proposed in Syrdal and Gopal (1986) did a fair 

job at correctly classifying the different vowel tokens that were either within or 

greater than 3 Bark different (total correct: high: /i/ and /ɝ/, 99.3%; low: /ʊ/, 84%). In 
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this case there is no single normalizing factor; rather adjacent spectral prominences 

are compared. It is not immediately clear in this case whether one of the extracted 

quantities yields a reasonable assessment of the speakers’ vocal tract lengths. 

Finally, Miller (1989) presented a normalization procedure not dissimilar from 

Syrdal and Gopal (1986). He took the ratios between adjacent formants in the loga-

rithmic scale: [log(F3/F2)], [log(F2/F1)], [log(F1/SR)]. SR refers to the sensory refer-

ence, which is essentially a given speaker’s fundamental frequency over some deter-

mined time window. Plotting the results in three-dimension auditory-perceptual 

space, Miller (1989) demonstrated that his algorithm performed with 93% accuracy. 

Accuracy is defined as how well the classification algorithm correctly categorized the 

vowel tokens into their pre-determined, intended vowel category.  

A handful of criticisms have been leveled against formant-ratio theories of 

vowel perception. Strange (1989) defined two broadly held positions in the vowel 

perception literature. The first is the “Elaborated Target Approaches” view. In this 

approach, vowels are processed via spectral measurements taken from a particular 

point in the steady state. Strange (1989) argues that formant ratio theories fall into 

this first category. Crucially, for critics, no information regarding the trajectory of the 

formant patterns is considered (Hillenbrand & Nearey, 1999; Hillenbrand & Gayvert, 

1993). The second approach, the “Dynamic Specification Approach” considers the 

dynamic trajectories of the formants. Zahorian & Jagharghi (1993) performed auto-

matic vowel classification experiments and demonstrated that in the absence of fun-

damental frequency information, classification algorithms that encode spectral shape 

properties fair better in categorization across a variety of contexts than those that 
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simply encode target formant value. Adank, Smits & van Hout (2004) compared 

twelve vowel normalization procedures on how well they categorize Dutch vowels, 

while eliminating the physiologically-based variation and retaining the sociolinguistic 

information embedded within the speech signal. They found that normalization pro-

cedures that used vowel-extrinsic information (characteristics across multiple vowels) 

faired better than vowel-intrinsic procedures. Moreover, normalization procedures 

that operated on multiple formants (the ratio of F3/F2, for example) were not as accu-

rate as procedures that used information from only one formant. While this work has 

highlighted the importance of considering the trajectories of formant structures, it ap-

pears that the importance of the steady-state values of formants has not been dis-

missed (Strange, 1989; Nearey, 1989). The particular hypothesis we explore in this 

chapter is vowel-intrinsic in nature, and while we discuss it here in terms of an 

“Elaborated Target Approach”, we see no reason why it cannot incorporate more dy-

namic properties of vowel formants. The advantage of this algorithm (F3 as the nor-

malizing factor) is that it requires no prior experience with the specific talker, which 

is consistent with the perceptual evidence described above that suggests that listeners 

do not need large amounts of exposure to adequately normalize vowels, and inconsis-

tent with classification algorithms, which seem to require large amounts of corpus 

data in order to correctly classify vowels. The model here considered could easily be 

extended to include information from trajectories in F1/F3 by F2/F3 space, incorpo-

rating the thereby transformed results from the “Dynamic Specification Approach.” 
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Third Formant Normalization 

It is clear that F2 by F1 is not an adequate model of the vowel space (Peterson & 

Barney, 1952). The proposal put forward in this article is that vowel categorization is 

accomplished via normalizing the first and second formants against the third. Conse-

quently, we propose that, representationally, the vowel space is best viewed not as F2 

plotted against F1 or the difference between F2 and F1 plotted against F1, but rather 

as the ratio of F1 to F3 plotted against the ratio of F2 to F3. As a result, F3 acts as the 

normalizing factor. Given that the third formant (F3) is useful in the identification and 

discrimination of a variety of speech contrasts (rhoticization on vowels (Broad & 

Wakita, 1977), /l/-/r/ distinction (Miyawaki, et al., 1975), stop consonant place of ar-

ticulation identification (Fox, Jacewicz, & Feth, 2008)), we can be confident that lis-

teners are able to use and exploit information contained within this frequency range. 

Figure 4.2 illustrates the distribution of mean F3 across ten vowel categories for men, 

women and children of American English. 
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Figure 4.2: Distribution and Mean values of F3 by Speaker Group 

Distribution and mean values of the third formant (F3) by speakers of American Eng-
lish broken down by group (men, women, children). Values reported are taken from 
(Hillenbrand, et al., 1995). Notice the scaling of the raw Hz value of F3 dependent 
upon speaker group: the mean F3 for men is lowest (2504 Hz), then F3 for women 
(2871 Hz) and the highest mean F3 for children (3078 Hz). This scaling is presuma-
bly a consequence of vocal tract length (W. T. Fitch & Giedd, 1999). 
 

Additionally, it should be pointed out that listeners are not likely mapping the 

raw frequencies in Hz onto their perceptual space but are instead performing auditory 

transformations on the input signal, such as BARK (Zwicker, 1961), Mel (S. S. 

Stevens & Volkmann, 1940), Koenig (Koenig, 1949), etc., which are much more ap-

propriate scales based on psychophysical performance (Mel) or the auditory system 

(BARK). Many of these scales transform much of the frequency space into log space, 
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and therefore, computing differences between formants in these scales is largely 

equivalent to computing the ratios of the formants in a linear space.  

Numerous previous formant ratio proposals have included f0 into their algo-

rithm. Fundamental frequency has been shown to correlate with speaker dependent 

factors such as gender, age and size. We have three reasons for attempting to pursue 

an algorithm that does not include f0, however. First, whispered speech is intelligible 

and lacks a fundamental frequency (Kiefte, 2005). Presumably, we want our normali-

zation algorithm to work for both phonated and whispered speech. Second, numerous 

languages, such as Japanese, Korean, Comanche and Southern Paiute employ vowel 

devoicing (lack of phonation/f0), either as an allophonic process or as part of their 

phonological inventory. Presumably, devoiced vowels should also be normalized. 

Inclusion of f0 in the normalization algorithm would require additional mechanisms 

to normalize these vowels. Third, tone languages, such as Vietnamese, Mandarin Chi-

nese and Yoruba, use f0 to encode the linguistic tone present on a vowel. Large con-

tour modulations render the inclusion of f0 in our normalization algorithm question-

able. We, instead, suggest that F3 is a more promising solution to the normalization 

problem.  

Delattre, Liberman, Cooper, & Gerstman (1952) synthesized vowels contain-

ing only F1 and F2 from a pattern playback machine. They presented the synthesized 

vowel tokens to listeners and found that they were quite identifiable, suggesting that 

perhaps only the first two formants are necessary for vowel identification. These find-

ings minimally demonstrate is that the perceptual system can adequately deal with 

two formant vowel tokens if that is all that is provided. In other words, it can manage 
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with degraded stimuli and categorize them appropriately when only given degraded 

stimuli. Additionally, we know from Peterson & Barney (1952) and Potter & 

Steinberg (1950) that the spread of F2/F1 frequencies for a given vowel type spoken 

by many different individuals are quite diffuse, and moreover, there is considerable 

overlap between adjacent categories. The implicit assumption in this comparison is 

that categorization on F2/F1 planar space is homologous to speaker characterization 

of a given token. What is suggested then, is that F1 and F2 may be sufficient for iden-

tification of synthesized vowels, but for categorization across numerous natural to-

kens by numerous speakers, more than F1 and F2 is required. This sentiment was 

echoed in Peterson & Barney (1952) and Potter & Steinberg (1950). Broad & Wakita 

(1977) suggested this be the case in order to appropriately categorize rhoticized vow-

els, such as [ɚ] in ‘writer’ [ɹɐj.ɾɚ]. The third formant, F3, seems to be the critical en-

ergy band in rhoticized vowels.  
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Figure 4.3: Vowel Space Normalized Against F3.  

Traditional vowel space plotted in the proposed normalized vowel space (F3 as the 
normalizing factor). Formant values from which ratios were computed are from 
Hillenbrand, et al. (1995) and averaged across age and gender per vowel category. 
Variation in font size is not meaningful. 
 

The frequency of F3 for a given vowel has been shown to vary correlationally 

with the fundamental frequency of the speaker and holds fairly constant across vow-

els (with the exception of rhoticized vowels) for a given speaker (Potter & Steinberg, 

1950; Deng & O'Shaughnessy, 2003), and F3 has been shown to effect the perception 

of vowels (Slawson, 1968; Fujisaki & Kawashima, 1968; Nearey, 1989). Given that 

F3 remains fairly constant across vowels for a given speaker, it might serve usefully 

in normalizing across multiple speakers. The third formant (F3) has also been shown 
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to provide a good estimate of vocal tract length in automatic speech recognition 

(Claes, Dologlou, ten Bosch, & van Compernolle, 1998) and is useful in normalizing 

whispered vowels (Halberstam & Raphael, 2004; although their data on the role of F3 

in normalizing phonated vowels was inconclusive). It has also been shown that the 

higher formants are as important, if not more so, than pitch in normalizing noise-

excited vowels (Fujisaki & Kawashima, 1968) and that F3 . Potter & Steinberg 

(1950) converted formant frequencies into Mel space and plotted F2/F1 and F3/F2. 

They concluded from this exercise that ratios may be necessary but are not sufficient 

to remove inter-talker variability. This is because [ɔ] and [ɑ] could not accurately be 

categorized from one another nor could [u] and [ʊ]. This was one of the criticisms 

that Miller (1989) cites against formant ratio theories. That, in particular, vowel types 

of different categories have similar ratios. It has long been known, however, that the 

formant frequencies of F1 and F2 are intimately tied to vocal tract configuration. The 

first formant varies as a function of tongue frontness and F2 as a consequence of 

tongue height. Therefore, a ratio theory of inter-talker normalization where one of the 

two dimensions has both sides of a ratio varying as a function of vowel category 

seems less than ideal.  

Given that the third formant appears to be relatively stable across vowel to-

kens within a given speaker, but varies as a function of vocal tract length inter-talker, 

and is present in different types of speech (e.g., whispered), an alternative solution 

would be to take the ratio of the first and second formants against the third. In the fi-

nal two pages, Peterson (1951) did exactly that. He converted vowel frequencies into 

Mel space and plotted F1/F3 against F2/F3. Taking vowel productions from one man, 
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one woman and one child, he showed that, impressionistically, this ratio removes 

much of the variation seen when F2 is plotted against F1. Unfortunately, little discus-

sion or further results are provided, and it seems that this particular algorithm has not 

been pursued subsequently in the formant ratio literature. It should be pointed out, 

however, that a similar sentiment was echoed in Deng and O'Shaughnessy (2003, p. 

252), where they write:  

 

“Since F3 and higher formants tend to be relatively 

constant for a given speaker, F3 and perhaps F4 provide 

a simple reference, which has been used in automatic 

recognizers, although there is little clear evidence from 

human perception experiments.”  

 

This is the particular hypothesis of formant ratios and speaker normalization we in-

vestigate here. It should also be pointed out that one of half of the algorithm we pro-

pose (F2/F3) has been present in a previous algorithms (Syrdal & Gopal, 1986; 

Miller, 1989). Therefore, in our experiment, we concentrate on finding neurophysi-

ological evidence for the more novel ratio, the F1/F3 ratio.  

 

Computational Evidence 

While the objective of this chapter is to demonstrate human perceptual sensitivity to 

formant ratios, it is useful to assess how well our proposed algorithm eliminates vari-

ance due to speaker differences. The corpus data used to test our model is from Hil-
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lenbrand, et al. (1995). In a replication of Peterson and Barney (1952), Hillenbrand, et 

al. (1995) collected the productions of twelve American English vowels from 45 men, 

48 women and 46 children in an /hVd/ frame. In an acoustic analysis of the data, they 

identified a point centrally located in the steady-state portion of the vowel and meas-

ured the fundamental frequency (f0), as well as the center frequencies for the first 

through fourth formants (F1-F4) for each token.  

 

 

Figure 4.4: Comparison of Untransformed Mean Formant Values by Group.  

A comparison of the untransformed formant values across all vowel categories for 
fundamental frequency (f0), first formant (F1), second formant (F2), and third for-
mant (F3) by age and gender of speaker. Mean formant values by group calculated 
from Hillenbrand, et al. (1995). 
 
 

In order to assess the amount of inter-speaker variation in the data as a func-

tion of speaker age and gender, we performed a Mixed Effects ANOVA with Subject 
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as a Random Variable on the Hillenbrand, et al. (1995) data comparing the effects of 

Age (‘adult’, ‘child’) and Gender (‘male’, ‘female’) on the raw frequency values for 

f0-F3 and subsequently on the transformed F1/F3 and F2/F3 ratios. For f0, we found 

a significant main effects for both Age (F(1,1612) = 2278.1, p < 0.0001) and Gender 

(F(1,1579) = 1540.3, p < 0.0001), and a significant Age × Gender interaction 

(F(1,1577) = 1560.8, p < 0.0001). For F1, we found a significant main effect of both 

Age (F(1,629.2) = 117.6, p < 0.0001) and Gender (F(1,1400) = 55.6, p < 0.0001) and 

a significant Age × Gender interaction (F(1,1449) = 18.97, p < 0.0001). For F2, we 

again found a significant main effect of Age (F(1,652.4) = 127.98, p < 0.0001) and 

Gender (F(1,1391) = 34.71, p < 0.0001) and a signification Age × Gender interaction 

(F(1,1430) = 6.54, p < 0.02). Finally, for F3, we once more found a significant main 

effect of both Age (F(1,938.5) = 450.79, p < 0.0001) and Gender (F(1,1582) = 

174.80, p < 0.0001) and a significant Age × Gender interaction (F(1,1599) = 20.96, p 

< 0.0001). These results confirm that the values of formants across men, women and 

children are highly variable, and effects of age and gender contribute to this variabil-

ity. The conclusion to draw from these findings is that a simple mapping between fre-

quency information and speaker-independent representations is inadequate.  

To provide at least an initial demonstration how well our proposed algorithm 

eliminates speaker variation, we ran the same model above on the transformed 

(F1/F3; F2/F3) corpus data. The significant main effects of age and gender, as well as 

the significant interactions of age and gender were largely eliminated. For F1/F3, 

there were no main effects of Age (F(1,599.9) = 0.09, p = 0.76) or Gender (F(1,1366) 

= 0.51, p = 0.47) and only a marginal Age × Gender interaction (F(1,1410) = 2.85, p 
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= 0.09). For F2/F3, we still found a main effect of Age (F(1,860.6) = 6.17, p < 0.02), 

but no main effect of Gender (F(1,1472) = 0.58, p = 0.44), and no Age × Gender in-

teraction (F(1,1479) = 0.82, p = 0.36).  

 

 

 

Figure 4.5: Comparison of Mean Transformed Formant Values by Group.  

A comparison of the transformed values for F1/F3 and F2/F3 by age and gender of 
speaker. Normalized formant values calculated from Hillenbrand, et al. (1995). 
 

The results of Mixed Effects ANOVA on the transformed Hillenbrand, et al. 

(1995) data suggests that our proposed algorithm, whereby F1 and F2 are ratioed 

against F3 successfully eliminates most of the variance due to effects of age and gen-

der found in productions of vowel tokens across different speakers. The question we 

now focus on, and the primary aim of this chapter, is to demonstrate that auditory cor-

tex is sensitive to one of the two dimensions of our proposed formant ratio algorithm, 

namely F1/F3. To do this, we present data from two MEG experiments on vowel per-

ception, and our findings confirm that auditory cortex appears to be sensitive to 

modulations of the F1/F3 ratio (note that the F1/F3 ratio is the more novel of the two 
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dimensions, as a host of previous algorithms have adopted F2/F3 as one of the dimen-

sions).  

 

The Contribution of Magnetoencephalography 

Magnetoencephalography (MEG) is an electrophysiological recording technique that 

measures fluctuations in magnetic field strength caused by the electrical currents in 

neuronal signaling (Hari, Levänen, & Raij, 2000; Lounasmaa, Hämäläinen, Hari, & 

Salmelin, 1996) and is particularly adept at recording potentials from auditory cortex 

(Roberts, et al., 2000). Combining its excellent temporal resolution (1 ms; and fair 

spatial resolution ~2-5 cm) and aptitude for recording from auditory cortex, it pro-

vides a powerful tool in understanding how humans process speech in real time, 

whose temporal properties are both fast and fleeting. The MEG temporal waveform 

has been shown to ignore irrelevant stimulus variation (f0, Voice Onset Time (VOT) 

within category). In the mismatch negativity (MMN, MMF, MMNm) paradigm 

(Näätänen, 2001), listeners habituate to a series of standards that vary along some ir-

relevant parameter for categorization, which is interrupted by a deviant stimulus that 

differs from the standard along some dimension (e.g., category boundary). If the per-

ceptual system is sensitive to this difference, a mismatch field is elicited roughly be-

tween 150 ms and 300 ms post onset of the deviant (Aulanko, et al., 1993; Phillips, et 

al., 2000; Kazanina, et al., 2006).  

In the two experiments reported below, however, we exploit the response la-

tency of an earlier evoked magnetic potential, the M100 (or N1m), which is the MEG 

equivalent of the N1 ERP component (Virtanen, et al., 1998; Eulitz, et al., 1995). The 
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dependent measures of the evoked M100 (latency, amplitude) more directly reflect 

properties of the acoustic stimulus (frequency, loudness, fine-structure of the wave-

form, etc.), as opposed to later evoked components (e.g., MMNm), and integrates 

only over the first 40 ms of the auditory stimulus (Gage, et al., 2006). Given its ro-

bustness and replicability, the M100 has been used extensively to study early auditory 

cortical processing, and we have a fair understanding of the types of stimulus depend-

ent factors to which the M100 is sensitive (Roberts, et al., 2000). Sinusoids closest to 

1 KHz elicit the shortest evoked M100 response latency, while moving outward from 

1 KHz in either direction (both lower and higher in frequency) elicit longer evoked 

latencies (Roberts & Poeppel, 1996).  Relevant to the current work, the M100 re-

sponse properties to vowels have been fairly well characterized. In particular, the 

M100 seems to be sensitive to F1 (Govindarajan, et al., 1998; Roberts, et al., 2000; 

Poeppel, et al., 1997; Hannu Tiitinen, et al., 2005; Diesch, et al., 1996; Roberts, et al., 

2004) independent of differences in fundamental frequency (Govindarajan, et al., 

1998; Poeppel, et al., 1997). Diesch, et al. (1996) compared the evoked latencies of 

the M100 to four different synthesized German vowels (/a/, /i/, /u/, /æ/) and found 

that /a/ and /æ/, having higher F1 values, elicited reliably shorter latencies than /u/. 

Poeppel, et al. (1997) synthesized three English vowels (/i/, /u/, /a/) and also report a 

reliable difference in the evoked M100 latency between /a/ and /u/, with /a/ eliciting a 

shorter M100 latency, and do not report a difference between /i/ and /u/. This finding 

was replicated in Govindarajan, et al. (1998), who also found that both one and three 

formant synthesized tokens of /a/ elicit reliably faster M100 evoked latencies than one 

and three formant synthesized tokens of  /u/, respectively, in English listeners. 
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Tiitinen, et al. (2005) replicate these findings in Finnish speakers, showing again that 

/a/ elicits faster M100 latencies than /u/ using semi-synthetic speech. The interpreta-

tion for the directionality of these effects, namely that /a/ elicits reliably shorter M100 

evoked latencies than /u/, is that the spectral energy in F1 is driving the M100 re-

sponse (Govindarajan, et al., 1998; Poeppel, et al., 1997; Roberts, et al., 2000), and /a/ 

elicits shorter latencies because the F1 in /a/ (~ 700 Hz) is significantly closer to 1 

KHz than the F1 in /u/ (~ 300 Hz), consistent with the sinusoidal data (Roberts & 

Poeppel, 1996). This effect does not seem to be speech specific, however (Diesch, et 

al., 1996; Govindarajan, et al., 1998). These findings have been confirmed and ex-

tended in more recent work. Roberts, et al. (2004) show that unlike the sinusoidal 

data, where the M100 response latency follows a smooth 1/f(requency) function (at 

least through 1 KHz, above 1 KHz the latency again increases), the latency of the 

M100 to vowels (F1, in particular) seem to respect vowel category boundaries. They 

synthesized tokens of /a/ and /u/ and modulated F1 in 50 Hz increments between 250 

Hz and 750 Hz while keeping the values for F2 (1000 Hz) and F3 (2500 Hz) consis-

tent across the vowel tokens, albeit with bandwidths that were broader than usual. In-

stead of following the smooth 1/f function that the sinusoids elicit, the M100 latencies 

clustered into three distinct bins, the lowest F1 values (250 – 350 Hz) elicited the 

longest latencies, the middle F1 values (400 – 600 Hz) elicited reliably shorter laten-

cies and the high F1 values (650 – 750 Hz) elicited even shorter M100 latencies. The 

bin with the lowest F1 values also represent the natural range of F1 in /u/ and the bin 

with the highest F1 values represent the natural range of F1 in /a/ tokens. Therefore, 

Roberts, et al. (2004) concluded that the latency of the M100 is sensitive to informa-
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tion about the F1 frequency distributions of different vowel categories. Collectively, 

these data suggest that the M100 is sensitive to F1 in vowel perception. Vowel cate-

gories with a higher F1 (closer to 1 KHz) consistently elicit shorter evoked latencies 

of the M100.  

 

 

Experiment 1 

The goal of this chapter is to determine if the perceptual system is sensitive to for-

mant ratios, and in particular if the perceptual system is sensitive to the F1/F3 ratio 

(one of the two dimensions in our proposed normalization algorithm). Given our hy-

pothesis regarding the algorithm that is (at least partly) responsible for vowel nor-

malization, combined with the previous MEG findings on vowel perception 

(Govindarajan, et al., 1998; Roberts, et al., 2000; Poeppel, et al., 1997; Hannu 

Tiitinen, et al., 2005; Diesch, et al., 1996; Roberts, et al., 2004), we propose that the 

M100 is sensitive to the ratio of the first formant (F1) against the third (F3) instead of 

just F1 alone. In order for us to test this representational and normalization hypothesis 

with the M100, the M100 must be able to index more complex auditory operations 

performed on the input and not solely reflect surface properties of the stimulus. The 

results from Roberts, et al. (2004) and work on inferential pitch perception that has 

shown that the M100 is modulated by a missing fundamental component (Monahan, 

et al., 2008; Fujioka, et al., 2003) demonstrate that the M100 can index more complex 

and abstract auditory operations which integrate information from across the spec-

trum.  
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In the first experiment, participants were with tokens of [ɛ] and [ә], holding 

F1 (and F2) constant while manipulating the value of F3 for each type. We modulated 

F3 both higher and lower by 4% in Mel space from the mean/standard F3 value (8% 

overall difference between the two tokens for a given vowel type). We predict that 

vowels with a lower F3 (larger F1/F3 ratio) should elicit faster M100 latencies than 

vowels with a higher F3 value (smaller F1/F3 ratio). This directional prediction is de-

rived from recalculating the formant values of Poeppel, et al. (1997). Converting their 

vowel tokens (for the male fundamental frequency) into F1/F3 Mel space, we find 

that the token of /a/ has a larger F1/F3 ratio than the token of /u/ and these two tokens 

are 20% from each other in this transformed space. Given that /a/ elicited a shorter 

M100 latency than /u/ (Govindarajan, et al., 1998; Roberts, et al., 2000; Poeppel, et 

al., 1997; Hannu Tiitinen, et al., 2005; Diesch, et al., 1996; Roberts, et al., 2004), we 

therefore expect tokens with a larger F1/F3 ratio to elicit shorter M100 latencies than 

tokens with a smaller F1/F3 ratio.  

 

Participants 

Thirteen monolingual English participants (5 female; mean age: 20 yrs old) partici-

pated in the experiment. For one participant, the stimuli did not elicit a reliable M100, 

and this participant was excluded from the analysis. Consequently, data from 12 par-

ticipants was analyzed. Participants reported no hearing deficits. All participants pro-

vided written informed consent approved by the University of Maryland Institutional 

Review Board (IRB) and scored strongly right-handed on the Edinburgh Handedness 
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Survey (Oldfield, 1971). Each participant was compensated $10/hour. The typical 

session lasted approximately 1 ½ to 2 hours.  

 

Materials 

Vowel tokens were synthesized using HLSyn (K. N. Stevens & Bickley, 1991). Two 

tokens for each vowel type (mid-vowels /ɛ/ and /ә/) were synthesized, for a total of 

four tokens. A fundamental frequency of 150 Hz was used for all tokens. Using a f0 

halfway between a male and female speaker allowed for greater flexibility in our pos-

sible F3 values. Moreover, a fundamental frequency of 150 Hz is not outside the pos-

sible range of either male or female speakers.  

 As previously mentioned, the values of F1 and F2 remained consistent across 

the tokens within each type. The Hertz values were converted into Mel space and we 

modulated the F3 value 4% higher and 4% lower in frequency space. Each token was 

250ms in duration with a 10 ms cos2 on- and off-ramp. The values for F1, F2 and F3, 

and their respective bandwidths are presented in Table 4.1 and a comparison of the 

LPC-based spectral envelopes of the vowel tokens are presented in Figure 4.6.  
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 F1 F2 F3 
Vowel 
Type 

F3 
Height 

Center 
Frequency 

Bandwidth Center 
Fre-

quenc
y 

Bandwidth Center 
Fre-

quenc
y 

Bandwidth 

/ә/ Low 500 80 1500 90 2040 150 
/ә/ High 500 80 1500 90 3179 150 
        

/ɛ/ Low 580 80 1712 90 2156 150 
/ɛ/ High 580 80 1712 90 3247 150 

 
Table 4.1: Experiment 1: Spectral characteristics of the four vowel tokens  

The center frequency and bandwidth for each of the first three formants are provided 
in Hertz. The stimuli were synthesized using KLSyn (K. N. Stevens & Bickley, 
1991), a user interface for the HLSyn speech synthesizer. The formant ratio calcula-
tions were performed in Mel frequency space and then converted back into Hertz for 
the speech synthesis.  
 
 
 

 
Figure 4.6: Spectral slices of the two /ә/ tokens and two /ɛ / tokens in Experiment 
1.  
LPC-based spectral envelopes of the vowel sounds used in Experiment 1. The solid 
line indicates the token with a higher F3 (smaller F1/F3 ratio) and the dashed line in-
dicates tokens with a lower F3 (larger F1/F3) ratio. Spectral envelopes have been 
smoothed with a six pole LPC filter.  
 
 



 

 129 
 

The F1, F2 and F3 values for [ә] are standard values (K. N. Stevens, 1998). The F1 

and F2 values (and the F3 value for which we computed from) for [ɛ] are taken from 

a recent corpus of American English vowel formant frequencies (Hillenbrand, et al., 

1995) extracted from the steady state portion of the vowel in [hVd] syllables. For pre-

sent purposes, we used the average formant values for male speakers. 

 

Procedure 

Participants lay supine in a dimly lit magnetically shielded room, as stimulus evoked 

magnetic fields were passively recorded by a whole-head 157-channel axial-

gradiometer magnetoencephalography system (Kanazawa Institute of Technology, 

Kanazawa, Japan). The stimuli were delivered into the magnetically shielded room 

via Etymotic ER3A insert earphones, which were calibrated and equalized to have a 

flat frequency response between 100 and 5000 Hz. Prior to the experiment, a hearing 

test was administered to the participants within the MEG system to ensure normal 

hearing and that the auditory stimuli were appropriately delivered by the earphones. 

Subsequently, a pretest localizer was performed. Participants listened to roughly 100 

tokens each of four pure sinusoids: 125Hz, 250Hz, 1000Hz and 4000Hz. The neuro-

magnetic-evoked responses to the sinusoids were epoched and averaged online. The 

pretest was done to ensure good positioning of the participant’s head within the sys-

tem, as well as guaranteeing that the participant would show a reliable M100 re-

sponse. The experiment began subsequent to the hearing test and pretest localizer. 

For the experiment itself, participants listened to both vowel tokens and pure 

sinusoids. The four vowel tokens (/ә/: high F3; low F3; /ɛ/: high F3; low F3) were 
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each presented 300 times (1200 vowel tokens in total), ensuring a good signal-to-

noise ratio in the MEG signal. Sinusoids of 250Hz and 1000Hz were played 50 times 

each throughout the experiment.  Participants were asked to listen passively to the 

vowel tokens and discriminate between the 250 Hz and 1000 Hz sinusoids. The inter-

trial interval pseudo-randomly varied between 700ms and 1300ms.  

 

Recording and Analysis 

Neuromagnetic signals were acquired in DC (no high pass filter) at a sampling fre-

quency of 1 KHz. An online Low Pass Filter of 200 Hz and a 60 Hz notch filter were 

applied during recording. Noise reduction was performed on the MEG data using a 

multi-shift PCA noise reduction algorithm (de Cheveigné & Simon, 2007). During 

the averaging process, any trials with artifacts exceeding 2.5 pT in amplitude during 

their epoch were removed from the analysis (6.2% of the total data). Off-line filtering 

(digital Band Pass Filter with a Hamming window, range: 0.03 - 30 Hz) and baseline 

correction (100 ms prior to onset of the vowel) were performed on the averaged data. 

Ten channels from each hemisphere that best correlated with the sink (ingoing mag-

netic field; 5 channels) and source (outgoing magnetic field; 5 channels) of the signal 

were selected for statistical analysis on a participant-by-participant basis. The same 

channels were used across the four conditions for the within subjects analysis. The 

peak latency and amplitude of the root mean square (RMS) of the evoked M100 in 

the MEG temporal waveform for each hemisphere were carried forward for statistical 

analysis.   
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Results 

Given that we had a specific prediction regarding the direction of the effect in the la-

tency of the RMS of the M100 (Larger F1/F3 ratios should elicit shorter latencies), 

we report statistics from one-tailed tests (statistics on the amplitudes are two-tailed).  
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Figure 4.7: Evoked M100 Temporal Waveform and Magnetic Field Contour for 
Representative Subject.  
 
Temporal waveform from ten left hemisphere channels (RMS solid red line superim-
posed) and the magnetic field distribution at peak latency of the M100. Waveform 
and field distribution to /ɛ/ token with Low F3 (larger F1/F3 ratio) presented along 
the top row and waveform and field distribution to /ɛ/ token with High F3 (smaller 
F1/F3 ratio) presented along the bottom row. For the magnetic field distributions, red 
indicates outgoing magnetic field source and blue indicated ingoing magnetic field 
sink. 
 

Pooling across both hemispheres (20 channels), we found a reliable difference 

in the peak latency of the RMS of the M100 for the vowel /ɛ/ (paired t-test; t(11) = 

1.996, p < 0.05). As predicted, the /ɛ/ token with the lower F3 (larger F1/F3 ratio; M 
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= 134 ms) elicited a significantly shorter M100 latency than the /ɛ/ token with the 

higher F3 (smaller F1/F3 ratio; M = 138 ms). Analyzing the hemispheres independ-

ently, we found a reliable difference in the right hemisphere (RH; t(11) = 2.412, p < 

0.02) and a marginal effect in the left hemisphere (LH; t(11) = 1.753, p = 0.054).  

 

 

Figure 4.8: M100 Response Latencies by Vowel Type.  

Mean M100 response latencies across participants to the vowel tokens in Experiment 
1. Light gray bars refer to tokens with a Low F3 (large F1/F3 ratio) and dark gray 
bars refer to tokens with a high F3 (small F1/F3 ratio). Error bars represent one stan-
dard error of mean. 
 

We find the same pattern of effects when we perform the non-parametric 

equivalent statistic (Wilcoxon Signed-Rank Test; Both Hemispheres: V = 64, p < 

0.05; LH: V = 62, p < 0.05; RH: V = 68, p < 0.02). We found no reliable differences 

in the amplitude of the RMS of the M100 in the evoked temporal MEG waveform 

between the two tokens of /ɛ/ (Both Hemispheres: t(11) = 1.172, p = 0.13; LH: t(11) 

= 0.158, p = 0.44; RH: t(11) = 0.540, p = 0.30).  
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Comparing the two tokens of /ә/, we did not obtain reliable differences in the 

latency of the RMS of the M100 response between the /ә/ token with a large F1/F3 

ratio (M = 136 ms) compared with the /ә/ with a small F1/F3 ratio (M = 138 ms) 

when we pooled sensors across both hemispheres (t(11) = 0.996, p = 0.17), nor did 

we find a difference between the two tokens of /ә/ when analyzing sensors from just 

the left hemisphere (t(11) = 0.983, p = 0.17) or the right hemisphere (t(11) = -0.387, p 

= 0.65) in the peak latency of the RMS of the evoked M100. Again, we did not find 

any differences in the peak amplitude of the RMS of the M100 to the two tokens of 

/ә/ when we pooled sensors across both hemispheres (t(11) =  -1.303, p = 0.22), or in 

the left hemisphere (t(11) =  -0.828, p = 0.43), though we did find a marginal effect in 

the right hemisphere (t(11) = -2.176, p = 0.053). To summarize, we found a reliable 

difference in the latency of the evoked M100 component in the predicted direction, 

vowel tokens with a larger F1/F3 ratio elicit a shorter M100 latency than tokens with 

a smaller F1/F3 ratio, which is consistent with our reinterpretation of the previous 

M100 results on F1 (Govindarajan, et al., 1998; Roberts, et al., 2000; Poeppel, et al., 

1997; Hannu Tiitinen, et al., 2005; Diesch, et al., 1996; Roberts, et al., 2004). We did, 

however, only find this effect for the front vowel /ɛ/ and not the central-vowel /ә/. (It 

should be noted that central vowels have yet to be tested in the literature to the best of 

our knowledge.) In the discussion, we speculate on some potential explanations for 

this pattern of results. In general, however, we take these results to suggest that the 

perceptual system is sensitive to formant ratios, and the F1/F3 ratio in particular.  
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M100 ECD Source Location 

The primary aim of this study was to determine if the auditory perceptual system is 

sensitive to formant ratios in general, and moreover, if manipulations of the F1/F3 

ratio would modulate the response latency of the RMS of the evoked auditory M100 

component. In addition to the latency and amplitude analysis of the M100, we also 

conducted a source analysis on the data to determine if there were any localization 

differences between the vowels. Obleser, Lahiri, & Eulitz (2004), using MEG, calcu-

lated the Equivalent Current Dipole (ECD) of the source for seven distinct German 

vowels. They found that front vowels tend to map onto a more anterior portion of 

auditory cortex while back vowels map onto a more posterior region of auditory cor-

tex. Thus, the front/back distinction of vowel categories is retained on the ante-

rior/posterior dimension of early auditory cortex. Provided these results, in our ex-

periment, we might expect to find reliable differences between the tokens of /ɛ/ and 

/ә/, with the front vowel /ɛ/ localizing to more anterior regions than the mid vowel /ә/. 

Based on a sphere model, we calculated the ECD solution of the four distinct vowel 

tokens on an intra-subject and intra-hemispheric basis (minimum GoF = 90%, mean 

GoF = 95.8%; one participant was excluded as we were unable to calculate a fit with 

a GoF > 90%, statistics on source n = 11). We performed a Repeated-Measures 

ANOVA with the factors Vowel (/ә/ and /ɛ/) and F3 (‘High’ and ‘Low’). In the left 

hemisphere along the lateral-medial plane (x-axis; sagittal), we find no main effect of 

Vowel (F(1,10) = 0.179, p = 0.68) or F3 (F(1,10) = 0.346, p = 0.57) and no interac-

tion of Vowel × F3 (F(1,10) = 0.433, p = 0.53). In the superior-inferior plane (z-axis; 

axial), we again find no main effect of Vowel (F(1,10)=0.023, p = 0.88) or F3 
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(F(1,10) = 1.510, p = 0.25) and only a marginal interaction of Vowel × F3 

(F(1,10)=3.186, p = 0.10). 

 

 

 

Figure 4.9: Mean ECD Locations along the Coronal (y) and Axial (z) Planes.  

Plot of the mean ECD source locations for each vowel token in Experiment 1 plotted 
along the Coronal (y; anterior-posterior) and Axial (z; superior-inferior) planes. Error 
bars represent one standard error of the mean. 
 

Finally, along the inferior-posterior dimension (y-axis; coronal), where we might ex-

pect to find a difference given Obleser, et al. (2004), we also find no main effect of 

Vowel (F(1,10) = 0.072,  p = 0.79) or F3 (F(1,10) = 0.16, p = 0.70) and no interaction 

of Vowel × F3 (F(1,10) = 0.02, p = 0.89). The final statistic we calculated was to de-

termine whether the front vowels (the two tokens of /ɛ/) were located more anterior 

than the mid-vowels (the two tokens of /ә/). We performed a one-tailed sign test on 

the values of y (the anterior-posterior plane) across vowel type for the left hemi-
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sphere, and we found no difference between the tokens with a high F3 (S = 6; p = 0.5) 

or between the tokens with a low F3 (S = 4; p = 0.89), implying that we were unable 

to replicate the anterior-posterior localization difference reported in Obleser, et al. 

(2004).  

In the right hemisphere, for the lateral-medial plane (x-axis; sagittal), we again 

find no main effect of Vowel (F(1,10) = 1.565, p = 0.24) or F3 (F(1,10) = 2.192, p = 

0.17) and no interaction of Vowel × F3 (F(1,10) = 0.518, p = 0.49). In the superior-

inferior (z-axis; axial) plane we also find no main effect of Vowel (F(1,10) = 0.047, p 

= 0.83) or F3 (F(1,10) = 0.176, p = 0.68) and no interaction of Vowel × F3 (F(1,10) = 

0.66, p = 0.44). Finally, along the anterior-posterior plane, we again find no main ef-

fect of Vowel (F(1,10) = 2.072, p = 0.18) or F3 (F(1,10) = 0.293, p = 0.6) and no in-

teraction of Vowel × F3 (F(1,10) = 0.384, p = 0.57). Performing a one-tailed sign test 

on the values for the anterior-posterior (y-axis; coronal) plane we find no difference 

between vowel types for the tokens with a high F3 (S = 4; p = 0.89) or with a low F3 

(S = 4; p = 0.89).  

 

Discussion 

These findings suggest that auditory cortex (minimally the neurobiological generators 

of the M100) is sensitive to modulations of the F1/F3 ratio.11 The latency difference 

was robust across participants for the /ɛ/ vowel. Recall that in the beginning of the 

chapter, we stated that in order for a vowel normalization algorithm to be computa-

                                                
11 To be more confident in this finding, additional research is needed that shows that 
co-variation in F1 and F3 that does not modulate the F1/F3 ratio should not elicit la-
tency differences in the M100.  
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tionally plausible, it must satisfy at least these two conditions: 1) It must be shown 

that the algorithm adequately normalizes the vowel space, and 2) it must be shown 

that the human perceptual system is sensitive to the computations required by the al-

gorithm in online speech perception. The findings from the first experiment, at least, 

suggest a positive answer to the second condition for the particular algorithm we are 

testing. Our results suggest that the human auditory system is sensitive to formant ra-

tios. The latency difference was in the predicted direction for nearly all subjects (Sign 

Test: p < 0.05) for the vowel type /ɛ/. Any more concrete conclusions, however, 

should be taken cautiously, given that we did find such an effect for the mid-central 

vowel /ә/.  

The immediate question is why we found an effect of F3 manipulation for /ɛ/ 

but not for /ә/. The lack of a result for /ә/ is not likely due to a lack of power in the 

experiment, given that 300 tokens of each vowel is more than sufficient to obtain a 

good signal-to-noise ratio. Moreover, the fact that we found an effect with /ɛ/ sug-

gests that this asymmetry is due to some intrinsic properties of the vowels or their lo-

cation in vowel space. It is this second possibility that we explore in the second ex-

periment. In particular, the asymmetry found in Experiment 1 could be a consequence 

of the location in vowel space that /ɛ/ and /ә/ occupy. The front mid-vowel /ɛ/ occu-

pies a more crowded portion of the vowel space relative to that occupied by /ә/ (i.e., 

there are many more phonetic categories in close proximity to the distribution of /ɛ/ 

as opposed /ә/ in the vowel space), where categorization might be more critical than 

the middle of the vowel space.  



 

 139 
 

In Experiment 2, we test the hypothesis that the asymmetry found in Experi-

ment 1 is due to the location in vowel space of each vowel. Consequently, we test two 

hypotheses. First, we aim to replicate the null effect with /ә/ that we found in Experi-

ment 1. To accomplish this, we test the same /ә/ tokens with a different set of partici-

pants. Second, to test whether it is the demands for categorization that drive the per-

ceptual system’s sensitivity to formant ratios in more crowded portions of the vowel 

space, we test two tokens of /o/ with the same manipulations we performed on /ɛ/ in 

the first experiment. The back vowel /o/, like /ɛ/, also occupies a more crowded por-

tion of the vowel space than /ә/.  

 

 

Experiment 2 

The second experiment was nearly identical to Experiment 1; however, instead of 

testing tokens of /ɛ/, we tested synthesized tokens of /o/, a vowel produced in the 

back of the mouth. The back mid rounded vowel /o/, like /ɛ/, resides in a more 

crowded portion of the vowel space, at least when compared with the central vowel 

/ә/. Practically speaking, our hypothesis predicts we should find M100 latency differ-

ences for vowels located in more crowded portions of the vowel space. Therefore, we 

should find effects for /o/ and replicate our null effects for /ә/. We speculate that the 

reason for this particular pattern is likely due to greater competition within the cate-

gory space, which drives the perceptual system’s heightened sensitivity to the formant 

ratios in these more densely populated regions.   
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Participants 

Fifteen monolingual English participants (9 female; mean age: 20 yrs old) partici-

pated in the experiment. Six participants were excluded from analysis on various 

grounds: two participants were not included in the analysis, as there were no discern-

able M100 in the data; two participants were excluded from the analysis because the 

source distribution of the component did not match that of an M100; one participant 

was excluded because the peak latency of their M100 was over 200 ms; and finally, 

one participant was excluded due to hardware failure. Consequently, for the analysis, 

the data from nine participants was analyzed. All participants had normal hearing. All 

participants provided written informed consent approved by the University of Mary-

land Institutional Review Board (IRB) and scored strongly right-handed on the Edin-

burgh Handedness Survey (Oldfield, 1971). Each participant was compensated 

$10/hour. The typical session lasted approximately 1 ½ to 2 hours. 

 

Materials 

For the /ә/ stimuli, we used the same tokens used in Experiment 1. For the /o/ stimuli, 

we synthesized two new tokens using HLSyn (K. N. Stevens & Bickley, 1991) with 

F1 and F2 values from (Hillenbrand, et al., 1995). Again, we converted the Hz fre-

quency values into Mels. Using the F3 value (transformed into Mel space) from 

Hillenbrand, et al. (1995) as the standard, we computed the new F3 values for our ex-

perimental tokens by moving 4% in either direction of the F1/F3 ratio space. There-

fore, the overall distance in F1/F3 ratio space between the tokens was 8%. As before, 

we predict an M100 latency facilitation for the token with the smaller F3 (the larger 
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F1/F3 ratio). The F1, F2 and F3 values for the four tokens used in Experiment 2 are 

presented in Table 4.2 and a comparison of the LPC-based spectral envelopes of the 

vowel tokens are presented in Figure 4.10.  
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 F1 F2 F3 
 Center Fre-

quency 
Bandwidth Center  

Fre-
quency 

Bandwidth Center  
Fre-

quency 

Bandwidth 

/ә/ Low 
F3 

500 80 1500 90 2040 150 

/ә/ High 
F3 

500 80 1500 90 3179 150 

       
/o/ Low 

F3 
497 80 938 90 2011 150 

/o/ High 
F3 

497 80 938 90 3118 150 

 
Table 4.2: Experiment 2: Spectral Characteristics of the Vowel Tokens 

The center frequency and bandwidth for each of the first three formants are provided 
in Hertz. The stimuli were synthesized using KLSyn (K. N. Stevens & Bickley, 
1991), a user interface for the HLSyn speech synthesizer. The formant ratio calcula-
tions were performed in Mel frequency space and then converted back into Hertz for 
the speech synthesis.  
 
 
 
 
 
 
 
 
 
 
 
 



 

 143 
 

 

Figure 4.10: Spectral slices of the two /ә/ tokens and two /o/ tokens.  

LPC-based spectral envelopes of the vowel sounds used in Experiment 2. The solid 
line indicates the token with a high F3 (smaller F1/F3 ratio) and the dashed line indi-
cates the token with a low F3 (larger F1/F3) ratio. Spectral envelopes have been 
smoothed with a six pole LPC filter.  
 

Procedure 

The procedure was identical to Experiment 1.  

 

Recording and Analysis 

The recording parameters and analysis procedures used in Experiment 2 were identi-

cal to those used in Experiment 1. All trials with artifacts above 2.5 pT in the noise-

reduced data were eliminated from analysis (5.2% of the total data). The filtering and 

baseline correct parameters are identical to those used in Experiment 1. 

 
 

Results 

Given the results from Experiment 1 and our hypothesis that the perceptual system 

displays a greater sensitivity to formant ratios for vowels located in more densely 
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populated regions of the vowel space, we predict to find a reliable difference between 

the two tokens of /o/, with the token with a lower F3 (larger F1/F3) eliciting a shorter 

M100 latency, while I expect to replicate the null difference for the two tokens of /ә/ 

that we found in Experiment 1.  
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Figure 4.11: Evoked M100 Temporal Waveform and Magnetic Field Contour 
for Representative Subject.  
 
Temporal waveform from ten left hemisphere channels (RMS solid red line superim-
posed) and the magnetic field distribution at peak latency of the M100. Waveform 
and field distribution to /o/ token with Low F3 (larger F1/F3 ratio) presented along 
the top row and waveform and field distribution to /o/ token with High F3 (smaller 
F1/F3 ratio) presented along the bottom row. For the magnetic field distributions, red 
indicates outgoing magnetic field source and blue indicated ingoing magnetic field 
sink. 
 

Pooling across the channels from both hemispheres (20 channels), we find a reliable 

difference in the latency of the M100 between the two tokens of /o/ (One-tailed t-test; 

t(8) = 2.692, p < 0.02), where the token with a lower F3 (larger F1/F3 ratio; M = 132 
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ms) elicits a shorter latency than the token with a higher F3 (smaller F1/F3 ratio; M = 

141 ms). Analyzing the hemispheres independently, we find a reliable difference be-

tween the two tokens of /o/ in both the left (t(8) = 2.929, p < 0.01) and right hemi-

spheres (t(8) = 2.326, p < 0.05). Given the relatively small sample size, we also calcu-

lated the statistics using the non-parametric one-tailed Wilcoxon Signed-Rank test, 

and the parametric results are confirmed (Both hemispheres: V = 41.5, p < 0.02; LH: 

V = 40, p < 0.02; RH: V = 41.5; p < 0.02). We did not find a reliable difference in the 

amplitude of the RMS to the evoked M100 when comparing between the two tokens 

of /o/ (Both hemispheres: t(8) = -0.851, p = 0.42; LH: t(8) = -0.516, p = 0.62; RH: 

t(8) = -1.48, p = 0.18).  

 

 

Figure 4.12: M100 Response Latencies by Vowel Type in Experiment 1.  

Mean M100 response latencies across participants to the vowel tokens in Experiment 
2. Light gray bars refer to tokens with a Low F3 (large F1/F3 ratio) and dark gray 
bars refer to tokens with a high F3 (small F1/F3 ratio). Error bars represent one stan-
dard error of mean. 
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I was able to replicate the differences we found for the two tokens of /ɛ/ in 

Experiment 1 with the two tokens of /o/ in the predicted direction: shorter M100 la-

tencies for the tokens with a larger F1/F3 ratio. Moreover, we replicated the null ef-

fects for the two tokens of /ә/ in Experiment 1 again in Experiment 2. Again, pooling 

across both hemispheres, we fail to find a reliable difference between the two tokens 

of /ә/ (Low F3: M = 140 ms, High F3: M = 137 ms, t(8) = -1.065, p = 0.84), and we 

find no differences when looking at the hemispheres independently (LH: t(8) = -

0.253; p = 0.6; RH: t(8) = -0.321, p = 0.62). Additionally, we found reliable differ-

ences in the amplitude of the RMS of the evoked M100 when comparing between the 

two tokens of /ә/ (Both hemispheres: t(8) = -1.944, p = 0.09; LH: t(8) = -0.916, p = 

0.39; RH: t(8) = -1.217, p = 0.26). Therefore, we were able to extend the findings for 

/ɛ/ in Experiment 1 to /o/ in Experiment 2 and we replicated the null effect for /ә/ 

from Experiment 1 in Experiment 2. The findings from Experiment 2 confirm that 1) 

the auditory perceptual system (at least the neurobiological generators of the M100) is 

sensitive to formant ratios, and in particular at least the F1/F3 ratio, and 2) that the 

perceptual system is more sensitive to formant ratios in regions of the vowel space 

that are more densely populated.  

 

M100 ECD Source Location 

To assess whether the vowels presented to participants in Experiment 2 elicited dif-

ferences in their source localization as well as the latency of the evoked M100, we 

calculated the ECD solution based on a spherical model of the head for the four dis-

tinct vowel tokens on an intra-subject and intra-hemispheric basis (minimum GoF = 
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90%, mean GoF = 95%; one participant was excluded as we were unable to calculate 

a fit with a GoF > 90%, statistics on source n = 8). Our only hypothesized prediction 

is that the tokens of the mid-vowel /ә/ might localize to a more anterior portion of the 

anterior-posterior plane than the tokens of the back vowel /o/. Performing a repeated 

measures ANOVA with the factors Vowel (/ә/ and /o/) and F3 (‘High’ and ‘Low’), in 

the left hemisphere, we find no main effect of Vowel (F(1,7) = 0.017, p = 0.9) or F3 

(F(1,7) = 1.318, p = 0.29) and no interaction of Vowel × F3 (F(1,7) = 0.875, p = 0.38) 

along the lateral-medial plane (x-axis; sagittal). 

 

 

Figure 4.13: Mean ECD Locations: Coronal (y) Planes and Axial (z) Planes.  

Plot of the mean ECD source locations for each vowel token in Experiment 2 plotted 
along the Coronal (y; anterior-posterior) and Axial (z; superior-inferior) planes. Error 
bars represent one standard error of the mean.  
 

Along the superior-inferior dimension (z-axis; axial), we find no main effect of 

Vowel (F(1,7) = 1.376, p = 0.28) or F3 (F(1,7) = 0.0002, p = 0.99) and no interaction 
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of Vowel × F3 (F(1,7) = 2.805, p = 0.14). Finally, along the anterior-posterior dimen-

sion (y-axis; coronal plane), where we might expect to find a difference given the re-

sults reported in Obleser, et al. (2004), we find a marginal effect of F3 (F(1,7) = 

5.403, p = 0.053), which was unpredicted (we would have predicted an effect of 

vowel), no main effect of Vowel (F(1,7) = 0.026, p = 0.88) and no Vowel × F3 inter-

action (F(1,7) = 0.903, p = 0.37). To determine if there were any directional differ-

ences in the location of the ECD between the vowels along the anterior-posterior di-

mension, we performed a sign test on the different vowels types. We find a strong 

directional difference for the tokens with a High F3 (S = 1; p < 0.05), in the opposite 

direction, with the ECD of the token of /o/ with a High F3 localizing to a more ante-

rior position along the anterior-posterior dimension than the token of / ә / with a High 

F3. We find no difference between the tokens with a Low F3 (S = 5; p = 0.86).  

In the right hemisphere, along the lateral-medial (x-axis; axial) plane, we find 

no main effect of Vowel (F(1,7) = 0.036, p = 0.85) or F3 (F(1,7) = 0.682, p = 0.44) 

and no interaction of Vowel × F3 (F(1,7) = 1.083, p = 0.33). In the superior-inferior 

(z-axis; sagittal) plane in the right hemisphere, we again find a marginal main effect 

of Vowel (F(1,7) = 4.39, p = 0.07) but no main effect of F3 (F(1,7) = 0.37, p = 0.56) 

and no interaction of Vowel × F3 (F(1,7) = 0.439, p = 0.53). Finally, along the ante-

rior-posterior (y-axis; coronal) plane, we find no main effect of Vowel (F(1,7) = 

0.105, p = 0.76) or F3 (F(1,7) = 1.482, p = 0.27) and no interaction of Vowel × F3 

(F(1,7) = 1.506, p = 0.26). In a sign test, to determine if there is a directional differ-

ence in the source of the ECD to vowels located along the anterior-posterior dimen-
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sion, we found no effect between /ә/ and /o/ with Low F3s (S = 6; p = 0.14), nor did 

we find an effect between /ә/ and /o/ with High F3s (S = 4; p = 0.64). 

 

Discussion 

The motivation for Experiment 2 was to determine whether our hypothesis regarding 

the correlation of the density of categories in perceptual space and the sensitivity of 

the perceptual system to formant ratios was on the right track. Recall that in Experi-

ment 1, we found a significant M100 latency difference for the /ɛ/ token with a larger 

F1/F3 ratio but not for the /ә/ token with a larger F1/F3 ratio. If an adequate explana-

tion for the findings in Experiment 1 is that the sensitivity of our perceptual system to 

the F1/F3 ratio is a function of how dense the space is, and consequently, how much 

more competitive categorization is, then we also predict to find a significant differ-

ence for tokens of /o/ that vary on the F1/F3 ratio. As predicted, the token of /o/ with 

a larger F1/F3 ratio elicited a shorter M100 latency than the token of /o/ with a 

smaller F1/F3 ratio. And equally important, we replicated the null effect for /ә/. This 

reaffirms our findings from Experiment 1 that the auditory perceptual system is sensi-

tive to F1/F3 ratios, lending further support to use of ratios in normalization algo-

rithms. In particular, it demonstrates that formant ratios are psychologically plausible 

computations that can be exploited in the course of speaker normalization.  
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General Discussion 

Speaker normalization has been a long-standing problem in speech perception re-

search (Johnson, 2005). In particular, the perceptual and biological computations re-

sponsible for mapping highly variable acoustic input onto phonetic and phonological 

representations remain poorly understood (Sussman, 2000). Within the domain of 

vowel perception and normalization, a variety of different proposals have been of-

fered to account for speaker dependent variation (Strange, 1989; Disner, 1980; Miller, 

1989; Irino & Patterson, 2002; Rosner & Pickering, 1994; Nearey, 1989). In this 

chapter, we revisit a proposal that has been sporadically proposed in the literature: 

listeners are sensitive to the relative differences between formants (formant ratios) 

and not their absolute values (Miller, 1989; Peterson, 1951, 1961; Peterson & Barney, 

1952; Syrdal & Gopal, 1986; Lloyd, 1890). A number of different formant ratio algo-

rithms have been previously discussed in the literature. We propose a (relatively) 

novel formant ratio algorithm in which the first (F1) and second (F2) formants are 

ratioed against the third (F3). Higher formants, such as F3, may act as an adequate 

normalizing factor (Deng & O'Shaughnessy, 2003) and had been, at least impression-

istically, judged to do a relatively good job at eliminating speaker dependent variation 

(Peterson, 1951), the kind of variation found in looking at acoustic differences be-

tween men, women and children. In order for a normalization algorithm to be ade-

quate, we suggest that they must satisfy two criteria. First, it must adequately elimi-

nate speaker dependent variation. Second, auditory cortex and the perceptual system 

must be able to perform the computation. Much of the previous work on formant ra-

tios have been algorithms that require large corpora to adequately eliminate speaker 
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variation (Miller, 1989). One of the intuitive advantages of the algorithm we propose 

here is that it appears to be able act a quick and dirty but efficient computation for 

online speaker normalization that can be performed with little exposure to a given 

speaker, which is consistent with what we know about dialect identification (Purnell, 

et al., 1999), the perceptual abilities of infants (Kuhl, 1979, 1983), and listeners’ 

abilities to make speaker size estimates (Ives, et al., 2005; Smith, et al., 2005).  

In this chapter, we investigated whether the perceptual system is sensitive to 

the F1/F3 ratio (the more novel of the two ratios; F2/F3 has appeared in previous ratio 

algorithms (Syrdal & Gopal, 1986; Miller, 1989)). We reported data from two MEG 

experiments that demonstrate that the neurobiological generators of the M100, an 

early, auditory evoked neuromagnetic component is sensitive to modulation of the 

F1/F3 ratio. The M100 had been previously reported to show sensitivity to the fre-

quency of F1 in vowel perception (Govindarajan, et al., 1998; Roberts, et al., 2000; 

Poeppel, et al., 1997; Hannu Tiitinen, et al., 2005; Diesch, et al., 1996; Roberts, et al., 

2004). Given our hypothesis regarding the algorithm involved in vowel normalization 

and the consequential representational nature of the vowel space (F1/F3 by F2/F3), 

we reinterpreted the previous MEG findings to conclude that the M100 is actually 

sensitive to the F1/F3 ratio and not F1 alone. The frequency of the third formant (F3) 

was not typically modulated in the previous MEG experiments, only F1. Therefore, 

we hypothesized that if we varied the value of the F3, and consequently, the F1/F3, 

we should be able to modulate the latency of the M100 in a predicted direction if the 

neurobiological generators of the M100 are sensitive to the F1/F3 ratio.  
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Our findings suggests the perceptual system can calculate formant ratios, 

lending further support to the notion that this is a plausible normalization algorithm, 

and moreover, that the M100 is sensitive to the F1/F3 ratio and not F1 alone. Fur-

thermore, we calculated the statistical effectiveness of this algorithm in eliminating 

variance that is a function of the age and gender of a speaker on a large corpus of 

productions of American English vowels (Hillenbrand, et al., 1995). While the statis-

tical analysis was perfunctory in many respects (e.g., we did not calculate how well 

the vowel space categorizes or how well particular tokens are classified as is normally 

done), which was beyond the scope of this chapter, the calculations suggest that large 

amounts of the speaker dependent variation when we compare vowel utterances 

across different talkers that as a function of age and gender was eliminated. 

While we found that auditory cortex is sensitive to modulations of the F1/F3 

ratio, the pattern of effects suggest a more nuanced conclusion. In the first experi-

ment, we compared the M100 response latency to two tokens each of /ә/ and /ɛ/. The 

values for F1 and F2 were held constant while we moved F3 4% higher and lower in 

Mel space, such that the two tokens of a vowel type were 8% apart in F1/F3 ratio 

space. We found a reliable difference in the predicted direction only for the front-mid 

vowel /ɛ/, but no difference between in the response latency of the M100 for the two 

tokens of  /ә/. As a result of this asymmetric result and the direction of the pattern, we 

hypothesized that the perceptual system displays heightened sensitivity to modula-

tions of the F1/F3 ratio only when mapping acoustic information into more crowded 

regions of the vowel space. Experiment 2 was designed to test this hypothesis. We 

predicted that if the sensitivity to formant ratios is dependent upon how densely popu-
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lated the region of vowel space the tokens are being mapped into, then we should ex-

pect to find a similar pattern of results when we compare tokens of a back vowel 

which vary on F3. Therefore, in Experiment 2, we tested two tokens of /o/, a mid-

back vowel, that were 8% apart in Mel vowel space and attempted to replicate the 

null effect for the tokens of /ә/ with a new set of participants. Again, we find a reli-

able difference in the latency of the M100 between the two tokens of /o/ in the pre-

dicted direction and we replicated the null effect for /ә/. Our findings demonstrate that 

while the perceptual system is sensitive to formant ratios, its sensitivity is not equal 

across the space. Instead, the neurobiological generators of the M100 were sensitive 

only to vowel tokens whose acoustic structure mapped either onto the front or back of 

the space. Vowel tokens that mapped into the center of the space did not systemati-

cally modulate the latency of the M100. To place these findings within a theoretical 

framework, it so happens that in English, the front and back portions of the vowel 

space are more densely populated and therefore, categorization is more competitive. 

In other words, the acoustic distribution of a vowel can afford to be more diffuse in 

central portions of the vowel space where no other categories exist, as compared to 

more densely populated regions of the space, where more different vowel categories 

are located. This provides an intuitive explanation for why we might find a greater 

sensitivity of the neurobiological generators of the M100 to vowels located in the 

front and back of the vowel space as compared with vowels located in the center of 

the space.  

An alternative explanation of the results we report would be that the M100 re-

sponse latency is sensitive to all aspects of the spectrum, and therefore is also sensi-
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tive to modulations of F3 or perhaps even to differences in the power spectral density 

of the vowel tokens (see Roberts, et al., 2000 for results that suggest the M100 is 

sensitive to PSD). However, given that the differences in F3 between the tokens for 

each category (/ɛ/: Δ = 1091 Hz; /ә/: Δ = 1139 Hz; /o/: Δ = 1107 Hz) are roughly 

equivalent in raw Hz space and moreover, the differences between tokens for are all 

equal in Mel space (8% difference in the Mel space) this explanation will not ade-

quately account for the M100 latency findings. Additionally, the differences in the 

central moment of the power spectral density of the tokens (PSD; /ɛ/: Δ = 11 Hz; /ә/: 

Δ = 14 Hz; /o/: Δ = 10 Hz) cannot account for the differences either, as /o/ has a 

smaller difference than /ә/ and yet, we found a reliable difference in the M100 re-

sponse latency for /o/ and not for /ә/. While we accept that the overall power spectral 

density may help drive the response (differences in formant ratios will lead to differ-

ences in power spectral densities), we argue that our results suggest that it cannot be 

the entire answer. 

We also wish to be clear that we are not proposing that this is the only algo-

rithm or the sole computation in which listeners employ to normalize across vowel 

tokens spoken by different individuals. For example, the fundamental frequency, or f0 

does not play a role in the current schema, while it has been present in many of the 

previous accounts of vowel normalization (Miller, 1989) 

As a point about the M100 component itself, we can be confident that the 

M100 is not sensitive only to F1, but that higher regions of the frequency space also 

play a role in modulating its latency. In particular, we would conclude that the re-

sponse latency of the M100 indexes more abstract computations that have been per-



 

 156 
 

formed on the stimulus and in fact reflect complex representational schemas in audi-

tory cortex. This conclusion is consistent with other work done on the relation be-

tween the M100 and F1 (Roberts, et al., 2004) and findings that demonstrate that the 

M100 is sensitive to differences in the inferred pitch of complex stimuli that are miss-

ing a fundamental component (Monahan, et al., 2008; Fujioka, et al., 2003). 

The problem of how (and where, to an extent) the brain computes formant ra-

tios appears, on the surface at least, to be a tractable one. The formant ratio solution 

seems to provide a point where biology and psycholinguistics could be fruitfully 

combined to provide a fairly complete account of some perceptual linguistic phe-

nomenon. The brain is able to extract frequency information from the incoming audi-

tory stimulus (Giard, et al., 1995). And presumably, the brain performs computations 

over these extracted frequency components. In the case of formant ratios, the brain 

must extract the frequency information of the formants (which we know is done, be-

cause we do have the perceptual experience of hearing different vowels, which differ 

only on formant information), possibly tag the different formants and compute the 

difference between F1 and F3 and F2 and F3. Subtraction (if the spectral peaks are 

transformed into log space) does not seem like an impossible computation for the 

brain to perform. Moreover, the fact that we find effects of these ratio differences by 

the M100 suggests that this computation is done by the time the auditory information 

reaches the M100 generators in auditory cortex. Essentially, then, we should seek out 

neural circuits that have the ability to compute differences between frequency com-

ponents, and these neural circuits should be located early in the auditory processing 

stream. Whether or not we can find a cortical map that is representationally sympa-
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thetic to a perceptual map ((Eulitz, et al., 1995)) is up for debate. We should, how-

ever, be able to find neural circuits that can perform this algorithm that we have pro-

posed in this chapter.  

 
 

Conclusion 

In short, we set out to approach the problem of speaker normalization from an online 

speech perception perspective. In other words, we were interested in testing whether 

the auditory perceptual system, and in particular the neurobiological generators of the 

M100 located in auditory cortex, were sensitive to formant ratios (specifically F1/F3). 

We found that the auditory perceptual system, however, shows differential sensitivity 

to formant ratios depending upon where in the space the vowels are located. In par-

ticular, we found significant M100 latency differences to /ɛ/ and /o/ but not to /ә/. 

Further research is required to find evidence for the F2/F3 ratio (we are unaware of a 

dependent measure in the electrophysiological literature sensitive to F2). While we 

are hesitant to conclude that this is the algorithm wholly responsible for successfully 

eliminating variance based on inter-speaker variation in vowel perception, we suggest 

that the exploitation of higher formants, in particular F3, in vowel normalization 

could provide valuable insight into furthering our understanding of speaker normali-

zation. 
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Chapter 5: Early Detection of Phonological Violations* 

 

 

Introduction 

Languages place constraints on acceptable and unacceptable sequences of sounds. For 

example, in English, [tr] is an acceptable consonant sequence at the beginning of a 

word, whereas [rt] is not; at the ends of words, the situation is reversed, [rt] is accept-

able, but [tr] is not. Some of these constraints are specific to individual languages, 

while others are universally attested, that is, they seem to occur in every extant human 

language. Many studies, both behavioral and neurophysiological, have demonstrated 

the role of language-specific phonetic inventories in speech perception (Werker & 

Tees, 1984; Hacquard, et al., 2007; Kuhl, 2004; Kuhl, et al., 1992; Kazanina, et al., 

2006; Näätänen, et al., 1997), but relatively few have discussed the role and time-

course that the knowledge of phonological constraints play in the auditory mapping 

between acoustic input and linguistic representations. In this chapter, we present mag-

netoencephalographic (MEG) data that suggests that auditory cortex is sensitive to 

violations of phonological constraints as early as 150 ms post-onset of the violating 

segment. We take this evidence to suggest that listeners generate predictions about 

relatively abstract properties of the speech signal based on higher-order knowledge 

                                                
* Submitted as: 
 
Monahan, P.J., S.-O. Hwang & W.J. Idardi (submitted). Predicting Speech: Neural Correlates 
of Voicing Mismatch using MEG. Brain Research.  
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(i.e., knowledge of constraints on sound sequences), and this knowledge constrains 

early auditory cortical processing of speech sounds.  

 Several earlier behavioral studies have demonstrated that psychophysical meas-

ures index such abstract phonological knowledge and have suggested that listeners 

are sensitive to violations of language-specific phonological constraints (Lahiri & 

Marslen-Wilson, 1991; Fowler & Brown, 2000; Gow, 2001; Gaskell & Snoeren, 

2008). A few of these experiments have exploited the anticipatory nasalization rule in 

English, which accounts for the fact that typically oral vowels are produced with ad-

ditional air-flow through the nasal cavity, and hence, become “nasalized vowels”, 

when they precede nasal consonants (i.e., [m n ŋ]). One question that could be asked 

regarding these structures is whether listeners can use the information on the vowel 

(namely, that it is nasalized) to predict that the upcoming segment is a nasal conso-

nant in real-time speech perception. Behaviorally, it has been demonstrated using a 

consonant identification task that native speakers of English encounter most difficulty 

when they perceive a nasal consonant following an oral vowel (Fowler & Brown, 

2000), and moreover, the presence of nasalization on the vowel leads to more nasal 

responses in a gating task prior to the perception of the critical consonant (i.e., the 

nasal consonant) (Lahiri & Marslen-Wilson, 1991). These findings suggest that lis-

teners, to some extent, are able to use this language specific phonetic information to 

predict the nature of the upcoming speech signal. 

More recently, electrophysiological techniques (MEG/EEG) have been em-

ployed to ask questions about the neural time-course of these violations of 

phonological expectation (Flagg, Cardy, & Roberts, 2005; Mitterer & Blomert, 2003; 
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Tavabi, Elling, Dobel, Pantev, & Zwitserlood, 2009). Flagg, et al. (2005) exploited 

the pattern described above where pre-nasal vowels are nasalized in English and 

measured the electrophysiological latencies of the response peaks in MEG to congru-

ent (i.e., [aba], [ãma]) and incongruent (i.e., [ãba], [ama]) VCV sequences. Overall, 

latencies in the time-window of 50-100 ms post-onset of the consonant were shorter 

for the congruent as opposed to incongruent sound sequences. In a different experi-

ment, Mitterer & Blomert (2003) found that violations of expected nasal place assimi-

lation patterns between words elicited a larger MMN amplitude (approximately 100-

200 ms after onset of the consonant) than adherence to assimilation patterns in Dutch 

listeners.  These previous electrophysiology results (Flagg, et al., 2005; Mitterer & 

Blomert, 2003) suggest that although cortical responses that reflect phonological 

processing are early, the types of responses measured (latency versus amplitude) and 

the time-window in which differences were found varied. To date, the precise nature 

of the time course of the role of phonological knowledge in speech perception re-

mains poorly understood.  

In the present study, we use a pervasive cross-linguistic generalization as our 

case study: syllable-final obstruent consonant clusters must agree in their specifica-

tion for voicing (i.e., whether or not the vocal folds vibrate during the production of 

the speech sound). That is, in all known languages, word-final obstruent consonant 

phonetic sequences that agree in voicing, such as [dz] (both voiced) and [ts] (both 

voiceless), are acceptable, while those that disagree are not: *[ds] ([d]: voiced; [s]: 

voiceless) and *[tz] ([t]: voiceless; [z]: voiced).  Traditional linguistic analyses have 

taken this constraint to be the product of a phonological rule of assimilation. Typi-
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cally, the feature [-voice] on voiceless consonants spreads to the word final consonant 

(Chomsky & Halle, 1968).  

In a previous behavioral study (Hwang, S.O., Monahan, P.J., Idsardi, W.J., 

submitted), participants were presented with congruent (e.g., [udz], [uts]) and incon-

gruent (e.g., [uds], [utz]) tokens and asked to respond whether they perceived [z] or 

[s]. In both the reaction time and accuracy data, we found that English listeners are 

sensitive to these violations, but only when the first consonant of the sequence is 

voiced (e.g., [d]). That is, we found an asymmetric pattern of results: responses to the 

congruent pair were inconsistent ([udz] was faster and more accurate than [uts]), and 

more interestingly, the incongruent pair also did not behave alike ([uds] was slower 

and less accurate than [utz]). Moreover, there was no difference between the gram-

matically acceptable [uts] and the grammatically unacceptable [utz]. We suggest that 

this particular pattern of results is anticipated if one assumes that phonological repre-

sentations can be underspecified. That is, predictable distinctive features (e.g., [-

voice], [coronal], etc.) are not a part of a sound’s representation in long-term memory 

(Archangeli, 1988; Lahiri, 2007; Lahiri & Reetz, 2002). To illustrate, because the na-

sal consonant /n/ often undergoes place assimilation (/in+kʌmplit/ ⟶ [/iŋkʌmplit] 

‘incomplete’) with the following sound (i.e., it takes on the place of articulation of the 

following consonant), it has been hypothesized that [coronal] is not specified for /n/. 

Therefore, the long-term memory representation for the phonological segment /n/ 

does not contain a specification for where in the mouth it is articulated because its 

place is predictable provided a phonological context. Only the features that are un-

predictable count toward a particular sound’s long-term representation. Returning to 
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our previous behavioral results, the particular pattern is predicted if we combine the 

proposals that the feature [voice] is specified for only voiced consonants (e.g., [d], 

[z]) (Lombardi, 1995; Mester & Itô, 1989) with the hypothesis that only represented 

features can be used as the basis to make predictions about the upcoming speech sig-

nal (Lahiri & Reetz, 2002). More concretely, the feature [voice] on /d/ can be ex-

ploited to predict that the following sound is going to be voiced (i.e., [z]), consistent 

with the universal constraint. The prediction is met when the listener encounters /z/ 

and is violated when the listener encounters /s/. On the other hand, when a listener 

encounters /t/, where there is no feature for voicing in the long-term representation, 

and therefore, no prediction can be generated regarding whether the following sound 

is going to be voiced or voiceless. Asymmetric results of this sort are not uncommon, 

even using electrophysiological techniques, and are typically taken to support under-

specified long-term representations (Eulitz & Lahiri, 2004; Friedrich, Eulitz, & 

Lahiri, 2006).  

Using MEG, we examine the time course of the role of phonological knowl-

edge in speech perception for this specific and putatively universal constraint (sylla-

ble final obstruent clusters must agree in voicing) and aim to better understand 

whether neurophysiological measures reflect a sensitivity to constraints on how 

speech sounds sequence in early auditory perception. Such findings contribute to a 

better understanding of the time course and nature of the mechanisms involved in 

mapping acoustic signals onto linguistic representations (Poeppel & Monahan, 2008; 

Obleser & Eisner, 2009; Poeppel, Idsardi, & van Wassenhove, 2008; Hickok & 

Poeppel, 2007). 
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Experimental Procedure 

Participants 

Fourteen monolingual native speakers of American English participated in this study 

(11 female; mean age: 20.8 years) and were included in the analysis. An additional 

six participants took part but were excluded from the analysis (3 for poor magnetic 

field contours; 2 for poor M100 responses to the vowel; 1 for poor M100 to the audi-

tory localizer pretest). These are metrics that we use to assure that the participant is 

providing a reliable auditory response to the speech tokens, specifically, and auditory 

tokens, generally. Each participant tested strongly right handed on the Edinburgh 

Handedness Survey (Oldfield, 1971) and provided written informed consent. Subjects 

received either course credit or $10 for their participation.  

 
 

Materials 

A male native speaker of American English recorded natural utterances of the English 

non-words [ups], [uts], [uks] and [ubz], [udz], [ugz]. These recordings were edited 

with Praat (Boersma, 2001) to create tokens with voicing agreement (e.g., [uts], 

[udz]) and voicing disagreement (e.g., [utz], [uds]). The tokens with voicing agree-

ment were spliced together from two tokens of the same type (e.g., [ut] was spliced 

from [uts] and combined with [s] which was spliced from a different token of [uts]). 

The tokens with voicing disagreement were cross-spliced together from two natural 

tokens (e.g., [ut] was spliced from [uts] and combined with [z] which was spliced 

from [udz]). This was done for each place of articulation. There were a total of twelve 

items in this study. In the end, all sounds were edited to eliminate any response bias 
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toward edited speech stimuli. Additionally, the stimuli were edited such that each 

segment was 100 ms in duration (300 ms total for each VCC syllable) to eliminate 

any response bias based on stimulus length alone. The stop bursts were removed and 

each token was gradually ramped so that the vowel had a 20 ms fade-in and the final 

fricative had a 20 ms fade-out. 

 Attested Unattested 

Condition UTS UDZ UTZ UDS 

Labial [ups] [ubz] [upz] [ubs] 

Coronal [uts] [udz] [utz] [uds] 

Dorsal [uks] [ugz] [ukz] [ugs] 

 

Table 5.1: List of conditions in the experiment by place of articulation 

A male native speaker of American English recorded natural utterances of the accept-
able English non-words. Each segment was 100 ms in duration so that the total dura-
tion was 300 ms. The final consonant of each recorded token was removed and 
spliced together to create tokens with voicing agreement (attested) and voicing dis-
agreement (unattested).  
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Figure 5.1: Spectrograms and waveforms for four conditions in the experiment.  

The conditions on the left (A and B) are cross-linguistically attested (the two conso-
nants agree in voicing). These tokens were created by splicing (A) [ud] with [z] from 
two tokens of [udz] and (B) [ut] with [s] from two tokens of [uts]. The conditions on 
the right (C and D) are unattested in the world’s languages (the two consonants dis-
agree in voicing). These tokens were created by cross-splicing (C) [ud] with [s] from 
a token of [udz] and a token of [uts], respectively and (D) [ut] with [z] from two to-
kens of [uts] and [udz] respectively. The amount of voicing is evident by the low fre-
quency energy in the spectrograms and the periodicity in the waveforms between 0.1 
and 0.2 sec in (A) and (C) and the respective absence in (B) and (D). 
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Procedure 

Magnetoencephalographic recordings were acquired using a 157-channel whole-head 

axial gradiometer MEG system (Kanazawa Institute of Technology, Kanazawa, Ja-

pan). Participants lay supine in a dimly lit magnetically shielded room. Auditory 

stimuli were delivered binaurally via Etymotic ER3A insert earphones. Earphones 

were calibrated to have a flat frequency response between 50 Hz and 3100 Hz within 

the shielded room. Participants were first presented with an auditory localizer pretest 

to ensure adequate positioning of the head within the scanner. The pretest involved 

passive listening to a series of 250 Hz and 1 KHz sinusoids.   

For the experiment, stimulus presentation included 150 randomized trials of 

each of the twelve tokens using Presentation® (Neurobehavioral Systems, Inc.) soft-

ware. The inter-stimulus interval (ISI) varied pseudo-randomly between 450 ms and 

1450 ms. Participants were asked to respond to a distracter 1 KHz sinusoid tone and 

listen passively to the speech stimuli. The neuromagnetic signal was sampled at 500 

Hz with an online 200 Hz LPF and 60 Hz notch filter. Offline, the data were noise 

reduced using a multi-shift PCA noise reduction algorithm (de Cheveigné & Simon, 

2007) and was band-pass filtered by a Hamming-window digital filter with frequency 

cut-offs at 0.03 Hz and 30 Hz. Stimulus-related epochs of 1100 ms (500 ms pre-

trigger/fricative (i.e., [s z])) were averaged according to stimulus type. A portion of 

the epoched window (-400 to -300 ms) where no stimulus was present (-200 ms was 

onset of vowel) was used to baseline correct the averaged file. We were interested in 

whether the presence of a voiced obstruent (e.g., [d]) caused difficulty in the process-

ing of a voiceless fricative (e.g., [s]) and vice versa. Therefore, the trigger was placed 
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at the onset of the fricative (200 ms after the start of the token). Ten left hemisphere 

channels that best correlated with the neuromagnetic signal (five channels from the 

source and five channels from the sink of the dipole) were selected for statistical 

analysis based on the auditory pretest. The channels were selected on a participant-

by-participant basis, but the selected channels were the same for all conditions for 

each individual subject. The RMS of the ten left hemisphere channels was calculated 

for each subject for each condition. Subsequently, the RMS temporal waveforms 

were averaged across participants for each condition, and a paired t-test was per-

formed on the RMS of the planned comparisons for particular time windows. 

 

Results 

Given that we were interested in the response to the final fricative, and to eliminate 

the possibility that any differences found in the RMS of the MEG temporal waveform 

could be attributed to low-level acoustic properties of the stimulus, we compared only 

items that had the same final consonant (e.g., [uts] with [uds]; [udz] with [utz]). For 

each participant in each condition, we calculated the root mean square (RMS) ampli-

tude of the MEG temporal waveforms from ten left hemisphere channels, selected on 

the basis of an auditory localizer pretest.  
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Figure 5.2: MEG waveform from a representative subject for one condition.  

The waveform plot is an overlay of ten left-hemisphere sensors selected on the basis 
of an auditory localizer pretest. Bold line is the root mean square (RMS) of the ten 
channels. Magnetic field contour plots from an individual subject for four different 
time points are presented below the waveform plot (-100 ms: 100 ms post-onset of the 
vowel; 0 ms: 100 ms post-onset of first consonant; 100 ms: 100 ms post-onset of the 
second consonant; 200 ms: 200 ms post-onset of the second consonant). Dark gray 
refers to sink of magnetic field, while light gray refers to the source of the magnetic 
field.  
 

Subsequently, we calculated the grand average RMS across participants (n=14) for 

each condition. For the conditions of interest, paired two-tailed t-tests were performed 

on the grand averaged RMS waveforms for specific time-windows. Two factors led to 
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our choice of the 150-400 ms time window as the initial window of comparison. First, 

visual inspection of the grand averaged RMS waveforms suggested a large difference 

in this time window. Second, early auditory responses are known to occur before 150 

ms (Roberts, et al., 2000) and higher-order lexical-semantic effects are traditionally 

seen by 350 to 400 ms (Lau, Phillips, & Poeppel, 2008). We hypothesize that what-

ever effects we might find would likely be due to mechanisms that operate between 

initial auditory processing and lexical access. Therefore, the time window of 150–400 

ms provides the temporal boundary conditions within which we were looking for a 

systematic response modulation of the MEG temporal signal.  

Collapsing across place of articulation of the stop consonant, we found a sig-

nificant difference between UTS (UTS: [uts],[ups],[uks]; C1: unvoiced, C2: voiced) 

and UDS (UTS: [uds],[ubs],[ugs]; C1: voiced, C2: unvoiced) in the time-window of 

150-400 ms post onset of the fricative (t = -2.68; p < 0.02).  
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Figure 5.3: Overlay of the grand average MEG RMS temporal waveforms.  

Conditions UDS (dotted line) and UTS (solid line) collapsed across place of articula-
tion. Shaded area on the waveform plot designates region of significant difference 
between the two conditions. Acoustic waveform overlay on temporal waveform plot 
denotes stimulus presentation relative to neuromagnetic signal. 
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Figure 5.4: Overlay of the grand average MEG RMS temporal waveforms. 
 
Conditions UDZ (blue line) and UTZ (red line) collapsed across place of articulation. 
Acoustic waveform overlay on temporal waveform plot denotes stimulus presentation 
relative to neuromagnetic signal. 
 

For the stimuli in which the final consonant was voiceless (UTS/UDS), we found a 

significant effect for coronals (t=-3.01; p < 0.02), a marginal effect for labials (t=-

1.93; p = 0.08) and no effect between the dorsal tokens (t=-0.95; p = 0.36) in the time 

window of 150-400 ms. In order to more precisely determine the time course of these 

effects, we tested smaller time windows by dividing the original time window in half: 

150-275 ms and 275-400 ms. For the earlier time window (150-275 ms), we found a 

significant difference when collapsing across the place of articulation (t=-2.29; p < 

0.05). Analyzing the individual places of articulation independently, we found mar-

ginal effects for the labial (t=-1.77; p = 0.10), coronal (t=-1.75; p = 0.10) and dorsal 

(t=-1.93; p = 0.08) pairs. In the later time window (275-400 ms), we again found a 

difference when collapsing across the place of articulation (t: -2.64; p < 0.05). 

Moreover, we found a reliable effect for the coronal pair (t=-3.20; p < 0.01) and no 
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effect for the labial (t=-1.69; p = 0.12) and dorsal pairs (t=-0.15; p = 0.88). We did 

not, however, find a reliable difference between UTZ and UDZ in the larger time 

window (150-400 ms: t=0.27; p = 0.79) or in either of the smaller time windows 

(150-275 ms: t=-0.62; p =0.54; 275-400 ms: t=1.33; p = 0.21). No other differences 

were found in any other time-window.  

 

Discussion 

In the current experiment, we tested a cross-linguistically attested phonological con-

straint that requires syllable final consonant clusters to agree in voicing. To the best 

of our knowledge, this process has yet to be exploited in the understanding of the neu-

ral mechanisms underlying phonological processes. Analyzing the grand-averaged 

RMS of the MEG temporal waveforms, we found a reliable difference between con-

gruent (i.e., UTS) and incongruent (i.e., UDS) syllables as early as 150 ms post-onset 

of the violating segment, in this case, the fricative (i.e., [s]). We take the differences 

between UTS and UDS to suggest that listeners can exploit their knowledge of 

phonological processes and representation to constrain early perceptual parses of the 

sensory input, as well as using this detailed knowledge to serve as the basis for gener-

ating hypotheses and predictions about the nature of the upcoming speech signal.  

Consistent with an underspecification view of perception, we hypothesize that 

only features that are specified in the long-term representation for phonological seg-

ments can form the basis for the generation of predictions regarding the nature of the 

upcoming speech stimulus (Lahiri, 2007; Lahiri & Reetz, 2002). In this particular 

case, we adopt the proposal that [-voice] is not represented for voiceless consonants 
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while [+voice] is represented for voiced consonants (Mester & Itô, 1989; Lombardi, 

1995). Therefore, only sounds that contain [voice] (i.e., voiced consonants) can be 

used to predict the phonological quality of the upcoming sound, in particular, that the 

next consonant in the syllable must also be specified for [voice]. Sounds that do not 

have a specification for [voice] (i.e., voiceless consonants) cannot be used to predict 

whether the next consonant in the syllable is also voiceless. Consequently, from our 

data, it appears that when a listener unexpectedly encounters a voiceless consonant 

followed a consonant specified for [voice], they are surprised, and this violation of 

expectation is indexed by early cortical processing. When a listener encounters a 

sound that is not specified for [voice], no predictions can be made, and thus, we found 

no difference between UTZ and UTS. Moreover, it appears that this knowledge of 

phonological representations and constraints which act as the basis for these online 

predictions are reflected in early cortical processes.  

Unlike our previous behavioral study (Hwang, S.O., Monahan, P.J., Idsardi, 

W.J., submitted), where two effects were found: processing facilitation for UDZ and 

processing difficulty for UDS (while UTS and UTZ showed no differences), the pre-

sent MEG study only showed a difference between UDS in comparison with UTS. 

While we did not predict a lack of difference between UTZ and UDZ (it should be 

noted that the magnitude of the effect size in both the reaction time and accuracy data 

was significantly smaller for UDZ versus UTZ as opposed to UTS versus UDS in the 

previous behavioral experiment), this asymmetric result does, however, allow us to 

eliminate a possible alternative explanation for our findings in which the phonetic 

quality of the obstruent consonant (i.e., D versus T) is driving the differences in the 
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RMS of the MEG temporal waveform. If this alternative explanation were true, then 

we would have expected to also find a difference between UTZ and UDZ. We can 

thus be more confident that the difference we did find is attributable to a violation of 

expectation and not low-level acoustic properties of the stimulus. 

The time course of our effects are consistent with the previous electrophysi-

ological results (Flagg, et al., 2005; Mitterer & Blomert, 2003) that investigated the 

role of phonological knowledge in speech perception. Flagg et al. (2005) tested viola-

tions of the language specific constraint that pre-nasal vowels are nasalized in Eng-

lish. They found a reliable difference in the latency of the M50 in the MEG waveform 

to the consonant for the tokens [aba] compared with [ãba]. They failed to find a dif-

ference when the consonant was the nasal [m], however (i.e., [ãma] compared with 

[ama]). Given the complex nature of the evoked magnetic waveform to these stimuli, 

we are less confident that the component they identified was, in fact, the M50. The 

time-course of these effects, however, suggests that differences are evident in early 

cortical processing. Mitterer & Blomert (2003) used an MMN paradigm with Dutch 

speakers and found that unviable phonological assimilations (/n/ becoming [m] before 

/s/) elicited a mismatch negativity in a passive oddball paradigm, while viable 

phonological assimilations (/n/ becoming [m] before /b/) did not. The effects in Mit-

terer & Blomert (2003) were seen in the traditional MMN time window (~250 ms 

post-onset), again, suggesting that early cortical processes are sensitive to violations 

of a phonological constraint. Unlike the Flagg et al. (2005) results, the phonological 

process used by Mitterer & Blomert (2003) is generally cross-linguistically attested. 

That is, coronal nasal consonants (i.e., /n/) usually undergo assimilation to the place 
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of articulation of a neighboring consonant, though the directionality of assimilation 

often differs on a language-by-language basis. The cross-linguistic nature of this as-

similation pattern is evident by the fact that they also tested German listeners on the 

Dutch contrast and found similar results.  

 

Conclusion 

Convergent with other behavioral findings, these MEG results suggest that listeners 

make use of their knowledge of phonological constraints regarding sound sequences 

to predict the phonetic quality of the upcoming sound. Moreover, violations of these 

expectations are seen in early auditory cortical processes, as indexed by the RMS of 

the MEG temporal waveform, in particular, by 150 ms post-onset of the violating 

segment. These results provide further support to the idea that listeners actively util-

ize their phonological knowledge to parse the speech signal and make predictions re-

garding the phonetic quality of the upcoming segment.  
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Chapter 6: Conclusion 

 

 
 
Understanding the cortical mechanisms underlying spoken word recognition has been 

a long-standing issue in cognitive science and (cognitive) neuroscience (Geshwind, 

1970; R. H. Fitch, et al., 1997; Hickok & Poeppel, 2000, 2007; Näätänen, 2001; Scott 

& Johnsrude, 2003; Davis & Johnsrude, 2007; Poeppel, et al., 2008; Poeppel & 

Monahan, 2008; Obleser & Eisner, 2009). Electrophysiology (EEG/MEG) has proven 

to be an extremely powerful tool in assessing the processes and representations in-

volved in mapping the time-varying acoustic waveform onto stored memory-

representations sub-serving the cognitive and neurophysiological processes underly-

ing speech perception (Phillips, 2001; Näätänen, 2001; Näätänen, et al., 2007). In this 

dissertation, I presented data demonstrating that even at the earliest (non-invasive) 

recordable stages of auditory processing, we can find evidence that auditory cortex is 

calculating abstract representations from the auditory signal. While the results from 

the experiments surely do not point to phonological abstractions (Chapter 5 notwith-

standing), they do point toward the types of representations and computations that 

may lead to phonological abstraction. For example, in Chapter 4, I proposed a novel 

formant ratio algorithm intended to help solve the vowel normalization problem. In 

addition to providing a potential solution to this perceptual problem, it also proposed 

a novel representational space for the organization of vowel categories. Being able to 

tap into these early, automatic processes, we can begin to understand the earliest 



 

 177 
 

stages of auditory cortical computation. Moreover, the experiments proposed in 

Chapters 3 and 4 provided evidence that the even at the earliest stages of cortical 

processing (the M100 localizes to Heschl’s Gyrus, planum temporale), we find evi-

dence of auditory cortex performing abstract computations over the physical signal: 

abstraction at primary auditory cortex. 

In Chapter 2, I briefly reviewed the literature on episodic models of speech 

perception, as well as recent perceptual and functional imaging data, which suggests 

that the strongest episodicist position is untenable. There must be prelexical abstrac-

tion (note that this does not preclude the encoding of fine acoustic structure; it is just 

adjunctive to the core abstract representation). Subsequently, I reviewed the electro-

physiological literature (primarily the MMN), which also demonstrates cortical sensi-

tivity to phonological representations. In Chapter 3, I presented neuromagnetic data 

that suggests that the response properties of the M100 are sensitive to the missing 

fundamental component in auditory perception. I found that the M100 latencies for 

the tone complexes (with a missing fundamental) matched their pure sinusoid coun-

terparts, while also replicating the M100 temporal latency response curve found in 

previous studies. I understood these findings to suggest that listeners are reconstruct-

ing the inferred pitch by 100 ms after stimulus onset. In Chapter 4, I presented a novel 

solution to the vowel normalization problem and presented MEG data suggesting that 

auditory cortex is sensitive to the computations required by this algorithm (F3 is the 

normalizing factor; vowel space = F1/F3 by F2/F3). These findings also demonstrated 

that the perceptual system shows heightened sensitivity to tokens located in more 

densely populated regions of the vowel space. More work is certainly needed to better 
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understand the perceptual and cognitive factors causing this effect. To the best of my 

knowledge, little is known about the relative sensitivity to different regions of the 

vowel space based on category distributions. Finally, in Chapter 5, I reported MEG 

results suggesting that early auditory cortical processing (~ 150 ms post-onset of the 

violating speech segment) is sensitive to a cross-linguistic constraint on sound se-

quencing (i.e., word final obstruent consonants must agree in their specification for 

[voice]). I argued that these findings suggest that listeners make highly specific, 

knowledge-based predictions about rather abstract anticipated properties of the up-

coming speech signal and violations of these predictions are evident in early cortical 

processing. 

In the case of the inferential pitch Chapter (3), it was clear that by 100 ms 

post-onset of a stimulus, a representational object of the physical stimulus had been 

constructed which included the missing fundamental component, given that the re-

sponse properties of the M100 to the tone complexes missing the fundamental com-

ponent tracked the response to the corresponding pure sinusoids, whose frequencies 

were at the inferred frequency of the tone complexes. In the vowel normalization ex-

periment, early auditory cortex, as measured in the MEG temporal waveform, in-

dexed a computation (ratio) performed over spectral peaks within the stimulus and no 

longer reflecting the physical properties of the spectral peaks. Finally, in Chapter 5, 

knowledge of phonological sound sequencing constraints had a distinct influence on 

the early cortical processing of complex syllables. In conclusion, the experiments pre-

sented in this dissertation have demonstrated that at the earliest stages of auditory cor-

tical processing, we can find evidence of abstraction (the calculation of representa-
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tional objects that are no longer faithful to the physical properties of the stimulus), 

which may ultimately allow us to better understand the nature of higher-order linguis-

tic representations. 
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