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Abstract

Movement data is high-dimensional but often redundant, meaning there is certainly
a lower dimensional subspace that spans most of the body configurations within an
action performance. We propose that one such representation can be achieved through
a decomposition method that explores the existence of key configurations and temporal
correlations of those configurations that are typical of action matrices. The approach
is compatible with computational models of motor synergies based on matrix factor-
izations, and it builds upon a method that was earlier proposed in the context of bi-
ological motion perception. Our experiments show that vertical jump trials collected
from children and young adults can be consistently reconstructed from the resulting
representation. We also observe that a subset of that same representation suggests dif-
ferences among populations of jumpers based on their trials, which serves to illustrate
the potential of the method as a tool to analyze both actions and actors.

1 Introduction

Motion capture technology is getting cheaper, more diverse and achieving higher through-
put. While raw movement data is very high-dimensional by nature, it is also highly redun-
dant, both at the level of body configurations (e.g. limb positions, postures or joint angles)
and the occurrences of such configurations along the timeline of the action; in other words:
in both space and time. Therefore, to allow for meaningful computational exploration of
hidden patterns of activity, these data must first be shaped into some lower dimensional
representation to be manipulated later.

Along these lines, we propose that a suitable compact representation can be obtained
by decomposing an action matrix of size T (time instants) × J (body configurations) with
a method that consists of (1) finding a vector space corresponding to key configurations
and (2) fitting a mixture model to the projections of the matrix onto each of the individual
vectors found, that is, imposing a parametric model to the temporal correlations of each of
the body configurations represented by the vectors. Throughout the document, we refer to
the computed vector space as the spatial basis of the action and we call the parameter set of
the mixture model the spatio-temporal representation. The approach was tested on optical
motion capture data of adults, typically developing children and children with Develop-
mental Coordination Disorder (DCD), all performing vertical jumps. Results suggested it
is indeed an adequate action representation for it was observed to allow for proper recon-
struction of the jumps and also helped in the inspection of both similarities and differences
among populations of jumpers based on their trial distributions. In particular, one of the
spatio-temporal parameters presented a clear difference between the distributions of jumps
from children with DCD and jumps from typically developing children and adults.

Our work is related to research in computational models of motor synergies, more specif-
ically the models involving matrix factorizations. The method we describe builds upon an
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existent computational model of biological motion perception, proposed by vision psycholo-
gists. In the next section, we sketch some of the ideas behind these two related disciplines
– one motor, another perceptual – so that the scope of the work is properly situated. In
sequence, we formalize the computation of spatial and spatio-temporal representations and
present the experiments with the jump data set, along with our main findings.

2 Related work: compact representations in the motor and

visual spaces

Synergies, motor programs or action primitives are only a few of the many ways to denote
a hypothetical set of pre-existing modules of effector activation that would be combined
by the central nervous system to produce action. Many believe this is the way the brain
cuts down dimensionality when controlling and coordinating multiple degrees of freedom
in space and time, the so called “Degrees of freedom (DOF) problem” and it came out of
the first round of investigations of Bernstein’s work in control and coordination, as once
posed by Turvey [1]. This problem has been recently revisited by Latash et al. [2, 3] who
discuss the related “principle of abundance”, which refers to the fact that a task demands
less degrees of freedom than what is available to be controlled. See Flash et al. [4] for a very
interesting summary of findings around the nature of motor primitives at behavioral, muscle,
neural, and computational levels. Previous electrophysiological experiments in spinalized
animals have indeed presented strong evidence supporting the existence of basic modules of
movement that would be additively combined to produce behavior [6]. These modules also
seem to be connected to how the same activities are perceived, which is referred by Turvey [1]
as “simultaneous organization of afferentiation and efferentiation”. The vast applicability of
modeling movement signals based on a compact set of primitives makes the quest for motor
synergies an active research topic across many different communities, namely cognitive and
humanoid robotics, kinesiology and movement psychology. Theories around the nature of
synergies have been proposed in terms of spinal force-fields [6, 7, 8], time-varying muscle
forces [9, 10, 11], joint-angle configurations [12], and uncontrolled manifolds [2, 3, 5], among
others. Assuming that these action modules actually exist, the way they would be obtained
from collected data is still a mystery. The decomposition method that will be covered
in the next section has aspects in common with attempts to look for synergies based on
matrix factorizations, some of which have been experimented and reported successful in both
artificial and real motor data, at least in terms of reconstruction power and consistency of
factors and coefficients [13].

Compact representations of movement have also been pursued by vision psychologists
while trying to computationally model the visual phenomenon referred to as biological mo-
tion perception – a term coined to express the ability of humans to perceive moving dots
from point-light displays as coherent articulated rigid bodies that give rise to the perception
of classes of activities [14, 15, 16]. Of particular relevance, Troje [17] has offered a com-
putational method that produces walking patterns and it is able to discriminate between
male and female walks from point-light displays coming from 3-D motion capture positional
data. He also breaks up the action analysis into spatial and spatio-temporal representa-
tions, although he does not actually use this terminology or address the decomposition in
a more general way. The spatial basis described in this paper is analogous to his eigen-
postures, which represented the 4 first principal components of a single-walker data matrix
of dimension T × 3J , with T corresponding to the length of the walk trial (rows) and 3J
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Figure 1: In the example above, J-dimensional spatial basis vector vi encodes a linear
combination of joint angles θ1, θ2 and θ3 computed with SVD, as shown by the leftmost
figure. The projection zi = Y vi of action matrix Y T×J onto vi results into an often smooth
(therefore differentiable) temporal series of correlations that represents the activity of that
particular spatial arrangement (posture) along the timeline of the action (center figure). We
use VARPRO to produce a compact parametric representation for this temporal behavior
by fitting a mixture of z̃i = Φτici to zi (right figure) which results in parameter vectors
τ i = {τi,1, τi,2, τi,3} and ci = {ci,1, ci,2, ci,3}. An action matrix is therefore fully characterized
by each spatial basis vector vi and corresponding set of spatio-temporal parameter vectors
τ i and ci. See text for more details.

being the joint-{x, y, z} coordinates (columns). He modeled the temporal occurrences of
the eigenpostures with a family of sine functions, for which he determined the 4 fundamen-
tal frequencies and the relative phases of components 2, 3 and 4 with respect to the first.
His sine functions correspond to the basis functions in the spatio-temporal representation
presented here.

Troje’s work illustrates that a lower dimensional generative action model is able to
both produce the action efficiently and discriminate among performing actors, and his
results provided us with the necessary inspiration to re-address his ideas in a more generally
applicable model. His choice of modeling the temporal activation of spatial basis vectors
as a sum of sinusoids is more suitable to pick patterns that appear throughout the whole
timeline of the action but will miss localized events that can reveal coordination differences
across populations of performers. Instead, we approach the problem as a matter of fitting a
mixture model to the time series and we foster the use of a powerful non-linear least-squares
regression tool, Variable Projection or VARPRO [18], which has been used in many different
scenarios after almost 40 years of its existence [19], but (to the best of our knowledge) it
has not been applied in the context of movement data decomposition. Figure 1 summarizes
the decomposition method, which is covered in the next section.

3 Action decomposition

3.1 Computing a spatial basis and spatio-temporal representations

Let Y T×J be a multi-dimensional action signal, for example, a T -length sequence of J-
joint angle configurations. The k-th order approximation of that signal by SVD, in matrix
notation is:

Ŷ T×J = z1v
�
1 + z2v

�
2 + . . .+ zkv

�
k ,
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Figure 2: Approximating Y (t) as a linear combination of spatial basis vectors v1,v2 . . . vk

(dashed lines), as in Equation 1. Coefficients z̃i(t) of each vector vi are the product of the
t-th time row of its spatio-temporal matrix Φτi and respective linear parameter vector ci
(solid lines).

where vi is one of the top k right singular vectors of Y , therefore spanning the column
(postural) space of that matrix, and projection zi = Y vi corresponds to the one-dimensional
time series that expresses the correlations of the particular spatial configuration represented
by vi along the timeline of the action.

For each i, let {Φ(τi,j , t) : j = 1 . . . Ni} be a family of Ni Gaussians. Also, let the mean
vector τ i = {τi,1, τi,2 . . . τi,Ni} be the only relevant set of parameters, i.e. let the Gaussian
functions have fixed standard deviations. Consider Φτi to be the corresponding T × Ni

matrix such that each function is sampled at T instants and it becomes a column of that
matrix. We will now model zi by fitting a linear combination of the columns of Φτi with
linear parameters ci = {ci,1, ci,2 . . . ci,Ni}:

Ỹ T×J = (Φτ1c1)� �� �
z̃1

v�
1 + (Φτ2c2)� �� �

z̃2

v�
2 + . . .+ (Φτk

ck)� �� �
z̃k

v�
k ,

and we have z̃i = Φτici. Equivalently, the posture produced by the model at time t is:

Ỹ (t) = z̃1(t)v
�
1 + z̃2(t)v

�
2 + . . .+ z̃k(t)v

�
k , (1)

where z̃i(t) = ci,1Φ(τi,1, t) + ci,2Φ(τi,2, t) + . . .+ ci,NiΦ(τi,Ni , t). The schema in Figure 2
illustrates how a posture Ỹ (t) is generated.

Vector vi corresponds to the i-th spatial basis (SB) vector of action matrix Y or SB-
i. Basis functions Φ(τi,j , t) (and, equivalently, its matrix version Φτi) together with the
mean vector τ i and the linear parameter vector ci constitute what we call the i-th spatio-
temporal representation (ST) of Y or ST-i. We are now left with the task of solving for
ST-i parameters τ i and ci.

3.2 Solving for ST-i parameters with VARPRO

Because Φ(τi,j , t) was chosen to be a family of single-parameter Gaussians, this problem
turns out to be a separable least-squares regression problem, which allows us to solve for
τ i and ci using variable projection (VARPRO) proposed in the early 1970’s by Golub &
Pereira [18]. The method exploits the linear substructure of this particular case of nonlinear
least squares (NLLS) regression: if you fix the set of non-linear parameters τ i, the problem
turns out to be linear in ci and can be solved for the latter using linear least squares (LLS)
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technology. In other words, parameter ci becomes a function of parameters τ i and so,
instead of solving:

min
τ i,ci

||zi − z̃i(τ i, ci)||22,

we solve:
min
τ i

||zi − z̃i(ci(τ i))||22.

Note that this is now a less parametrized problem, a clear advantage of the VARPRO
framework. In the LLS stage, the pseudo-inverse solution for ci is:

c̃i = [Φτi ]
†zi. (2)

Recall that zi = Y vi is computed by projecting data matrix Y onto spatial basis vector vi

computed with SVD, and vector z̃i is the current VARPRO approximation. The solution
can be expressed in terms of the truncated SVD of Φτi :

c̃i = V Σ̃−1U�zi. (3)

The LLS solution is then directly embedded in the calculation of the Jacobian of z̃i(ci(τ i))
for the NLLS part of the optimization. As in [20], the Jacobian can be expressed as a sum
of two matrices:

J = −(A+B), (4)

where each of their Ni columns are:

aj = dj c̃i −U(U�(dj c̃i)),

bj = V (Σ−1(U�(d�
j r))). (5)

Here, dj is a column vector with the partial derivatives of the j-th Gaussian Φ(τi,j , t) (or the
j-th column of matrix Φτi) w.r.t. its mean τi,j , evaluated at all time instants t. Matrices U ,
Σ̃−1 and V come from the truncated SVD of Φτi as in Equation 2. Vector r is the residual
zi − z̃i. Operations were grouped so that only matrix-vector product multiplications are
required, as in O’Leary & Rust [20], who also propose modifications to the way both the
partial derivatives and the Jacobian are stored to exploit sparseness. We therefore chose to
use their VARPRO implementation in our experiments.

4 Experiments and results

The goals of our experiments were (1) to validate the decomposition approach, by checking
whether SB/STB parameters would allow for successful reconstruction of movements per-
formed by different people; (2) to illustrate how the parameters of the model can be used
to provide important insights related to both the action and actors involved. Although
any kind of action could have been chosen, here we decided to look at vertical jumps, a
non-trivial behavior that requires strength, coordination and balance.

4.1 Experiment setup and data description

Figure 3 shows the task our subjects performed: participants were instructed to jump
vertically as high as possible trying to reach for a visual target. Each vertical jump resulted
in a data matrix Y T×J , of which a single row corresponds to a joint configuration or
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Figure 3: From left to right: subject setup in our lab, vertical jump experiment and inter-
segmental joint angles used in the experiments. Second and third pictures were adapted
from [21].

posture at a certain time. Collected jump trial matrices have T ≈ 80 rows (about 0.8
seconds) and J=6 columns encoding six joints: left and right hips, left and right knees plus
left and right ankles. We only used the flexion/extension intersegmental joint angles. The
data set described in this section has a total of 343 vertical jumps collected with optical
motion capture technology. These jumps come from 4 different populations, totalizing 37
participants: 9 typically developing female children (86 jumps), 6 adult females (61 jumps),
10 typically developing male children (81 jumps), 5 adult males (56 jumps) and 7 children
diagnosed with DCD [21] (59 jumps). Children were in the broad age range of 6 to 14 years
old. Adults were all in their early 20’s. Trials were manually segmented by an expert in
the vertical jump movement, so that they span the same postural range: all poses captured
within the initial and final peak knee flexions, as also in Figure 3.

4.2 Vertical jump reconstruction

In our reconstruction experiments, all jump trials were decomposed into a spatial basis of 3
vectors SB-i (i = {1, 2, 3}) and Ni=6 pairs of basis functions/ST parameters τ i and ci for
each vector. Standard deviations were fixed as σi = {1/(2 · 1), 1/(2 · 2) . . . 1/(2 · 6)}× T .
Note that we do not need to require all Ni to be the same, but we opted to do so in our
experiments to simplify the analysis. We refer to these values as N from now on. The
reason why we chose N = 6 will be clear shortly.

When running VARPRO, means τ i were constrained to be within [0, 1]. This inter-
val corresponds to the time domain of the trial. We also forced linear parameters ci to
be within [−1, 1] to avoid high fluctuations and ease parameter-based analyses. O’Leary
& Rust’s [20] implementation supports constraints to the non-linear parameters since it
uses MATLAB® lsqnonlin() function to solve for those, given the Jacobian of Equa-
tions 4 and 5. On the other hand, because their code does not support constraints to the
linear parameters, we had to replace the unconstrained pseudo-inverse solution of Equa-
tions 2 and 3 with the vector c̃i that minimizes the norm of the residual under the given
constraints, or equivalently, min−1≤c̃i≤1 ||zi −UΣ̃V �c̃i||22. We chose to use the medium-
scale quadratic minimization algorithm of MATLAB® quadprog() function to find the
solution.

Figure 4 shows the statistics of the coefficients of determination R2 for each individual
joint series: the method was able to successfully reconstruct all jumps in the dataset for all
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Figure 4: Mean ± std coefficients of determination R2 per joint series approximation over
all jumps in our dataset, grouped by population. Overall high average coefficients of deter-
mination (≥0.95) reflect the successful reconstruction ability of the decomposition.
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R2 vs number of basis functions
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Figure 5: R2 is plotted against the number of basis functions/pairs of ST parameters.
Each point in the plot corresponds to the mean coefficient of determination R2 ± std.
Here, the coefficient of determination of a trial is itself the average of the coefficients of
determination across all joints, since a jump trial is a multi-dimensional time series. A
high mean R2 (good reconstruction) together with a low std (good generalization across
trials/populations) reveal N=6 to be an adequate trade-off, as circled above.

5 populations considered, with average R2 not less than 0.95. We also looked at how the
reconstruction results are affected by the number of basis functions/pairs of ST parameters
N . Figure 5 presents R2 scores averaged by joints and populations versus N={2 ... 20}.
With N=4, the method already reaches high reconstruction quality with relatively low
variance. We believe the best trade-off between dimensionality and quality of reconstruction
is achieved with N=6.

4.3 Looking at jumps and jumpers based on the model parameters

From Figure 6, note that spatial basis SB-1 coefficient statistics suggest that over 50%
of the (trial-averaged) explained variances in the vertical jump consists of 2 main groups
of rotations: hips and ankles (top coefficient values in the range of 0.4 to 0.6) together
with knee rotations (bottom coefficients within -0.6 to -0.4). Moreover, overlapping lines
show these distributions seem to generalize across all populations examined. In fact, SB-1
works by clustering leg joints into the two existing agonist and antagonist motions, which
is also clear from the picture. The same figure also reveals that SB-2 coefficients are al-
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Figure 6: Mean ± std coefficients of vectors SB-1 (top-left), SB-2 (top-right) and SB-3
(bottom-left). At the bottom right, note that the mean ± std explained variances per vector
are consistent across all populations in the dataset. The distribution of SB-1 coefficients
reveals the major component of the vertical jump, apparently common to all populations,
which can be noted by the overlapping means and low standard deviations. See text for
more details.

most zero-centered and have high variances, in special, left and right ankle coefficients.
SB-3 coefficients are also mostly zero-centered, have even higher variances than SB-2 co-
efficients and less agreement across populations. With average SB-2 and SB-3 coefficients
close to zero and no clear interpretation in the context of the jump action, the remain-
ing discussion will focus only on spatio-temporal aspects of SB-1, that is, the statistics of
τ 1 = {τ1,1 . . . τ1,6} and c1 = {c1,1 . . . c1,6} estimated by VARPRO for each of the 6
Gaussians G1 . . . G6 of ST-1 (leftmost column of Figure 7). After smoothing all distribu-
tions with the MATLAB® ksdensity() kernel density estimator function, we were able to
inspect how these parameters can help to discriminate jumpers of different developmental
stages.

When looking at τ 1 distributions, the second column of Figure 7 revealed dominant
peaks along τ1,1, τ1,4 and τ1,6, showing that G1, G4 and G6 were somewhat well localized
in time, but with significant distribution overlap among populations. Hence these features
alone are not very informative about inter-population differences. In particular, for all τ 1,
there were not clear differences between distributions of typically developing children and
the ones with DCD. However, we saw differences between adults and children in general:
for example, distributions of parameters τ1,3 and τ1,5 were mainly centered at the beginning
of the action for adults whereas for children the same parameter distributions were centered
once near the middle of the trial and again closer to its end, but with very soft peaks, that
is, with high uncertainty. Parameter τ1,2 showed a dominant peak in the adult distribution,
close to t = 0.8, while children presented very uninformative distributions.

More prominent differences appeared when we instead observed the class distributions
of c1 (third column of Figure 7), specifically the ones concerning c1,2 and c1,6, from which
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Figure 7: ST-1 parameter statistics for each specific developmental population in our dataset
(typically developing children, DCD children and young adults) approximated with a kernel
density estimator sampled at 100 points and with a Gaussian smoother kernel. Bandwidth
parameters varied across parameter distributions, and were within [0.01, 0.18]. Left column:
Gaussians that are part of ST-1. Center column: corresponding distributions of means τ 1.
Right column: corresponding distributions of linear parameters c1. Arrows indicate that
Gaussians G2 and G6 may be able to reveal differences among these populations, as can be
noted from the distinct peaks formed along c1,6 axis. See text for further discussion.

we saw better defined, bell-shaped distributions for each developmental class. While c1,2
showed a high degree of overlap among the curves, c1,6 presented a very interesting scenario,
with each population sharply peaked at specific magnitude values. In both cases, adults
peaked at the negative side, typically developing children peaked at the positive side, and
children with DCD were centered at zero. In fact, except for c1,1, all distributions of DCD’s
c1 were centered at or very close to 0. According to this result, G1 appears to be the
most dominant spatio-temporal pattern of SB-1 for this population when DCD jumps are
concerned.

By taking into account that the distributions of adults’ τ1,2 and τ1,6 peak closer to the end
of trial than the children, plus the clear class separation promoted by the corresponding
linear parameters c1,2 and c1,6, we can then conjecture that there are inter-population
discrepancies related to the spatial configuration encoded by SB-1 that should be taking
place somewhat later in the course of the vertical jump. To discern what exactly these
differences mean requires a more thorough investigation and exceeds the scope of this work,
but we believe that the framework outlined here would be able to assist in such investigation.

9



5 Conclusions

This paper describes a decomposition method that breaks the Y T×J action data matrix
into spatial and spatio-temporal representations. Relevant spatial configurations of joints
are identified by SVD and form a spatial basis (SB) for the action. Temporal correlation
series of SB vectors, that is, the projection of the data matrix onto SB, are approximated by
combinations of Gaussians through a non-linear least-squares regression method, VARPRO.
These functions form the basis functions of the spatio-temporal representation (ST) of the
action.

Concerning dimensionality, the action matrix is fully described by k (J-dimensional)
SB vectors v1,v2 . . . vk plus another 2k (Ni-dimensional) ST vectors τ 1, τ 2 . . . τ k and
c1, c2 . . . ck, totalizing kJ + 2k

�k
i=1Ni parameters. Although the number of parameters

increases linearly with the number of effectors J , it does not depend directly on the length
of the trial. Dimensionality also depends on the number of basis functions/pairs of ST
parameters Ni, but these numbers tend to be relatively small: recall that with N=4, the
method already presented good reconstruction with low inter-trial variance, as in Figure 5.

Based on SB/ST representations, we were able to reconstruct vertical jump trials with
high accuracy. The representation was able to generalize over 300 jumps coming from
a broad range of jumpers: children from 6-14 years old with and without coordination
disorders and young adults. Both genders were represented in the data. We also note that
a single SB-1 vector seems to be sufficient to characterize the most important spatial aspect
of the jump trials (based on lower-body, intersegmental flexion/extension angles), which
helped to narrow down the analysis into 6 spatio-temporal parameters. From the statistics
of the means and more importantly the linear coefficients of ST-1, we also determined
that populations of jumpers could be reliably discriminated based on our low dimensional
analysis of their jumps. Although the results presented here come from a specific case study,
we believe the method serves as framework for a variety of movement analyses that can be
carried on in the future.
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