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5G and beyond communication systems are envisaged to fulfill three key promises that

enable novel use cases and applications such as telemedicine, augmented reality/virtual reality

(AR/VR), smart manufacturing, autonomous vehicles (AVs), etc. These three key promises are i)

Enhanced mobile broadband (eMBB), ii) Ultra-reliable low latency Communications (URLLC),

and iii) Massive machine-type communications (mMTC). In other words, 5G is required to

achieve key performance indicators (KPIs) in terms of low latency, massive device connectivity,

consistent quality of service (QoS), and high security. For instance, user bit-rates up to 10 Gbps

and round-trip times (RTTs) as small as 1–10 ms are demanded in specific application scenarios

in 5G. Toward achieving the 5G key promises, it is essential to utilize the capacity of all sorts

of communications networks (terrestrial, space, aerial) and supporting technologies (SDN, NFV,

etc.) simultaneously, leading to the so-called hybrid communication networks as opposed to

the traditional stand-alone ones. This signifies the importance of a seamless integration and

configuration policy tailored to specific use cases and QoS requirements of 5G and beyond



services and will spawn several challenging design and optimization problems from the control

and management to the physical layer of next-generation systems. In this thesis, we will address

such critical problems in the course of 9 chapters.

In the second chapter, we study the benefits of incorporating trust into decision-making

for resource provisioning in next-generation communications networks. In this regard, we study

the trust-aware service chain embedding problem for enhancing the reliability of virtual network

function (VNF) placement on the trusted infrastructure. The problem of placing the VNFs on

the NFV infrastructure (NFVI) and establishing the routing paths between them, according to

the service chain template, is termed SFC embedding. The objectives and constraints for the

optimization problem formulation of SFC embedding may vary depending on the corresponding

network service. We introduce the notion of trustworthiness as a measure of security in SFC

embedding and thus network service deployment. We formulate the resulting trust-aware SFC

embedding problem as a Mixed Integer Linear Program (MILP). We relax the integer constraints

to reduce the time complexity of the MILP formulation and obtain a Linear Program (LP). We

investigate the trade-offs among the two formulations, seeking to strike a balance between results

accuracy and time complexity.

The space-air-ground integrated network (SAGIN) offers potential benefits that are not

possible otherwise, including global coverage, low latency, and high reliability. On the other

hand, the heterogeneity of the integrated network with non-unified interfaces, and the diversity of

5G use cases with large-scale applications highlight the need for a unified management structure

and a dynamic resource allocation policy that are both scalable and flexible enough to handle

the increasing complexity. In the third chapter, on one hand, we optimize the integration of the

hybrid network by deployment of satellite gateways on the ground segment of the network to



ensure proper connection between the layers with minimum latency, and on the other hand, we

aim at providing a seamless management and control scheme for the hybrid network utilizing

the capacities of the supportive technologies, software-defined networking (SDN) and network

function virtualization (NFV); In particular, we study the problem of SDN controller placement

with the goal maximizing the reliability of the hybrid network.

In the fourth chapter, we propose trust as a metric to measure the trustworthiness of the FL

agents and thereby enhance the security of the FL training. We first elaborate on trust as a security

metric by presenting a mathematical framework for trust computation and aggregation within a

multi-agent system. We then discuss how this framework can be incorporated within an FL setup

introducing the trusted FL algorithm for both centralized and decentralized FL. Next, we propose

a framework for decentralized FL in UAV-enabled networks which involves the placement of the

UAVs while ensuring the connectivity of the network of deployed UAVs.

We dedicate the remaining chapters to studying the novel design problems and the key

technologies for the physical layer of next-generation wireless systems with an emphasis on

millimeter-wave communications, massive MIMO, and hybrid beamforming. We introduce a

novel antenna configuration called twin-ULA (TULA) and its composite configurations to generate

sharp beams with maximal and uniform gain. We introduce a novel beam alignment technique to

maximize the utility of transmission in the presence of multipath, efficiently utilize reconfigurable

intelligent surfaces (RIS) to enhance mmWave coverage in urban environments, and synchronize

and calibrate in distributed massive MIMO networks for 6G systems, where the synchronization

involves the carrier frequency offset estimation and compensation, and the calibration involves

mitigating reciprocity mismatches in digital and analog RF chains of the access points (APs)

implementing hybrid beamforming, enabling efficient downlink channel estimation.
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Chapter 1: Introduction

In a world where information drives our interconnected society, the ongoing development

of communication systems plays a crucial role in technological advancement. This exploration

delves into the intricacies of 5G, which is already revolutionizing the way we communicate,

and extends into the promising domains of 6G and beyond. The interdisciplinary nature of the

problems that arise as communication systems evolve, has attracted researchers from various

fields including but not limited to Mathematics, Control and Systems Theory, Computer Science,

and Machine Learning to address the multifaceted challenges in the design and optimization of

next-generation networks. In this dissertation, we develop a set of tools, theories, and algorithms

to model, design, and optimize the next-generation communication systems, that lie in the interse-

ction of aforementioned fields. In this chapter, we first introduce some fundamental concepts that

are essential to this thesis’ foundation and then proceed with presenting the contributions and

organization of the chapters.

1.1 Trust-aware Resource Provisioning

Given the escalating intricacy characterizing modern cyber-physical systems (CPS), the

imperative to formulate an innovative framework for modeling, analyzing, and predicting their

behaviors has become increasingly evident. This endeavor assumes heightened significance in
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light of recent advancements in the Internet of Things (IoT), coupled with the promises of 5G

to facilitate extensive machine-to-machine (M2M) communications. In this evolving landscape,

tightly coupled next-generation CPS devices are poised to engage in collaborative efforts, levera-

ging sophisticated sensing, computing, and communication capabilities on an amplified scale

enabling them to realize a wide range of applications and use cases, involving data collection,

processing, and decision-making, from healthcare, vehicular networks, and smart manufacturing,

to 5G service provisioning, and content delivery. All these applications heavily rely on the

constant exchange of collected raw data and processed information between the collaborating

agents, as opposed to the traditional case where data were collected and processed at a centralized

entity. Therefore, with the heterogeneity and the large scale of the CPS, as well as the paramount

importance of devising a seamless management and control scheme dealing with privacy and

security threats becomes a pivotal concern.

The fact that the information is crowd-sourced by the CPS agents, to a large extent, elimina-

tes the risk of the existence of a single point of failure and contributes to the resilience of the

network, but at the same time demonstrates the need to establish trust relationships between the

agents that are exchanging information. More specifically, apart from ensuring the security of

communications between the network agents, it is essential to answer the following questions:

(i) whether an agent refuses to share its information with other agents due to privacy concerns or

conflict of interest. (ii) whether an agent manipulates the received data before processing. (iii)

whether an agent intentionally or unintentionally, shares incorrect information with the rest of

the network? etc.; In other words, it is essential to establish to what extent each agent of the

network can be trusted. Clearly, such mechanisms of trust contribute essentially to the resilience

of networked cyber-physical systems (Net-CPS).
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Within the context of Net-CPS, we interpret trust as a relation between network entities that

may interact or collaborate in groups toward achieving various goals. These relations are set up

and updated based on the evidence generated from the previous collaboration of the agents within

a protocol. Suppose the collaboration has been contributive towards the achievement of a specific

goal (positive evidence). In that case, the parties accumulate their trust perspective towards one

another, and otherwise (negative evidence), trust will decrease between them. Trust estimates

have input to decisions such as access control, resource allocation, agent participation, and so on.

The method by which trust is computed and aggregated within the network may depend on the

specific application, however, we enumerate the central differences in the terminology of how the

trust computation and aggregation are employed:

Centralized vs. Decentralized: Under the centralized regime, all the network entities rely

on a central trusted party that estimates the trustworthiness level of each entity and updates all

the network nodes. In this sense, all the nodes are forced to agree on the degree to which each

entity is trusted as dictated by the central provider. On the other hand, under the decentralized

approach, each user is responsible for calculating its opinion on the level of trustworthiness for

each entity it might be interested in. This distinction however is irrelevant to the fashion trust is

computed and only relates to the semantics of trust. For instance, under a decentralized regime,

a user may utilize a distributed approach for computing the trust of its target.

Global vs. Local: Local trust is the opinion that a trustor node has towards a trustee and

is generated depending on the first-hand evidence gathered based on local interactions, however,

global trust is formed by combining the first-hand evidence and the opinions of other nodes

about the specific trustee and is usually more accurate. In fact, the local exchange of the local

observations is used towards obtaining global trust.
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Proactive vs. Reactive: Under a proactive regime, the entities manage to keep the trust

estimates updated, while under a reactive regime, the trust estimates are computed only when

they are required. The proactive scheme is not communication efficient as a large bandwidth

needs to be consumed to keep the trust values updated; therefore a reactive scheme is usually

preferred unless the frequency by which trust decisions are made is comparable to the frequency

of the local trust updates.

Direct vs. Indirect: Directed trust is obtained via interaction through direct communication

with another agent. However, indirect trust is a trust relationship between two entities that

have not interacted in the past. Establishing an indirect trust relationship heavily relies on

the assumption that trust has the transitivity property which is not necessarily the case in any

application.

1.2 Space-Air-Ground Integrated Networks

Space-Air-Ground Integrated Networks (SAGIN) represent an advanced and integrated

communication framework that encompasses various domains: space, aerial (such as drones or

aircraft), and terrestrial (ground-based) networks. The core idea behind SAGIN is to seamlessly

connect these diverse components to create a robust and versatile communication infrastructure.

Space-based assets, typically satellites, form the backbone of the space segment. Satellites in

orbit are equipped with communication equipment that can relay data across vast distances.

They provide global coverage and are especially useful for connecting remote and inaccessible

areas. Space networks are instrumental in supporting applications like global internet access,

Earth observation, and satellite-based navigation. The aerial component of SAGIN includes
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unmanned aerial vehicles (UAVs), drones, aircraft, or high-altitude balloons. These platforms

can be deployed quickly to cover specific areas or events. They serve various purposes, such

as disaster response, surveillance, or temporary network coverage augmentation. The terrestrial

component includes traditional cellular networks, Wi-Fi, and other ground-based infrastructure.

Ground networks serve as the last-mile connectivity for end-users and play a crucial role in

providing consistent connectivity.

By integrating multiple layers, SAGIN is inherently resilient. If one component encounters

issues, communication can be seamlessly routed through another layer. This redundancy ensures

high availability. SAGIN networks can cover a wide range of areas, from urban environments

to remote and under-developed regions. This broad coverage is especially valuable for disaster

response, rural connectivity, and global communication. The system can be easily scaled up or

down based on requirements. For example, in a crowded event or during a disaster, additional

aerial platforms or ground-based equipment can be deployed to meet increased demand. SAGIN

networks can adapt to changing conditions. For example, aerial platforms can be re-positioned to

address shifting communication needs in real-time. As technology advances, SAGIN networks

are becoming more feasible and practical, and they represent a vital part of the evolving landscape

of communication systems.

1.3 Cell-free Massive MIMO Systems

Cell-free Massive MIMO is an innovative and advanced wireless communication system

architecture that departs from the traditional cellular network structure. In a Cell-free Massive

MIMO system, the concept of ”cells” is replaced with a more distributed and collaborative app-

5



roach, offering significant benefits in terms of coverage, capacity, and reliability. In traditional

cellular networks, base stations (cell towers) are responsible for providing coverage to specific

geographic areas. In Cell-free Massive MIMO, the network deploys a large number of distributed

access points (APs) equipped with antennas throughout the coverage area. These distributed APs

are typically smaller and closer together than traditional cell towers.

Unlike traditional cellular systems where base stations operate independently, in Cell-free

Massive MIMO, all distributed APs collaborate and coordinate their signals. This cooperation

is achieved through advanced signal processing techniques. Each distributed AP is equipped

with a large number of antennas, often hundreds or more. This massive antenna array allows for

spatial multiplexing, enabling multiple users to be served concurrently over the same frequency

resources. The distributed APs are typically connected to a centralized signal processing unit,

which manages the coordination and signal processing tasks. The centralized processing enables

efficient beamforming and interference management.

Cell-free Massive MIMO focuses on serving users directly, regardless of their location

within the coverage area. This user-centric approach optimizes signal strength and quality for

each user, leading to improved performance. Through cooperation and coordination, Cell-free

Massive MIMO minimizes interference between users. This results in a cleaner and more efficient

communication environment, which enhances network capacity and reliability.

The distributed nature of the system and the cooperation among APs ensure more uniform

and extensive coverage, including in areas with challenging propagation conditions. Massive

MIMO enables spatial multiplexing, allowing the system to support a large number of users with

high data rates simultaneously. By minimizing interference and optimizing beamforming, Cell-

free Massive MIMO offers robust and reliable communication, even in crowded and interference-
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prone environments. The architecture is highly flexible and can adapt to changing user densities

and traffic patterns. It can be easily scaled by deploying additional APs. By optimizing signal

transmission and reducing interference, Cell-free Massive MIMO systems are more energy-

efficient compared to traditional cellular networks.

Cell-free Massive MIMO represents a promising evolution in wireless communication

systems, particularly suited for dense urban environments, industrial IoT applications, and scena-

rios with high user mobility. Its ability to provide consistent and high-quality connectivity, along

with improved capacity, positions it as a key technology in the transition to 6G and beyond.

1.4 Millimeter-wave Communications

Millimeter wave (mmWave) communication is a wireless communication technology that

operates in a high-frequency range, typically in the spectrum between 30 gigahertz (GHz) and

300 GHz. This frequency range is higher than traditional microwave frequencies, which are

used in many wireless communication systems. Millimeter waves are characterized by short

wavelengths, typically in the millimeter range, which is where the name ”millimeter wave” comes

from.

The frequency range used in mmWave communication is significantly higher than that

of conventional wireless communication, such as 4G and 5G, which typically operate in the

sub-6 GHz and 3.5 GHz ranges. The high frequencies of mmWave enable the transmission of

large amounts of data due to their broader bandwidth. Millimeter wave frequencies offer wide

bandwidths that can support extremely high data rates. This makes mmWave technology suitable

for applications that demand ultra-fast data transfer, such as high-definition video streaming,
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augmented reality, virtual reality, and large-scale data downloads. One limitation of mmWave

communication is its relatively short propagation range. Millimeter waves are more susceptible

to atmospheric absorption and obstacles like buildings and vegetation, which can attenuate the

signals. As a result, mmWave communication is often used for shorter-range, high-capacity

applications, including point-to-point links and localized wireless networks. Millimeter waves

are sensitive to obstacles, so they often require a clear line of sight between the transmitter

and receiver. This characteristic makes mmWave technology suitable for applications like fixed

wireless access, where there is a direct line of sight between a rooftop antenna and a user’s

premises. To overcome the challenges of obstacles and limited range, mmWave systems often

use multi-beam technology, where multiple narrow beams are formed to track the user’s device or

move data between different points. Beamforming and beam steering are essential techniques to

maintain the connection as the user moves. Millimeter wave technology is often used in small cell

deployments, where a dense network of small, low-power base stations is placed throughout an

area to provide localized high-capacity coverage. This approach is commonly used in urban

environments and venues with high data demand. Millimeter wave communication is a key

component of 5G and future wireless communication systems. It plays a significant role in

delivering high data rates and low latency for next-generation applications. Beyond consumer

applications, mmWave technology is also used for wireless backhaul in telecommunications

networks, connecting cellular base stations to the core network infrastructure. This helps support

the increasing data traffic demands of mobile networks.

Millimeter-wave communication has the potential to revolutionize wireless communication

by enabling ultra-fast data transfer rates and low-latency connections. mmWave is a critical

component of 5G and is expected to be even more essential in the development of future wireless
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communication standards, including 6G.

1.5 Reconfigurable Intelligent Surfaces

Reconfigurable intelligent surface (RIS), also known as intelligent reflecting surface (IRS)

is a novel technology in the field of wireless communications and signal processing. RIS is a

two-dimensional surface comprising a large number of small passive reflecting elements, such

as antennas or meta-material-based units, that can be electronically controlled to manipulate the

electromagnetic waves in a way that optimizes wireless communication links. The key idea

behind RIS is to control the phase and amplitude of the reflected signals from these elements to

enhance the performance of wireless communication systems. RIS can focus signals in desired

directions, which can increase the signal strength at the receiver and improve the signal-to-noise

ratio. It can redirect signals around obstacles or towards specific receivers, overcoming obstacles

like buildings or other structures that would otherwise block direct line-of-sight communication.

RIS can be used to cancel out interference from other wireless sources, leading to cleaner and

more reliable communication. By strategically placing RIS units, it’s possible to extend the

coverage of wireless networks and fill in coverage gaps. RIS can reduce the power consumption

of wireless devices by improving the link quality, allowing for lower transmission power levels.

RIS technology is being researched and developed for various applications, including 5G and

beyond, the Internet of Things (IoT), and wireless communication in challenging environments.

It has the potential to revolutionize wireless communication by providing more efficient and

flexible ways to manage the propagation of electromagnetic waves in wireless networks.

9



1.6 Contributions and Organization of the Dissertation

This dissertation is organized into 9 chapters covering different interrelated design and

optimization problems for next-generation hybrid networks.

In Chapter 2, we introduce the notion of trustworthiness as a measure of security in SFC

embedding and thus network resource provisioning. Next, we incorporate this notion into the

service deployment problem by defining the trustworthiness of the service network nodes, links,

substrate network hosts, and the interconnecting paths to form the trust-aware service chain

embedding problem. We introduce and formulate two variants of the problem, i.e. the link-

based and the path-based trust-aware service chain embedding problems as mixed integer-linear

programs (MILP), and then provide approximate models based on linear programming (LP)

relaxation and rounding, and column generation with selecting k-shortest candidate substrate

paths for hosting each virtual link, to reduce the complexity of the model. We validate the

performance of our methods through simulations and conduct a discussion on evaluating the

methods and some operation trade-offs.

In Chapter 3, we study two challenging optimization problems that arise while considering

the deployment of the space-air-ground integrated networks (SAGINs), among which the optimal

satellite gateway deployment problem is of significant importance. We propose a joint satellite

gateway placement and routing strategy for the terrestrial network to minimize the overall cost

of gateway deployment and traffic routing while adhering to the average delay requirement for

traffic demands. Although traffic routing and gateway placement can be solved independently,

the dependence between the routing decisions for different demands makes it more realistic

to solve an aggregated model instead. Moreover, with the increasing interest in the software-
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defined integration of 5G networks and satellites, the existence of an effective scheme for optimal

placement of SDN controllers is essential. We discuss the interrelation between the two problems

above and propose suitable methods to solve them under various network design criteria. We first

provide a MILP model for solving the joint problem, and then motivate the decomposition of the

model into two disjoint MILPs. We then show that the resulting problems can be modeled as the

optimization of submodular set functions and solved efficiently with provable optimality gaps.

In Chapter 4, we propose trust as a metric to measure the trustworthiness of the FL agents

and thereby enhance the security of the FL training. We first elaborate on trust as a security metric

by presenting a mathematical framework for trust computation and aggregation within a multi-

agent system. We then discuss how this framework can be incorporated within CFL and DFL

setups introducing trust-aware FL algorithms. UAVs are envisioned as vital components of next-

generation networks, driving diverse applications across various domains. UAV-enabled networks

typically encompass diverse edge devices, including UAVs, ground stations, sensors, and other

IoT devices, all generating vast amounts of data. Therefore, FL in UAV-enabled networks has

attracted much attention over the past several years. However, most of the approaches in the

state-of-the-art suffer from a single point of failure as well as massive communication overhead

and excessive delay due to the existence of a central aggregator. The rest of the chapter proposes

a framework for decentralized FL in UAV-enabled networks. Our approach consists of two parts;

i) First, we propose a UAV placement scheme while ensuring the connectivity of the network of

deployed UAVs. ii) Next, we use a consensus-based approach for decentralized FL among the

UAV agents. We verify the effectiveness of our approach via extensive numerical simulation.

We allocate Chapter 5 to the design and optimization of cell-free (distributed) massive

MIMO networks that are envisioned to realize cooperative multi-point transmission in next-
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generation wireless systems. In this context, for efficient cooperative hybrid beamforming, the

cluster of access points (APs) needs to obtain precise estimates of the uplink channel to perform

reliable downlink precoding. However, due to the radio frequency (RF) impairments between the

transceivers at the two en-points of the wireless channel, full channel reciprocity does not hold

which results in performance degradation in the cooperative hybrid beamforming (CHBF) unless

a suitable reciprocity calibration mechanism is in place. We propose a two-step approach to

calibrate any two hybrid nodes in the distributed MIMO system. We then present and utilize the

novel concept of reciprocal tandem to propose a low-complexity approach for jointly calibrating

the cluster of APs and estimating the downlink channel. Finally, we validate our calibration

technique’s effectiveness through numerical simulation.

In Chapter 6, we propose a novel scheme for codebook design for hybrid beamforming in

mmWave systems. We highlight the shortcomings of uniform linear arrays (ULAs) in generating

perfect beams, i.e., beams with maximal uniform gain and sharp edges, and propose a solution

based on a novel antenna configuration, namely, twin-ULA (TULA). Consequently, we propose

two antenna configurations based on TULA: Delta and Star. We pose the problem of finding the

beamforming coefficients as a continuous optimization problem for which we find the analytical

closed-form solution by a quantization/aggregation method. Thanks to the derived closed-form

solution the beamforming coefficients can be easily obtained with low complexity. We note that

to efficiently search for the beam to serve a user and to jointly serve multiple users it is often

required to use a composite beam which consists of multiple disjoint lobes. A composite beam

covers multiple desired angular coverage intervals (ACIs) and ideally has maximum and uniform

gain (smoothness) within each desired ACI, negligible gain (leakage) outside the desired ACIs,

and sharp edges. We propose an algorithm for designing such an ideal composite codebook
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by providing an analytical closed-form solution with low computational complexity. There is

a fundamental trade-off between the gain, leakage, and smoothness of the beams. Our design

allows us to achieve different values in such trade-offs based on changing the design parameters

Through numerical analysis, we illustrate the effectiveness of the proposed antenna structure and

beamforming algorithm to reach close-to-perfect beams.

In Chapter 7, we introduce an innovative beam alignment (BA) scheme tailored to mmWave

communications. The mmWave technology relies on precisely aligning narrow beams with the

channel Angle of Departures (AoDs) to maximize beamforming gain. While most existing BA

schemes in the literature primarily consider single-path channels, real-world scenarios involve

multiple resolvable paths with varying AoDs. As a result, traditional BA methods may not

perform optimally in the presence of multipath or may not fully leverage this diversity to enhance

robustness. Our proposed BA schemes address this challenge by transmitting probing packets

via a set of scanning beams and gathering feedback for all scanning beams at the end of the

probing phase from each user. We formulate the BA scheme as an optimization problem aimed

at minimizing the expected average transmission beamwidth under different policies, where the

policy maps received feedback to the set of transmission beams (TB). To expand the range of

feasible feedback sequences, we demonstrate the unique structure of the scanning beams, referred

to as the Tulip Design, and accordingly reformulate the minimization problem with a set of

linear constraints and a reduced number of variables, efficiently solved using a greedy algorithm.

We also explore the trade-off between the gain of SBs and TBs. Higher SB gain enhances SB

penetration, while increased TB gain improves communication link performance. However, TB

performance is contingent on the set of SBs. We show that by expanding the coverage of each

SB, which in turn reduces its penetration, we create opportunities to find sharper TBs and amplify
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beamforming gain. We quantify this trade-off through a trade-off curve, demonstrating that the

Tulip Design attains the optimal curve for single dominant path channels. Additionally, we

provide closed-form solutions for special cases of this trade-off curve and introduce an algorithm

with performance evaluations to elucidate the need for further optimization of SB sets in state-

of-the-art beam search algorithms.

In Chapter 8, we study the design of RIS for extending the coverage map of next-generation

networks. A mmWave coverage map consists of blind spots due to shadowing and fading es-

pecially in dense urban environments. Beam-forming employing massive MIMO is primarily

used to address high attenuation in the mmWave channel. Due to their ability to manipulate

the impinging electromagnetic waves in an energy-efficient fashion, RISs are considered a great

match to complement the massive MIMO systems in realizing the beam-forming task and hence

effectively filling in the mmWave coverage gap.

We propose a novel RIS architecture, namely RIS-UPA where the RIS cells are arranged in

a Uniform Planar Array (UPA). We show how RIS-UPA can be used in an RIS-aided MIMO

system to fill the coverage gap in mmWave by forming beams of a custom footprint, with

optimized main lobe gain, minimum leakage, and fairly sharp edges. Further, we propose a

configuration for RIS-UPA that can simultaneously support multiple two-way communication

pairs. We obtain theoretical low-complexity closed-form solutions for our design and validate

our findings through extensive numerical experiments.

Low-complexity estimation and correction of carrier frequency offset (CFO) are essential

in orthogonal frequency division multiplexing (OFDM). Therefore, in Chapter 9, we propose a

low-overhead blind CFO estimation technique based on cyclic prefix (CP), in multi-input multi-

output (MIMO)-OFDM systems. We propose to use antenna diversity for CFO estimation. Given
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that the RF chains for all antenna elements at a communication node share the same clock, the

carrier frequency offset (CFO) between two points may be estimated by using the combination of

the received signal at all antennas. We improve our method by combining the antenna diversity

with time diversity by considering the CP for multiple OFDM symbols. We provide a closed-

form expression for CFO estimation and present algorithms that can considerably improve the

CFO estimation performance at the expense of a linear increase in computational complexity.

We validate the effectiveness of our estimation scheme via extensive numerical analysis.
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Chapter 2: Trust-aware Service Chain Embedding

2.1 Overview

With the emergence of NFV and SDN, communication networks are becoming increasingly

agile. Supported features such as programmability, IT virtualization, and open interfaces, enable

operators and infrastructure providers to launch a network service rapidly and in a more cost and

operation-efficient manner, allowing for shorter time-to-market cycles while driving down both

operational and capital costs.

Essentially, NFV implements NFs through software virtualization techniques (e.g., running

on containers or virtual machines) and runs them on commodity hardware [1]. Examples of such

VNFs include firewalls, load balancers, IDS, caches, etc. and more recently mobile network

functions [2]. These virtual appliances can be instantiated and scaled on demand, using cloud

scaling technologies, to match the service demand requirements and utilize the underlying distri-

buted computing, storage, and networking resources most efficiently. To support more complex

services, a sequence of NFs may be stitched together, creating an SFC, and can be represented by

a graph containing VNFs as nodes and the traffic demand between those VNFs, termed VNF-FG

[3]. SDN on the other hand decouples the control plane from the underlying data plane, allowing

programmability of the network control function using standard, open interfaces. Network in-

telligence is logically centralized, using software-based SDN Controllers that maintain a global
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view of the network. SDN and NFV are complementary technologies, and each one can leverage

the other to improve the flexibility and agility of networks and service delivery.

Using NFV and SDN, networks can be sliced into multiple dedicated, mutually isolated,

end-to-end logical networks composed of several customizable software-defined functions, tai-

lored to a given application or service [4] [5] [6]. A network slice is self-contained, ensuring

resource isolation, including all necessary functions and capabilities, appropriately chained together,

following the NFV service function chaining principle [7], to address the requirements of the

corresponding services/applications [5] [8] [9]. VNFs and network elements are configured in

each network slice to meet such requirements, enabling at the same time new business opportunities,

by providing support for multi-service and/or multi-tenancy. That is primarily the reason why

network slicing has evolved from a simple fixed network overlay concept to a fundamental feature

of the emerging 5G systems [10] [7] [2].

While the vision is very compelling from an infrastructure, operation, and business per-

spective, the implementation of network slices poses multiple challenges, many of which are

inherent to the enabling technologies, specific to the shared physical medium, or associated with

the application context. To create a network slice [11] [2] and accommodate the needs of a

particular service, we must be able to dynamically allocate, install, program, and configure all

the service-specific network functions and chain these functions together, as prescribed by the

network service graph.

Towards the deployment of SFCs, the SFC embedding problem becomes of paramount

importance. The problem entails the placement of VNFs on the physical hosts and establishing

the routing paths between them, according to the SFC template. Therefore considering the

network slice as an SFC or a collection of SFCs, efficient service chain resource allocation
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(service chain embedding or VNF-FG embedding) becomes of paramount importance. Service

chain embedding is an NP-hard problem, as a generalization of the Virtual Network Embed-

ding problem [12]. Appropriate approaches are needed for allocating network and computing

resources to the requested SFC. Solving the service chain embedding problem requires the identification

and adoption of appropriate resource allocation policies, resulting from the identified strategic

objective(s) to optimize. Depending on the network service, such objective(s) may be related

to QoS, profit maximization, fault tolerance, load balancing, energy saving, security, etc. Many

of these can be expressed as hard constraints in the problem formulation e.g., end-to-end delay

in [13]. In this chapter, we also consider constraints and objectives motivated by security recom-

mendations laid out to protect systems supporting multi-tenancy [14] [15].

In particular, similar to [16], we capture the notion of security by integrating “trust weights”

into the service chain embedding problem. These weights indicate the trustworthiness of a host

system, based on its interactions with the other network entities, location (e.g., physically secured

location), the level of hardening for the host, etc. Thus, by using such weights, we enhance the

trustworthiness of the service chain deployment and its resilience to attacks. We assume that

such trust weights are developed based on monitoring and configuration/deployment data and

are disseminated via appropriate methods so that they are timely available to the entity (e.g.,

orchestrator, domain controller) that performs the embedding process.

Trust weights are also considered for the VNFs in the service chain, expressing their

respective requirements in terms of security, e.g., VNFs performing mission-critical operations

must be hosted on a trusted infrastructure. Hence, the proposed trust-aware service chain embed-

ding approach ensures matching the requested security level of each VNF in the chain, with the

security level offered by the servers that will host them.
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Though the incorporation of trust seems intuitively fit for resource allocation problems

spanning multiple administrative domains, due to the uncertainty in dealing with multiple InPs,

we believe that it befits also the case of a single InP, due to the distributed heterogeneous nature

of the NFVI. For example, edge NFVI PoPs are less reliable/secure than the NFVI in the central

office or core DCs; in a single NFVI PoP, the security levels of the hosts may not be homogeneous

(e.g., adoption of security zones, as collections of resources that share a common security expo-

sure or security risk). The main contributions of the chapter are as follows.

• We incorporate trust into the service chain embedding problem as a metric for capturing

security. We take into account the trustworthiness requirements for both the NFs and the

edges between them. Similarly, we assign trust values to the substrate network paths as

well as the substrate hosts to model the trustworthiness of the NFV infrastructure.

• We propose a link-based model for the problem when trust-based requirements only impose

constraints on the NFs and the physical servers hosting them.

• We model the link-based problem as a MILP and present an approximation algorithm based

on LP relaxation and rounding to obtain near-optimal solutions for the MILP in polynomial

time.

• By augmenting the notion of trust to the virtual links and the substrate paths, we present a

path-based formulation for the problem.

• We model the path-based problem as a MILP and propose a column generation-based

method to obtain near-optimal solutions for the MILP in polynomial time.
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2.2 Related Work

In this section, we briefly discuss related work on service chain embedding in general and

then we focus on studies on security and trust in VNF-FG embedding.

The definition and approaches for the VNF-FG embedding problem vary, depending on

several design decisions such as: (i) embedding objectives such as QoS [17], profit maximization

[18], fault tolerance [19], load balancing [20], energy efficiency [21] etc.; (ii) solution strategy

such as exact [22], heuristic [23] or meta-heuristic [24]; (iii) the technology domain where VNF-

FG embedding is applied such as radio access networks [25], LTE/EPC [26], mobile core network

[13], cloud networks [27]; (iv) type of resources such as CPU and BW [13], processing time

and buffer capacity [28], ternary content-addressable memory [29]; (v) single administrative [30]

domain or multi-domain approaches [31]. Authors in [12] provide a taxonomy of SFC embedding

approaches.

Trust in NFV has been considered relatively recently, with studies such as [32] that discuss

the challenges associated with incorporating trust into NFVI, mentioning also the need to apply

policies for binding VNFs to certain (trusted) NFV platforms depending on the platforms’ confi-

gurations. The requirement for placement of NFVs onto trusted platforms/hosts is more important

given the emergence of 5G for supporting vertical markets (e.g., healthcare). The problem of

security awareness in resource allocation has only been addressed in the context of VNE. Liu

et al. [33] abstract the security requirements of virtual networks to quantifiable security levels

and formulate the problem with security constraints related to the security demands of the virtual

resources and the minimum security level required for a virtual node to be hosted on a substrate

node. Similar to the above we consider trust values of the substrate nodes and trust demands for
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the VNFs for the placement of VNFs on trusted servers. To the best of our knowledge, this is the

first formulation for trust-aware service chain embedding.

2.3 Models and Definitions

2.3.1 Trust Model

Trust is a commonly used concept in a variety of application domains, such as e-commerce,

peer-to-peer systems, cloud computing, and social networks. Trust management systems are

implemented to define and gather trust-related evidence, and evaluate, establish, and manage trust

relationships between entities in distributed systems. However, this chapter does not delve into

the specifics of trust modeling or trust assessment. We assume that the infrastructure provider has

efficient mechanisms for distributing trust evidence related to the underlying infrastructure. There

are various ways to quantify trust; in different trust schemes, continuous or discrete numerical

values have been assigned to measure the level of trustworthiness of a network entity. For

example, in [16] the trustworthiness of nodes in multi-hop wireless networks is defined as a

continuous value in [0, 1]. In [34] reputation-based trust for experimental infrastructures in a

federated environment is defined in the same fashion. Following the same rationale, we denote

that trust takes a continuous numerical value in [0, 1]. The trust estimate is updated periodically;

we denote the update period as Tinterval. During the update period, denoted by [τ − Tinterval, τ ],

the trust evaluation mechanism provides the trust estimate of node u denoted as t′u. We use an

exponential weighted moving average (EWMA), to characterize the node’s time-varying trust-

worthiness over time, as it reacts faster to recent updates in trust values. Hence, the new derived
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trust value for node u at time τ is given by

tu(τ) = (1− α)tu(τ − Tinterval) + α t′u (2.1)

where α ∈ [0, 1] is a constant weight indicating the preference between the updated and historic

samples of trust values.

2.3.2 Network Model

The substrate network, is modeled as an undirected graphGs = (Ns, Es), while the request

network is modeled as a directed graph Gf = (Nf , Ef ). Each substrate node u ∈ Ns has

a residual processing capacity ru, and each substrate link (u, v) ∈ Es has a BW capacity of

cuv, while the CPU requirement of request node i ∈ Nf and the BW demand of a request link

(i, j) ∈ Ef are represented by gi and dij accordingly. We denote by tu the trustworthiness of

the substrate node u ∈ Ns, and by ti the trust requirement of the request node i ∈ Nf , while

this metric for a request link (i, j) ∈ Ef is denoted by tij and for a substrate path p by tp, where

p is a connected set of edges in the substrate graph. As in [14], trust takes fractional numerical

value in [0, 1]. We note that the trustworthiness of a substrate path can be any function (according

to a specific use-case or methodology) of the trust values corresponding to the links and nodes

belonging to that path. We define the following components of the path-based formulation to

facilitate the description of the model:

Definition 1 Augmented Graph. For a commodity (virtual link) k = (i, j) where ij ∈ Ef we

denote by Gk
s = (Nk

s , E
k
s ), the augmented graph corresponding to commodity k, whereby for

every node u ∈ Ns that is eligible for hosting request node i, the directed augmented edge (i, u)
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(a) Substrate Graph Gs = (Ns, Es)

(b) Request Graph Gf = (Nf , Ef )

(c) Gij
s = (N ij

s , Eij
s ) Augmented Substrate Graph (d) Trust-Aware SFC Embedding Solution

Figure 2.1: Trust-aware SFC Embedding Network Models
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is added to Es. Similarly, for every node u that is eligible for hosting the request node j, the

directed augmented edge (u, j) will be added to Es. Hence, for the augmented graph, we will

have:

Nk
s = Ns ∪ {i, j}

Ek
s = Es ∪ {iu|u ∈ Ns and tu ≥ ti and ru ≥ gi}

∪{uj|u ∈ Ns and tu ≥ tj and ru ≥ gj}

Furthermore, we denote by Ga
s = (Na

s , E
a
s ) the augmented graph corresponding to the

request graph Gf = (Nf , Ef ), which contains all the nodes and links in all of the augmented

graphs for all the commodities.

Definition 2 Augmented Path. For a commodity K = (i, j) where (i, j) ∈ Ef we denote by pk

from i to j, a generic augmented path corresponding to commodity k, where the initial and the

final links are augmented edges corresponding to commodity k. In other words, once we remove

the initial and final edge from pk the result will be a path of the original graph Gs. We further

denote by Pk, the set of all augmented paths corresponding to commodity k, and by P the set of

all augmented paths.

For instance, fig. 2.1c shows an augmented graph for commodity (virtual link) (i, j) in the

Request Graph depicted in fig. 2.1b, that is going to be placed on the substrate network shown

in Fig. 2.1a. Furthermore. each of the directed paths in the augmented graph depicted in Fig.

2.1c, that start with a red edge and end with a blue edge, is an augmented path corresponding to
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commodity (i, j).

2.4 Problem Description

Agile service deployment of the requested network service at the operator’s infrastructure

involves placement of its constituent VNFs and in-sequence routing through them as prescribed

by the Service Chain. Therefore, decisions must be made on where functions should be placed

among the available NFVI and how traffic must be routed among them. NFVI covers all hardware

and software resources that comprise the NFV environment; it includes network connectivity

between locations, e.g., between data centers and public clouds or NFVI Points of Presence

(NFVI-PoPs). Physical resources include computing, storage, and network hardware provid-

ing processing, storage, and connectivity for VNFs through the virtualization layer that sits just

above the hardware and abstracts the physical resources. The optimization challenge at hand

is to efficiently allocate the host and BW resources to the Service Graphs; in other words, to

efficiently map the Service Graphs to the operator’s NFV infrastructure adhering to the capacity

constraints of the physical resources, as well as performance and resilience objectives and con-

straints. Performance and resilience objectives and constraints (e.g., delay budget between NFs,

etc.) are dictated by the corresponding network service to be implemented, while additional

objectives related to the operators’ effective use of the infrastructure such as load balancing and

energy conservation may be included in the problem formulation.

SFC embedding bears many similarities to the Virtual Network Embedding (VNE) problem

since chained NFs can be seen as directional graphs to be embedded into a substrate network.

However, the two problems call for different solutions since i) VNE requests are undirected
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graphs as opposed to service chains that define an ordered set of VNFs and traffic must flow

accordingly through this predefined ordered set. ii) VNFs exhibit ingress/egress bit-rate variations

due to specific VNF operations (e.g., compression as coding, transcoding in video optimizers,

etc.). iii) With VNE we primarily observe one-level mappings, where virtual network requests

are mapped to the substrate network. However, in NFV environments we may have two-level

mappings, i.e. service function chaining requests to VNF instances and then VNF instances to

physical networks as vNFS may be shared between service chains that constitute the network

service.

2.4.1 Trust-aware SFC Embedding

Considering trust-aware embedding of service chains, VNFs apart from their computing

requirements can have also explicit requirements in terms of security, expressed via the respective

trust values in the Request. Both can be expressed as constraints in the corresponding resource

allocation problem. Thus, the trust-aware embedding solution in Fig. 2.2 ensures that: (i) the

computing and BW resources, allocated to the service chain, do not exceed the residual capacities

of servers and links, respectively and, (ii) each VNF in the chain is assigned to a server that

matches (at minimum) its requested trust level. For example, considering VNF j, even though

servers w and x can both support its computing requirements, only server w can provide (at

minimum) the required trust level. In other words, the trustworthiness of the server should be

equal to or higher than the one requested. Binding the SFC End Points (EPs) to substrate ingress

and egress nodes has been omitted for readability purposes.
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Figure 2.2: Example of trust-based SFC embedding.

2.4.2 Path-based Trust-aware SFC Embedding

We note that the method in [14] is link-based; i.e. i) The flow decision variables are link-

to-link, and ii) Provided in the output is the assignment of each network request link to a set

of substrate links that are guaranteed to generate valid continuous substrate paths by suitable

flow formation and conservation constraints. However, in this chapter, we represent the SFC

embedding problem by a path-based model; i.e. i) The flow decision variables are link-to-path;

and ii) In the output, the request links are directly assigned to the pre-selected substrate paths.

One of the main contributions of this chapter is to propose a path-based model for the

SFC embedding problem (PB-SCE) which provides multiple advantages over the traditional

link-based formulation used in [14]. Firstly, a path-based formulation allows for the integration

of various network and routing policies within the service chain embedding framework with

low complexity. For instance, PB-SCE can be simply augmented by a path pre-selection phase

to admit requirements such as traffic splitting, guaranteeing maximum delay or cost, or even

assuring the existence of (disjoint) backup paths.
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Moreover, within the path-based framework many of the design metrics that would enforce

non-linear constraints to the link-based formulation (e.g. reliability, trust, availability, etc.), can

simply be computed along the network paths in an offline fashion and be input to the path-based

formulation. For instance, it is not possible in the link-based formulation in [14] to incorporate

a linear constraint for capturing the trust requirement of each virtual edge; however, in the path-

based model, it is straightforward to compute the trustworthiness of a network path following the

corresponding trust aggregation policy and then input it to the model as a linear constraint. This

is the main motivation for introducing the path-based trust-aware SFC embedding (PB-TASCE)

model.

Finally, we note that in the context of trust-aware service chain embedding, a path-based

model allows for abstracting out the method by which the trustworthiness of the infrastructure

is computed and aggregated. Precisely, considering a path-based approach that only requires the

trust values assigned to the paths, disregarding how this value is computed based on the same for

the underlying components, allows for the application of our method in different settings, where

the trust needs to be modeled differently [35]. For instance, interpreting trust as a multiplicative

metric will lead to a different trustworthiness judgment for a path compared to the case where the

trustworthiness of a path is computed as the minimum of the trustworthiness of all its edges.

2.5 Link-based Trust-aware Service Chain Embedding

2.5.1 MILP Formulation

To formulate the trust-aware service chain embedding problem, we consider:

• the set of binary variables x, where xiu expresses the assignment of VNF i to the substrate

28



node u

• the set of binary variables f, where f ijuv expresses the amount of BW from substrate link

(u, v) allocated to VNF-FG edge (i, j) of the SFC.

The problem is formulated as follows:

Objective:

Min.
∑
i∈NF

∑
u∈NS

tug
ixiu + ϕ

∑
ij∈EF

∑
uv∈ES

f ijuv s.t. (2.2)

Placement Constraints:

∑
u∈NS

xiu = 1, ∀i ∈ NF (2.3)

Trust Constraints:

(tu − ti)xiu ≥ 0, ∀i ∈ NF , ∀u ∈ NS (2.4)

Flow Constraints:

∑
uv∈ES

(f ijuv − f ijvu) = dij(xiu − xju), ∀ij ∈ EF , u ∈ NS (2.5)
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Capacity Constraints:

∑
i∈NF

gixiu ≤ ru, ∀u ∈ NS (2.6)

∑
ij∈EF

f ijuv ≤ cuv, ∀uv ∈ ES (2.7)

Domain Constraints:

f ijuv ≥ 0, ∀ij ∈ EF , uv ∈ ES (2.8)

xiu ∈ {0, 1}, ∀i ∈ NF , u ∈ NS (2.9)

Constraint (2.21) ensures that each NF is exactly placed on one server. Constraint (2.4)

ensures that each VNF is placed on a server that can support its requested trust level. Constraint

(2.5) enforces flow conservation; i.e. the sum of all inbound and outbound traffic in switches and

servers that do not host VNFs should be zero. Moreover, this condition ensures that for a given

pair of assigned nodes i, j (VNFs), there is a path in the network graph where the VNF-FG edge

(i, j) has been mapped. Constraints (2.24) and (2.25) guarantee that the allocated computing and

BW resources do not exceed the residual capacities of servers and links, respectively. Constraints

(2.27), (2.26) express the domain constraints for the variables x and f.

The objective function (2.2) attempts to minimize the corresponding embedding cost. The

first term of this function represents the amount of CPU resources multiplied by the trust estimate

of each assigned server. This term is minimized, if servers with lower security levels are preferred.

Coupled with the set of constraints (2.4), it leads to solutions where the trust level of the servers
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hosting the requested VNFs is close (but over) to the requested one. Assuming that increased

trust levels for the substrate resources are used to instantiate the service chain will lead to higher

provisioning costs; using the trust estimates at the objective function keeps this cost to the

minimum feasible value. The second term of the objective function expresses the accumulated

BW assigned to the VNF-FG edges. The term is minimized if all VNF-FG edges are mapped

onto single-hop links. The parameter ϕ = 1∑
ij∈EF

dij

(∑
i∈NF g

i
)

is used for the normalization of

CPU and BW units.

2.5.2 LP Relaxation and Rounding Algorithm

We derive the LP model from the original MILP model by relaxing the integrality of the

binary x variables. Thus, the domain constraints in MILP are replaced by the following:

0 ≤ xiu ≤ 1 ∀i ∈ NF , u ∈ NS, f ijuv ≥ 0 ∀ij ∈ EF , uc ∈ ES

As the non-binary xiu values do not represent mappings between the VNFs and the servers,

we use a deterministic rounding technique to obtain integer values for the variables x and embed

the SFC requests. The pseudo-code for the LP rounding is shown in Algorithm 1. The LP solver

(Solve LP(..)) is called iteratively. At each iteration (Lines 2-12), one dimension xiu of the

current LP solution is rounded. The selected dimension is the maximum fractional value among

x that, if rounded to 1, still satisfies the capacity constraint of the corresponding substrate node.

The rest of the corresponding xiv, ∀v ∈ NS \ {u} fractional solutions for the particular VNF will

be zero, due to constraint (2.21). In the case that the capacity constraint can not be satisfied for

any of the fractional solutions, the request will be rejected (Sol=false).
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Given the mapping of the VNFs to the infrastructure (integral x values) we solve the multi-

commodity flow allocation (MCF) problem, to determine the routing paths between them, as

prescribed by the SFC (Lines 14-17). The algorithm will terminate if there is no solution found

for the LP (Sol=false), or if there are no remaining dimensions of the solution to be rounded

(Sol=true). The Sol flag determines the rejection/acceptance of the request (Lines 18-23).

Algorithm 1 LP Rounding
1: repeat
2: {xiu, f ijuv} ← Solve LP(..)
3: If solution exists Sol:= true, Otherwise Sol:= false
4: X ← {xiu|xiu /∈ {0, 1}}
5: if X ̸= 0 then
6: {i0, u0} ← argmax{i∈Nf ,u∈Ns|gi≤ru}X
7: if {i0, u0} exists then
8: Add LP Constraint xi0u0 = 1
9: else

10: Sol=false
11: end if
12: end if
13: until (X = 0) ∨ (Sol = false)
14: if Sol = true then
15: {xiu, f ijuv} ← Solve MCF(..)
16: If solution exists Sol:= true, Otherwise Sol:= false
17: end if
18: if Sol:= true then
19: return {xiu, f ijuv} {Accept the request}
20: else
21: {∀xiu := 0,∀f ijuv := 0}
22: return {xiu, f ijuv} {Deny the request}
23: end if

Contrary to the MILP formulation that is computationally very expensive to solve or even

intractable for large problem instances, the relaxed linear program can be solved in polynomial

time. The LP solver is invoked at most |NF | + 1 times, as every iteration, up to |NF |, leads

(ideally) to the mapping of a VNF, while the MCF algorithm at the end provides us with the

corresponding flow allocation.
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2.6 Path-based Trust-aware Service Chain Embedding

In this section, we propose the path-based problem formulation for trust-aware service

chain embedding. To this end, we define two sets of variables as follows,

• x, denotes the set of binary variables xiu which express the assignment of VNF i to substrate

node u.

• f, denotes the set of continuous variables fp which express the amount of flow passing

through the augmented path p ∈ P in the augmented substrate graph.

2.6.1 Mixed Integer Linear Programming Formulation

We start with a MILP formulation as follows which contains all the service requirements

as hard constraints.

PB-TASCE Objective:

Minimize
∑
p∈P

cpfp + γ
∑
i∈Nf

∑
u∈Ns

tux
i
u (2.10)

Placement Constraints:

∑
u∈NS

xiu = 1, ∀i ∈ NF (2.11)

∑
p∈Pij

fp = dij, ∀ij ∈ Ef (2.12)

∑
p∈P:iu∈p

fp ≤ xiuM, ∀i ∈ Nf , u ∈ Ns (2.13)
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Trust Constraints:

(tu − ti)xiu ≥ 0, ∀i ∈ NF ,∀u ∈ NS (2.14)

(tp − tij)fp ≥ 0, ∀k ∈ Ef , p ∈ Pk (2.15)

Capacity Constraints:

∑
i∈NF

gixiu ≤ ru, ∀u ∈ NS (2.16)

∑
p:uv∈p

fp ≤ cuv, ∀uv ∈ Es (2.17)

Domain Constraints:

xiu ∈ {0, 1}, ∀i ∈ NF , u ∈ NS (2.18)

fp ≥ 0, ∀p ∈ P (2.19)

The objective function (9.5) is the weighted sum of the flow embedding (BW) and server

assignment (processing) costs with γ being the normalization factor to determine the balance

between the two terms of the objective function. The processing cost corresponding to each

substrate server is proportional to its trust value, i.e. the more trustworthy servers are more

expensive. The constraint set (2.11) ensures that each VNF-FG node is placed on exactly one

substrate node. Constraints in set (2.12) make sure that the traffic demand of each VNF-FG link

will be allocated to this commodity using as many augmented paths as needed, while constraints

(2.13) enforce that no flow passes through the paths inclusion of which in the SFC embedding
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solution is disallowed by the node assignment policy, where M is a large enough constant. The

constraint sets (2.14), and (2.15) guarantee that the trust requirements of each virtual link and

each virtual node are satisfied, while the sets (2.16), and (2.17) guarantee that the allocated

CPU and BW resources by each substrate node and link do not exceed their residual capacity,

respectively. The constraints in sets (2.18), and (2.19) are the domain constraints corresponding

to variable sets x and f respectively. We note that removing constraints (2.14), and (2.15) from

the last model gives the baseline PB-SCE model.

We note that the PB-TASCE model cannot be used efficiently in realistic settings with large-

scale networks due to not being scalable. First, as a generalization of the VNE problem, the SFC

embedding problem is NP-hard. Second, the space complexity of the model is mostly driven by

the size of the path set P . Indeed, for a complete substrate graph, the set P may contain as many

as (e|Ef |/2)(|Ns|!) paths [36]. Even, for a sparse network graph, the size of the set of augmented

paths for each virtual edge may grow exponentially in |Ns|. Therefore, due to constraint (2.15),

the size of the constraints set grows exponentially with the scale of the network. Similarly, the

number of path variables fp grows exponentially with the scale of the network. Therefore, in

the rest of this section, we propose a column-generation-based solution to tackle this issue by

systematically including only the set of paths that may be chosen in the final solution to carry

non-zero traffic, i.e. fp > 0. We modify the PB-SCE and the PB-TASCE models to contain only

the k-shortest augmented paths for each commodity. This will result in lower complexity at the

expense of suboptimal results. Opting for different values of k one can adjust the performance of

the algorithm and seek for a suitable value of k to seek a balance between complexity and result

accuracy. We will explore this trade-off in detail in the evaluation section. We refer to these new

models as KPB-SCE and KPB-TASCE in order.
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2.6.2 Column Generation Method

Column generation (CG) is an effective technique for solving large linear programs (LPs),

especially when the number of decision variables is substantially higher than the number of con-

straints. This is because in the final optimal LP solution only as many variables as the number

of constraints may appear with non-zero values. Therefore, it is possible to start by solving the

considered LP with only a subset of the decision variables and then gradually generate variables

(i.e. columns) that have the potential to improve the value of the objective function.

The procedure consists of iterative steps including solving a restricted master problem

(RMP) followed by a pricing sub-problem (PS). Initially, the RMP is formulated as the original

problem with a limited set of decision variables such that an initial feasible solution to the LP

can be obtained efficiently by solving the initial RMP. Once the primal RMP is solved the dual

variables corresponding to the RMP constraints will be computed and utilized in formulating the

PS. The objective function of the PS for each decision variable represents the reduced cost of that

decision variable. The reduced cost of a decision variable in linear programming is the amount

by which the objective function coefficient of that variable would have to improve (increase for a

maximization problem, decrease for a minimization problem) before that variable would become

non-zero in the optimal solution. In other words, it is the amount by which the objective function

coefficient of the variable would have to increase (or decrease) to make it beneficial to include

the variable in the optimal solution. Therefore, in the case of a minimization problem, the PS

amounts to minimizing the PS objective function to find the variable with the most negative

reduced cost and then adding that to the RMP variable set. Next, the RMP and the PS are solved

again and this procedure continues until no variable can be found with a negative reduced cost.

36



2.6.3 Column-Generation-based Solution

Following the discussions in the last subsection, the RMP is formulated as,

Minimize
∑

p∈P̄trusted

cpfp + γ
∑
i∈NF

∑
u∈NS

tux
i
u (2.20)

∑
u∈NS

xiu = 1, ∀i ∈ NF (2.21)

∑
p∈P̄ijtrusted

fp = dij, ∀ij ∈ EF (2.22)

∑
p∈P̄trusted:iu∈p

fp ≤ xiuM, ∀i ∈ NF , u ∈ NF (2.23)

∑
i∈NF

gixiu ≤ ru, ∀u ∈ NS (2.24)

∑
p∈P̄trusted:uv∈p

fp ≤ cuv, ∀uv ∈ Es (2.25)

xiu ∈ [0, 1], ∀i ∈ NF , u ∈ NS (2.26)

fp ≥ 0, ∀p ∈ P̄ trusted (2.27)

where P̄ ijtrusted ⊆ P
ij
trusted i.e. the set of those augmented paths in the augmented graph Gij

that satisfy the trust constraints and it holds that ∪ij∈EF P̄
ij
trusted = P̄ trusted. Therefore, con-
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straints (2.14) and (2.15) are removed from the RMP.

2.6.3.1 Initial Solution

The CG procedure starts from an initial RMP with an initial set of variables -preferably the

smallest possible one- that yield a feasible solution to the RMP. However, in general, it is not

trivial to find such an instance of the RMP. In the path-based service chain embedding problem,

for a general service request GF = (NF , EF ) and a substrate GS = (NS, ES) it is not possible

to deterministically establish a set P̄ trusted,init such that the corresponding RMP is feasible. To

tackle this issue, we extend the GS = (NS, ES) graph by adding a copy of the service request

graph to form a new substrate graph G′
S = (N ′

S, E
′
S) and then constructing the new augmented

graphG′a
S = (N ′a

S , E
′a
S ). Furthermore, we assign large weights to the augmented edges inG′a

S . An

example of this graph is shown in Fig. 2.3. We propose a dummy initial solution for path-based

service chain embedding by placing the request graph on its copy in the G′
S = (N ′

S, E
′
S) graph.

The large weights assigned to the dummy augmented edges ensure that if the relaxed service

chain embedding problem is feasible, none of the dummy placements will end up in the final

solution once the CG procedure terminates.

2.6.3.2 Addition of Columns

To formulate the pricing sub-problem to generate new columns (paths) that can improve

the objective value of the RMP, we need to utilize the dual problem corresponding to the RMP
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Figure 2.3: Initial Dummy Solution

denoted by DRMP. The DRMP is given as follows,

Maximize
∑
i

αi +
∑
ij

dijσij −
∑
u

ruβu −
∑
uv

cuvγuv (2.28)

σij −
∑

u∈Ns:(i,u)∈p or(u,i)∈p

τiu −
∑
uv∈p

γuv ≤ cp ∀p ∈ P̃ ij,∀ij ∈ Ef (2.29)

αi +Mτiu − giβu ≤ 0 ∀i ∈ Nf , u ∈ Ns (2.30)

τiu, βu, γuv ≥ 0, αi, σij unrestricted (2.31)

where the variable sets α, β, γ,σ, and τ correspond to constraint sets in the last MILP in respective

order. The following lemma is useful in obtaining the pricing sub-problem.

Lemma 3 The optimal solution to the relaxed path-based service chain embedding problem is
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obtained at an RMP instance where there is no p ∈ P , which violates constraint (2.29) from the

DRMP problem.

Proof. Let RMP ∗ denote the RMP instance at which the optimal solution to the relaxed

path-based service chain embedding problem is obtained. Let P∗ be the set of generated paths

at this instance and let RMP ∗ denote the corresponding dual problem. Further, let RMP and

DRMP be the primal and dual RMP instances corresponding to the set of generated paths P .

Let OPT (.) denote the optimal solution to each problem instance. It holds for any P ⊆ P∗ that,

OPT (RMP ) ≥ OPT (RMP ∗) = OPT (DRMP ∗) ≤ OPT (DRMP ) (2.32)

where the middle equality follows from the strong duality theorem, the LHS inequality follows

from the fact that the optimal solution to the minimization problem RMP is a feasible solution

of RMP ∗, and the RHS inequality holds since the instance DRMP contains fewer constraints

than the DRMP ∗ model. Now, consider the specific instance of RMP , where none of the (2.29)

constraints are violated when evaluated for all p ∈ P . Then the corresponding (α, β, γ, σ)P and

its associated (x, f)P vectors will be feasible solutions to the DRMP ∗ and RMP ∗ problems

respectively, because none of the constraints of the DRMP ∗ model are violated. Then, it is

straightforward to write:

OPT (RMP ) = OPT (DRMP ) ≤ OPT (DRMP ∗) = OPT (RMP ∗) (2.33)

Combining (2.32), and (2.33), the desired result follows. Conversely, it holds that in the

optimal solution to a linear program, all the basic and non-basic variables have greater than or
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equal to zero reduced costs. It is straightforward to show that equation (2.29) represents the

reduced cost of each fp variable for each p ∈ P . Therefore, in the optimal solution to the relaxed

service chain embedding problem the constraints (2.29) are satisfied for all p ∈ P .

2.7 Link-based Model Performance Evaluation

In this section, we evaluate the efficiency of the proposed trust-aware SFC embedding

method; we benchmark the LP algorithm against the MILP one. Specifically, we provide an

overview of the performance evaluation setup (3.2.3.2), and discuss the evaluation results (3.2.3.3).

2.7.1 Performance Evaluation Setup

For the simulations, we use an event-based simulator implemented in Java ( [26, 29]),

including an SFC and DC topology generator. We use CPLEX for our MILP models based

on the branch-and-cut method. We used the dual simplex method for the LP problem. Our tests

are carried out on a server with an Intel i5 CPU at 2.3 GHz and 8 GB of main memory.

NFV Infrastructure. We have generated a 3-layer fat-tree network topology for the DC,

consisting of 16 pods. In our evaluations, we use only one portion (or zone) of the DC consisting

of 4 (out of 16) pods, utilizing 2 switches per layer and the corresponding set of 2 servers per ToR

switch. For each server, we consider 8 cores running at 2 GHz. Each server’s initial utilization

is uniformly distributed U(0.3, 0.6). The ToR-to-Server link capacity is 8 Gbps while the inter-

rack link capacity is 16 Gbps. The initial trustworthiness of the substrate nodes is drawn from a

uniform distribution U(0.2, 1).

Service Chains. We generate VNF-FGs based on three service chain templates: (i) a chain
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handling traffic that needs to pass through a particular sequence of VNFs, i.e., a NAT and an FW

followed by an IDS; (ii) the second template reflects the case where traffic in a service chain is

split by a particular VNF, according to some predefined policy, e.g., load balancing; (iii) the last

template corresponds to a bifurcated path with a single endpoint reflecting cases where one part

of the traffic needs to be encrypted while another part needs to pass through a firewall [37]. For

each chain, the number of requested VNFs, inbound traffic demands, and requested trust level are

uniformly distributed, U(5, 9), U(50, 100) Mbps, and U(0.2, 0.8) respectively. The CPU demand

of each VNF is derived from the inbound traffic rate and the respective VNF profile (cycles

per packet). Resource profiles are available for a wide range of VNFs [38, 39], while profiling

techniques can be employed for processing workloads whose computing requirements are not

known in advance [39].

Evaluation Scenarios. We conducted two sets of simulations for two distinct cases. In the

first case, the trustworthiness of each substrate node does not change over time (Experiment A:

Static Trustworthiness), while in the second one, the trust estimate is updated at intervals of

500-time units, according to the description in Section 9.3 (Experiment B: Dynamic Trustworthi-

ness). The purpose of the 1st experiment is to benchmark the approximation algorithm against

the optimal embedding approach, while the 2nd one aims to showcase the impact of the trust-

worthiness updates in the embedding process. The new trust estimates (t′u) are drawn from a

uniform distribution U(0.4, 1). The α parameter in formula (1) is tuned to 0.25 [40]. For both

cases, requests arrive according to a Poisson process, with an average rate of 4 requests per 100

time units, each having an exponentially distributed lifetime with an average of 1,000 time units.

Every simulation is executed for 6,000 requests and repeated for 10 iterations [29].

Evaluation Metrics. We use the following metrics for the evaluation of the two service chain
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mapping methods:

• Request Acceptance Rate is the rate of successfully embedded requests divided by the

total number of requests.

• Resource Utilization is the amount of CPU or BW units allocated for all the embedded

requests.

• Resource Revenue per Request is the average amount of CPU or BW units specified in

the requests that have been embedded successfully.

• Cumulative Resource Revenue is the cumulative amount of CPU or BW units in requests

that have been embedded successfully, divided by the total number of embedding requests

(successful or not successful).

• Cumulative Resource Cost is the cumulative amount of CPU or BW units allocated to

requests that have been embedded successfully, divided by the total number of embedding

requests (successful or not successful).

2.7.2 Evaluation Results

2.7.2.1 Experiment A: Static Trustworthiness

Fig. 3.2a illustrates the rate of accepted requests for the LP and the MILP approaches. The

acceptance rate of the LP, as expected, lags in a steady state by approximately 5%. The trend

in the acceptance rate is in line with the average CPU utilization statistics across DCs, depicted

in Fig. 3.2b. CPU utilization is below 80% in steady state for both approaches. The higher
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(a) Acceptance Rate (b) CPU Utilization (c) Inc. Cum. CPU Revenue to LP

(d) Inc. Cum. BW Revenue to LP (e) Inc. Cum. BW Cost (f) CPU Revenue per Request

(g) BW Revenue per Request (h) CDF of Accepted Requests

Figure 2.4: Link-based Model Experiment A Numerical Results
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(a) Acceptance Rate (b) CPU Utilization

(c) Incremental Cumulative CPU Revenue to LP (d) Incremental Cumulative BW Revenue to LP

Figure 2.5: Link-based Model Experiment B Numerical Results
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utilization levels (9%) achieved by the MILP stem from the higher request acceptance rate. BW

utilization is on average less than 50%, hence not included here due to lack of space. Service

request denials are mainly caused due to the inability of the substrate to match the required trust

values of the VNFs. In particular, over time, trustworthy servers become saturated while less

utilized servers cannot support the required trust levels of the SFCs, leading to service request

denials.

Fig. 3.2c and Fig. 2.4d present the percentage increase of the cumulative CPU and BW

revenue for the MILP, as opposed to the approximation algorithm. In particular, the MILP

generates in a steady state approximately 10% more CPU and BW revenue, compared to the

LP. The result matches the above-mentioned gap in the request acceptance rate between the two

approaches.

Fig. 2.4e presents the percentage difference for the cumulative BW cost between the MILP

and the LP. The BW cost for the MILP in a steady state is approximately 16% higher than the LP.

The percentage is not analogous to the percentage difference in accepted requests, as resources

get fragmented over time, hence longer paths are used for SFC embedding. Since the MILP

accepts more requests, the fragmentation is more severe. Consequently, higher per-request cost

is associated with the MILP. Moreover, in a transient state, the noted difference is due to the sub-

optimal solutions of the LP. Collocation of the requested VNFs renders the BW cost to zero; the

approximation algorithm starts to employ multiple hosts for the embedding (hence not all VNFs

of the SFC are collocated) at request #10 as opposed to the MILP that does so after request #25.

Fig. 2.4f and Fig. 2.4g present the minimum, first quartile, median, third quartile, and

maximum of the CPU and BW revenue per request, for the two approaches. Fig. 2.4h depicts the

CDF of the service chains’ size (number of VNFs) successfully embedded by the two programs.
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We notice that the LP follows the same trend as the MILP, in terms of the the sizes of the requests

it accepts. Moreover, the difference in revenue per request is less than 2%, for CPU and BW.

Both results prove the efficiency of the approximation algorithm.

2.7.2.2 Experiment B: Dynamic Trust Estimates

Fig. 2.5a illustrates the rate of accepted requests for the LP and MILP, for dynamic trust

estimates. Two additional α values are used for the MILP to showcase two extreme cases; in the

first case, the trustworthiness of a node relies on the historical data (α=0), while in the second

case, it is equal to the trust estimate for the particular time interval (α =1). Fig. 2.5b denotes the

average CPU utilization of the substrate servers for the LP and MILP. Regarding the different α

values for the MILP, we noticed no difference before the first trust update. Thereupon, since on

average the trustworthiness of the servers increases, the graphs corresponding to (α = 0.25) and

(α = 1) diverge from the static-trust one (α = 0) leading to higher acceptance rates. The increase,

as expected, is gradual for α = 0.25, while over time converges to the graph corresponding to (α

= 1).

We observe a similar trend to Experiment A, concerning the acceptance ratio between the

two programs. The difference in steady state is around 6%. Moreover, we notice an increase in

the acceptance rate for both programs over time, due to the gradual increase in the trustworthiness

of the servers, according to the experiment setup. This leads to an increase in the acceptance rate

by 10% compared to the static scenario. This increase is also witnessed by the corresponding

increase in utilization; increased trustworthiness of the infrastructure leads to a higher acceptance

rate and saturation of computing resources, as trust constraints are more easily satisfied.
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Figs. 2.5c and 2.5d, present the percentage increase of the cumulative CPU and BW revenue

for the MILP, as opposed to the approximation algorithm. Results exhibit a similar trend as

Experiment A and are per the above-mentioned gap between the acceptance rates of the two

approaches.

2.8 Path-based Model Performance Evaluation

In this section we compare the performance of the proposed path-based models in general

with the link-based model in [14], present the outcome of our service chain embedding scheme

under both node and link trust constraints, and provide the performance evaluation results for the

aforementioned approximation methods. We first describe the simulation environment setup and

scenarios and then proceed with presenting the evaluation results.

2.8.1 Evaluation Scenarios

We carry out two distinct sets of experiments to evaluate the performance of the proposed

schemes. In the first set of experiments we compare the performance of the path-based service

chain embedding method to that of the link-based scheme in [14] from different perspectives and

report the results. We run the KPB-SCE model for different values of k and benchmark them

against the link-based method. None of the trust constraints are in place for this experiment.

The second set of experiments deals with service chain embedding under both node and

link trust constraints. More precisely, this set of experiments compares the performance of the

PB-TASCE model to that of the baseline PB-SCE, and PB-SCE with node constraints to highlight

how the integration of trust constraints impacts the performance of the SFC embedding methods.
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2.8.2 Evaluation Results

1) Experiment A: Fig. 3.2a shows the comparison between the performance of link-based

SCE MILP model of [14], and the proposed k-pb-SCE algorithms, for different values of k =

8, 10, 12. As fig. 3.2a depicts, as k increases and more paths are included in the solution space,

the performance of the k-pb-SCE algorithm increases. The change from k = 8 to k = 10 is

more obvious than the change from k = 10 to k = 12. The 8-pb-SCE method on average admits

around 55% of the requests while 10-pb-SCE, 12-pb-SCE, and the link-based SCE, accept 67%,

70% and 74% of the requests in order.

Fig. 3.2b compares the CPU utilization of the substrate servers. As expected, the higher the

request acceptance ratio is the higher the CPU utilization will be, as more processing resources

are consumed. In a steady state, in the case of the link-based SCE approach, on average more

than 95% of the processing resources are consumed. The 12-pb-SCE can almost keep up to this

level, while the CPU utilization for 8-pb-SCE remains as low as around 70%.

Fig. 3.2c and 2.6d, depict the percentage difference between the per-request processing and

BW revenue generated by the path-based approximation methods and the link-based method. By

fig. 3.2c, the processing revenue generated by the k-pb-SCE methods remains within 10% of

the optimal link-based methods. Moreover, as fig. 2.6d suggests, in a steady state, the 8-pb-

SCE method provides around 14% less BW revenue compared to that of the optimal link-based

method. This value can be mitigated to 9% and 4% by taking 10, and 12 shortest paths for each

commodity in the solution space.

Fig. 2.6e and 2.6f show the per-request profile of the BW cost and the BW revenue. Firstly,

we observe a significant difference between the BW cost and revenue for admitted requests which
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(a) Acceptance Ratio (b) CPU Utilization (c) CPU Revenue to Link-Based

(d) BW Revenue to Link-Based (e) BW Cost per Request (f) BW Revenue per Request

(g) Processing Cost per Request (h) CDF of Accepted Requests

Figure 2.6: Path-based Model Experiment A Numerical Results
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stems from the fact that different functions can be collocated on the substrate servers which will

induce zero BW consumption and therefore zero BW cost. Moreover, we observe that the more

optimal the algorithm is, the more it is successful in admitting more costly network requests.

This is because when more substrate paths are injected into the solution space as the value of

parameter k increases, more efficient options are there for placing each request link, in the request

embedding decision-making process.

The box plot for the per-request processing cost is depicted in Fig. 2.6g. It can be seen that

the per-request processing cost for the approximation methods remains within 10% of that of the

link-based method confirming the observation of Fig. 3.2c.

Fig. 2.6h shows the CDF of the number of VNFs in each SFC that is admitted by the

SFC embedding mechanisms; i.e. the population of SFCs from certain sizes that are successfully

placed on the substrate network. As expected, switching from k = 8 to k = 10 and then k = 12,

the profile of the admitted service chain sizes converges to that of the link-based approach, which

further confirms the effectiveness of our approximate embedding methods.

2) Experiment B:

Fig. 2.7a elaborates on the impact of incorporating trust into the path-based SCE model.

As this figure suggests, for k = 12, the addition of trust requirements for the request nodes (i.e.

constraint (2.4)) may reduce the performance of the SFC embedding method by 10% on average

in the steady state. Furthermore, when the link trust requirements are integrated within the SFC

embedding framework( i.e. the 12-pb-TASCE model) the acceptance ratio diminishes by another

10%.

The impact of the natural decline in the acceptance ratio, when taking into account the trust

constraints can be observed in the server CPU utilization profile in Fig. 2.7b as well. One can
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(a) Acceptance Ratio (b) CPU Utilization

(c) CDF of Accepted Requests (d) BW Revenue per Request

Figure 2.7: Path-based Model Experiment B Numerical Results
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observe that there is an 18% and a further 25% decline in the substrate CPU utilization, associated

with the addition of trust requirements for request nodes and links in the respective order. We

note that the performance drop caused by the node trust constraints is quite natural in that the

substrate nodes with lower trustworthiness host request nodes less frequently, but the severe drop

in CPU utilization due to the inexistence of trustworthy substrate paths is quite more interesting;

the reason being that the probability of rejecting a larger request (with more nodes and links) is

higher since due to the link trust constraints, it gets more unlikely to find feasible substrate paths

for each request link when the request size increases.

To further investigate the impact of the size of requests in the embedding decision, we

tested the performance of the 12-pb-TASCE algorithm when only requests with 5 VNFs arrive.

We then repeated the same experiment for the requests of only 9 VNFs. In the former case, we

observed an increase of around 10% in the CPU utilization, while in the latter this parameter

dropped by around 12%.

This observation is well-aligned with Fig. 2.7c as well which suggests that the 12-pb-

TASCE method tends to admit the smaller requests compared to the case when there are no

restrictions on the trustworthiness of the substrate paths.

Finally, fig. 2.7d shows the impact of the restrictions on the trustworthiness of substrate

paths, compared to the two other cases. We observe that the per-request BW revenue remains

almost the same when there are only restrictions on node trustworthiness since the set of feasible

paths in the solution space does not change while when the path trust constraints are introduced

the BW revenue diminishes by around 15 to 20 percents.
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2.9 Conclusions

In this chapter, we introduced the trust-aware service chain embedding problem, for deli-

vering secure network service deployment on a trustworthy infrastructure. We introduced frame-

works for both the link-based and path-based trust-aware service chain embedding instances.

For the link-based model, we introduce a MILP formulation, enforcing trustworthiness through

appropriate trust-related constraints and trust weights in the objective function of the optimization

problem. We then relaxed the integer constraints and used a deterministic rounding approach

to obtain a polynomial-time solution algorithm. For the path-based model, we started with a

baseline formulation. Then we provided a formulation for the approximate problem by taking into

account only k-shortest paths candidates for each virtual link in a column generation framework.

We finally incorporated the trust constraints for both virtual nodes and links and evaluated the

efficiency of our algorithm through simulations and numerical results.
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Chapter 3: Ground Segment Optimization in Space-Ground Hybrid Networks

3.1 Overview

5G mobile communication systems are required to achieve KPIs in terms of low latency,

massive connectivity, consistent QoS, and high security. For instance, user bit rates up to 10

Gbps and RTTs as small as 1-10 ms are demanded in specific application scenarios in 5G.

Moreover, due to the significantly increasing traffic volume, the number of registered users, and

novel provisioned use-cases such as cloud computing, IoT, massive-data applications, etc., it has

become evident over the past few years that to achieve the 5G key promises, it is essential to

take advantage of the full capacity of all communications types & segments (e.g. terrestrial,

aerial, and space) as well as supporting technologies (e.g. SDN, NFV, etc.) simultaneously,

otherwise the traditional stand-alone terrestrial networks will fail to achieve the key projected

promises. Based on the above discussion, towards the inevitable convergence of the above

paradigms and technologies, an optimized integration and configuration policy, that is tailored

to specific use cases and corresponding QoS requirements, becomes of paramount importance.

Moreover, given that only less than 60% of the world has access to stable communications,

the importance of adopting and integrating satellite communications has been recognized and

supported by standardization bodies such as 3GPP, ITU [41], and ETSI [42].

The SAGIN [43], depicted in 3.1 offers potential benefits which are not possible other-
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wise, including global coverage, low latency, and high reliability. In particular, satellites can

replace, extend, or complement the terrestrial networks, in rural and hard-to-reach areas, or where

the existence of communications infrastructure is costly or even infeasible in use cases such as

mountains and marine communications. Furthermore, satellites can offload the terrestrial net-

works by accommodating the delay-insensitive applications, allowing the terrestrial segment to

survive when there is a surge in the traffic load. Finally, due to their global coverage, satellites

can provide a reliable and seamless back-haul for the aerial segment [44], and also the monitoring

and control applications for IoT, vehicular networks, etc. On the other hand, despite providing the

advantages of the three different segments, new challenges are also introduced in the integrated

network due to the limitations of each of the layers, including but not limited to, complicated end-

to-end resource provisioning due to the additional resource constraints, high control complexity

due to the different dynamics of each segment, non-unified interfaces between the layers, etc.

which significantly impact the decisions regarding traffic routing, spectrum allocation, mobility

management, QoS and traffic management, etc. Additionally, in the integrated network, as there

are multiple available paths along which data traffic can be routed, optimized path selection is

important to satisfy the Quality of Service (QoS) requirements of the traffic flows and improve

the utilization of network resources [45]. These challenges, together with the diversity of 5G

use cases with large-scale applications, highlight the importance of a unified management and

control structure, and a dynamic resource allocation policy which are both scalable and flexible

enough to handle the increasing complexity. Existing satellite networks employ a decentralized

management architecture, scheduled link allocation, and static routing strategies, which make it

difficult to support flexible traffic scheduling adapting to the changes in traffic demands [46] [47].

Complex handover mechanisms should be in place at the gateway nodes, while their high-power
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Figure 3.1: Space-Air-Ground Integrated Network (SAGIN)

consumption requirements need to be also taken into consideration. The key to address these

issues is in the co-existence of two different but complementary supporting technologies namely,

Software-Defined Networking (SDN), and Network Function Virtualization (NFV).

SDN allows for separating the control logic of the network from its forwarding logic and

realizes a centralized management policy. This not only allows for a simple realization of the

forwarding layer but also paves the way for dynamic configuration of control and management

policies. With NFV, the network functions are decoupled from the proprietary hardware and

realized through software. This both reduces the hardware cost and also by implementing the

network functions on virtual machines or containers, provides an easier and more flexible provis-

ioning of scalable solutions driving higher profitability for the network providers.

Towards realizing the SDN/NFV-enabled SAGIN two important optimization problems

arise immediately; i) In the architectures concerned with GSO satellites, due to high delivered

throughput per satellite, a large number of gateways are required; sometimes exceeding a couple

of dozens. ii) Moreover, once the gateway deployment policy is decided, it is of paramount
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importance to develop a smart and adaptive mechanism to handle the user hand-overs between

the gateways or LEO satellites, traffic routing, load balancing, etc. Due to their abstract view

of the network, SDN controllers are the best fit for this purpose. Thus, it becomes essential

to formulate an optimization problem for deciding the minimum number of gateways and SDN

controllers and their optimal location within the SAGIN.

While approaching the above-mentioned problems, depending on the design requirements,

multiple objectives such as cost minimization, load balancing, mission offloading, reliability

maximization, etc. can be sought under various network design constraints, such as guarantee

requirements on the end-to-end latency, network security or availability, fault tolerance, etc [48].

In this chapter, we investigate two important problems to optimize the ground segment of SAGIN.

• Joint Satellite Gateway Placement and Routing for ISTNs. [49]

• Joint Satellite Gateway & SDN Controller Placement in SDN-enabled SAGINs. [50] [51]

3.2 Joint Satellite Gateway Placement and Routing for Integrated Satellite-

Terrestrial Networks

Based on the extra degrees of freedom in ISTN deployment, brought forth by the soft-

warization and programmability of the network, the satellite gateway placement problem is of

paramount importance for the space-ground integrated network. The problem entails the selection

of an optimal subset of the terrestrial nodes for hosting the satellite gateways while satisfying a

group of design requirements. Various strategic objectives can be pursued when deciding the

optimal placement of the satellite gateways including but not limited to cost reduction, latency

minimization, reliability assurance, etc. [52], [53], [54]. In what follows, we propose a method
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for the cost-optimal deployment of satellite gateways on the terrestrial nodes. Particularly, we

aim to minimize the overall cost of gateway deployment and traffic routing, while satisfying

latency requirements. To this end, we formulate the problem as a mixed-integer linear program

(MILP), with latency bounds as hard constraints. We derive an approximation method from

our MILP model to significantly reduce the time complexity of the solution, at the expense of

sub-optimal gateway placements, and investigate the corresponding trade-off. Furthermore, to

reduce latency and processing power at the gateways, we impose a (varying) upper bound on

the load that can be supported by each gateway. It is important to note that, traffic routing and

facility placement are usually solved as different problems, but assigning a demand point to a

facility without considering the other demand points might not be realistic. Given the significant

interrelation of the two problems we develop and solve a single aggregated model instead of

solving the two problems successively.

3.2.1 Network Model and Problem Description

We model the terrestrial network as an undirected G = (V,E) graph where (u, v) ∈ E

if there is a link between the nodes u, v ∈ V . Let J ⊆ V be the set of all potential nodes for

gateway placement and I ⊆ V be the set of all demand points. We note that the sets I and J are

not necessarily disjoint. A typical substrate node v ∈ V may satisfy one or more of the following

statements: (i) node v is a gateway to the satellite, (ii) node v is an initial demand point of the

terrestrial network, (iii) node v relays the traffic of other nodes, to one or more of the gateways.

The ideal solution will introduce a set of terrestrial nodes for gateway placement which results in

the cheapest deployment & routing, together with the corresponding routes from all the demand
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points to the satellite, while satisfying the design constraints.

Regarding the delay of the network, we consider only propagation delay. The propagation

delay of a path in the network is the sum of the propagation delays over its constituting links. A

GEO satellite is considered in the particular system model [52]. Let duv represent the contribution

of the terrestrial link (u, v) to the propagation delay of a path that contains that link. The

propagation delay from a gateway to the satellite is constant [53]. Moreover, we consider multi-

path routing for the traffic demands. Therefore, we define a flow i → j as the fraction of the

traffic originated at node i ∈ I , routed to the satellite through gateway j ∈ J .

Once all the flows corresponding to node i are determined, all the routing paths from node

i to the satellites are defined. Let cj denote the cost associated with deploying a satellite gateway

at node j and cuv the bandwidth unit cost for each link (u, v). We also define ai as the traffic

demand rate of node i which is to be served by the satellite. The capacity of each link (u, v)

is denoted by quv while the capacity of the gateway-satellite link is qj for gateway j. Table 8.1

summarizes all the notations used for the parameters and variables throughout the section.

Variables Description
yj The binary decision variable of gateway placement at node j
xij The fraction of traffic demand originating at i passing through gateway j
f ijuv The amount of traffic originating at i assigned to gateway j passing through the link (u, v)

Parameters Description
G = (V,E) Terrestrial network graph

J The set of potential nodes for gateway placement
I The set of demand points
cj The cost associated with deploying a satellite gateway at node j
cuv Bandwidth unit cost for link (u, v)
ai Traffic demand rate of node i
quv Capacity of link (u, v)
qj Capacity of gateway-satellite link for gateway j
duv Propagation delay of the terrestrial link (u, v)
dmax Maximum allowed average delay for each terrestrial node

Table 3.1: System model parameters and variables
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Since the propagation latency is usually the dominant factor in determining the network

delay [54], we first develop a joint satellite gateway placement and routing (JSGPR) MILP

formulation to minimize the cumulative gateway placement cost with hard constraints on the

average propagation delay for the traffic of each demand point. Following that, we will derive

a variant of JSGPR with load balancing (JSGPR-LB) which aims at mutually optimizing the

overall cost and the load assigned to all the deployed gateways. Finally, we use an LP-based

approximation approach to reduce the time complexity of the proposed scheme at the cost of a

sub-optimal gateway placement.

3.2.2 Problem Formulation

3.2.2.1 JSGPR Initial MILP Formulation

Inspired by [55], we formulate a baseline for the JSGPR problem as the capacitated facility

location-routing problem considering:

• The set of binary variables y, where yj expresses the placement of a gateway at node j.

• The set of continuous variables x, where xij expresses the fraction of traffic demand origi-

nating at i passing through gateway j.

• The set of continuous variables f, where f ijuv expresses the amount of traffic demand origi-

nating at i, assigned to gateway j passing through the link (u, v).

We note that for a gateway u, the variable f iuuu represents the amount of traffic which is

originated at node i and is forwarded to the satellite through the gateway placed at node u. The
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resulting MILP formulation is as follows:

Minimize
∑
j∈J

cjyj +
∑
i∈I

∑
j∈J

∑
(u,v)∈E

cuvf
ij
uv (3.1)

Demand Constraints:

∑
j∈J

xij = 1, ∀i ∈ I (3.2)

Feasibility Constraints:

xij ≤ yj, ∀i ∈ I, j ∈ J (3.3)

Capacity Constraints:

∑
i∈I

aixij ≤ qjyj, ∀j ∈ J (3.4)

∑
i∈I

∑
j∈J

f ijuv ≤ quv ∀(u, v) ∈ E (3.5)

Flow Constraints:

aixii +
∑

v∈V :(i,v)∈E

∑
j∈J

f ijiv = ai, ∀i ∈ I (3.6)

∑
v∈V :(v,u)∈E

f ijvu −
∑

v∈V :(u,v)∈E

f ijuv = aixiu ∀i ∈ I, j ∈ J, u ∈ V, u ̸= i (3.7)
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Domain Constraints:

yj ∈ {0, 1}, ∀j ∈ J (3.8)

xij ∈ [0, 1], ∀i ∈ I, j ∈ J (3.9)

f ijuv ≥ 0, ∀(u, v) ∈ E, i ∈ I, j ∈ J (3.10)

The objective function minimizes the total cost comprised of two terms; the first one

represents the cost of installing and operating a gateway at location j, aggregated over the total

number of gateways used. The second term corresponds to the transport/connection cost from

the demand originating at i to its assigned gateway j, aggregated for all demands.

Constraints set (3.2) assures that traffic demands are supported by the selected gateways.

Feasibility constraints set (3.3) make sure that demands are only served by open gateways. Con-

straints (3.6) and (3.7) enforce the flow conservation. The domains of yi, xij and f ijuv variables

are defined in constraints (3.8), (3.9), (3.10), respectively.

In the aforementioned formulation, we can express the set of xij variables, utilizing the

corresponding last-hop flow variables:

xij =

∑
u∈V f

ij
uj

ai
, ∀i ∈ I, j ∈ J (3.11)

We can replace the set of xij variables as in (3.11). The new MILP model for JSGPR is

presented in the next subsection.
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3.2.2.2 JSGPR Final MILP Formulation

The new MILP formulation is as follows:

Minimize
∑
j∈J

cjyj + ϕ
∑
i∈I

∑
j∈J

∑
(u,v)∈E

cuvf
ij
uv (3.12)

Demand Constraints: ∑
j∈J

∑
u∈V

f ijuj = ai, ∀i ∈ I (3.13)

Feasibility Constraints: ∑
u∈V

f ijuj ≤ yjai, ∀i ∈ I,∀j ∈ J (3.14)

Capacity Constraints: ∑
i∈I

∑
u∈V

f ijuj ≤ qjyj, ∀j ∈ J (3.15)

∑
i∈I

∑
j∈J

f ijuv ≤ quv, ∀(u, v) ∈ E (3.16)

Flow Constraints:

∑
u∈V :(u,i)∈E

f iiui +
∑

v∈V :(i,v)∈E

∑
j ̸=i∈J

f ijiv = ai, ∀i ∈ I (3.17)

∑
v∈V :(u,v)∈E

f ijvu −
∑

v∈V :(u,v)∈E

f ijuv =
∑
u∈V

f iuuu ∀i ∈ I, j ∈ J, u ∈ V, u ̸= i (3.18)

64



Domain Constraints:

yj ∈ {0, 1}, ∀j ∈ J (3.19)

f ijuv ≥ 0, ∀(u, v) ∈ E, i ∈ I, j ∈ J (3.20)

where ϕ = 1
(
∑
i∈I ai)

is the normalization factor between the two terms of the objective function.

Additionally, to meet the average delay requirement for each demand point i we will impose a

new constraint exploiting the corresponding flow variables:

∑
j∈J

∑
(u,v)∈E

f ijuv
ai
duv ≤ dmax ∀i ∈ I (3.21)

where dmax is the maximum allowed average delay for each terrestrial node. We note that we

have ignored the delay of the terrestrial-satellite link in the above calculation since it is a constant

term as explained in section 9.2.

3.2.2.3 JSGPR-LB MILP Formulation

In the aforementioned specification, the assigned load to a gateway is solely bounded by the

capacity constraints (3.15) and (3.16). We define a new single decision variable lmax to represent

the maximum traffic assigned to a gateway, common for all the selected gateways. We add lmax

as an additional term to the objective function. The new objective function is described in (3.22):

Minimize (
∑
j∈J

cjyj + ϕ
∑
i∈I

∑
j∈J

∑
(u,v)∈E

cuvf
ij
uv) + αlmax (3.22)
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where α is a constant factor determining the balance between the two terms of the objective

function. Also, we change constraints (3.15) as following:

∑
i∈I

∑
u∈V

f ijuj ≤ lmax ∀j ∈ J (3.23)

where lmax ≤ qj ∀j ∈ J . We will call this last model, JSGPR − LB. The resulting

optimization problem aims to balance the load of the gateways in conjunction with the cost of the

gateway deployment [56], [57].

3.2.2.4 LP Relaxation and Approximation Algorithm

Since the MILP model is known to be NP-hard, the problem is intractable for larger-scale

networks [55]. For the aforementioned JSGPR and JSGPR-LB MILP formulations, the optimal

fractional solution is computed for the problem via linear programming relaxation. The relaxed

problem can be solved by any suitable linear programming method, in polynomial time. A

rounding technique is applied, similar to [58] to obtain the integer solution of the MIP problem.

The resulting multi-commodity flow allocation problem is solved to identify the routing paths.

3.2.3 Performance Evaluation

In this section, we evaluate the performance of our satellite gateway placement method. We

first describe the simulation environment setup and scenarios, then we review the performance

evaluation results.
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3.2.3.1 Performance Evaluation Setup

We evaluate the performance of our JSGPR and JSGPR-LB approaches on multiple real

network topologies publicly available at the Topology Zoo [59]. The five different topologies we

consider are listed in table 3.4. The link lengths and capacities are extracted from the topology

zoo. The propagation delays are calculated based on the lengths of the links with the propagation

velocity of C = 2× 108m/s [60]. The value of dmax is set to 10ms, and the deployment cost for

each node is taken from a uniform random generator U(500, 1000). The unit bandwidth cost for

all the links is set to be equal to 1. Also, qj is set to 240Mbps for all the gateways. To develop

and solve our MILP and LP models we use the CPLEX commercial solver. Our tests are carried

out on a server with an Intel i5 CPU at 2.3 GHz and 8 GB of main memory.

3.2.3.2 Evaluation Scenarios

We have conducted two sets of experiments for two different cases. In the first case,

we benchmark our LP-based approximation algorithm against the MILP-based optimal one for

JSGPR, whereas the second case aims to observe the impact of our load-balancing approach

on the gateway placement. For both cases and all topologies, if cimax is the maximum capacity

among all the outgoing links of node i, the traffic rate originating at node i is taken from a

Topology Nodes Links
Sinet 13 18
Ans 18 25
Agis 25 32

Digex 31 35
Bell Canada 48 64

Table 3.2: Summary of the studied topologies
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uniform distribution U(2c
i
max

3
, cimax). Specifically, we will use the following metrics to evaluate

the performance of our algorithm:

• Solver Runtime is the amount of time the CPLEX solver takes to solve the generated

MILP or LP instances.

• Average Delay as explained in section 9.2.

• Total Cost is the total cost of deploying the satellite gateways and routing the traffic.

• Gateway Load is the amount of traffic flow assigned to the gateways after the gateway

placement problem is solved.

3.2.3.3 Evaluation Results

Experiment A - Approximation vs. Exact Method

Fig. 3.2a reflects the average normalized total cost for both the optimal MILP-based app-

roach and the LP-based approximation of JSGPR. Due to the suboptimal placement, the LP-

based approach results in additional deployment costs within the range of at most 13% of the

optimal placement, but as the scale of the network gets larger this gap decreases. For Digex the

approximate approach leads to about 4% increase in the deployment cost.

Fig. 3.2b depicts the average runtime for both the MILP and LP formulations for the 4

topologies. We note that for larger networks, CPLEX failed to provide the solution for the MILP

problem, while our LP model continued to solve the problem within the expected time limit.

Particularly, for the Bell-Canada topology, in 40% of the runs, CPLEX was not able to find any

feasible solutions within the first 10 hours while the approach via approximation could provide
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(a) Exp-A: Normalized Total Cost (b) Exp-A: Average Solver Runtime

(c) Exp-A: Solver Runtime for Digex (d) Exp-A: Average Delay (dmax = 10ms )

(e) Exp-A: Total Cost with Varying Delay Bound

Figure 3.2: Experiment A - Approximation vs. Exact Method
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(a) Exp-B: Normalized Total Cost (b) Exp-B: Gateway Load

Figure 3.3: Experiment B - The Impact of Load Minimization

the suboptimal placement in less than 15 minutes. The solver runtime for Digex is shown in 3.2c.

The average runtime for the LP is 230 seconds while for the MILP, it is around 3000 seconds.

Fig. 3.2d, represents the average delay for Ans, Agis, and Digex. The average of the

expected experienced delay under the MILP model is 2.95, 6.18, and 2.15 seconds, while this

value under the LP model is 4.68, 5.6, and 1.65 seconds. We note that the suboptimal procedure

leads to additional deployed gateways in Agis and Digex, which in return will have the nodes

end up closer to the gateways and consequently, experience lower average delay. Further, an

insightful observation is that, in Agis, dmax is relatively a tight upper bound on the average

delay experienced by each node. Therefore, the delay profile is pushed towards its upper bound,

whereas, in Digex, due to the low density of links, more gateways are required to be deployed on

the terrestrial nodes, which will make the gateways available more quickly; Therefore, the delay

profile is inclined towards its lower bound.

Fig. 3.2e depicts the normalized cost of the JSGPR problem for different values of dmax.

For instance, as indicated by this figure, if in Digex, a delay of 10ms is tolerable instead of 2ms,

a 35% reduction in cost results; Similarly, upgrading the service from a delay of 5ms to 2ms in
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Agis, will almost double the cost.

Overall, the aforementioned figures illustrate that the performance of our approximation

algorithm is very close to the exact approach, but with the important advantage of reduced time

complexity which shows the efficiency of our proposed approximation method.

Experiment B - The Impact of Load Minimization

Fig. 3.3a shows the profile of the average load on the gateways for JSGPR, and JSGPR-

LB, considering the Agis and Digex topologies. As expected, JSGPR-LB is more costly, since to

evenly share the load between the gateways, a larger number of gateways will be required.

Fig. 3.3b depicts the profile of the load assigned to the gateways. In both depicted

topologies, the load profile under JSGPR-LB is very thin and concentrated over its average,

proving the efficiency of the formulation. Lower load on the placed gateways is achieved by

the sub-optimal placement of the gateways (due to the larger number of gateways) which results

in a more expensive gateway placement. As depicted in Fig. 3.3a the total cost of gateway

placement in the studied topologies for JSGPR-LB is above and within the range of 16% of the

optimal placement cost achieved by JSGPR.

3.3 Joint Satellite Gateway & SDN Controller Placement in SDN-enabled 5G-

Satellite Hybrid Networks

Within the framework of SAGIN, the control plane is mainly in charge of making the

routing decisions, conducting the traffic hand-offs between the satellite gateways and satellite

switches, ensuring the service QoS, and delivering the necessary instructions to the SDN-enabled

switches, leaving only the simple forwarding task to the data plane switches. Given the central
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role of the SDN controllers in SDN-enabled SAGIN, it becomes important to maintain reliable

communication paths between the SDN controllers and the SDN-enabled switches.

The major contributions of this section are as follows:

• We model the joint satellite gateway and SDN controller placement (JGCP) problem as

a MILP. We consider two variants of this problem with two different sets of objectives.

(i) Jointly maximizing the reliability of network-to-gateway and network-to-controller

assignments. (ii) Minimizing the synchronization cost of the SDN controllers, jointly with

minimizing the latency of the network-to-gateway and network-to-controller assignments.

• Inspired by [61], we provide a realistic scheme for modeling the synchronization overhead

between the SDN controllers given the location and the network segment (terrestrial or

space) in which each of the SDN controllers resides.

• We decompose the MILP model into two disjoint MILPs and then show that the resulting

models lie in the framework of submodular optimization. Then we apply two approxima-

tion methods for solving these two models that run efficiently in time and provide provable

theoretical optimality gaps.

• We conduct extensive numerical experiments to evaluate the performance of the provided

methods and algorithms. We use publicly available real-world scenarios and various simu-

lation settings for the performance evaluation tasks.
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3.3.1 System Model

We consider an SDN-enabled hybrid 5G-satellite network as in Fig. 3.1 that consists of two

logical segments; the data plane, and the control plane. The backhaul SDN-enabled switches

reside within the data plane, where the users deliver their generated traffic to 5GC through the

Radio Access Network (RAN); i.e. gNBs, small cells, etc. The high-throughput GEO satellite

is also an SDN-enabled switch. The control plane realizes a logically centralized but physically

distributed control scheme for network management where the SDN controllers reside on top

of physical hardware. The control plane maintains a global view of the network and performs

the network management over all portions of the network, (i.e. core, backhaul, access, etc.).

The space segment mainly consists of SDN-enabled GEO satellites which communicate with

one another through laser links. The communication between the SDN-enabled components in

the backhaul, RAN, and 5GC network relies on fiber, while the communication between the

space and ground segments is done through the satellite gateways or RNs. We focus only on the

optimization of the ground segment, therefore we do not consider the mobility of the satellite

layer and the inter-satellite links (ISLs) in our analysis.

We model the terrestrial network as an undirected T = (V , E) graph where (u, v) ∈ E

if there is a link between the nodes u, v ∈ V . Let G ⊆ V be the set of all potential nodes

for gateway placement and K ⊆ V be the set of all potential switches for controller placement.

We note that the sets G and K are not necessarily disjoint. A typical substrate node v ∈ V

may satisfy one or more of the following statements: (i) A satellite gateway is placed at node

v, (ii) node v is an initial demand point of the terrestrial network, (iii) node v hosts an SDN

controller. Various objectives may be sought when solving the joint satellite gateway and SDN
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controller placement problem from reliability maximization, latency minimization, gateway and

controller load balancing, etc., depending on the design requirements. The optimal solution will

introduce two sets of terrestrial locations g1, g2, ..., gm, and k1, k2, ..., kn for gateway placement

and controller placement, in respective order, together with the node-to-gateway, and node to

controller assignment.

Regarding the delay of the network, we consider only propagation latency. The propagation

latency of a path in the network is the sum of the propagation delays over its constituting links.

A GEO satellite is considered in the particular system model similar to [62], [63], [64], and [65].

Let duv represent the contribution of the terrestrial link (u, v) to the propagation delay of a path

that contains that link. The propagation delay from a gateway to the satellite is constant.

Furthermore, let us define the reliability rsij of each terrestrial-satellite path P s
ij from node

i ∈ V to satellites s which passes through gateway j ∈ G as in [66], where reliability of a path is

modeled as the product of the reliability along its constituting components; i.e.

rsju = (1− P sg
e )

∏
e∈P sju

(1− Pe)
∏
u∈P sju

(1− Pv) ∀j ∈ G, u ∈ V (3.24)

Similarly, the reliability of a controller-terrestrial node path is defined as the product of

reliability along its constituting components as follows.

rku =
∏
e∈Pku

(1− Pe)
∏
v∈Pku

(1− Pv) ∀k ∈ K, u ∈ V (3.25)

Table 8.1 summarizes the notations reserved for variables and parameters frequently used.
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Variables Description
xj The binary decision variable of gateway placement at node j
yk The binary decision variable of controller placement at node k
wjv The binary decision variable for the assignment of node v to gateway j
zjv The binary decision variable for the assignment of node v to controller j

Parameters Description
T = (V , E) Terrestrial network graph
G The set of potential nodes for gateway placement
K The set of potential nodes for controller placement

mmax The maximum number of permitted gateways for deployment
kmax The maximum number of permitted controllers for deployment
duv The propagation delay of the terrestrial link (u, v)
rsjv The reliability of the shortest path from node v to satellite s passing through gateway j
rkv The reliability of the shortest path from node v to SDN controller k
Pe Failure probability of edge e from the terrestrial network
Pv Failure probability of node v from the terrestrial network
P sg
e Failure probability of gateway-satellite edge e

U(w, x, y, z) Utility of the joint gateway and controller placement
V (w, x, y, z) Cost of the joint gateway and controller placement

Table 3.3: System model parameters and variables

3.3.2 Optimization Model & Solution Approach

We propose a two-step solution for the deployment of satellite gateways and the placement

of the SDN controllers due to various sets of design requirements as hard constraints. In the

first step, we model the gateway deployment problem as a MILP and determine the optimal

placement policy for gateways, and then assuming the placement of gateways is computed and

given as input to the controller placement phase, we formulate the SDN controller placement

problem again as a MILP and determine the optimal controller placement policy. We use the sub

(super)-modularity property and sub-modular optimization techniques that are described in detail

in subsection 3.3.2.2.
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3.3.2.1 Problem MILP Formulation

As explained in section 3.4, within the framework of SAGIN, various objectives may be

pursued by solving the problem at hand. One may want to minimize the cost of operation, the

overall number of deployed equipment, and the latency between the equipment and the demand

points, or maximize the reliability of the chosen paths. In its most general form, we wish to

maximize a composite utility function which is a function of the placement of the gateways, the

assignment of demand points to gateways, the placement of controllers, and the assignment of

demand points to controllers. In other words, a total utility function is going to be maximized

that is determined by the choice of the deployment, and the assignment policies. i.e.

Maximize U(w, x, y, z) (3.26)

with the following sets of decision variables:

• The set of binary assignment decision variables w where wij = 1, if the traffic of node j is

assigned to the gateway placed at node i.

• The set of binary placement decision variables x where xi = 1, if a gateway is placed at

node i.

• The set of binary assignment decision variables z where zij = 1, if node j is assigned to

the controller placed at node i.

• The set of binary placement decision variables y where yi = 1, if a controller is placed at

node i.
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and subject to various design requirements enumerated below. Each terrestrial node, whether it

is a controller or not, has to be assigned to a gateway. i.e.,

∑
j∈G

wjv = 1 ∀v ∈ V (3.27)

and the assignment of the terrestrial node v to node j is only valid if, in the resulting placement

policy, a gateway is located at node j.

wjv ⩽ xj ∀j ∈ G, v ∈ V (3.28)

Each node has to be assigned to a controller. i.e.,

∑
k∈K

Zkv = 1 ∀v ∈ V (3.29)

And again this assignment has to be valid:

Zkv ⩽ yk ∀v ∈ V , k ∈ K (3.30)

In the case that the number of resources is limited, there is a maximum number of gateways

and SDN controllers available. Therefore the number of facilities in the deployment policy should

not exceed the maximum available: ∑
j∈G

xj ⩽ gmax (3.31)

∑
j∈G

yk ⩽ kmax (3.32)

77



where gmax and kmax are the maximum number of available gateways and SDN controllers to be

deployed.

All constraints mentioned above, possibly together with other scenario-specific constraints

may be embedded in the optimization problem depending on the design requirements and the

a-priori knowledge of the network. The utility function U can be a composite of multiple utility

functionsUi. For instance, we can consider the utility obtained by the minimization of the number

of deployed gateways and the utility obtained by maximizing the reliability of the controller

gateway paths. Similarly, objectives inspired by balancing the load on the gateways and/or the

controllers can be taken into account, etc. Corresponding to each utility function we can think of

a cost function V by simply negating the sign of the utility function. Therefore, the utility max-

imization problem can be also pursued as a cost-minimization one. Let us present the baseline

MILP formulation for the joint satellite gateway deployment and SDN controller placement as

follows:

In the case that the average reliability of the network is considered, we may have the corres-

ponding utility function as:

U rel(w, x, y, z) =
1

|V|
(
∑
j∈G

∑
v∈V

rsjvwjv +
∑
k∈K

∑
v∈V

rkvzkv) (3.33)

where, the first term corresponds to the average reliability of node-to-gateway assignments,

and the second term captures the same for the assignment to SDN controllers. We note that

within the context of SDN, the SDN controllers need to communicate information with one

another regarding the state of the network to maintain a global view of the network. This is

often denoted as the synchronization cost in the literature. A poor configuration of the SDN-
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enabled network may result in huge excessive overhead contributing negatively to the cost of

operation. It is therefore desirable to minimize the overhead corresponding to the synchronization

between the SDN controllers. In [61], the authors provide a realistic model for capturing the

synchronization cost between the SDN controllers at the edge which we adapt in this work with

some modifications:

V C(w, x, y, z) =
∑
m,n∈K

l(1)mnymyn +
∑
m,n∈K

ymynl
(2)
mn(
∑
v∈V

zmv) +
∑
m∈K

yml
(3)
m (3.34)

where the first summation captures the constant communication cost between two controllers, and

the second term captures the cost that is dependent on the load of each controller, i.e. the number

of users that are assigned to that controller. Finally, the third part of the synchronization cost

captures the synchronization between the controllers on the ground segment to those in the space

segment. In the following, we assume that the constant cost between two ground controllers is

mainly a function of the latency between them, i.e. l(1)mn = dmn, the variable cost depends on the

load of the controllers through a constant l(2)mn = lcon, and the inter-segment cost depends on the

distance of each controller to the gateway it is assigned to. In other words, the synchronization

cost from equation (3.35), can be written as:

V C
sync(w, x, y, z) =

∑
m,n∈K

dmnymyn +
∑
m,n∈K

ymynl
con(
∑
v∈V

zmv) +
∑
m∈K

ym(
∑
j∈G

djmwjm) (3.35)

Therefore, the objective to minimize the average network latency, and the SDN controller
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synchronization overhead can be modeled as:

V (w, x, y, z) =
∑
j∈G

xj + α
∑
j∈G

∑
v∈V

djvwjv + ψ[
∑
k∈K

∑
v∈V

dkvzkv + βV C
sync(w, x, y, z)] (3.36)

where α, β, and ψ, are the corresponding factors to balance the emphasis of the objective

function on different terms. Therefore, we formulate the joint satellite gateway placement and

SDN controller placement in an SDN-enabled SAGIN for reliability maximization as a MILP as

follows:

Maximize U rel(w, x, y, z) (3.37)

subject to: (3.27), (3.28), (3.29), (3.30), (3.31), (3.32) (3.38)

xj ∈ {0, 1}, ∀j ∈ G (3.39)

wjv ∈ {0, 1}, ∀v ∈ V , ∀j ∈ G (3.40)

zkv ∈ {0, 1}, ∀k ∈ K, ∀v ∈ V (3.41)

yk ∈ {0, 1}, ∀k ∈ K (3.42)

To formulate the problem for minimizing the average network latency and overhead, we

have to apply some standard linearization methods as in [61], to linearize the synchronization cost

V C
sync(w, x, y, z). Namely, let us define a new set of binary variables (θmn ∈ {0, 1}) to replace

{ymyn} term.
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Then we add the following linear constraints:

θmn ≤ ym, ∀m,n ∈ K (3.43)

θmn ≤ yn, ∀m,n ∈ K (3.44)

θmn ≥ ym + yn − 1, ∀m,n ∈ K (3.45)

Similarly, we introduce (ϕmnv ∈ {0, 1}), and (µmj ∈ {0, 1}) to replace {ymynzmv}, and,

{ymwjm} in respective order, and add the following constraints:

ϕmnv ≤ θmn, ∀m,n ∈ K, v ∈ V (3.46)

ϕmnv ≤ ym, ∀m,n ∈ K, v ∈ V (3.47)

ϕmnv ≥ ym + θmn − 1, ∀m,n ∈ K, v ∈ V (3.48)

µmj ≤ ym, ∀m ∈ K, j ∈ G (3.49)

µmj ≤ wjm, ∀m ∈ K, j ∈ G (3.50)

µmj ≥ ym + wjm − 1, ∀m ∈ K, j ∈ G (3.51)
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towards achieving the following MILP formulation.

Mainimize V lat+ovrh.(w, x, y, z) (3.52)

subject to: (3.27)− (3.30), and (3.43)− (3.51) (3.53)

xj ∈ {0, 1}, ∀j ∈ G (3.54)

wjv ∈ {0, 1}, ∀v ∈ V , ∀j ∈ G (3.55)

zkv ∈ {0, 1}, ∀k ∈ K, ∀v ∈ V (3.56)

yk ∈ {0, 1}, ∀k ∈ K (3.57)
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Figure 3.4: Trade-off between the synchronization cost and average
controller-to-node latency

Fig. 3.4, illustrates the impact of parameters α, and β, on the solution of the problem,

while keeping ψ constant, where the trade-off between the synchronization cost and the average
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controller-to-node latency is depicted for two different cases of α. When α = 0.5 is set, by

increasing the value of β, more emphasis is put on minimizing the synchronization cost compared

to the average controller-to-node latency. A similar trend is observed when setting α = 1, but with

the curve shifted upwards; since increasing the value of α, will put more emphasis on optimizing

the gateway placement policy.

The joint satellite gateway and SDN controller placement problem is an instance of the

facility location problem that is known to be NP-hard. Commercial MILP solvers such as

CPLEX can be used directly to solve such models for small instances using well-established me-

thods such as branch& bound, branch& cut, etc., however due to the large number of variables,

the problem will soon become intractable for large instances, and such methods will tend to be

ineffective. Therefore, to overcome this issue, it is crucial to come up with approximation me-

thods that scale well with the size of the network and generate acceptable solutions both in terms

of time results accuracy and time complexity. In the next subsection, we give a short review

of submodular optimization and then will justify that while specifying the utility/cost functions,

our model can suitably fit into the submodular optimization framework subject to constraints

of known types. We then apply two interesting algorithms from the submodular optimization

literature to efficiently solve our problems.

3.3.2.2 Sub (Super)-modular Optimization Methods

Let us start with the definition of submodular functions.

Definition 4 Submodular Functions. Let finite set G of elements be the ground set. Then a

function f : 2G → R over the ground set is said to be submodular if for all subsets A,B ⊆ G, it
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holds that f(A) + f(B) ≥ f(A ∪B) + f(A ∩B).

Equivalently, f is said to be submodular if for all subsets A,B ⊆ G, with A ⊆ B and

every element i ∈ G\B it holds that f(A ∪ {i})− f(A) ≥ f(B ∪ {i})− f(B).

This intuitively means that for a submodular set function, adding an element to a subset

will result in diminishing returns with increasing the subset size. We also note that if for all

subsets A,B ⊆ G, with A ⊆ B it holds that f(A) ≤ f(B), then f is called a monotone

submodular function. Moreover, it is worth noting that, if f, g are submodular functions then

[f + g], [kf, k > 0], [−f ], are submodular, submodular, and supermodular in order.

Given the diminishing return property of the submodular functions, many utility functions

can suitably fit in this class. Therefore, motivated by the natural application of submodularity

property in real-world scenarios such as welfare maximization, social networks, information

gathering, feature selection, etc., optimization problems involving submodular/supermodular fun-

ctions have developed a lot of interest among the research community. Especially, over the

past decade, a lot of interesting methods have been proposed for approximately solving the

submodular/supermodular optimization problems subject to a variety of constraints while pro-

viding acceptable optimality bounds. Within the SDN research community, several papers have

used submodular optimization to model and solve multiple resource allocation problems [67]

[68] [61]. Moreover, in [69], a very interesting taxonomy of such problems in the mobile

edge computing (MEC) framework, along with an insightful discussion on their submodularity

property is provided. In this section, we show that the utility functions corresponding to the

objectives of our interest are submodular or the corresponding cost functions can be modeled

as supermodular functions. Then we appeal to two interesting algorithms from the submodular
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optimization literature to efficiently come up with approximate solutions. Let us first state two

theorems that we will use in the subsequent sections.

Theorem 5 ( [70]) There exists a (1 − 1/e − ε)-approximation algorithm for maximizing a

monotone non-negative submodular function with cardinality constraints. The algorithm has

a O(n
ε
log n

ε
) time complexity.

Theorem 6 ( [71]) There exists a 1/2-approximation randomized greedy algorithm for maximi-

zing a non-negative submodular function, which runs in linear time.

3.3.2.3 Problem Decomposition

The joint placement problem specified in equations (3.93)-(3.96) contains variables corres-

ponding to the placement of gateways and the placement of controllers. This will render a rather

complicated problem with non-linear constraints due to the unknown location of both the gate-

ways and the controllers. Therefore, to simplify the problem we adopt a sequential two-step app-

roach. Since the location of the gateways has a great impact on both the latency and the reliability

requirements, we first determine the optimal placement of the gateways and then choose the best

controller placement policy accordingly. Hence, we can decompose the utility function in (3.93)

and write:

U(w, x, y, z) = Ug(w, x) + Uwx
c (y, z) (3.58)

where the first term is concerned only with the placement of the gateways and the second term

corresponds to the utility obtained by placing the SDN controllers given that the location and
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the assignment of gateways are determined. Similarly, if a cost function is to be minimized we

obtain:

V (w, x, y, z) = Vg(w, x) + V wx
c (y, z) (3.59)

Under this decomposition, we are dealing with two sub-problems: (i) Satellite Gateway

Deployment Problem, and (ii) SDN Controller Placement Problem. In the next subsections, we

address these two problems sequentially.

3.3.2.4 Optimal Gateway Placement

Following the discussion in section 3.3.2.1, multiple objectives may be sought by deciding

the optimal gateway placement policy. For instance, the network provider may intend to minimize

the average network latency while at the same time minimizing the number of gateways deployed.

Thus, an optimal gateway placement policy minimizes the aggregated cost function. Given the

above discussion, we formulate the gateway placement problem for minimizing the aggregated

cost (delay-oriented) with the objective function:

Vg(w, x) = V 1
g (w, x) + αV 2

g (w, x) (3.60)

where,

V 1
g (w, x) =

∑
j∈G

xj (3.61)

V 2
g (w, x) =

∑
v∈V

∑
j∈G

djvwjv (3.62)
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The corresponding MILP model is as follows:

Minimize Vg(w, x) (3.63)

subject to: (3.27), (3.28) (3.64)

xj ∈ {0, 1}, ∀j ∈ G (3.65)

wjv ∈ {0, 1}, ∀v ∈ V , ∀j ∈ G (3.66)

Next, we argue by the following theorem that if the placement of gateways is known, then

the optimal assignment policy can be uniquely determined and then use this observation to show

that the cost function Vg(w, x) is supermodular.

Lemma 7 Given the placement of the gateways x, the optimal assignment policy w∗ can be

uniquely determined; i.e. there exists a deterministic function g : G→ W for which w∗ = g(x).

Proof. Once the placement of gateways is determined, V 1
g (w, x) is already decided. Let X ⊆ G

be the set of nodes where a gateway is placed. In other words,

X = {j ∈ G : xj = 1} (3.67)

To minimize the objective function (3.60) the optimal assignment policy is as follows:

w∗
jv = 1{j=argminj∈X djv}, ∀j ∈ G, v ∈ V . (3.68)

which implies w∗ = g(x). ■

Theorem 8 The cost function Vg(w, x) is supermodular.
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Proof. Let A,B ∈ G be two arbitrary sets of locations corresponding to two separate gateway

placement policies such that A ⊆ B. Let us update the policies A, and B by adding a new

gateway at location g ∈ G \ B. For any set function f , let RA
g (f) be the amount of change in

the cost function by adding the new gateway g to policy A. RB
g (f) can be defined in a similar

fashion. i.e. RA
g (f) = f(A ∪ {g}) − f(A). By the definition of the supermodular functions, a

function f is supermodular if RA
g ≤ RB

g . V 1
g (w, x) only depends on the placement policy, and the

marginal return of adding any new gateway is constant. Thus, RA
g = RB

g and V 1
g (w, x) is modular

and therefore supermodular. ■

To prove the supermodularity of V 2
g (w, x), let jAv =: argminj∈A djv be the location of the

gateway to which node v ∈ V is assigned under gateway placement policy A. The definition for

jBv follows similarly. Moreover, let us consider the set of all nodes that can contribute to reducing

the cost of gateway placement by switching the recently introduced gateway:

σ(V) = {v ∈ V : dgv ≤ min
j∈B

djv} (3.69)

Then we can write:

RB
g −RA

g =
∑
v∈V

min(0, (dgv − djBv v))−
∑
v∈V

min(0, (dgv − djAv v)) (3.70)

≥
∑
v∈σ(V)

(dgv − djBv v)−
∑
v∈σ(V)

(dgv − djAv v) (3.71)

=
∑
v∈σ(V)

(djAv v − djBv v) ≥ 0. (3.72)

where each node v contributes to the cost reduction if and only if it can get closer to its nearest
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gateway by switching to the newly added gateway g. The lower bound in equation 3.71, comes

from the fact that it only includes a subset of such nodes for policy A; therefore potential cost

savings may be left out of equation 3.71.

As explained in section 3.3.2.2, literature on the approximation algorithms for optimizing

submodular functions is very rich where most of the interesting results are derived for the case

of non-negative functions. Also, it is worth noting that minimizing a supermodular function

may be approached by first casting the optimization problem as a non-negative submodular max-

imization and then utilizing the corresponding approximation algorithms. With such an app-

roach, the authors in [61] have previously used the algorithm mentioned in theorem 6, for SDN

controller placement at the edge. Similarly, let V̄g be the maximum of equation (3.60). Thus,

minimizing (3.60) is tantamount to maximizing

V̂g(X ) = V̄g − (V 1
g (X ) + V 2

g (X )) (3.73)

that is a non-negative submodular function, in which the dependence on w is dropped according

to theorem 7. Algorithm 2 summarizes how the (1/2)-approximation procedure occurs.

Algorithm 2 (1/2)-approximation greedy algorithm

Input: v̂g : 2G → R+

Output: (X̄, v̂g(X̄))
1: Initialize

¯
X = ∅, X̄ = {1}|G|

2: for j ∈ G :
3: ∆̄ = max(V̂g(X̄)− V̂g(X̄ \ {i}), 0)
4:

¯
∆ = max(V̂g(

¯
X)− V̂g(

¯
X ∪ {i}), 0)

5: Set
¯
X =

¯
X ∪ {i} with probability ¯

∆

(
¯
∆+∆̄)

6: otherwise
7: Set X̄ = X̄ \ {i}
8: end
9: return (X̄, v̂g(X̄))
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The algorithm starts by taking two extreme cases and then decides on the placement of

a gateway at each location in an iterative fashion. Before ith iteration begins, a gateway is

present in ith location by the policy X̄ and absent by the policy
¯
X . The algorithm computes

the contribution of the inclusion/exclusion of a gateway in ith location and makes a randomized

choice accordingly. After iteration i ends both the policies agree on the inclusion/exclusion of a

gateway at location i. Hence, when the execution of the algorithm finishes the two policies will

be the same.

It is important to note that in realistic cases the number of facilities and the amount of

resources are limited. Therefore, it makes sense to formulate the gateway placement optimization

problem under an additional cardinality constraint. Let us consider the reliability-oriented utility

function. i.e.

Ug(w, x) =
∑
v∈V

∑
j∈G

rsjvwjv (3.74)

Therefore, the MILP model will be as follows:

Maximize Ug(w, x) (3.75)

subject to: (3.27), (3.28), (3.31) (3.76)

xj ∈ {0, 1}, ∀j ∈ G (3.77)

wjv ∈ {0, 1}, ∀v ∈ V , ∀j ∈ G (3.78)

In the next theorem, we claim that Ug(w, x) is a non-negative submodular function that is

monotone as well.

Theorem 9 Ug(w, x) is a monotone submodular function.
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Proof. Similar to the proof of theorem 8, consider anyA,B ∈ G as two arbitrary sets of locations

corresponding to two separate gateway placement policies such that A ⊆ B and suppose a new

gateway is going to be deployed at location g ∈ G. To see that Ug(w, x) is an increasingly

monotone function, observe that:

∀v ∈ V : rsjBv v ≥ rsjAv v (3.79)

where jAv , and jBv maximize the reliability of assignment for node v. The assertion follows by

summing the LHS and the RHS of the last inequality, over v ∈ V . To show the submodularity

of Ug(w, x), we need to compare RB
g and RB

g . With a similar logic define:

σ(V) = {v ∈ V : rsgv ≥ max
j∈B

rsjv} (3.80)

It holds that:

RB
g −RA

g ≤
∑
v∈σ(V)

(rsgv − rsjBv v)−
∑
v∈σ(V)

(rsgv − rsjAv v) =
∑
v∈σ(V)

(rsjAv v − r
s
jBv v

) ≤ 0 (3.81)

Therefore, by the definition of submodularity, Ug(w, x) is submodular. ■

To approximately solve this problem, we use theorem 5. Algorithm 3 outlines the corres-

ponding procedure based on theorem 5.

The algorithm starts by finding the most beneficial single gateway placement, i.e. a single

gateway that provides the highest average network reliability among all others. Then according

to this maximum contribution, it iteratively picks a value for minimum contribution and adds all

the gateways that can be more beneficial than that, all in a single iteration. In other words, at
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Algorithm 3 (1− 1/e− ε)-approximation algorithm

Input: Ug : 2G → R+, s ∈ {1, ..., |G|}, 0 < ε < 1
Output: (X,Ug(X))

1: Initialize: X ← ∅, and d← maxj∈G Ug({j})
2: for

(
w = d;w ≥ ϵ

n
d;w ← w(1− ϵ)

)
3: for j ∈ G
4: if |X ∪ {j}| ≤ s and Ug(X ∪ {j})− Ug(X) ≥ w
5: X ← X ∪ {j}
6: endif
7: end
8: end
9: return (X,Ug(X))

each iteration, all those locations that can pass the minimum contribution level, are eligible for

placement of a gateway. The minimum contribution decreases in each iteration according to a

pre-defined step-size and therefore the criterion for eligibility becomes less strict over time. If at

any step before the end of the loop, the number of the deployed gateways reaches that maximum

allowed s, the algorithm terminates immediately.

3.3.2.5 Optimal Controller Placement

Once the placement of the gateways is determined, we need to choose the optimal controller

placement policy accordingly. Since controllers are expensive resources, we wish to deploy as

few controllers as possible. Furthermore, the paths from gateways to controllers must be reliable

enough, to prevent disconnections between the control and the data plane. Finally, since the

SDN controllers need to maintain a global view of the network, they will have to synchronize by

communicating information regarding the global state of the network. As explained in section

3.3.2.1, regardless of how this is achieved, the rate of communication needed between any pair

of controllers is proportional to the load of each controller, in addition to the constant rate.
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Therefore, the cost of this communication needs to be taken into account which can be a function

of the location of the controllers, the latency between them, etc.; The objective function of the

SDN controller placement problem (latency/overhead oriented), consists of four parts:

V wx
c (y, z) = V wx

c1
(y, z) + β[V wx

c2
(y, z) + V wx

c3
(y, z) + V wx

c4
(y, z)] (3.82)

where,

V wx
c1

(y, z) =
∑
k∈K

∑
v∈V

dkvzkv (3.83)

V wx
c2

(y, z) =
∑
m,n∈K

dmnymyn (3.84)

V wx
c3

(y, z) =
∑
m,n∈K

ymynl
con(
∑
v∈V

zmv) (3.85)

V wx
c4

(y, z) =
∑
k∈K

∑
j∈X

djmym (3.86)

Therefore, considering the analysis in section 3.3.2.1 regarding the linearization of the

objective function, we obtain the following MILP model for the SDN controller placement

problem:

Minimize
∑
k∈K

∑
v∈V

dkvzkv + β[
∑
m,n∈K

dmnθmn +
∑
m,n∈K

∑
v∈V

lconϕmnv +
∑
k∈K

∑
j∈X

djmym] (3.87)

subject to: (3.29), (3.30), (3.43)− (3.48) (3.88)

zk ∈ {0, 1}, ∀k ∈ K (3.89)

yjk ∈ {0, 1}, ∀k ∈ K, ∀j ∈ X (3.90)
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In the next theorem, we show that the function V wx
c (y, z) is sub-modular, and accordingly

the (1/2)-approximation method can be used to approximately minimize it.

Theorem 10 The cost function V wx
c (y, z) is supermodular.

Proof. We will first show the supermodularity of each of the 4 terms. As usual, consider any

A,B ∈ K such that A ⊆ B to be two sets of nodes selected to host SDN controllers by

two different controller placement policies, where kAv =: argmink∈A dkv for all v ∈ V , is the

controller that node v is assigned to, by the assignment policy implied by the placement A. kBv

can be similarly defined for set B. By introducing a new SDN controller to both of the policies

at any arbitrary location κ ∈ K \ B and substituting the parameters zkv, dkv, kAv , and kBv with

their counterparts in the statement of the proof of theorem 8, it will follow that RB
κ ≥ RA

κ ;

hence V wx
c1

(y, z) is a supermodular function. The supermodularity of the function V wx
c2

(y, z) is

immediate, since once adding a new controller to sets A, and, B, since the set B is bigger, the

new controller has to communicate with more controllers compared to when it is added to set A;

therefore RB
κ ≥ RA

κ . The function V wx
c3

(y, z), is modular. To see this we can change the order of

summations in V wx
c3

(y, z) and write:

V wx
c3

(y, z) =
∑
v∈V

(
∑

k∈K:zkv=0

lconyk) (3.91)

Now, observe that adding a new element to sets A, and, B, will only contribute lcon for

each v ∈ V , regardless of the size of the set. Therefore RB
κ − RA

κ = 0, and the function is

modular. Similarly, V wx
c3

(y, z) is modular, since the marginal return by adding a new controller is

proportional to the distance of that controller to its closest gateway, regardless of the cardinality

of the set of the controllers. Therefore, given that modularity is a special case of supermodularity,
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V wx
c (y, z) as the sum of supermodular and modular functions is supermodular and the assertion

follows. ■

Given that in the SDN-enabled hybrid network, the SDN controllers perform the task of

network management, any failures in the nodes or links of the network may disconnect the data

and the control plane and block the way of the instructions from controllers to the SDN switches

which in turn will result in the performance degradation of the hybrid network. Therefore,

it makes sense to formulate a reliable controller placement problem to maximize the average

reliability of the control paths. i.e.

Uwx
c (y, z) =

∑
k∈K

∑
v∈V

rkvzkv (3.92)

The MILP model is as follows:

Maximize Uwx
c (y, z) (3.93)

subject to: (3.29), (3.30), (3.32) (3.94)

zkv ∈ {0, 1}, ∀k ∈ K, ∀v ∈ V (3.95)

yk ∈ {0, 1}, ∀k ∈ K (3.96)

Next, we show that the function Uwx
c (y, z) is submodular, and therefore, the algorithm

mentioned in theorem 5 can be applied for approximately solving the corresponding MILP model.

Theorem 11 The function Uwx
c (y, z) is monotone and submodular.

Proof. The proof is exactly similar to that of theorem 9 when zkv, RA
κ , RB

κ , rkv, kAv , and kBv

replace their counterparts in the statement of the proof. ■
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Table 3.4: Network Topology Settings

Topology Nodes Links
Nsfnet 13 15
Sinet 13 18
Ans 18 25

Aarnet 19 24
Agis 25 32

Digex 31 35
Chinanet 42 86

Bell Canada 48 64
Tinet 53 89

Table 3.5: Failure Probability Settings

Pv terrestrial nodes Pe terrestrial links Pesg satellite links
Case 1 [0,0.05] [0,0.02] [0,0.02]
Case 2 [0,0.06] [0,0.04] [0,0.03]
Case 3 [0,0.07] [0,0.06] [0,0.04]
Case 4 [0,0.08] [0,0.08] [0,0.05]

3.3.3 Performance Evaluation

In this section, we evaluate the performance of the proposed gateway deployment and

the controller placement methods. We first explain the evaluation setup and the simulation

environment and then provide the corresponding results for each method.

3.3.3.1 Evaluation Setup & Metrics

Similar to [65], for our simulations, we utilize multiple real network topologies publicly

available at the Internet Topology Zoo [59]. In addition to the previous topologies used in [65]

we use 4 new networks to be able to compare the performance of our algorithms to that of the

literature. The complete list of topologies that we have considered is listed in table 3.4. The

lengths of network links are extracted from the Topology Zoo, based on which the corresponding
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latency value for each link is computed similarly to [65]. To compute the shortest paths between

each pair of network nodes, we adopted an implementation of the Yen’s algorithm [72]. To

facilitate the comparison of the algorithms with literature we apply the same approach as in [64]

to compute the failure probability for each network component. We randomly generate the failure

probabilities for terrestrial nodes, terrestrial links, and the satellite link, in 4 different settings.

Table 3.5 lists the range of failure probabilities in different cases for each network component.

For solving the MILP models we use CPLEX commercial solver, and conduct all the experiments

on an Intel Xeon processor at 3.5 GHz and 16 GB of main memory. Unless otherwise stated, each

experiment is repeated 100 times and the results are averaged over all runs.

To evaluate the performance of the proposed methods we use multiple metrics as follows:

• Utility Function Value is the overall value of the utility function provided by the solution

of the JGCP problem.

• Cost Function Value is the overall value of the cost function provided by the solution of

the JGCP problem.

• Average node-to-facility Latency is the average node-to-gateway or node-to-controller

latency experienced by the terrestrial network.

• Average Network node-to-facility Reliability is the average reliability of the shortest path

between each terrestrial node and a gateway or a controller.

• Number of Deployed Facilities is the total number of satellite gateways or controllers that

are deployed on the terrestrial network as a result of the JGCP.

97



• Solver Run-time is the amount of time it takes for the solver to generate the solution to the

JGCP problem.

3.3.3.2 Numerical Results

We conduct 4 experiments to evaluate the performance of our algorithms for problems

discussed in section 9.3. The first two experiments correspond to the gateway placement problem.

In Exp. A, the latency-oriented gateway placement problem is considered with the objective

of jointly minimizing the number of deployed gateways and the average network-to-gateway

latency. We discuss the trade-off between the number of deployed gateways and the resulting

average network-to-gateway latency.

Exp. B aims at maximizing the average reliability of node-to-controller paths, while the

number of gateways to be deployed is limited not to exceed a given maximum. We compare

our results with the algorithms mentioned in [64], and also show how our method works under

different settings for network failure probability.

The next two experiments address the SDN controller placement problem. Exp. C evaluates

the performance of our method in jointly minimizing the synchronization cost between the SDN

controllers, and the average node-to-controller latency, while Exp. D considers the reliability-

oriented SDN controller placement problem.

Fig. 3.5 compares the performance of the (1/2)-approximation greedy algorithm with that

of the optimal MILP approach. In particular, apart from the overall objective value, the latency

of the network nodes to the closest gateway is depicted in the graph, together with the number

of gateways used in the resulting deployment policy. It is interesting to observe that the overall
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value for the objective function for the approximation method remains within 10% of the optimal

MILP-based method. Moreover, the terrestrial nodes only experience at most 5% increase in the

tolerated latency to reach their closest gateway.

Fig. 3.6 shows how the trade-off between the two terms of the objective function can be

controlled by changing the value of the parameter α i.e. how tuning α can balance the emphasis

of the gateway deployment policy on minimizing the number of gateways used or minimizing

the average node-to-gateway latency. For instance, lowering the value of α from 2 to 1 will

almost half the amount of average node-to-gateway delay at the expense of doubling the number

of deployed gateways.

Fig. 3.7a shows the result of running Exp. B when a maximum of 5 gateways is allowed

to be deployed in the network. We benchmark the performance of Algorithm 3, in terms of

average node-to-gateway reliability, against that of the approaches mentioned in [64] and report

the results. Similar to [64], we average our results when the failure probabilities of the network

components follow Case 1 of table 3.5. Our experiments show that all the methods perform

reasonably well while our approach results in a performance that is slightly closer to the optimal
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MILP.

For different failure cases, we run Exp. B, under 4 different scenarios for network failure

probability. In Fig. 3.7a, we show the result of changing the failure settings on Tinet topology,

while the maximum number of deployed gateways cannot exceedmmax = 5. Naturally, when the

network components are more prone to failure, the average reliability decreases. It is observed

that under all scenarios, the solutions generated by our approach remain close to the optimal

solution.

Fig. 3.7c, shows the effect of changing the maximum number of gateways allowed in

the gateway deployment policy. It is observed that our method follows the performance of the

optimal model by at most a 3% gap in terms of maximizing the average network reliability.

Fig. 3.8a, depicts the performance of running Exp. C, where the approximate method using

Algorithm 2 for SDN controller placement is bench-marked against the MILP-based optimal

one. Our results indicate that the performance of the approximate approach remains within

10% of optimality both in terms of the value of the objective function and the average node-

to-controller latency. The number of controllers placed and the corresponding synchronization

cost are annotated on top of each topology studied. We further note that the approximate method
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maintains the same number of controllers as in the optimal solution.

Fig. 3.8b illustrates the comparison between the time complexity of the MILP model (using

CPLEX with branch-and-cut) and the submodular optimization algorithms. It is observed as the

scale of the network increases the solver runtime for solving the MILP increases exponentially,

while the submodular optimization evolves linearly in terms of time which further confirms the

theoretical result for its time complexity. For Tinet topology, the MILP solver takes about 70−80

seconds to find the optimal solution while Algorithm 2 can run 100 times in less than 2 seconds.

Finally, Fig. 3.9 depicts the result of running Algorithm 3, for maximizing the reliability

of nod-to-controller paths. The maximum number of controllers placed is enforced to not exceed

kmax = 5. As indicated by our results the approximate method performs reasonably well by

generating near-optimal results.

Overall, the performance evaluation experiments and analysis reveal that for all discussed

variants of the satellite gateway deployment and the SDN controller placement, the approximate

methods discussed in this section can provide solutions that are very close to optimal ones in
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terms of accuracy, while extensively, lowering the corresponding time complexity.

3.4 Related Work

Although the gateway placement problem over general networks is studied extensively,

the satellite gateway deployment and the SDN controller placement problems in SDN-enabled

SAGINs are relatively new problems. In [43], the authors have very well explained why the

traditional gateway placement methods are not suitable to satisfactorily address these problems.

Over the past few years, there have been interesting works concerning these two problems in

different settings and from several perspectives; The gateway placement with GEO satellites has

received a lot of attention while the attention towards LEO constellations has increased a lot only

in the past few years. Some works have primarily considered the optimization of the ground

segment by optimizing the deployment of ground stations, while some other works were only
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concerned with the deployment of gateways and controllers on the aerial or space layer. Several

papers have studied gateway diversity for optimizing HTS architectures. These works typically

aim at optimizing the smart gateway configuration [73], gateway assignment [74], paving the way

towards optical feeder links, and dealing with atmospheric turbulence [75].

A line of research target gateway deployment and SDN controller placement in LEO cons-

tellations. In [76], the authors have proposed a genetic algorithm for the deployment of multiple

gateways in a large constellation, taking into account the gateway-satellite connectivity, hop

count, and the potential location of gateways, to achieve satisfactory performance in terms of load

balance, latency, and traffic peak, towards an optimized layout. A joint gateway assignment and

routing method is proposed in [77] with the goal of congestion avoidance in mega-constellations.

For SDN controller placement, the research works differ mostly in the location of placing the

controllers each of which provides some benefits and some shortcomings. Some papers decide to

place the controllers on the ground segment, some place them on the LEO SDN-enabled satellite

switches [78] [79], and some on the GEO layer [80], while some other works propose hierarchical

controller architectures comprising ground stations, LEO, MEO, and GEO-layer controllers [81],

[82], [83]. In [82], [78], and, [79], the authors consider the controller placement problem in

both static and dynamic modes, where in the former the controller placement and satellite-to-

controller assignments remain unchanged, while in the latter the number of the controllers, their

locations, and therefore the assignments vary concerning change in demand and traffic pattern

over time. Further in [78], and [79], the flow setup time is adopted as a metric which makes the

problem statement realistic as optimizing the flow setup time is a major concern in SDN-enabled

networks.

Within the context of SAGIN, various objectives can be sought when solving the satellite
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gateway deployment problem that may be inspired by different requirements such as cost or

latency minimization, reliability awareness, route optimization, load balancing, etc. The problem

is usually formulated in the literature as a combinatorial optimization problem and is solved

exactly or approximately. The authors in [62], aim at minimizing the average user-to-gateway

latency over the network, given reliability constraints, however, they only take into account the

shortest paths from user to gateway, and therefore no routing scheme is provided. They solve the

problem using a Particle Swarm Optimization (PSO) algorithm and compare their approach to

the brute-force greed search method in terms of time complexity. In [64], only maximization of

reliability is considered, where the authors use a simple clustering algorithm and compare their

method with the result of optimal enumeration to justify the lower time complexity at the expense

of sub-optimal results.

The joint gateway deployment and controller placement in SAGIN have also received

increasing attention over the past few years. The authors in [66], formulate a joint deployment

of satellite gateways and SDN controllers to maximize the average reliability with hard con-

straints on user-to-satellite delay. They propose an iterative approach that relies on simulated

annealing and clustering, where in each iteration first the current gateway placement policy and

then the controller placement are updated towards the convergence. In [84], the same problem

under similar settings and with similar objectives has been taken with the only difference that the

simulated annealing approach from [66] is augmented with a portioning phase (separately w.r.t

gateways & controllers) to render several sub-problems of smaller size. Finally, in [85], several

meta-heuristic approaches namely, simulated annealing, double simulated annealing, and genetic

algorithm for the same problem have been considered and their performance is compared.

Despite incorporating many interesting ideas, most of the mentioned works assume that the
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optimal number of equipment to deploy is known as a-priori, do not consider the routing overhead

and gateway load, and do not employ any realistic scheme for the control plane. Although these

simplifications may render more tractable problems allowing for more interesting and smart sol-

utions, but are prone to become unusable in some real-world scenarios.

In [63], this issue is mitigated to some extent as the authors take into account the capacity

constraints of satellite links and formulate a problem towards maximizing the average reliability

which they solve using a greedy algorithm. In [65], a joint gateway placement and traffic routing

is formulated as an instance of the capacitated facility location-routing problem which does not

make any assumption on the optimal number of gateways and also provides a routing solution

that does not contradict the capacity constraints and is not limited to the shortest paths using

multi-commodity flow allocation.

3.5 Conclusions

we introduced the joint satellite gateway placement and routing problem over an ISTN,

for facilitating the terrestrial-satellite communications while adhering to propagation latency

requirements, in a cost-optimal manner. We also balanced the corresponding load between

selected gateways. To yield a polynomial solution time, we relaxed the integer variables and

derived an LP-based rounding approximation for our model. Further, we considered several

variants of the joint satellite gateway and SDN controller placement (JGCP) in SDN-enabled 5G-

Satellite hybrid networks. We separately considered the average reliability of assignments and

the latency & overhead of the communications between SDN controllers as the objectives of the

problem. We proposed a MILP model and a submodularity-based optimization framework for
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solving the problem and then evaluated the performance of the proposed methods using simula-

tion. Our results confirm the effectiveness of our approach both in terms of results accuracy and

time complexity.

Within the framework of 5G-Satellite integration, the SDN controller placement problem

for LEO constellations becomes more important due to the more frequent need for hand-offs

between the satellite switches; and at the same time is more challenging due to the dynamically

changing network topology and potentially large number of SDN controllers required in both

the terrestrial and the space layer. Moreover, instead of placing the satellite gateways on the

terrestrial nodes, aerial platforms can be a choice leading to a cross-layer network design problem.

This approach provides more flexibility to adapt to the evolving network topology, but becomes

more challenging in terms of the more complicated flow routing decisions and also the partly-

intermittent nature of the aerial layer communications. These two problems remain within the

topics of our future research.
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Chapter 4: Trust-aware Federated Learning: A Multi-agent UAV-enabled Net-

works Scenario

4.1 Overview

AI systems, especially those employing machine learning (ML) and deep learning (DL)

models, typically undergo training on data that belongs to and is managed by different stake-

holders distributed across separate data repositories. To tackle the challenge of safeguarding

data privacy in AI applications, Federated Learning (FL) [86] was introduced as an innovative

distributed ML approach that facilitates collaborative model development among agents such as

organizations, mobile phones, sensors or drones, while safeguarding sensitive data privacy by

ensuring that each participant retains control over their local data. In addition, FL enhances

communication efficiency by exchanging the updated model parameters of participating agents

instead of their dataset.

Two main FL setups have been proposed in the literature, namely centralized FL (CFL)

and decentralized FL (DFL). In the CFL, individual devices carry out local training and transmit

their updated local models to a central server (e.g. a server at the network edge or co-located

with gNB in 5G networks), all while keeping their private raw data secure. The server aggregates

parameters from local models to refine the global FL model before redistributing the enhanced
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model back to the devices. The process is repeated for a predefined number of rounds or until a

desired accuracy level is achieved. As a leading algorithm in this setting, Federated Averaging

(FedAvg) [87] runs Stochastic Gradient Descent (SGD) in parallel on a small subset of the total

agents and averages the local updates only once in a while.

Figure 4.1: Centralized FL vs. Decentralized FL

Despite enhancing the privacy of the network agents and the efficiency of the comm-

unications, CFL is susceptible to security vulnerabilities and may encounter challenges meeting

the security prerequisites in real-world applications and use cases. The central server, which

distributes, aggregates, and updates ML models, are attractive target for malicious actors seeking

to manipulate models to generate biased outcomes or achieve specific results [88]. Even with a

trusted central server, security issues such as data poisoning, model poisoning, and adversarial

attacks, can introduce bias in the model predictions. Lack of scalability, connectivity guarantees,

and the existence of single-point-of-failure in CFL settings necessitates an FL paradigm that does
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not rely on a central server for model aggregation and distribution. Moreover, next-generation

networks are expected to be enhanced by new forms of decentralized and infrastructure-less

communication schemes and device-to-device (D2D) multi-hop connections such as in UAV-

aided networks [89]. Within this scope, novel approaches are required to address decentralized

(server-less) FL (DFL). While several research activities have focused on distributed learning

algorithms [90], due to the special features of an FL setup in which the data is generated locally

and remains decentralized and because of the communication efficiency considerations, many

existing approaches developed for distributed learning do not apply to DFL. Authors in [91]

extend the CFL approach for massively dense IoT networks where the agents perform training

steps on their local data using SGD and consensus-based methods. At each consensus step,

agents transmit their local model update to their one-hop neighbors. Each agent fuses the received

messages from its neighbors and then feeds the result to SGD. Fig. 4.1 shows the architectures

of CFL and DFL settings. Similar to CFL, serverless FL faces major security challenges such as

model and data poisoning attacks from compromised agents.

The fact that the information is crowd-sourced by the FL agents in a distributed FL, high-

lights the need to establish trust relationships between the FL agents. More specifically, apart

from ensuring the security of communications between the FL agents, answering the following

questions is of paramount importance: (i) whether an agent refuses to share its information with

the FL process due to privacy concerns or conflict of interest. (ii) whether an agent manipulates

the received data before processing. (iii) whether an agent intentionally or unintentionally, shares

incorrect information with the rest of the network? etc. [92] [93]. In other words, it is essential

to establish to what extent each agent of the network and its model updates can be trusted.

To this end, we propose trust-aware FL mechanisms for both CFL and DFL systems. In the
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proposed schemes, trust is interpreted as a relation between different network entities that may

interact or collaborate in groups toward achieving various specific goals. These relations are set

up and updated based on the evidence generated when the agents collaborate within a previous

protocol. If the collaboration has been contributive towards the achievement of the specific goal

(positive evidence), the parties accumulate their trust perspective towards one another, otherwise

(negative evidence), trust will decrease between them. Trust estimates have input to decisions

such as access control, resource allocation, agent participation, and so on. The method by which

trust is computed and aggregated within the network may depend on the specific application.

In [93], the authors enumerate the central differences in the terminology of trust computation

and aggregation. In this chapter, we propose an attack-tolerant consensus-based FL algorithm by

incorporating the trust concept into the consensus step [94].

The integration of UAVs into modern communication networks has ushered in a new

era of connectivity and data-driven capabilities. UAVs have transcended their traditional roles

in surveillance and reconnaissance to play pivotal roles in enhancing the coverage, capacity,

and intelligence of communication networks and to become integral components of various

applications, including disaster management, precision agriculture, environmental monitoring,

and even last-mile delivery services. As these UAV-enabled networks continue to expand, the

need for efficient, secure, and intelligent data processing and decision-making becomes para-

mount. UAV-enabled networks typically encompass a diverse array of edge devices, including

UAVs, ground stations, sensors, and other IoT devices, all generating vast amounts of data [95].

Managing and harnessing this data is a non-trivial task, often constrained by limited bandwidth,

energy, and computational resources, particularly in remote or dynamic environments. Federated

Learning (FL) offers a transformative paradigm for distributed machine learning. Instead of
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centralizing data in a single location, it allows training machine learning models collaboratively

across decentralized devices while keeping data localized. This decentralized approach aligns

perfectly with the inherent characteristics of UAV-enabled networks, where data privacy, latency,

and adaptability are paramount concerns. The potential benefits of applying FL to UAV-enabled

networks are far-reaching. FL enables UAVs to continuously improve their performance and

intelligence by collectively learning from data generated across the network. Moreover, FL

enhances privacy, as sensitive data remains on-device, reducing the risk of data breaches and

ensuring compliance with data protection regulations. Additionally, it can significantly reduce

the communication overhead associated with transmitting large volumes of data to centralized

servers, thereby conserving valuable bandwidth resources and mitigating latency issues.

4.2 Trust Aggregation Model

4.2.1 Trust Aggregation Framework

In this section, we present two schemes for propagating and aggregating the trust estimates

within a network of CPS devices (4.2). The first scheme corresponds to the case where there is

no central entity involved in estimating the trustworthiness of the network agents, and the nodes

participate in direct computation of trust to obtain local trust estimates on the other peers, using

the locally-available first-hand evidence they have gathered, the recorded history they have stored

from the past observations, and the knowledge they obtain by sensing the environment. Once

all agents form their local views, they will participate in the local exchange of their local trust

estimates to form more accurate global values for the trustworthiness of the networked agents.

Then, the obtained global trust model can be used in the corresponding trust-aware applications.
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Within the second scheme, however, the global trust values are obtained in an indirect

fashion. There exists a central trusted party that is constantly monitoring the network and comm-

unicating with the CPS agents to gather evidence on their state. The CPS agents may share their

local view on their neighbors with the central entity which may be used in computing the trust

estimates by the central entity. Once the central party calculates the trust values of the CPS

agents using the information it has gathered, it will push the relevant information to each agent.

The calculated trust values can be used by the central entity to perform centralized trust-aware

decision-making or can be used by each agent to participate in local or distributed trust-aware

protocols. In what follows, we will formalize the above discussion to mathematically model

the processing, propagating, and aggregation of the trust values. The components of our model

mostly follow and rely on the discussion in [96].

We model the network of agents at time instance k, as an undirected graph given by

G(k) = (N (k),L(k)) where N is the set of nodes and for n,m ∈ N (k), L(k) contains all links

(m,n)(k) where agentsm, and n can communicate with one another at time instance k. We denote

this graph as the communication graph at time instance k. LetN (k)
i be the set of neighbors of node

i at time step k. Apart from the communication relationship, we define local trust relationships

between nodes i, j ∈ N (k). Let τ (k)ij , and t(k)ij be the local and global view of node i on trustworthi-

ness of the node j at time instance k in respective order. We may ignore the index k whenever

doing so does not lead to confusion.
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4.2.2 Local Trust Model

To formalize the definition of local trust, let us defineX(k)
ij to be a random variable denoting

the reputation that node j has in the perspective of node i in time instance k. X(k)
ij follows a Beta

distribution with parameters α(k)
ij , and β

(k)
ij . The beta distribution is often used for modeling

reputation or trustworthiness because it can effectively capture uncertainty and variability in

reputation scores or ratings. In the context of reputation systems and online reviews, Beta

distribution is a popular choice due to its flexibility and suitability for representing the distribution

of user ratings or opinions.

Define r(k)ij = α
(k)
ij − 1, and s(k)ij = β

(k)
ij − 1 that determine the number of times up to round

k, that node j’s behavior is benign and malicious in the perspective of node i, in respective order.

The details of how r
(k)
ij , and s(k)ij , are obtained depending on the specific scenario and are to be

explicitly mentioned in the next sections. We let τ (k)ij to be precisely the expected value of the

reputation random variable in the Beta system X
(k)
ij . Formally, we have:

f
X

(k)
ij
(x;α

(k)
ij , β

(k)
ij ) = (

Γ
(
α
(k)
ij + β

(k)
ij

)
Γ
(
α
(k)
ij

)
Γ
(
β
(k)
ij

)) · (xα(k)
ij −1 (1− x)β

(k)
ij −1) (4.1)

τ
(k)
ij = E

[
X

(k)
ij

]
=

r
(k)
ij + 1

r
(k)
ij + s

(k)
ij + 2

(4.2)

Intuitively, the evolution of r, and s parameters needs to be in a way that the more recent

information receives more relative importance compared to the older ones. Therefore, we define

0 < ρ1 < ρ2 as forgetting factors to control the balance between old and new terms.
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r
(k+1)
ij = ρ1r

(k)
ij + I

(k+1)
ij (4.3)

s
(k+1)
ij = ρ2s

(k)
ij + 1− I(k+1)

ij , (4.4)

The function I(k+1)
ij ∈ [0, 1] models the instantaneous perspective of node i on the behavior

of node j in (k + 1)th round.

4.2.3 Global Trust Model

At each instance, k, within the local trust model, each node i computes its local trust for all

nodes j ∈ Ni in the communication graph. To make more accurate estimates, node i will need to

take into account the opinions of other network nodes who have first-hand evidence of one node

j’s behavior. Following the approach in [96], node i computes iteratively its global trust estimate

for node j, i.e. t(k)ij using the opinions of its neighbors as:

tmij =


1 if i = j∑

l∈Ni,l ̸=j wilt
m−1
lj if i ̸= j

(4.5)

where wil = τil∑
l∈Ni,l ̸=j

τil
. In other words, node i pays more attention to the opinions of those of

its neighbors whom it trusts more. We note again that the global trust computation is an iterative

process that is going to be embedded in each iteration of the trust-aware protocol. Therefore,

to avoid any confusion we have used the iteration counter m for this process. Here, we have

dropped the superscript k as we assume the value of local trust remains constant within the loop

of computing the global trust.
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In the next two sections, we will show how the above trust framework can be used in

practice to enhance the security of the CPS-based protocols. We will select as case studies two

recent challenging problems from the state of the art, and consider two corresponding well-known

algorithms for them, where security is a big challenge in these protocols. We will then augment

those protocols with our trust inference and aggregation framework and show how trust can be

used to improve the security of such protocols.

4.3 Trust-aware Federated Learning

Figure 4.2: Trust aggregation framework in (a) decentralized and (b) centralized regimes

In this section, we present our proposed frameworks, trust-aware CFL (TCFL) and trust-

aware DFL (TDFL) in detail. As discussed in previous sections, in the next-generation networked

systems with high scale and heterogeneity, it is very impractical for the edge devices (sensors,

drones, mobile phones, etc.) to transmit their collected data to a remote data center for centralized

machine learning tasks, due to the limited communication resources and privacy constraint.
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Therefore, the recent trend of high-stake applications such as target recognition in drones, aug-

mented/virtual reality, autonomous vehicles, etc. requires a novel paradigm change calling for

distributed, low-latency, and reliable ML at the network edge (referred to as edge ML [97]). FL is

a promising approach to tackle the above challenges. However, there exist several security issues

in an FL mechanism arising mainly from the participation of a fleet of possibly unreliable or

compromised devices during the training time. According to [98], attacks in FL can be classified

into two categories: (i) data inference attacks, in which the adversary tries to infer information

about the users’ private data, and (ii) model performance attacks, which includes data poisoning,

update poisoning, and model evasion attacks. In data poisoning, the adversary subverts the user’s

dataset in the local training. The goal of the adversary in update poisoning is to alter the model

updates transmitted to the central server. The model evasion attack refers to the data alternation

at the inference time. In this chapter, we focus on the second type of attack. In the following, we

first elaborate CFL and DFL architectures and then discuss the question of evaluating the trust

decision I(k)ij introduced in section 4.2 for TCFL and TDFL.

4.3.1 Trust-aware Centralized Federated Learning

In CFL, each agent has a local dataset that is utilized to compute the updates to the current

global model. The local updates (gradients) are then aggregated and fed back to the participating

agents by a central server. This process is repeated until a desired accuracy level or a specified

number of rounds is achieved. Each iteration (communication round) includes a local training

phase resulting in the generation of local model parameters and a communication phase to trans-

mit local models to the central server as the following steps explain:
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• User selection: The central server selects a set of users at each communication round,

considering different factors such as available bandwidth, energy budget, computing power,

etc.

• Model broadcast: The selected users download the most recent global model.

• Local training: Each selected user performs local computation and generates an update to

the model parameter using the local data.

• Model Aggregation: The central server aggregates the collected local model updates and

then generates a global model.

In the following, we first describe the federated optimization problem implicit in CFL and

then explain our proposed trust-aware mechanism. Consider a network consisting of a setN ofN

agents and one central server that collaboratively trains an ML model. Each agent i ∈ N has Di

data samples and the total number of samples is D. The dth sample is denoted by (xd,yd) where

xd ∈ RDin×1,yd ∈ RDout×1, d = 1, ..., D. We assume that Pi is the set of indexes of data points

on agent i and the data collected by different agents have the same distribution (IID assumption).

The local dataset Di = {(xd,yd), d ∈ Pi} is used to train a local modelMi parameterized by

wi. LetM and w be the global model and the global parameter vector. The objective of the FL

training is to minimize:

F (w) =
∑
i∈N

qiFi(w) =
∑
i∈N

qi
1

Di

∑
d∈Pi

f(w,xd,yd) (4.6)

where f(w,xd,yd) is the loss function capturing the accuracy of the FL model, and qi is the

weight of the ith device such that qi ≥ 0 and
∑

i qi = 1. The objective of FL is to minimize
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(4.6). As a leading algorithm in this setting, Federated Averaging (FedAvg) [87] runs Stochastic

Gradient Descent (SGD) in parallel on a small subset of the total agents and averages the local

updates only once in a while. Although FedAvg is shown to stabilize the convergence and ensure

privacy to a great extent, since the central server has limited control over the behavior of the parti-

cipating agents, it is vulnerable to adversary behaviors such as poisoning attacks as shown in [99].

To address this issue, we explore the incorporation of trust into FedAvg. The proposed algorithm

is referred to as Trust-aware CFL (TCFL) and is described in the pseudo-code of Algorithm 4.

Let t(k)Si be the opinion of the central server on the trustworthiness of agent i at round k. The

server obtains the value of t(k)Si based on the model described in section 4.2. Moreover, the trust

evaluation method proposed for FL setups is discussed in section 4.3.3. We denote by c, µk and

B the fraction of chosen agents at each round of algorithm, the learning rate, and the batch size

respectively. At each round of TCFL, the server first selects n = cN number of agents randomly.

This is enforced by the fact that due to the large number of agents and the intermittent and

bandwidth-constrained communications between the agents and the central server particularly in

the case of wireless communications, it is not practical for all agents to participate in the model

update at all rounds. The selected agents then can download the current global model and start the

local training process denoted by the ModelUpdate procedure. Each agent i transmits a message

to the server, denoted by m
(k)
i . For a benign agent, m(k)

i = w
(k)
i , while an adversary sends

a message different from the update computed by running SGD on its local data. Finally, the

server aggregates the local model updates received from the selected agents according to their

trustworthiness and their dataset size reflected as the coefficients in step 7.
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Algorithm 4 Trust-aware CFL

Input: n = c.N , {qi, i ∈ N}, µk, B
1: Initialize w

(0)
i

2: for each round k = 1, 2, ... do
3: Server selects a subset Sk of n agents at random (agent i is chosen with probability qi)
4: Server transmits w(k) to all (chosen) agents
5: Each agent i ∈ Sk computes w

(k+1)
i = ModelUpdate(w(k), µk) and sends a message

m
(k+1)
i to the server

6: Server updates the trust values for each agent i:
t
(k+1)
Si ← ComputeTrust(i, {m(k+1)

i , i ∈ N})
7: Server aggregates the local updates:

w(k+1) ←
∑

i∈Sk
Dit

(k+1)
Si∑

i∈St
Dit

(k+1)
Si

m
(k+1)
i

8: end for
ComputeTrust(i, {m(k)

i , i ∈ N}):
9: Server computes I(k)i from (4.8) or (4.11)

10: Server computes t(k)Si according to (4.2)
ModelUpdate(w(k), µk):

11: Initialize Ψi,k ← w(k)

12: B = mini-batch of size B
13: for b ∈ B do
14: Ψi,k ← Ψi,k − µk∇f(Ψi,k)
15: end for
16: Return w

(k)
i ← Ψi,k
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4.3.2 Trust-aware Decentralized Federated Learning

The main drawbacks of CFL are the scalability, connectivity, and single-point-of-failure

issues. Moreover, next-generation networks are expected to be enhanced by new forms of de-

centralized and infrastructure-less communication schemes and device-to-device (D2D) multi-

hop connections such as in UAV-aided networks [89]. Within this scope, novel approaches are

required to address decentralized (serverless) FL.

In [91], the CFL approach is extended for massively dense IoT networks that do not rely

on a central server. Agents perform training steps on their local data using SGD and consensus-

based methods. At each consensus step, agents transmit their local model update to their one-hop

neighbors. Each agent fuses the received messages from its neighbors and then feeds the result

to SGD. We propose an attack-tolerant consensus-based FL algorithm by incorporating the trust

concept into the consensus step. The proposed approach is given in Algorithm 5. In particular, let

t
(k)
ij denote the trustworthiness of agent j ∈ Ni evaluated at i. Similar to the centralized trusted FL

approach, in step 7, agent i aggregates the received updates from its neighbors with the weights

of
Djt

(k)
ij∑

j∈Ni
Djt

(k)
ij

, i.e. the neighbors of i with higher trust values contribute more to the aggregated

model at i. Then, each agent updates its model independently using SGD on its local data.

4.3.3 Trust Evaluation Method

In this section, we elaborate on the methods that are used in evaluating the trustworthiness

of the network agents. These methods are embedded into the trust evaluation scheme used in the

trust model in section 4.2. Throughout the FL protocols, in each iteration, the model parameters

or their updates, corresponding to the local models of the agents are communicated within the
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Algorithm 5 Trust-aware DFL
Input: Ni, µk, ϵk

1: Initialize w
(0)
i

2: for each round k = 1, 2, ... do
3: Agent i receives the messages {m(k)

j }j∈Ni
4: Agent i updates the trust values for all its neighbors:

t
(k)
i,j ← ComputeTrust(i, j, {m(k)

j , j ∈ Ni})
5: Ψi,k ←m

(k)
i

6: for each agents j ∈ Ni do

7: Ψi,k ← Ψi,k + ϵk
Djt

(k)
i,j∑

j∈Ni
Djt

(k)
i,j

(m
(k)
j −w

(k)
i )

8: end for
9: Each agent i computes:

w
(k+1)
i ←ModelUpdate(Ψi,k, µk) and sends m(k+1)

i to all its neighbors
10: end for

ComputeTrust(i, j, {m(k)
i , i ∈ N}):

11: Agent i computes I(k)ij from (4.8) or (4.11)
12: Agent i computes its local trust for j (τ (k)ij ) from (4.2)
13: Agent i computes its global trust for j (t(k)ij ) from (4.5) ModelUpdate(wk, µk):
14: Initialize Ψi,k ← w(k)

15: B = mini-batch of size B
16: for b ∈ B do
17: Ψi,k ← Ψi,k − µk∇f(Ψi,k)
18: end for
19: Return wi,k ← Ψi,k
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network. These weights play an important role in determining the trust level of the agents. We

enumerate multiple methods that assign trust values to the agents based on the communicated

weight updates:

• Clustering-based Method: In this method, the trustor entity i compares the messages it has

received from trustee j, to all the other messages it has received from the other parties.

Formally, for each neighbor j, party i computes:

dev
(k)
ij =

∑
l∈N+

i

∣∣∣∣∣∣w(k)
l − w

(k)
j

∣∣∣∣∣∣2
2∣∣N+

i

∣∣ (4.7)

where
∣∣N+

i

∣∣ is the set of the neighbors of agent i containing itself. Then, for each trustee j,

it will benchmark the value of dev(k)ij against a multiple of the median of all the deviations:

I
(k)
ij =


1 dev

(k)
ij ≤ thi ∗ median

({
dev

(k)
ij

})
0 o.w.

(4.8)

This way, by adjusting the value of thi at iteration k, the trustor party can decide not to

trust those parties from which it has received too far-away messages.

• Distance-based Method: In this method, the trustor party i computes the distance between

its local model and the model at trustee j, and uses this distance as a measure to assign

trust values to its neighbors. Formally, party i computes the distance between the message

it has received from party j in the previous and the current iterations; i.e.

dij

(
w

(k−1)
i ,m

(k−1)
j

)
=
∥∥∥w(k−1)

i −m(k−1)
j

∥∥∥
2

(4.9)
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and,

dij

(
w

(k−1)
i ,m

(k)
j

)
=
∥∥∥w(k−1)

i −m(k)
j

∥∥∥
2

(4.10)

Then party i computes the difference between the two computed distances and decides on

the value of I(k)ij as follows:

I
(k)
ij = I{

dij

(
w

(k−1)
i ,m

(k−1)
j

)
−dij

(
w

(k−1)
i ,m

(k)
j

)
≥0

} (4.11)

In other words, if node j has a benign behavior, then in one iteration of the protocol, its

local model must have shifted towards the local model of party i. If this is not the case then

party j has to be malicious or must be communicating an incorrect message to i.

4.4 UAV Deployment for Decentralized Federated Learning

The baseline for the UAV deployment problem is formulated as follows.

UP-DeFeL: Minimize N subject to

∃x1,x2, . . . ,xN :

max
v∈V

min
n∈[N ]

∥v − xn∥ ≤ Rg (4.12)

max
j∈{2,...,N}

min
i<j
∥xj − xi∥ ≤ Ra (4.13)

xn ∈ R2, ∀n ∈ [N ] (4.14)

where ||.|| is the l2 norm operator, v ∈ R2 is the Cartesian coordinates of the ground subject v ∈ V

which is known a-priori and xn ∈ R2 is the n-th decision variable pair corresponding to the n-th
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deployed UAV. Constraint set (4.12) ensures that each ground subject is within the air-ground

communication range of the closest deployed UAV, where Rg is the ground radius of each UAV

beam, while constraint set (4.13) enforces each deployed UAV is within the aerial communication

range of at least one of the previously deployed UAVs whereRa is the aerial communication range

of each UAV. The optimization model aims to cover all the ground subjects with a minimum

number of deployed UAVs N while ensuring the deployed UAVs form a connected graph.

The exact solution to UP-DeFeL can only be obtained by performing an exhaustive search

on different ways each ground node can be assigned to each deployed UAV for different values

of N . The above model is an instance of the Euclidean disk cover problem which belongs to the

class ofNP-hard problems [100]. Therefore, in the next subsection, we present a meta-heuristic

approach based on deterministic annealing (DA) for solving an approximation of the above model

that can generate near-optimal solutions with low time complexity.

4.4.1 Approximate UP-DeFeL Model

We leverage the following lemma in our approximation procedure.

Lemma 12 For any real numbers {sn > 0}Nn=1 and large enough real number α > 0, it holds

that

max (s1, . . . , sn) ∼= (sα1 + . . .+ sαn)
1
α (4.15)

Using the above lemma, we can approximate constraints (4.12) and (4.13) to obtain the
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approximate UP-DeFel model i.e. A-UP-DeFel as follows.

A-UP-DeFeL: Minimize N subject to

∃x1,x2, . . . ,xN :∑
v∈V

dα
(
v,xa1(v)

)
⩽ Rα

g (4.16)

N∑
n=2

dβ
(
xn,xa2(n)

)
⩽ Rβ

a (4.17)

xn ∈ R2, ∀n ∈ [N ] (4.18)

where a1(v) is the function that assigns the ground subject v ∈ V to the closest deployed UAV,

a1(v) is the function that assigns a UAV to the closest lower number deployed UAV, and the

distortion functions dα(., .) and dβ(., .) are given by

dα (v,xn) = ∥v − xn∥α (4.19)

dβ (xj,xi) = min
i<j
∥xj − xi∥β (4.20)

A-UP-DeFeL is a non-convex constrained clustering problem. We first explain and then

use the DA [101] procedure to solve this problem for near-optimal solutions.

4.4.2 Deterministic Annealing

DA is a clustering technique used to allocate a vast collection of data points, denoted as

X , to a limited set of centers Y by minimizing an average distortion function given by D =∑
x∈X p(x)d(x, y(x)), where p(x) represents the likelihood of the data point x. Instead of a hard
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clustering problem that can get stuck in local minima, DA introduces a soft clustering approach.

Here, every data point x ∈ X might correspond to several centers y ∈ Y via association fractions

described as p(y|x). Based on the association fra distortion function can be reformulated as

D =
∑

x∈X p(x)
∑

y∈Y p(y|x)d(x, y). The ultimate goal of the DA method is to minimize this

distortion function across varying levels of randomness, which are steered by the entropy function

H(X, Y ). In more exact terms, DA seeks to minimize the target function F = D − TH(Y |X)

across a range of temperature levels T , starting at high temperatures and methodically reducing

the T value.

4.4.3 DA solution for A-UP-DeFeL

The overall distortion function D and the conditional entropy H(U|V) are respectively

given by

D =
∑
v∈V

p(v)
∑
u∈U

p(u|v)dα(u, v) + λ
N∑
n=2

dβ (un, um) (4.21)

H(U|V) = −
∑
v∈V

p(v)
∑
u∈U

p(u|v) log p(u|v) (4.22)

where λ > 0 is the coefficient that balances the emphasis of the objective function on the first

and second terms, 0 ≤ p(u|v) ≤ 1 for v ∈ V and u ∈ U are the association fractions that need

to satisfy constraints
∑

u∈U p(u|v) = 1 for all v ∈ V and p(u) =
∑

v∈V p(v)p(u|v) for all u ∈ U .

We also note that if all the ground subjects are of the same priority then p(v) follows the uniform

distribution, i.e. p(v) = 1
|V| for all v ∈ V . Accordingly, the target function F is minimized when
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the association fractions follow the Gibbs distribution:

p(u|v) =
exp (−dα(v,u)

T
)∑

u∈U exp (−dα(v,u)
T

)
∀v ∈ V , u ∈ U (4.23)

in which case we have,

F ∗ =− T
∑
v∈V

p(v) log(
∑
u∈U

exp (−dα(v, u)
T

)) + λ

N∑
n=2

dβ(un, um) (4.24)

where F ∗ is the minimum of F . Then, the optimal locations for the UAVs are obtained by setting

the partial derivatives of F ∗ for xu vectors to zero for all u ∈ U where xu = (x
(0)
u , x

(1)
u ) in the

Cartesian plane. After straightforward calculus, it follows that for i ∈ {0, 1},

x(i)u =
α
∑

u∈U v
(i)gα(v, u)

α
∑

u∈U gα(v, u) + λβ(gβ(u) +
∑

w∈Wu
gβ(w))

+
λβ(x

(i)
a2(u)

gβ(u) +
∑

w∈Wu
x
(i)
w gβ(w))

α
∑

u∈U gα(v, u) + λβ(gβ(u) +
∑

w∈Wu
gβ(w))

(4.25)

whereWu = {w ∈ U : a2(w) = u} and for all v ∈ V , u ∈ U we define the functions

gα(v, u)
.
= p(v)p(u|v)dα(v, u)1−2/α (4.26)

gβ(u)
.
= dβ (u, a2(u))

1−2/β . (4.27)
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4.5 Performance Evaluation

For the simulation setup, we adopt the settings of [91]. Our implementation of the FL

process and the validation dataset are both based on [102]. We implement an attack in the

presence of 80 nodes participating in the FL task with 10% of the nodes being corrupt. The

attacker parties will generate the poisoned model by choosing the weights randomly in the range

(a ∗ wmin, a ∗ wmax) where wmin and wmax are the minimum and maximum of the weights they

receive from their neighbors. We implement this attack under two mild and hard settings corres-

ponding to the case where a = 1, and a = 2 respectively. We have depicted 120 epochs of the

process when the attack is mild. Fig. 4.4a shows how incorporating trust into the decentralized

federated learning framework can protect the protocol from being invaded by malicious parties.

In the absence of the trust mechanism, under corrupt network agents, the validation loss will not

converge to the correct value corresponding to when the nodes are operating normally. Therefore,

the performance of the trained model on test data degrades significantly, even when implementing

the mild version of the attack. However, when the trust model is in place the trained model will

converge to that of the normal implementation. We note that the validation loss after the 120

epoch converges to 0.14, and 0.18 for the normal (without any attacks) and trust-aware models,

and diverges from 1.2 for the attacked unprotected model. The 0.14 validation loss corresponds

to a 90% of accuracy on the test data.

4.5.1 Experimental Setup

Dataset: The data sample d characterized by (xd,yd) has the input of xd, a 512-point FFT of the

beat signals obtained from the radar echoes and averaged over ten consecutive frames. Each input
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(a) MNIST-MLP (b) MNIST-CNN

Figure 4.3: Evaluation results on MNIST. Top: mean training loss; bottom: testing accuracy

FFT measurement is labeled by one of the C = 8 classes representing the distance between the

cooperating robot and the human worker. Data distribution is non-IID as the local data samples

collected independently by each device may contain only a subset of labels. Each device obtains

Di = 25 samples. The size of the validation dataset is D = 16000.

ML model: The considered learning model is a 2NN with a first fully connected (FC) layer of

32 hidden nodes of dimension 512 × 32 followed by a ReLu layer and a second FC layer of

dimension 32 × C followed by a softmax layer. We note that although the considered model is

simple, it is a realistic use case for IoT devices with limited computation and power capabilities.

Attack model: We implement a model poisoning attack in the presence of 80 devices participa-
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ting in the FL task where p = 5%, 10% and 20% of the nodes are corrupt. The attacker parties

will generate the poisoned model by choosing and transmitting the weights randomly in the range

(q ∗ wmin, q ∗ wmax), where wmin and wmax are the minimum and maximum of the weights they

receive from their neighbors. We assume that q = 2.

4.5.2 Trusted Decentralized FL: Numerical Results

Effect of the trust on resilience against attacks: In Fig. 4.4a, we compare the performance of

the proposed trusted FL algorithm in the presence of the attacked agents, with both the normal

(no attack) system and under attack system without trust incorporation. The validation loss is

shown for 120 communication rounds and we assume that 10% of the agents are under attack.

Fig. 4.4a illustrates how incorporating trust into the decentralized federated learning framework

can protect the protocol from being invaded by malicious parties. In the absence of the trust

mechanism and under corrupt network agents, the validation loss will not converge to the correct

value corresponding to when all the agents are operating normally. Therefore, the performance

of the trained model on test data degrades significantly, even with a moderate model poisoning

attack. However, when the trust mechanism is in place, the trained model will converge to that

of the normal implementation. We note that the validation loss after 120 epoch converges to

0.14, and 0.18 for the normal (without any attacks) and the attacked trust-aware processes, and

diverges from 1.89 for the attacked unprotected process. We note that the value of 0.14 validation

loss corresponds to a 90% of accuracy on the test data.

Impact of the percentage of the compromised agents: In Fig. 4.4b, the validation loss of

the normal system, the system under attack with trust, and the system under attack without
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(a) Effect of trust on resilience against attacks (b) Impact of the percentage of compromised agents

trust consideration is depicted for three different values of p, corresponding to mild (p = 5%),

moderate (p = 10%) and severe (p = 20%) model poisoning attacks. It is observed that while

the validation loss of the attacked system is significantly higher than the normal scenario, the

proposed trusted decentralized FL algorithm can improve the performance of the trained model

noticeably for all three values of p. In particular, we note that while the validation loss increases

from 0.56 for a mild attack scenario to 1.89 and 1.85 for the moderate and severe attack cases

respectively, incorporating trust in the decentralized FL algorithm results in a maximum loss

value of 0.21 for the severe attack scenario.

Fig. 4.5 evaluates the performance of the decentralized FL algorithm by benchmarking

the validation loss profile for 140 epochs against other learning algorithms including FedAvg,

and on-device ML. The decentralized FL algorithms are compared for parameter k, i.e. the

number of neighbors that each UAV can use in the consensus-based learning process. FedAvg

corresponds to the centralized FL where we assume there exists a centralized aggregator that

is reachable by all the active UAVs in each round. On-device ML corresponds to the case that

there is no federation, i.e. each UAV only uses the data and the model of its own. The results
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Figure 4.5: Comparing different ML techniques validation loss for the MNIST task

are depicted when averaged over 100 runs and over all the UAVs. It is observed that given the

insufficient amount of data and the non-i.i.d data profile at each UAV, the on-device ML method

converges to a very high validation loss, compared to any of the FL methods. Also, it is observed

that validation loss for both the decentralized FL methods converges to a value that is slightly

higher than that of the FedAvg. This confirms the successful performance of the decentralized

FL technique for the MNIST task.

The comparison of the decentralized FL methods for different values of k in Fig. 4.6,

reveals the impact of the number of neighbors used per device in each round on the performance

of the decentralized FL method. The box plots in Fig. 4.6 compare the validation loss profile

for the UAVs at certain epoch numbers for the case of k = 1 and k = 2. It is observed that

as the UAVs are allowed to communicate with k = 2 neighbors in each round, the validation
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Figure 4.6: Impact of the number of allowed per-device neighbors in each communication round

loss converges faster to its final value. In this experiment, for example, k = 2 will result in

convergence in 120 epochs, while k = 1 needs at least 30 more epochs to converge. However, no

notable difference in the final value of validation loss is observed for the two cases.
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Chapter 5: Channel Reciprocity Calibration for Hybrid Beamforming in Cell-

free Massive MIMO Systems

5.1 Overview

Massive MIMO is considered an enabling technology towards realizing 5G and beyond

communications, since a large number of antennas per base station allows for extended coverage,

effective beamforming [103] [104], higher data rates per users [105], and better spectral efficiency

[106]. For this to be practical on a large scale, effective techniques are required to reduce the

hardware cost and power consumption of such systems. A hybrid beamforming transceiver is

an effective solution for low-cost massive MIMO by reducing the number of radio-frequency

(RF) chains and hence expensive elements such as digital-to-analog/analog-to-digital converters

(DAC/ADC), mixers, etc., and introducing simple phase shifters [107]. Further, massive MIMO

is to be widely used in the physical layer of the next-generation wireless systems, due to its

potential for increasing the network capacity and user bit rates [106]. To mitigate the inter-

cell interference resulting from the densification of the networks deploying massive MIMO, the

distributed massive MIMO (a.k.a. cell-free massive MIMO) technology is proposed. However,

such network densification technique contributes to the inter-cell-interference (ICI) effect which

negatively impacts the performance of the wireless communications system. To overcome this
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issue, the concept of distributed massive MIMO systems is envisioned as a potential technology

for realizing 6G multi-antenna systems [108].

A distributed massive MIMO system is a scalable [105] implementation of coordinated

multi-point transmission (CoMP), where a multitude of access points (APs) that are geographically

separated, co-operate towards jointly serving the mobile users (MUs) to increase the received

signal quality and system throughput [109]. Each AP has its local oscillator and may employ

a large array of antennas. The APs are interconnected and connected to a central server (CS)

through wired backhauling (e.g. Ethernet). To enable beamforming to a user in the downlink the

nodes which are involved in the downlink transmission need to know the downlink channel to a

particular user. To avoid feedback overhead, the AP may be able to estimate the downlink channel

if the downlink and uplink are at the same frequency. Therefore, the recommended scheme for

distributed MIMO systems is a time-division duplex (TDD).

Under the TDD scheme, each AP is enabled to estimate the uplink channel using the uplink

pilot symbols received from the user equipment (UEs). Exploiting the reciprocity of the UL-

DL channel, the uplink estimates can be utilized for estimating the downlink channel. This is

typically termed a reciprocity-based channel estimation in the literature. Under ideal channel

reciprocity, once the uplink channel is estimated the same estimate can be used as the equivalent

for the downlink channel. However, in practice, full channel reciprocity does not hold in general

due to the non-reciprocity in the RF chains of the transceivers at the channel endpoints. To

overcome this issue, calibration techniques must be used to tune the transceiver’s hardware for

reciprocity-based channel estimation to become feasible. Several types of signaling exist in the

literature for reciprocity calibration. A line of research proposes to perform calibration utilizing

the bidirectional channel between the APs and the UEs [110]. Some other approaches perform
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internal calibration at the APs [111] [112], while some works consider over-the-air signaling

between the APs. Given that bidirectional signaling between the APs and the UEs highly depends

on the quality of the UEs links and that deploying cables for the sake of calibration between the

distributed APs is not practical, it is widely supported that the third calibration approach is the

right solution for distributed MIMO systems [108] [113] [114].

Fig. 5.1 depicts the structure of a hybrid beamformer. Regardless of the imperfection

in the phase shifter network (PSN), the reciprocity mismatch at hybrid beamforming systems

stems from the imperfection in the hardware at the digital and the analog RF chains. More

precisely, at the digital RF chain, the digital-to-analog converter, and analog-to-digital converter

(DAC/ADC), and the analog chain, the power amplifier, and the low-noise amplifier (PA/LNA)

require calibration for channel reciprocity. Therefore, although the literature on reciprocity

calibration for fully-digital beamforming is rich, reciprocity mismatch in hybrid beamforming

systems needs to be addressed differently. Reciprocity calibration for hybrid beamforming in

TDD-based massive MIMO systems was first addressed in [115], where the authors used an

internal calibration method where they considered a PSN with sub-array-based architecture. As

opposed to this pioneering work, and similar to [116] [108] [106], in this chapter, we considered

a fully-connected PSN. Within the context of distributed massive MIMO systems, the authors

in [108] proposed a maximum likelihood (ML)-based calibration relying on joint beam sweep

by all APs in the network. The authors consider a single mismatch parameter per AP and only

consider fully digital beamforming. As opposed to this work, in this chapter, we consider a

single mismatch coefficient per digital RF chain which allows for a much more precise recipro-

city calibration [117] [118]. However, among the prior art, at the macroscopic level our approach

remains closest to the one presented in [107] where the authors decompose the channel recip-
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rocity calibration in TDD hybrid beamforming systems into two disjoint problems. They first

come up with a closed-form solution for the calibration of the digital chain and then formulate

and solve an optimization problem to calibrate the analog chain. In [116] calibration of the

PSN is considered. Having taken this imperfection into account in a later work, the authors

calibrate the analog and digital chain in the hybrid massive MIMO system [106]. In this chapter,

we decompose the channel reciprocity calibration task for hybrid beamforming into two sub-

problems. The first sub-problem entails calibrating the digital chain up to an unknown scaling

factor. Having obtained the calibration parameters of the digital chain, the second sub-problem

aims at calibrating the analog RF chain. We note that compared to the prior art, our approach has

minimal overhead in terms of the number of communication rounds required for estimating the

calibration parameters. The main contributions of the chapter are as follows:

• We present a novel two-step low-complexity scheme for calibrating any two nodes in a

distributed MIMO system.

• We introduce the novel concept of reciprocal tandem that is a cornerstone in the joint

reciprocity calibration of the APs in a distributed MIMO system.

• Utilizing the concept of reciprocal tandem, we augment the two-step approach for recip-

rocity calibration of two nodes with a third step, and propose a low-complexity three-step

scheme for the joint calibration of the cluster of APs in the distributed MIMO network.

• We demonstrate how our reciprocity calibration technique enables the cluster of APs to

perform the cooperative hybrid beamforming task utilizing numerical simulation.
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Figure 5.1: Hybrid Beamforming System Model

5.2 System model

We consider a distributed mmWave MIMO system where a cluster of cooperative multi-

antenna APs employing hybrid beamforming, jointly serve mobile users (MUs).

5.2.1 Beamforming Model

The hybrid beamformer consists of a first-level digital beamformer and a second-level

analog beamformer. Each AP is equipped with Nap digital RF chains which are fed by the output

of the digital beamformer for each transmitted stream. In turn, the output of the digital RF chain

goes through an analog beamformer which is connected to Map analog RF chains each of which

is connected to an antenna element where the antenna elements are arranged in a uniform linear

array (ULA) structure. The analog beamformers are usually comprised of phase-only vectors
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which are implemented by a fully connected phase shift network (PSN) [106] between the output

of the digital RF chains and the input of the analog RF chains. In a subarray-based structure [115]

the output of each digital RF chain feeds a disjoint set of analog RF chains (or antennas), hence,

the analog beamformer has a block diagonal structure. We consider a general analog beamformer

in this paper (except for a practical constraint discussed later in Section 9.3) that can treat either

of the fully connected or subarray-based structures as a special case. At the MUs, there are Mmu

and Nmu analog and digital RF chains, respectively.

5.2.2 Channel Model

The mmWave channel between each AP and each MU is assumed to have only a few spatial

clusters L ≪ Nap, Nmu, where L is the number of scatterers, determining the number of paths

between each AP and each MU. We consider a geometric channel model that is given by,

H =

√
NapNmu

L

L∑
ℓ=1

αℓamu (ϕℓ) a
T
ap (θℓ) (5.1)

where αl ∼ CN (0, σ2
α) is the gain of the l−th path, amu (ϕℓ) ∈ CNmu , and aap (θℓ) ∈ CNap denote

the directivity vectors of the MUs and the APs at the angles of arrival (AoA) ϕℓ ∈ [−π/2, π/2)

to the MUs, and the angles of departure (AoD) θℓ ∈ [−π/2, π/2) from the APs. The directivity

vectors aap, and amu are given by,

aap (θℓ) =
[
1, e−j

2πd
λ

sin θℓ , · · · , e−j
2πd
λ

(Nap−1) sin θℓ
]T
,

amu (ϕℓ) =
[
1, e−j

2πd
λ

sinϕℓ , · · · , e−j
2πd
λ

(Nmu−1) sinϕℓ
]T
, (5.2)
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where λ is the carrier wavelength and d denotes the distance between every two adjacent antenna

elements and is set as d = λ/2. The effective channel between any AP and MU is a function

of the mmWave channel and the transfer functions of the RF chains, the PSNs, and the analog

beamformers on both sides. The uplink (UL) and the downlink (DL) channels are given by,

HDL = Rmu,1B
TRmu,2HTap,2FTap,1, (5.3)

HUL = Rap,1F
TRap,2H

TTmu,2BTmu,1 (5.4)

where Tap,1,Rap,1 ∈ CNap×Nap are the digital reciprocity calibration matrices denoting the freq-

uency responses of the transmit and receive digital RF chains (DAC/ADC) at the AP, and similarly

Tap,2,Rap,2 ∈ CMap×Map are the analog reciprocity calibration matrices which denote the transmit

and receive frequency responses of the analog chains (PA/LNA) at the AP, respectively.

Similarly, at the MU, Tmu,1,Rmu,1 ∈ CNmu×Nmu denote the frequency responses of the trans-

mit and receive digital RF chains, and Tmu,2,Rmu,2 ∈ CMmu×Mmu are the transmit and receive

frequency responses of the analog chain. We note that all these matrices are diagonal with the

diagonal elements modeling the gain and phase characteristics of each of the chain elements. The

off-diagonal entries model the cross-talk between the RF hardware that is assumed to be almost

zero under proper RF design [119]. We assume that all the transceivers store codebooks for

the hybrid beamforming task where each codebook consists of codewords that each represent a

beamforming vector. The F ∈ CMap×Nap and B ∈ CMmu×Nmu are known the beamforming matrices

at the AP and the MU, respectively where each beamforming matrix consists of Nt beamforming

vectors. The matrices B and F model the beamformers that precode the input analog streams

that are then amplified and sent to the analog chains. We note that each AP or MU uses the same
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matrices for beamforming both when transmitting and receiving. The transmission in the DL

direction can be modeled by,

yDL = HDLxDL + zDL (5.5)

yUL = HULxUL + zUL (5.6)

where xDL ∈ CNap and xUL ∈ CNmu are the input streams to the digital RF chains (i.e., the output

of the baseband processing unit (BBU) which could in turn be digitally precoded symbols) the AP

and the MU, respectively. In the DL direction, the AP may use a digital precoder W ∈ CNap×Ns ,

such that xDL = Ws where s ∈ CNs is the vector of digital symbols transmitted from the

AP with Ns ≤ Nap being the number of data streams, yDL ∈ CMmu and yUL ∈ CMap are the

vectors of the received signal streams at the BBU in the DL and UL directions, respectively, and

zDL ∈ CMmu and zUL ∈ CMap are the vectors of the additive white Gaussian noise (AWGN) with

the distributions zDL ∼ CN (0, σ2
zIMmu) and zUL ∼ CN

(
0, σ2

zIMap

)
.

5.3 Reciprocity Calibration between two nodes

In this section, we address calibration between two nodes S and S ′. Without loss of

generality, we assume each node employs M analog RF chains and N digital RF chains. The

goal is to estimate a combination of the digital and analog calibration matrices in the transmit

and receive paths for both nodes in such a way that the channel estimation in one direction can

be used in the reverse direction. To this end, we propose a two-step approach for the calibration

process where in the first step we estimate the digital reciprocity calibration matrices and in the

second step we estimate a combination of the analog reciprocity matrices. As becomes evident
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in the following, there is no sub-optimality in breaking the calibration process into two steps,

and our approach takes advantage of the estimated parameters in the first step in the second step

to minimize the number of pilot transmissions required for calibration. This is very important

to minimize the time spent on calibration not only to reduce the calibration overhead but also to

make sure that the channel variation is negligible during the calibration process.

In the first step, the digital reciprocity calibration matrices in the transmit and receive paths

for either of the nodes are estimated up to a scaling factor. Without loss of generality, as we

will discuss later, we use the calibration parameter corresponding to the first antenna element as

the scaling factor. In the second step, we use the estimation of the digital calibration matrices in

formulating the problem of finding a combination of analog calibration matrices that are required

to benefit from channel reciprocity. Although no claim of optimality is made, the proposed

approach is built on a particular pilot transmission and analog beamformer selection to minimize

the number of transmissions required to perform the reciprocity calibration. This is particularly

important because, during the transmission of a group of such pilots, the channel variation is

assumed to be negligible. Moreover, reciprocity calibration has to be performed periodically to

capture the effect of variation in the properties of the elements in the analog and digital RF chains.

Hence, an efficient calibration process with minimum possible time should be devised to reduce

the overhead of the calibration.

We note that even during pilot transmissions, hybrid beamforming is employed by using

proper analog beamformers (i.e., transmit and receive beamformers). A proper analog beamfor-

mer usually uses the entire transmit antenna array, i.e., the weight corresponding to each antenna

element is nonzero. This property trivially holds in the special case that the analog beamformers

are implemented by a PSN. This property is important in practice to ensure good beamforming
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gain, as in theory one may suggest using a trivial beamformer that activates only one antenna

to expedite the calibration process to a linear time based on the number of antennas. Although

in abstract theoretical analysis, such beamformers may seem to be the most efficient in terms of

reducing the calibration time, in practice, an analog beamformer that uses a single antenna on

average transmits (or receives) a fraction of 1/M power in comparison to a beamformer which

uses the entire antenna array that consists of M antenna elements. As a result of this important

practical limitation on the analog beamformers, we will see that even though the first step, i.e.,

the digital chain reciprocity calibration, may be performed in a time that is in the linear order

of the number of digital RF chains, the second step, i.e., the analog chain reciprocity calibration

between two nodes, requires a time that is quadratic in the order of the number of analog RF

chains, i.e., number of antenna elements.

5.3.1 Digital Chain Reciprocity Calibration

To estimate the digital transmit matrix T1 at node S and digital receive matrix R′
1 at node

S ′, we transmitN consecutive pilot signals fromN different digital RF chains of node S with the

digital reciprocity calibration parameters t1i, i = 1, . . . , N . In all these transmissions, we use an

arbitrary but unique beamforming vector, say f1. In other words, we use the pilot signal s = [s]

and F = f1 in (5.5). On the receiver side, the node S ′ will receive on all its digital RF chains

using the M × N receive beamforming matrix B that is defined as B = [b1,b1, . . . ,b1], i.e.,

consisting of N column vectors b1. The received signal for the i-th transmission is given by

y′
i = R′

1B
TR′

2HT2f1t1is+ zDL, ∀i = 1 . . . N (5.7)
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where R′
1 is a diagonal matrix with the diagonal elements with the diagonal elements r′1i, i =

1, . . . , N represented by the vector r′1 = [r′11, . . . , r
′
1N ]. Similarly, for the diagonal matrix T1,

T2, and R′
2 we define t1 = [t11, . . . , t1N ], t2 = [t21, . . . , t2N ], and r′2 = [r′21, . . . , r

′
2N ]. Further,

define the scaling factor h .
= bT1R

′
2HT2f1. Therefore, R′

1B
TR′

2HT2f1t1i can be estimated from

(5.7) as,

ỹ′
i = R′

1ht1i, ∀i = 1 . . . N (5.8)

Note that for all k, l ∈ 1..N , the relation between any r′1k and r′1l can be easily found as

r′1k/r
′
1l = ỹ′ik/ỹ

′
il through any of the N equations in (5.8) where ỹ′ik is the k-th element of the

vector ỹ′. Therefore, the R′
1 matrix can be estimated up to a scaling factor. However, there are

N such noisy observations that may each result in different noisy estimates for R′
1. A similar

argument goes for T1. To get a more reliable estimate of both R′
1 and T1, we formulate the

following optimization problem to find first-level reciprocity calibration matrices.

Problem 13 (First-level Reciprocity Calibration)

The transmit and receive matrices T1, and R′
1 can be found up to a scaling factor as the solution

to the following least-square minimization problem.

T1,R
′
1 = argmin

N∑
i=1

N∑
j=1

∥∥y′ij − r′1iht1j∥∥2 (5.9)

Solving Problem 13, enables us to estimate the digital transmit matrix T1 at node S and

digital receive matrix R′
1 at node S ′ with N2 observations that are achieved through only N
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Algorithm 6 Digital Chain Calibration

Input: s,F = f1,B = [b1,b1, . . . ,b1].
1: For i = 1 to N :
2: Tx: Send s with digital chain t1n and beamformer F.
3: Rx: Receive vector y′

i on all RF chains with beamformer
B according to:

y′
i = R′

1B
TR′

2HT2f1t1is+ zDL

4: End For
5: Define h .

= bT1R
′
2HT2f1. Solve

{t1i, r′1i}Ni=1 = arg min
{t1i,r′1i}Ni=1

N∑
i=1

N∑
j=1

∥∥y′ij − r′1iht1j∥∥2
6: Return T1 = {t1i}Ni=1, and R′

1 = {r′1i}Ni=1.

transmissions. Similarly, the digital transmit matrix T′
1 at node S ′ and digital receive matrix R1

at node S can also be determined with additional N pilot transmission from node S ′ that results

in additional N2 observations.

5.3.2 Analog Chain Reciprocity Calibration

Having determined the R1, T1, R′
1, and T′

1 matrices up to an unknown scaling factor, in

this section, we focus on estimating the receive and transmit matrices of the analog chain. To

do so, we perform a structured pilot transmission over different digital transmit chains, and for

each such transmission, we receive on all N digital receive chains as described in the following.

We select M transmit beamformer fi, i = 1, . . . ,M and bi, i = 1, . . . ,M from the transmit and

receive codebook, respectively, such that the beamforming matrices F = [f1, f2, . . . , fM ] and B =

[b1,b2, . . . ,bM ] are full rank. For each fi, i = 1, . . . ,M , we perform k = 0, 1, . . . , ⌈M/N⌉ −

1 transmissions with transmit beamformer fi from chain 1, and receive beamformers given by
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b1+kN ,b2+kN , . . . ,bN+kN for the kth transmission with the beamformer fi, where bm = b1 for

m > M . Hence, after M⌈M/N⌉ transmission we gather M2 observations that we arrange in a

M ×M matrix Y. Using the model in the downlink direction (5.5), we can write

y′
ki = R′

1B
T
kR

′
2HT2fit11s+ z′ki, (5.10)

for all k = 1, . . . , ⌈M/N⌉ and i = 1, . . . ,M where the estimated values for R′
1 is already

computed in the last step up to a scaling factor r′11. The jth, j = 1, . . . , N row of the matrix

product R′
1Bk for k = 1, . . . , ⌈M/N⌉ is given by a row vector

r′1jb
T
N(k−1)+j = r′11(r

′
1j/r

′
11)b

T
N(k−1)+j

.
= r′11b̃

T
m (5.11)

wherem = N(k−1)+j. Stacking the these row vectors b̃Tm form = 1, . . . ,M results in anM×

M matrix B̃. Considering F = [f1, f2, . . . , fM ] which consists of all M transmit beamforming

vectors and the modified received beamforming vectors in B̃, we would get an aggregate M ×M

observation matrix Y′ as

Y′ = r′11B̃
TR′

2HT2Ft11s
′ + Z′ (5.12)

Similarly, in the uplink direction, we can write,

Y = r11F̃
TR2H

TT′
2Bt

′
11s+ Z. (5.13)

Let Ỹ′ and Ỹ be the estimation of r′11B̃
TR′

2HT2Ft11 and r11F̃TR2H
TT′

2Bt
′
11 based on (5.12)
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and (5.24), respectively. We have the following two observations for the channel,

H̃1 = (r′11t11)
−1R′−1

2 B̃−T Ỹ′F−1T−1
2 (5.14)

H̃2 = (r11t
′
11)

−1T′−1
2 B−T ỸT F̃−1R−1

2 (5.15)

Now, define X .
= B̃−T Ỹ′F−1 and Z

.
= B−T ỸT F̃−1, where X,Z ∈ CM×M are completely

known. Let xij and zij be the elements of the X and Z matrices for all i, j = 1 . . .M . We have,

h̃1,ij

h̃2,ij
=
xijr

′−1
2i t

−1
2j

zijt
′−1
2i r

−1
2j

.
r′−1
11 t

−1
11

t′−1
11 r

−1
11

≈ 1. ∀i, j = 1 . . .M (5.16)

Let us define β = r−1
11 t

′−1
11 /(r

′−1
11 t

′−1
11 ), and αi = r2it

−1
2i , α′

i = r′2it
′−1
2i . We have

αj
α′
i

≈ β
zij
xij
. ∀i, j = 1 . . .M (5.17)

This means that given α1, we can find all αi’s and α′
i’s based on a single scaling factor

that is α1. Please note that the product of R2T
−1
2 is a diagonal matrix where the diagonal

elements are given by [α1, α2, . . . , αM ]. Similarly, R′
2T

′−1
2 the follows a diagonal structure with

the diagonal elements given as [α′
1, α

′
2, . . . , α

′
M ]. To minimize the estimation error, the estimation

of each fraction is not performed individually and we formulate the problem as a joint least square

optimization which involves all fractions to get the best estimates of the second-level calibration

matrices as follows.

Problem 14 (Second-level Reciprocity Calibration)

The second-level analog chain matrices can be found as the solution to the following least-square
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Algorithm 7 Analog Chain Calibration

Input: s,R1,T1,R
′
1,T

′
1, Full-Rank F, Full-Rank B such that

F = [f1, f2, . . . , fM ] ,B = [b1,b2, . . . ,bM ]
1: For fi, i = 1 to M :
2: For k = 0 . . . ⌈M/N⌉ − 1 :
3: Tx: Send s on digital chain t11 with beamformer fi
4: Rx: Receive y′

ki on all digital chains with beamformer
Bk = [b1+kN ,b2+kN , . . . ,bN+kN ] according to:

y′
ki = R′

1B
T
kR

′
2HT2fit11s+ z′ki

5: End For
6: End For
7: Stack the rows of R′

1Bk, k = 1 . . . ⌈M/N⌉ − 1 to get r′11B̃
8: Obtain Y′ = r′11B̃

TR′
2HT2Ft11s

′ + Z′.
9: Repeat steps 1-6 for the uplink direction and obtain

Y = r11F̃
TR2H

TT′
2Bt

′
11s+ Z.

10: Let β = r−1
11 t

′−1
11 /(r

′−1
11 t

′−1
11 ), αi = r2it

−1
2i , α′

i = r′2it
′−1
2i .

11: Obtain matrices X .
= B̃−T Ỹ′F−1 and Z

.
= B−T ỸT F̃−1.

12: Solve

{αi, α′
i}Mi=1 = arg min

αi,α′
j ,i,j∈[M ]

M∑
i=1

M∑
j=1

∥xijαj − βzijα′
i∥

2

13: Return R2T
−1
2 = diag{αi}Mi=1, R′

2T
′−1
2 = diag{α′

i}Mi=1

optimization problem.

{αi, α′
i}Mi=1 = arg min

αi,α′
j ,i,j∈[M ]

M∑
i=1

M∑
j=1

∥xijαj − βzijα′
i∥

2 (5.18)

Having found the best estimates of αi and α′
i parameters, the mismatch calibration matrices

R2T
−1
2 and R′

2T
′−1
2 can be easily formed and found up to a scaling factor as the second-level

calibration matrices.
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5.4 Reciprocity-based DL Channel Estimation

We note that the ultimate goal of reciprocity calibration is indeed finding the downlink

channel estimate based on the uplink channel estimation using the pilots transmitted by the users.

In this section, we first study the DL channel estimation with a single AP and then proceed to the

case of multiple APs.

5.4.1 Downlink Channel Estimation with a Single AP

Using Fmu as the transmit beamformer at the AP and Bmu as the receive beamformer at the

MU in the DL direction, and similarly using Bbs as the transmit beamformer at the MU and Fbs

as the receive beamformer at the AP in the UL direction the signal model at the MU and the AP

is given by,

Ymu = R′
1B

T
muR

′
2HT2FmuT1s+ Zmu (5.19)

Yap = R1F
T
apR2H

TT′
2BapT

′
1s+ Zap (5.20)

Since the digital calibration matrices are known up to a scaling factor, the problem reduces

to finding the effective DL channel Heff
DL

.
= R′

2HT2 based on observations of Yap which involves

the effective uplink channel Heff
UL

.
= R2H

TT′
2. By simple algebra, one can find the effective DL

channel matrix in terms of the effective UL channel matrix as

Heff
DL =

(
R′

2T
′−1
2

)
(Heff

UL)
T
(
R2T

−1
2

)−1 (5.21)
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Now, it remains to estimate Heff
UL. We select Mmu transmit beamformer bi, i = 1, . . . ,Mmu

and Map receive beamformers fi, i = 1, . . . ,Map from the transmit and receive codebook, such

that the matrices F =
[
f1, f2, . . . , fMap

]
and B = [b1,b2, . . . ,bMmu ] are full rank. For each bi, i =

1, . . . ,Mmu, we perform k = 0, 1, . . . , ⌈Map/Nap⌉ − 1 transmissions with transmit beamformers

bi from chain 1, and receive beamformers f1+k⌈Map/Nap⌉, f2+k⌈Map/Nap⌉, . . . , fNap+k⌈Map/Nap⌉ for the

kth transmissions with the beamformer bi, where bm = b1 for m > Mmu. Hence, after

Mmu⌈Map/Nap⌉ transmission we gather MmuMap observations that we arrange in a Mmu ×Map

matrix Y. Using the uplink model (5.6), we can write

yki = R1F
T
kR2HT′

2bit
′
11s+ z′ki, (5.22)

for all k = 1, . . . , ⌈Map/Nap⌉ and i = 1, . . . ,Mmu where the estimated values for R1 is already

computed up to a scaling factor r11. The jth, j = 1, . . . , Nap row of the matrix product R1Fk for

k = 1, . . . , ⌈Map/Nap⌉ is given by a row vector

r1jf
T
Nap(k−1)+j = r11(r1j/r11)f

T
Nap(k−1)+j

.
= r11f̃

T
m (5.23)

where m = Nap(k − 1) + j. Stacking these row vectors f̃Tm for m = 1, . . . ,Map results in

an Map ×Map matrix F̃. Considering F = [f1, f2, . . . , fMap ] which consists of all Map transmit

beamforming vectors and the modified received beamforming vectors in F̃, we would get an

aggregate Map ×Map observation matrix Y as

Y = r11F̃
TR2H

TT′
2Bt

′
11s+ Z. (5.24)
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where B is comprised of puttingMmu transmit beamforming vectors used by MU each in separate

transmissions in one row to get an Mmu ×Mmu matrix and F̃T is comprised of the transpose of

the modified received beamforming vectors in one column to get an Map ×Map matrix. We note

that theMmu transmit beamforming vectors, and theMap receive beamforming vectors are chosen

such that B and F (and hence, F̃) are invertible. Let Ỹ be the estimation of r11F̃TR2H
TT′

2Bt
′
11.

Hence, the effective uplink channel matrix can be written as

Heff
UL =

((
r11F̃

T
)−1

Ỹ (Bt′11)
−1

)T
(5.25)

5.4.2 Downlink Channel Estimation with Multiple APs

Contrary to the case of beamforming from a single AP, where achieving the calibration

between the MU and the AP was enough to obtain the downlink channel estimate by combining

the equations (5.21) and (5.25), we show that when multiple APs co-operate towards jointly ser-

ving an MU a third calibration step must be performed between the co-operative APs in addition

to the two calibration steps outlined in the previous section. Let us consider the scenario involving

two collaborating APs, namely, AP1, and AP2. The extension of the results to the case of multiple

APs is straightforward. Suppose each of the APs estimates its DL channel to the MU separately,

by performing calibration between the AP and the MU as discussed in section 5.4.1. Since the

calibration matrices are only known up to a scaling factor, the DL received signal model between
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each AP and the MU is given by,

yDL, 1 = c1HDL,1s+ zDL,1 (5.26)

yDL, 2 = c2HDL,2s+ zDL,2 (5.27)

where c1 and c2 are the unknown coefficients of the estimated downlink channel between AP1,

AP2 and the user, respectively. The overall downlink channel from both APs is obtained by

collecting all the column vectors of c1HDL,1 and c2HDL,2 into a single channel matrix HDL =

[c1HDL,1, c2HDL,2]. It is important to note that in general, the coefficients c1 and c2 are unknown

and uncorrelated parameters. Therefore, to perform cooperative beamforming we need to at least

estimate the ratio c2/c1. Following equation (5.19), it can be easily inferred that

c1 = rmu11 t
1
11σ

mu
2 (σ1

2t
mu
11 r

1
11)

−1 (5.28)

c2 = rmu11 t
2
11σ

mu
2 (σ2

2t
mu
11 r

2
11)

−1 (5.29)

where rmu11 , tmu11 , and σmu2 are the unknown scaling factors (embedded in the first elements) of the

calibration matrices Rmu
1 ,Tmu

1 , and Rmu
2 (Tmu

2 )−1 for the MU. Similarly, rk11, t
k
11, and σk2 are the

unknown scaling factors (embedded in the first elements) of the calibration matrices Rk
1,T

k
1, and

Rk
2(T

k
2)

−1 for the k-th AP, k = 1, 2. Define c .= c1/c2, we have

c =
rmu11 t

1
11σ

mu
2 (σ1

2t
mu
11 r

1
11)

−1

rmu11 t
2
11σ

mu
2 (σ2

2t
mu
11 r

2
11)

−1
=
t111(σ

1
2r

1
11)

−1

t211(σ
2
2r

2
11)

−1
(5.30)

It is observed that the coefficient c is not a function of the calibration parameters of the
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MU and only depends on the calibration parameters of the APs. Suppose the two-step calibration

process between the APs is performed and the two APs have estimated the calibration matrices

up to a scaling factor. We show that the coefficient c in (5.30) can be obtained by taking a third

step in the calibration process. In the following, we show employing the notion of reciprocal

tandem may facilitate the estimation of this ratio efficiently by only two pilot transmissions, one

from each AP. AP1 transmits a pilot signal from its first digital RF chain using the beamforming

vector f11 that is received by AP2 on its first digital RF chain using beamforming vector b2
1. In the

reverse direction, AP2 transmits a pilot signal from its first digital RF chain using b2
2 which is the

scaled version of the reciprocal tandem of b2
1 and AP1 receives the signal in its first digital RF

chain using the beamforming vector f12 which is the scaled version of the reciprocal tandem of

f11 . Since R2
2(T

2
2)

−1 is known up to a scaling factor, the scaling factor is taken as its first diagonal

element which is denoted by σ2
2 and hence the estimated matrix can be written as R2

2(T
2
2)

−1/σ2
2 .

As a result, we can compute b2
2 = (σ2

2)
−1b̌2

1 = (σ2
2)

−1R2
2(T

2
2)

−1b2
1. Similarly, we can compute

f12 = (σ1
2)f̌

1
1 = ((σ1

2)
−1R1

2(T
1
2)

−1)
−1

f11 . Let the observations in both directions be ỹ12 and ỹ12.

We get,

ỹ12 = r211
(
b2
1

)T
R2

2HT1
2f

1
1 t

1
11 (5.31)

ỹ21 = r111
(
f12
)T

R1
2H

TT2
2b

2
2t

2
11 (5.32)

Transposing the RHS of (5.32) and replacing b̌2
2 and f̌12 with their equivalent values, we can

rewrite it as

ỹ21 = t211(σ
2
2)

−1
(
b2
1

)T
R2

2HT1
2σ

1
2f

1
1 r

1
11 (5.33)
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(a) First-level Calibration NMSE (b) Second-level Calibration NMSE

Figure 5.2: Reciprocity Calibration Normalized MSE (NMSE)

The ratio of the scalar observations ỹ12 and ỹ21, would give

ỹ12/ỹ21 =
t111(σ

1
2)

−1(r111)
−1

t211(σ
2
2)

−1(r211)
−1

(5.34)

that can directly be used to estimate the parameter c. It is easy to extend this analysis to the

case of multiple APs by picking one AP as the reference and calibrating the rest of the APs with

respect to the reference one.

5.5 Performance Evaluation

In this section, we first describe the simulation setup and then proceed to the analysis of

the numerical results.

5.5.1 Simulation Setup and Parameters

We consider two nodes with Mt = 32, 64 and Mr = 32, 64 antenna elements and Nt =

Mt/4, and Nr = Mr/4 digital RF chains, respectively. We consider a multi-path channel model
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(a) First-level Calibration Performance, σ = 0.01. (b) First-level Calibration Performance, σ = 0.1

(c) Second-level Calibration Performance, σ = 0.01 (d) Second-level Calibration Performance, σ = 0.1

Figure 5.3: Channel Reciprocity Calibration Scheme Performance

with L = 4 paths. We assume the gain of each path αℓ, ℓ = 1, . . . , 4 follows a Gaussian

distribution with mean zero and variance σ2
α = 1. The AoAs/AoDs are sampled from a uniform

distribution {θk, ϕk} ∼ U(−π/2, π/2). We assume the reciprocity mismatch gains follow a

log-normal distribution, i.e.
{
ln |ti,n| , ln |ri,n| , ln

∣∣t′i,n∣∣ , ln ∣∣r′i,n∣∣} ∼ N (0, σ), i ∈ {1, 2}, n =

1 . . . N , for standard deviation σ. Similarly, the phase of the mismatch parameters follows a

uniform distribution
{
∠ti,n,∠ri,n,∠t′i,n,∠r

′
i,n

}
∼ U(−π/16, π/16). Our tests are carried out on

a server with an Intel i9 CPU at 2.3 GHz and 16 GB of main memory.
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5.5.2 Reciprocity Calibration between Two nodes

In this experiment, we implement the calibration process described in sections 5.3.1 and

5.3.2 under different circumstances. Fig. 5.2(a, b) depict the normalized mean-square error

(NMSE) resulting from the calibration technique in estimating each of the calibration matrices for

the digital and analog RF chains, versus the transmission noise variance, respectively. The actual

and estimated calibration matrices are normalized with respect to the first element of the matrix to

ignore the constant scaling factor in calculating the NMSE. We observe that in both steps, as the

number of antennas per AP increases the NMSE curves are shifted downwards (NMSE improved

by a factor of 1000), as there will be more observations which allow for making a more precise

estimate of the calibration matrices.

Fig. 5.3 provides a visualization of the effectiveness of our proposed calibration approach

under various noise variances. In Fig. 5.3, we consider M = 32 antenna elements and N = 8

digital RF chains at each AP. The scatter plots in Fig. 5.3(a,b) show the performance of the

first step of the calibration process when estimating the calibration matrix T1 for σ = 0.01 and

σ = 0.1, respectively. It is observed that, in either case, the calibration parameters are obtained

with high accuracy and as the noise variance gets smaller the estimation error reduces. In the

second step of the calibration, one is interested in R2T
−1
2 instead of the calibration matrices R2

and T2 itself. Fig. 5.3(c,d) presents similar results for the second step of the calibration.
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Figure 5.4: Cal. MSE vs. Noise Variance

Figure 5.5: Sum Rate under varying K Figure 5.6: Sum Rate under varying U

(a) Varying magnitude (b) Varying phase (c) Varying phase and magnitude

Figure 5.7: Sum Rate Performance under varying Mismatch with K = U = 2
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5.5.3 Co-operative Zero-forcing Beamforming (ZFBF)

Consider a multi-AP system with K APs each employing N antennas that are serving a

group of U MUs under ZFBF. The received signal at user u is given by,

y = HT
DLWDs+ zDL (5.35)

where H = [h1, . . . ,hU ] ∈ CKN×U , and W = [w1, . . . ,wU ] ∈ CKN×U denote the downlink

channel matrix, and precoding matrix, D = diag
(√

P1, . . . ,
√
PU
)
∈ RU×U is the diagonal

power matrix, and s = [s1, . . . , sU ]
T ∈ CU is the transmit signal. Under zero-force precoding, for

every user u, the corresponding precoder wu is orthogonal to all the channel vectors hv associated

with other users v ̸= u. This way the interference resulting from the desired transmission for a

user is suppressed for other users when the aggregate signal passes through the channel. In the

matrix form, the orthogonality condition can be stated as HTW = Q where Q is usually picked

as the Identity matrix. Therefore, the optimal W can be found as the pseudo-inverse of matrix

HT as W = H
(
HTH

)−1. In this experiment, we simulate a cooperative ZFBF scenario in a

multi-user setup with and without calibration. We consider the achievable sum rate of the users

to compare the performance of ZFBF with and without calibration. The sum rate is computed

as r =
∑U

u=1 log(1 + SNRu), where SNRu is the output signal-to-noise ratio corresponding

to user u. When no calibration technique is in place, the beamforming precoders are decided

based on the uplink channel estimate which is not necessarily a reasonable approximation of the

downlink channel depending on the level of imperfections. This will result in lower output SNR

and therefore lower user sum rate compared to the case where calibration is in place and the
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downlink channel is accurately estimated.

Fig. 5.4 shows the high accuracy of our calibration technique under different noise levels

by depicting the mean squared error (MSE) of the estimated calibration matrices where all the

estimated matrices are normalized with respect to their first elements. Fig. 5.5 shows how the

user sum rate evolves by increasing the number of APs when there are 2 MUs targeted. seen that

the channel reciprocity calibration enhances the user sum rate by 20% and 30% for Mt = 16 and

Mt = 32, respectively, when averaged over different cases on the number of APs in the distributed

massive MIMO network. Fig. 5.7b investigates the same effect as the number of MUs increases

where there are 2 APs in place. We observe that as the number of targeted MUs increases the

impact of calibration becomes more visible. We conclude that channel reciprocity calibration in

multi-user scenarios is drastically important, and its importance gains more attention in densely

populated environments.

Fig. 5.7 measures the impact of our calibration scheme on the performance of ZFBF at

different levels of reciprocity mismatch where there are 2 MUs and 2 APs. In figures 5.7a and

5.7b, the magnitude and the phase of reciprocity mismatch are changing such that the intensity

of the hardware imperfection increases. We observe that as these imperfections worsen (both

in magnitude and phase), the performance of the non-calibrated ZFBF degrades and the users

achieve a lower rate. however, when our calibration technique is in place the achieved rate

remains constant. Fig. 5.7c shows this effect when the magnitude and the phase of the mismatch

coefficients tend to deviate from their ideal values simultaneously. The trend in this figure is

closer to the trend in Fig. 5.7b which indicates that the CHBF is more vulnerable to phase

mismatch.
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Chapter 6: Codebook Design for mm-wave Beamforming in 5G and Beyond

6.1 Overview

With the exponential growth in the number and the diversity of broadband applications in

next-generation communication systems, the ever-increasing need to explore higher bandwidths

reveals the pivotal role of mmWave communications in future wireless networks. However,

given the high path loss and poor scattering associated with mmWave communications, effective

beamforming techniques integrating a large number of antennas (massive MIMO) are required

to ensure satisfactory QoS. The 5th generation of wireless cellular communication systems relies

on massive MIMO as a key component in the realization of the physical layer. Estimating the

channel state information (CSI) at the receiver is a bottleneck in massive MIMO systems since

the overhead of such estimation wipes out the potential gain that can be achieved through such

knowledge. Therefore, two-layer beamforming is used to split the beamforming task into two

steps; (i) first-layer or baseband beamforming over which the CSI is obtained by inserting pilots

into the transmitted streams, and (ii) second-layer beamforming which generates a fixed set of

beams chosen from a codebook.

Therefore, feedback-based beamforming techniques are employed for efficient mmWave

communications. On the other hand, the cost of having one RF chain per transmit antenna

is prohibitive. Hence, not only does the multitude of RF chains for massive MIMO systems
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incur a considerable cost and power consumption, but also it is not going to be used to achieve

multiplexing gain as the full CSI is not practically available. Therefore more practical system

designs consider reducing the number of RF chains to achieve lower power consumption and

lower cost. Such designs that only employ a single RF chain are denoted as analog beamforming

structures in the literature, while hybrid beamforming is reserved for designs consisting of a few

RF chains. In hybrid beamforming, the beamformer consists of two layers. At the first layer,

the baseband beamforming unit (BBU) performs digital beamforming, i.e. controls both the gain

and the phase of the input symbol, while at the second layer, the radio remote head (RRH) only

performs phase shifts, i.e. realizes the analog beamforming.

In the literature, some works mainly focus on the channel estimation problem either by

using feedback from the receiver [120] [121] [122], or by using prior assumptions on the channel

statistics such as the channel covariance matrix, its sparsity, low rank, etc. [123] [124] [125].

To relax the channel estimation challenges, a line of research suggests employing a hierarchical

multi-level beamforming and codebook design, where the AoD/AoA interval is split into disjoint

regions and is searched sequentially at increasing resolution using multi-level codebooks and

sounding the corresponding beamformers [122] [126] [127]. The beam search problem is modeled

and solved in [122] as a Neyman-Pearson (NP) detection problem with the objectives of maximi-

zing the data rate and spectral efficiency, while the authors in [122] propose a DFT-based hybrid

codebook design by the objective of minimizing the gain variance at main lobe, and the authors

in [123] [126] aim at minimizing the distance of the designed gain from the ideal one. More

recently, another line of work has started efforts in employing machine learning-based methods

for channel estimation and hybrid beamforming in MIMO systems [128] [129] [130] [131].

Due to the nature of mmWave channels as being largely line of sight and having only a
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few dominant paths, physical beamforming (beam steering) is a practical and effective way. The

communication beams are designed to have maximum gain toward the direction of the angle of

departure of the user channel. Often, a beam search procedure, e.g., sequential beam search [132],

hierarchical beam search [122], interactive [133], and non-interactive beam search [134], is used

to find the best communication beam. The proposed algorithms in the literature often ignore the

effect of multipath. Recent works [135] have shown that it is in fact possible to exploit multipath

to our benefit to find more robust beams that are less susceptible to blockage and shadowing. The

key idea in [135] is to design a composite beam that has multiple lobes that cover the dominant

paths of the user channel.

In this chapter, we study the codebook design problem considering both the digital and

hybrid beamforming approaches [136] [137]. Under the fully digital scheme, We first consider a

uniform linear array (ULA) of antennas and design a codebook with the objective of minimizing

the mean-square error (MSE) between the desired (ideal) beam gain computed a priori, and the

resulting beam gain from the devised beamforming vector. Next, having the digital beamforming

codebook, we design the hybrid beamforming codebook using the simple yet effective orthogonal

matching pursuit (OMP) algorithm. In contrast to the methods described in [126], and [123] that

utilize the quantization of the angular space, our method results in a super low complexity closed-

form solution that is found analytically. Moreover, we argue that the beam generated by a ULA

is intrinsically two-sided and will extend symmetrically with respect to the axis of the ULA,

i.e., the line passing from the base of antenna elements. This will result in a significant design

suboptimality as (i) the beams cannot cover only the desired angular interval, and (ii) due to the

redundant propagation in the symmetric lobe, lowers the gain on the main arc. To deal with

this issue, we introduce a novel antenna structure, namely, twin-ULA (TULA) which consists of
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two ULAs that are placed in the 2D plane parallel to each other along one axis and with a fixed

distance along the other axis. We show that our new design under this setting not only suppresses

the undesired beams but also improves the gain of the desired main lobe. TULA is different from

the uniform planar antenna arrays (UPA) in the following senses: (1) TULA is not uniform (2) the

plane of UPA is orthogonal to the azimuth plane while the plane of TULA is the azimuth plane.

Indeed, to shape the elevation angle in addition to the azimuth angle, we introduce the novel

structure of twin-UPA which consists of two UPA’s with parallel planes, however, the analysis

of this structure is out of the scope of this dissertation. The driven low-complexity analytical

solution for the beamforming in ULA, TULA is also extended to two more elaborate antenna

structures namely delta and star configurations. The analytical solution eliminates the need for

an exhaustive search (e.g., see [123] [126] for ULA) for optimizing the beams.

Furthermore, we propose an algorithm to design composite beams, i.e., beams that are

comprised of multiple non-neighboring angular coverage intervals (ACIs), say in the azimuth

direction, of possibly different widths [138] [139]. The composite beams are not only important

as data communication beams, but they can also facilitate the beam search process. A codebook

of composite beams, i.e. a composite codebook, is designed for a set of composite beams that are

defined over a set of desired ACIs ACI set. Each entry of the codebook is a beamforming vector

that generates a composite beam defined as a beam that covers a union of disjoint ACIs out of a

set of all desired ACIs.

Such a composite codebook can be used in a variety of applications in next-generation

mmWave communications such as user tracking [140], target monitoring [141], 5G positioning,

two-way communications [142], design of reconfigurable intelligent surfaces [143], UAV-enabled

networks [89], etc. The composite codebook design problem may be also viewed as a generalized
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Figure 6.1: System Model

version of the codebook design problem [126] [122] where the angular range under study is

divided into equal-length ACIs and each codeword is supposed to cover only a single ACI.

6.2 System Model

We consider a multiple-input single-output (MISO) system consisting of a base station (BS)

as the transmitter, and a mobile user (MU) as the receiver as in Fig. 7.1. Given the practical limits

of the MU equipment, stemming from its small antenna size, it makes sense to focus our attention

on only optimizing the transmitter side. Nonetheless, most of the ideas presented in this chapter

can also be applied to the receiver side. We consider Mt antennas at the transmitter and a single

antenna at the receiver.

164



6.2.1 Channel Model

The channel model is given as,

y =
√
ρhHcs+ n (6.1)

with s ∈ C being the input symbol satisfying the power constraint (i.e. E [|s|2] ≤ 1), c ∈ CMt

the unit-norm beamforming vector, h ∈ CMt the block fading channel vector, and ρ the system

signal-to-noise ratio (SNR), and the complex additive white Gaussian noise n ∼ CN (0, 1).

6.2.2 Beamforming Model

We assume under fully-digital beamforming, both the gain and the phase of the antenna

elements, i.e. beamforming coefficients, can be controlled using a single streamed transmission,

i.e., NRF = 1. On the other hand, the RRH may only consist of phased-array antennas realizing

analog beamforming, where only the phase of the antenna elements can be controlled. Under

hybrid beamforming, we assume the RRH exploits phased array antennas, where multiple streams

i.e. NRF > 1, may be transmitted through multiple RF chains. In this case, the beamformer c is

given by c = Fv where F = [f1, · · · , fNRF ] ∈ CMt×NRF is the analog beamsteering matrix and

v ∈ CNRF denotes the symbol transmitted by NRF streams. The first-layer digital beamformer at

the BBU controls both the gain and the phase and generates NRF streams and the second-layer

beamformer is a phased array antenna. Nonetheless, it is important to note that in either scenario

the pilot transmission and channel estimation can only be done on the baseband. By the unit-

norm constraint on c, it must hold that ∥Fv∥ = 1. Moreover, by using phased-array antennas, the
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beam-steering matrix F realizes only a set of phase shifts, i.e., all the vectors fn, n = 1 . . . NRF

are subject to an equal gain constraint defined as |f (m)
n | = 1,m = 1 . . .Mt. We assume each

codebook C, consists of Card(C) = Q codewords. Once a codeword cq is designed under the

fully digital scheme, Fq, and vq must be found subject to the above constraints to realize the

hybrid beamforming scheme.

We consider the design of physical beams that are steered in the azimuth plane where the

beams are supposed to cover one (or multiple disjoint) ACIs. An ACI covering the angular range

from θsb to θfb is denoted by ωb = [θsb , θ
f
b ) where θcb = (θsb+θ

f
b )/2, and λb = |θsb−θ

f
b | are the center

and beamwidth associated with the beam lobe covered by this ACI. We assume θ ∈ [−π, 0].

Further, let us introduce the change of variable ψ = πcosθ. We have ψ ∈ [−π, π], and each beam

is represented by ωψb = [ψsb , ψ
f
b ) in the ψ − domain, where ψab = πcosθab , a ∈ {s, f}. Further

define δb = |ψsb − ψfb |. For the rest of the paper, we prefer to work with the beams over the

ψ − domain, unless otherwise stated.

Let A denote the set of ACIs defined for a given codebook design problem. Let each

element of A be denoted by an index. A beam is denoted by B(B) = {wb}b∈B, where B is the

set of indices of non-neighboring ACIs. A set of ACIs is non-neighboring if any pair of ACIs in

that set are not neighbors, i.e., the starting angle of one beam is not equal to the ending angle of

the other beam. A beam is called single beam (composite beam) if |B| = 1 (|B| > 1).

Example 1. One example of this setting is shown in fig. 6.2. Particularly, fig. 6.2a depicts a
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(a) Angular Coverage Intervals (ACIs) (b) Two Composite Beams

Figure 6.2: Example of the Codebook Design Problem Settings

hypothetical ACI set given as the input to the codebook design problem where we have,

A =

{
[
π

6
,
π

3
), [

19π

48
,
23π

48
), [
π

2
,
5π

8
), [

11π

16
,
13π

16
), [

7π

8
, π), [

−7π
8

,
−19π
24

), [
−3π
4

,
−5π
8

),

[
−π
2
,
−3π
8

), [
−π
4
,
−π
8

)

}

and Fig. 6.2b depicts two potentially desired composite beams B(B1),B(B2) ⊆ A. We have,

B(B1) =

{
[
π

6
,
π

3
), [
π

2
,
5π

8
), [
−3π
4

,
−5π
8

)

}
, B(B2) =

{
[
11π

16
,
13π

16
), [
−π
2
,
−3π
8

), [
−π
4
,
−π
8

)

}

where, B1 = {1, 3, 7}, and B2 = {4, 8, 9}.

Example 2. One may be interested in designing a codebook where the beamwidth of each beam,

whether single or composite, has a resolution of say π/8 and is not larger than π/2. In this case,

the ACI setA consists of all ACIs like ωb = [θsb , θ
f
b ) with beamwidth λb ∈ {π/8, π/4, 3π/8, π/2}
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and θsb = kπ/8, k ∈ Z≥0.

The first example shows the intuition behind our beamforming setting given an arbitrary

ACI list. The second example highlights the case where the ACIs are overlapping. Further, we

say a vector g of length L is a geometric vector with parameter ρ if and only if it can be written

as g = [1, ejρ, · · · , ej(L−1)ρ].

6.2.3 Antenna Array Model

We assume the angle of departure (AoD) θ, is uniformly distributed over the range [−π, 0].

Suppose the antennas are placed at rm, m = 0, . . . ,Mt − 1, for some 2D vector rm. For every

beamforming vector c, the gain of the antenna array at every AoD θ is proportional to

G(c, θ) =

∣∣∣∣∣
Mt−1∑
m=0

cme
−j 2π

λ
[cos θ,sin θ]rm

∣∣∣∣∣
2

(6.2)

In this chapter, we consider various configurations for the antenna array, namely, ULA,

TULA, Delta(∆), and Star (see Fig. 6.3) that are to be specified shortly.

A ULA is defined as rm = mdex, for some d ∈ R+, thus we have

Gula(c, θ) =

∣∣∣∣∣
Mt−1∑
m=0

cme
j 2πmd

λ
cos θ

∣∣∣∣∣
2

(6.3)

In this chapter, we consider a half-wavelength ULA, i.e. d = λ
2
. Furthermore, let us introduce a

change of variable, ψ = π cos θ where ψ ∈ [−π, π]. It is then straightforward to write

Gula(ψ, c) =
∣∣dHula,Mt

(ψ)c
∣∣2 (6.4)
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where

dula,Mt(ψ) = [1, ejψ, . . . , ej(Mt−1)ψ]T (6.5)

A TULA of Mt antennas is defined as,

rm = mdex, m = 0, . . . ,
Mt

2
− 1

rm = mdex + dyey, m =
Mt

2
, . . . ,Mt − 1 (6.6)

In this chapter, we set dy = λ
3
, and introduce another auxiliary variable ϕ = 2π

3
sin θ. In the

following equation (6.2) for the gain of the TULA, we can derive

Gtula(c, θ) =
∣∣dHtula,Mt

c
∣∣2 (6.7)

where

dtula,Mt(ψ, ϕ) =
[
dT
ula,

Mt
2

(ψ), ejϕdT
ula,

Mt
2

(ψ)
]T

(6.8)

As fig. 6.3 depicts, a Delta (∆) configuration of antennas is defined as an equilateral triangle

consisting of 3 TULA of antennas, one on each side. A Star configuration consists of 4 co-centric

TULA legs each of which being a π
4
-rotation of its predecessor. The spacing between the antennas

remains as explained before. In the next section, we formulate the codebook design problem for

a ULA and explain the motivation behind using the other configurations.
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(a) ULA (b) TULA (c) Delta(∆) (d) Star

Figure 6.3: Antenna Array Model

6.3 Single-beam Codebook Design Problem Formulation

For convenience, in this section, we will drop the index ula from the expression of the array

factor dula,Mt(ψ) and gain Gula(ψ, c). Before presenting the formulation of the codebook design

problem, we introduce some new notations. We divide the angular range of θ ∈ [−π, 0] into

equal-length beams ωq for q ∈ {1, · · · , Q}. i.e.

ωq = [θq−1, θq) , θq = −π +
π

Q
q

Corresponding to ωq intervals, there exists νq ranges with respect to ψ such that,

νq = [ψq−1, ψq) , ψq = −π cos(
π

Q
q)

Under the reference gain as in (6.4) and using Parseval’s theorem [144], we will have:

∫ π

−π
G(ψ, c)dψ = 2π ∥c∥2 = 2π (6.9)
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Let Gideal ,q(ψ) denote the desired ideal gain which is supposed to be constant on νq and

zero otherwise. It must hold that,

∫ π

−π
Gideal ,q(ψ)dψ =

∫
νq

tdψ +

∫
[−π,π]\νq

0dψ = (ψq − ψq−1)t = 2π (6.10)

which in turn will give:

Gideal ,q(ψ) =
2π

(ψq − ψq−1)
1νq(ψ), ψ ∈ [−π, π] (6.11)

For each specific beam q, we aim to design the codeword so as to mimic the ideal gain

computed in equation (6.11). Therefore, the plain codebook design problem is formulated as the

minimization of an MSE as follows:

coptq = argmin
c,∥c∥=1

∫ π

−π
|Gideal ,q(ψ)−G(ψ, c)| dψ (6.12)

By uniformly sampling on the range of ψ we can rewrite the optimization problem in (6.43)

as follows,

coptq = argmin
c,∥c∥=1

[
lim
L→∞

Q∑
p=1

L∑
ℓ=1

δp |Gideal ,q (ψp,ℓ)−G (ψp,ℓ, c)|
L

]
(6.13)

where for q = 1 . . . Q,

δq = ψq − ψq−1, ψq,ℓ = ψq−1 +
δq(ℓ− 0.5)

L

171



We can write equation (6.13), as

coptq = argmin
c,∥c∥=1

lim
L→∞

1

L
|Gideal ,q −G(c)| (6.14)

where,

G(c) = [δ1G (ψ1,1, c) . . . δQG (ψQ,L, c)]
T ∈ ZLQ (6.15)

Gideal ,q = [δ1Gideal ,q (ψ1,1) . . . δQGideal ,q (ψQ,L)]
T ∈ ZLQ (6.16)

Note that it holds that

Gideal ,q = 2π (eq ⊗ 1L,1) (6.17)

with eq ∈ ZQ being the standard basis vector for the q-th axis among Q ones. Now, note that

1L,1 = g ⊙ g∗ for any equal gain g ∈ CL. Therefore, we can write:

Gideal ,q = 2π (eq ⊗ (g ⊙ g∗)) =
(√

2π (eq ⊗ g)
)
⊙
(√

2π (eq ⊗ g)
)∗

(6.18)

Similarly, it is straightforward to observe,

G(c) =
(
DHc

)
⊙
(
DHc

)∗
(6.19)
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where

D =
[√

δ1D1 · · ·
√
δQDQ

]
∈ CMt×LQ (6.20)

Dq = [dMt (ψq,1) · · ·dMt (ψq,L)] ∈ CMt×L. (6.21)

Comparing the expressions (8.28), (6.18), and (8.36), one can show that the optimal choice

of cq in (8.28) is the solution to the following optimization problem for a proper choice of gq.

Problem 15 Given an equal-gain vector gq ∈ CL, q ∈ {1, · · · , Q}, find vector cq ∈ CMt such

that

cq = argmin
c,∥c∥=1

lim
L→∞

∥∥∥√2π (eq ⊗ gq)−DHc
∥∥∥2 (6.22)

However, we now need to find the optimal choice of gq that minimizes the objective in (8.28).

Using (6.18), and (8.36), we have the following optimization problem.

Problem 16 Find equal-gain gq ∈ CL, q = 1, . . . , Q, such that

gq = argmin
g

∥∥∥abs(DHcq)−
√
2πabs(eq ⊗ g)

∥∥∥2 (6.23)

where abs(.) denotes the element-wise absolute value of a vector.

Hence, the codebook design for a system with fully digital beamforming capability is found

by solving Problem 17 for proper choice of gq obtained as a solution to Problem 24. The
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codebook for Hybrid beamforming is then found as

Fq,vq = argmin
F,v

∥Fv − cq∥2 (6.24)

where the columns of Fq ∈ CMt×NRF are equal-gain vectors and vq ∈ CNRF . The solution may

be obtained using a simple, but yet effective suboptimal algorithm such as orthogonal matching

pursuit (OMP) [126] [122]. In the next section, we continue with the solutions of problems 17

and 24.

6.4 Proposed Single-beam Codebook Design Method

6.4.1 Single-beam Codebook Design under ULA Setting

Note that the solution to problem 17 is the limit of the sequence of solutions to a least-

square optimization problem as L goes to infinity. Specifically, for each L we find that,

c(L)q =
√
2π(DDH)−1D (eq ⊗ gq) (6.25)

c(L)q = σDqgq (6.26)

where σ =

√
2πδq

L
∑2B

p=1 δp
= 1

L

√
δq
2π

, noting that it holds that,

DDH =

L 2B∑
p=1

δp

 IMt (6.27)

Even though Problem 17 admits a nice analytical closed-form solution, doing so for the
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Problem 24 is not a trivial task, especially because the objective function is not convex. However,

the convexification of the objective problem (8.41) in the form of

gq = argming

∥∥∥∥= 1

2πL
DHD(eq ⊗ g)− eq ⊗ g

∥∥∥∥2 (6.28)

and using c
(L)
q from (8.43) leads to an effective solution for the original problem. Indeed, it can be

verified by solving the optimization problem (8.45) numerically that a close-to-optimal solution

admits the following form.

gq =

[
1 αη · · · αη(L−1)

]T
(6.29)

for some real η, and α = ej(
δq
L
). In the following, we use the analytical form (8.46) for gq for the

rest of our derivations. This solution would not be the optimal solution for the original problem

(8.41). However, it provides a near-optimal solution with the added benefits of allowing to (i)

find the limit of the solution as L goes to infinity, and (ii) express the beamforming vectors in

closed form, as it will be revealed in the following discussion. An analytical closed-form solution

for cq can be found as follows.

cq
(L) = σ

L∑
l=1

gq,ldMt(ψq,l) =

[
σ
∑L

l=1 gq,l · · · σ
∑L

l=1 gq,le
j(Mt−1)ψq,l

]T
(6.30)

Choosing gq as in (8.46), the m-th element of the vector cq = limL→∞ cq
(L), i.e. cq,m, is
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given by

cq,m =
1√
2π

lim
L→∞

1

L

L−1∑
l=0

gq,le
j(mψq,l+1) =

1√
2π

lim
L→∞

1

L

L−1∑
l=0

gq,le
jm(ψq−1+

δq(ℓ+0.5)

L
) (6.31)

After some basic manipulations, we get,

cq,m =
1√
2π
ejmψq−1

∫ 1

0

ejξxdx =
ej(mψq−1+

ξ
2
)

√
2π

sinc(
ξ

2π
) (6.32)

where, ξ = δq(η +m) and sinc(t) = sin(πt)
πt

. However, note that the design under ULA antenna

configuration suffers from multiple shortcomings. (a) First, due to the behavior of ULA, any

beam is symmetric with respect to the ULA axis (i.e., the line passing through the base of the

antennas). This is observed easily by noticing that the reference gain equation (6.4) is an even

function of θ. This means that any beam designed using ULA is two-sided, e.g., if there is a

codeword designed to excite the beam covering [π
8
, π
4
], this codeword will excite the symmetric

beam [−π
4
,−π

8
] as well. (b) Second, the gains corresponding to the codewords covering different

beams vary considerably. Even the ideal gain of the beams with equal beamwidth varies based on

the angular position of the beam (e.g., see equation (6.11)). (c) Third, as we will show in section

9.4, the beams that are close to the direction of the antennas are neither so sharp nor so stable

in terms of gain. To deal with shortcoming (a), we introduce a novel configuration for antenna

elements, namely, TULA.
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6.4.2 Single-beam Codebook Design under TULA Setting

For each codeword cq,twin, let us explicitly write the expression for the reference gain as

before,

G(θ, cq,twin) =
∣∣dHtwin,Mt

(θ)cq,twin
∣∣2 (6.33)

where

dtwin,Mt(θ) =
[
dTMt

2

(θ), ej(
2π
3

sin(θ))dTMt
2

(θ)
]T

(6.34)

We also set,

cq,twin =
[
cT
q,twin,

Mt
2

, ejβcT
q,twin,

Mt
2

]T
(6.35)

for some c
q,twin,

Mt
2
∈ C

Mt
2 and β ∈ R. Therefore,

G(θ, cq,twin) =
∣∣∣dHMt

2

(θ)c
q,twin,

Mt
2

∣∣∣2 ∣∣∣(1 + ej(β−
2π
3

sin(θ)))
∣∣∣2

Further, we define

L(θ) =
∣∣∣1 + ej(β−

2π
3

sin(θ))
∣∣∣ = ∣∣∣∣cos(β2 − π

3
sin(θ))

∣∣∣∣ (6.36)

Observing equation (6.63), we have decomposed the TULA gain into two parts. We use

the first part to generate a gain similar to the desired one designed with ULA and the second part
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to meet the desired isolation level. More precisely, we set

cq,twin,m = ej(mψq−1+
ξ
2
)sinc(

ξ

2π
),m = 0 . . .

Mt

2
− 1 (6.37)

To capture the isolation requirement, we define the isolation factor 0 ≤ µ < 1 as follows,

µ =

∫
ωq

L(−θ)
L(θ)

dθ =

∫
ωq

cos(β
2
+ π

3
sin(θ))

cos(β
2
− π

3
sin(θ))

dθ (6.38)

to denote the level of isolation between each ωq and its counterpart. Therefore, given any

desired isolation level µ, it only remains to solve (6.65) for β and plug into equation (6.62),

to complete the TULA codebook design. By the isolation factor incorporated into the codebook

design framework, we can effectively solve shortcoming (a) and generate one-sided beams. This

design will provide another advantage by significantly improving the gain of the desired beams

as we will illustrate in section 9.4 utilizing numerical results. Nonetheless, the shortcomings (b)

and (c) are still outstanding in the TULA framework. To address the shortcomings (b) and (c),

we propose two more antenna configurations: Delta (∆) and Star. Both configurations utilize

multiple TULA models at the same time where each TULA is responsible for forming a number

of the beams. In other words, each of the TULAs will be excited only with those codewords

that generate the sharpest and most stable beams that at the same time generate high gains at that

interval. Next, we show how this approach resolves the gain variance issue and also improves the

sharpness of the peripheral beams.
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6.5 Composite Codebook Design Problem Formulation

Let cB be the codeword corresponding to the beam B(B). Using the Parseval’s theorem

[145], it is straightforward to write,

∫ π

−π
G(ψ, c)dψ = 2π∥c∥2 = 2π (6.39)

Applying the last equation to the ideal gain corresponding to the codeword cB we get,

∫ π

−π
Gideal ,B(ψ)dψ =

∫
B(B)

tdψ +

∫
[−π,π]\B(B)

0dψ

=
∑
b∈B

∫
ωψb

tdψ =
∑
b∈B

δbt = 2π (6.40)

Therefore, t = 2π
∆B

, where ∆B =
∑

b∈B δb. It follows that,

Gideal ,B(ψ) =
2π

∆B

1Bψ(B)(ψ), ψ ∈ [−π, π] (6.41)

We wish to find the optimal configuration cB for the antenna array such that G(ψ, c)

becomes the most accurate estimate of Gideal ,B(ψ). To this end, we formulate the codebook

design problem as an MSE as follows,

coptB = argmin
c,∥c∥=1

∫ π

−π
|Gideal ,B(ψ)−G(ψ, c)| dψ (6.42)

To solve the above optimization problem, we rewrite the integral in (6.42) as the equivalent
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infinite series as follows,

coptB = argmin
c,∥c∥=1

[
lim
L→∞

2π

L

L∑
ℓ=1

|Gideal ,B (ψℓ)−G (ψℓ, c)|

]
(6.43)

where, ψ = [ψ1, · · · , ψL] is the vector corresponding to the sampled ψ − domain, i.e., ψℓ =

−π + ℓ(2π
L
), ℓ = 1, · · · , L. Also, let ψb be the elements of ψ that lie in ωb. It holds that,

|ψ| = L, and ψb is comprised of |ψb| = Lb, b ∈ B consecutive elements of ψ. We can rewrite

the optimization problem in equation (6.43) as follows,

coptB = argmin
c,∥c∥=1

lim
L→∞

1

L
|Gideal ,B −G(c)| (6.44)

where,

G(c) = [G (ψ1, c) . . . G (ψL, c)]
T ∈ ZL (6.45)

Gideal ,B = [Gideal ,B (ψ1) . . . Gideal ,B (ψL)]
T ∈ ZL (6.46)

Observe that each beam B(B), divides the angular range into 2|B| regions, |B| of which

cover the desired ACIs. Define eB(b) ∈ Z2|B| to be the standard basis vector corresponding to

the representation of beam b in the set {1, · · · , 2|B|}. For instance, in the example described by

fig. 6.2b, we have eB([π2 ,
5π
8
)) = [0, 0, 1, 0, 0, 0]T , or eB([−π4 ,

π
8
)) = [0, 0, 0, 0, 1, 0]T . Utilizing

this notation we write,

Gideal ,B =
∑
b∈B

2π

∆B

(eB(b)⊗ 1Lb,1) (6.47)
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Now, observe that for any equal gain g ∈ CLb it holds that 1Lb,1 = g ⊙ g∗ . Therefore, for

such choice of g we can write:

Gideal ,B =
∑
b∈B

2π

∆B

(eB(b)⊗ (gb ⊙ g∗
b))

=
∑
b∈B

(γb (eB(b)⊗ gb))⊙ (γb (eB(b)⊗ gb))
∗

=

(∑
b∈B

γb (eB(b)⊗ gb)

)
⊙

(∑
b∈B

γb (eB(b)⊗ gb)

)∗

(6.48)

Similarly, one can easily verify that,

G(c) =
(
DHc

)
⊙
(
DHc

)∗
(6.49)

where D = [dMt (ψ1) · · ·dMt (ψL)] ∈ CMt×L. Given the special form of the equations (8.28),

and (8.35), and their usage in the optimization problem entailed in (8.36), it is straightforward to

conclude that coptB is the solution to the following optimization problem for appropriate choices

of gb.

Problem 17 Given any set of equal-gain vectors gb ∈ CLb , b ∈ B find vector cB ∈ CMt such

that

cB = argmin
c,∥c∥=1

lim
L→∞

∥∥∥∥∥∑
b∈B

γb (eB(b)⊗ gb)−DHc

∥∥∥∥∥
2

(6.50)

However, in order to find the optimal solution to the optimization problem in (8.28), we need to
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find the optimal choices of gb, b ∈ B. Utilizing (8.35), and (8.36), the following optimization

problem arises.

Problem 18 Find a set GB of equal-gain gb ∈ CLb , such that

GB = argmin
G

∥∥∥∥∥abs(DHcB)− abs(
∑
b∈B

γb(eB(b)⊗ gb))

∥∥∥∥∥
2

(6.51)

where GB = {gb|b ∈ B}, and abs(.) denotes the element-wise absolute value of a vector.

Therefore, under the fully-digital scheme, by solving problems 24, and 17 the optimal

configuration coptB for composite beamB(B) can be obtained. However, under the hybrid beamforming

regime, the optimal configuration is found as

FB,vB = argminF,v∥Fv − coptB ∥
2 (6.52)

under the equal gain condition on the columns of FB. Several simple heuristic approaches exist

in the literature to obtain near-optimal solutions to the above problem including the effective

orthogonal matching pursuit (OMP) [126] [122] algorithm. In the next section, we continue with

the solution to problems 17, and 24.

6.6 Proposed Composite Codebook Design Method

In this section, we propose our approach for composite codebook design under the ULA

and TULA settings respectively.
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6.6.1 Composite Codebook Design under ULA Setting

Observe that each fixed value of L problem 17 falls in the class of least-square optimization

problems. Therefore, as L tends to infinity, cB is obtained as the limit of the solutions to this

problem. For each L the solution is given by,

c
(L)
B =

∑
b∈B

γb(DDH)−1D (eB(b)⊗ gb) (6.53)

c
(L)
B =

1

L

∑
b∈B

γbD(eB(b)⊗ gb) (6.54)

where it holds that,

DDH =
L∑
l=1

dMt (ψl)d
H
Mt

(ψl) =
L∑
l=1

IMt = LIMt

Define ΓB =
∑

b∈B γb(eB(b)⊗ gb)). Replacing ΓB and (8.43) in equation (8.41) we get,

GB = argmin
G

∥∥∥∥abs(DHD

L
ΓB)− abs(ΓB)

∥∥∥∥2 . (6.55)

Even though Problem 17 admits a nice analytical closed-form solution, doing so for the

Problem 24 is not a trivial task, especially due to the fact that the objective function is not convex.

However, the convexification of (8.41) in the form of

GB = argminG

∥∥∥∥( 1

L
DHD− ILQ

)
ΓB

∥∥∥∥2 (6.56)

leads to an effective solution for the original problem. Indeed, it can be verified by solving
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the optimization problem (8.45) numerically that a close-to-optimal solution admits the form of

geometric vectors gb, of lengths Lb, and parameters ρb = ηδb
L

, b ∈ B, for some real value η.

We use this analytical form for gb for the rest of our derivations. This solution would not be

the optimal solution for the original problem (8.41). However, it provides a near-optimal solution

with added benefits of allowing to (i) find the limit of the solution as L goes to infinity, (ii) express

the beamforming vectors in closed form, as it will be revealed in the following discussion, and (iii)

change η in order to design beams with different qualities such as beamforming gain, smoothness,

and leakage as it is explained in more details in section 9.4. Let us expand the expression for c(L)B

from equation (8.43) to get,

cB
(L) =

∑
b∈B

γb
L

(
Lb∑
ℓ=1

gb,ℓdMt(ψb,ℓ)

)
(6.57)

Further, define

c
(L)
b =

γb
L

Lb∑
ℓ=1

gb,ℓdMt(ψb,ℓ), b ∈ B (6.58)

The m-th element of the vector cb = limL→∞ cb
(L), i.e. cb,m, is given by

cb,m =

√
2π

∆B

lim
L→∞

1

L

Lb−1∑
ℓ=0

gb,ℓe
jmψb,ℓ

=
δb√
2π∆B

lim
Lb→∞

1

Lb

Lb−1∑
ℓ=0

gb,ℓe
jmψb,ℓ (6.59)
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For large enough L, we can write ψℓ,b = ψsb + ℓ( δb
Lb
) to get

cb,m =
δb√
2π∆B

lim
Lb→∞

1

Lb

Lb−1∑
ℓ=0

e
j
ℓηδb
Lb e

jm(ψsb+ℓ
δb
Lb

)

=
δb√
2π∆B

ejm(ψsb ) lim
L→∞

1

Lb

Lb−1∑
ℓ=0

α(η+m)ℓ

=
δb√
2π∆B

ejm(ψsb )

∫ 1

0

α(η+m)Lbxdx (6.60)

where α = e
j
δb
Lb . After a few straightforward steps, we get,

cb,m =
δb√
2π∆B

ej(mψ
s
b+

ξ
2
)sinc(

ξ

2π
) (6.61)

where ξ = δb(η + m). We note that the ULA antenna structure inherently generates two-sided

lobes and hence inefficient beams due to (i) having beam lobes in undesired scopes, and (ii)

having lower effective beam gain in desired ACIs. In the following, we discuss a beam design

using a TULA antenna structure. The TULA structure not only generates single-sided beams but

also improves the beam gain (by almost 3 dB) [145].

6.6.2 Composite Codebook Design under TULA Setting

For some β ∈ R define the codeword under the TULA configuration as,

cB,twin =
[
cT
B,twin,

Mt
2

, ejβcT
B,twin,

Mt
2

]T
(6.62)
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Under such codeword, we can rewrite the corresponding reference gain as,

G(θ, cB,twin) = L(θ)2
∣∣∣dHMt

2

(θ)c
B,twin,

Mt
2

∣∣∣2 (6.63)

where we define,

L(θ) =
∣∣∣1 + ej(β−

2π
3

sin(θ))
∣∣∣ = ∣∣∣∣cos(β2 − π

3
sin(θ))

∣∣∣∣ (6.64)

We note that the gain in (6.63) consists of two terms, one being the reference gain of a ULA

of Mt/2 antennas (by setting the same codeword as in (6.61)) and one being a function of the

parameter β. As before, we use the first term to obtain the beamforming gain but use the second

term to provide the required level of isolation between each beam and its mirrored counterpart to

resolve the inefficiency of the ULA structure. To capture the isolation requirement, we define the

isolation factor 0 ≤ µ < 1 as follows

µ =

∫
ωb

L(−θ)
L(θ)

dθ =

∫
ωb

cos(β
2
+ π

3
sin(θ))

cos(β
2
− π

3
sin(θ))

dθ (6.65)

to denote the level of isolation between each ωb and its mirrored counterpart. Opting for a

small enough value for µ, optimal β has to be obtained by numerically solving equation (6.65).

Plugging in the obtained β into equation (6.62) completes the codebook design under the TULA

structure.
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(a) Codebook in [120] (b) Codebook in [120]

(c) Proposed Codebook (d) Proposed Codebook

Figure 6.4: ULA patterns, Mt = 32, Card(C) = 8, (a)(c) Fully-digital, (b)(d) Hybrid.
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(a) One-sided TULA (b) Hybrid Two-sided TULA

(c) ∆ Configuration (d) Star Configuration

Figure 6.5: TULA-based patterns, (a)(d) Fully-digital, Card(C) = 16, (b) Hybrid, Card(C) =
16, (c) Fully-digital, Card(C) = 12.
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6.7 Performance Evaluation

In this section, we evaluate the effectiveness of our proposed codebooks by means of sim-

ulation under various structures ULA, TULA, Star, and Delta.

6.7.1 Single-beam Codebook Design Problem Numerical Results

A scenario is considered where the whole azimuth angular range [−π, π] is uniformly split

into equal beam widths each of which is excited by one of the codewords. Fig. (6.4a), and (6.4b)

correspond to the codebook design in [120] which achieves equal beamwidths. These figures

were regenerated based on the design in [120] using L = 300 and g = 1L,1. Using the same

antenna configuration (ULA), Fig. (6.4c), and (6.4d) depict our design which improves on the

design in [120] in terms of the reference gain by choosing the vector g as in (8.46). Both the

design in [120] and the design in this paper generate beams with fairly sharp edges and relatively

stable gain in the coverage area.

In order to overcome shortcoming (a), we presented the idea of TULA. Fig. (8.4a) depicts

the first 8 beams of a codebook with 16 beamforming vectors under the TULA structure with µ =

0.01. It can be seen that TULA is very effective in generating one-sided beams. Fig. (8.4b) depicts

all 16 beams of the same codebook under the hybrid beamforming regime. It is observed that not

only does TULA solve shortcoming (a) but also it provides considerable gain improvement on

both sides (almost double). This can be interpreted as removing the undesired signal in the

undesired angular interval on the other side of the antenna axis and contributing to the gain

generated at the desired angular interval. Figures (6.4b), and (6.4d) show the hybrid beamforming

design for NRF = 4 of the corresponding (6.4a), (6.4c), respectively. It can be seen that with
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the codebook size of up to 16, the loss of using hybrid beamforming instead of fully digital

beamforming is not noticeable. Fig. (8.4c) and (6.5d) illustrate the beam patterns of a codebook

of size 12 and a codebook of size 16 using the Delta and the Star configurations respectively.

It is observed that the beam patterns have relatively sharp edges, almost similar gain across the

beams, relatively constant gain over the beamwidth, and precisely splitting the azimuth angle into

equal-sized beams. It is understood that as the number of beams in the codebook increases, the

sharpness of the beams decreases and in order to design the beams with the same sharpness, the

number of antennas has to increase.

6.7.2 Composite Codebook Design Problem Numerical Results

We consider the ACI set and corresponding indices as in Example 1. Fig. 6.6 depicts the

composite beam corresponding to B({1, 3}) designed for ULA, where the beam gain is depicted

in dB. It is observed that the beams have smooth gains within the desired ACIs with very sharp

edges and negligible out-of-band leakage. As illustrated in Fig. 6.7, by using TULA antenna

structure, our beam design technique is capable of covering beams B(B1), and B(B2) as in

Example 1 with high stable gain, while resolving the two-sided beam issue arises in ULA.

To quantify three main qualities of a beam, i.e., the gain, leakage, and smoothness we

define three performance metrics, namely the in-band average gain of the beam, the out-band

average gain, and its in-band variance, respectively. Fig. 6.8 presents the evaluation of these

metrics for a single beam centered around θ = π
2

versus its beam width. Note that, the amount of

in-band variance and out-band average gain are negligible, which confirms the high quality of the

beams generated by our design. Moreover, as intuition also suggests, it is observed that the beam

190



Figure 6.6: Fully-digital, ULA Figure 6.7: Fully-digital, TULA

Figure 6.8: Beam quality vs. λb Figure 6.9: Beam quality vs. η

191



(a) Single-beam shape, η = −2 (b) Single-beam shape, η = −1

(c) Single-beam shape, η = 0 (d) Single-beam shape, η = 1

Figure 6.10: Single-beam shape for varying η

gain is almost inversely proportional to its beam width. Another important design parameter is η

introduced in the definition of the geometric vector form for g. Fig. 6.9 shows how varying the

value of η impacts the beam quality measures, for a single-beam centered around θ = π
2
, with

λb =
π
6
. Of course, based on the design parameter η, there is a three-way trade-off between the

smoothness, gain, and leakage. For the rest of this section, we have used η = −1 which results

in the smoothest beam gain with an acceptable in-band gain. To provide a better envisioning of

the beam shape for the reader, Fig. 6.10 shows how changing the value of η impacts the beam

pattern for a single beam.
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(a) Hybrid (b) Hybrid-Quantized

(c) Quantized-Hybrid (d) Beam quality vs. r

Figure 6.11: Effect of quantization on hybrid beamforming using TULA

193



Figures 6.6-6.10 illustrate the simulation results for a system that is capable of fully-digital

beamforming, i.e., where each antenna element is wired to a single RF chain. However, to

reduce the number of RF chains hybrid beamforming is employed, where only a few (say 6)

RF chains control a second layer phased array feed line to the antennas. Hence a beamformer

c is approximated by Fv where columns of matrix F correspond to the phase-only elements.

Although suboptimal, an efficient algorithm to find F from c is OMP. Fig. 6.11a shows the

result of running the OMP algorithm where NRF = 6 RF chains are used. However, we note

that the codebook has to be stored with finite resolution, say r bits, for each phase shift corres-

ponding to the entries of F. A naive approach is to quantize the entries of F obtained using

OMP using r bits and the result of such approach for r = 3 is given in Fig. 6.11b. Comparing

Fig. 6.11a and 6.11b, it is observed that such inevitable quantization considerably affects the

beam shape and beam gain, hence it suggests that we require finer quantization. However, a more

elaborate technique can be used where the quantization is performed in each step of the OMP

algorithm. The difference is in the former approach we find the hybrid beamforming matrix F

and then quantize it, i.e., hybrid-quantized, while in the latter approach, we perform quantization

at each step, i.e., quantized-hybrid. Using a quantized-hybrid approach, Fig. 6.11c shows that the

beam pattern and its gain for r = 3 is very similar to that of Fig. 6.11a where there is no limit

on the resolution, i.e., r =∞. Finally, Fig. 6.11d shows the effect of increasing the quantization

resolution in the quality of the beams generated by the quantized-hybrid approach. It is observed

that at r = 3, the quality of the generated beams levels that of the hybrid scheme, denoted by

r →∞.
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6.8 Conclusions

Despite ULA’s advantages such as generating sharp beams, it has a few shortcomings

particularly due to its inherent two-sided beams. We proposed a novel TULA structure that

can effectively generate one-sided beams. TULA is not only capable of doubling the number of

beams in the codebook, it provides a much higher gain for each respective beam in comparison

to the ULA structure. Using TULAs in triangle (∆) and star configurations, we have shown

that the entire azimuth angle can be covered by a codebook of beams with equal beam widths,

equal gain, and fairly sharp edges. We studied the composite codebook design problem and

illustrated how multiple disjoint ACIs with different beam widths can be covered with a single

codeword. We highlighted the inefficiencies of ULA in forming arbitrary composite beams and

showed that how we can overcome these inefficiencies by employing a novel antenna structure,

namely TULA. We derived a low-complexity analytical closed-form solution for the composite

codebook design problem for both the ULA and the TULA case and confirmed the validity of our

theoretical findings by means of numerical experiments.
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Chapter 7: Multi-user Beam Alignment for 5G and Beyond

7.1 Overview

In pursuance of larger bandwidth that is required for realizing one of the main promises of

5G, i.e. enhanced mobile broadband (eMBB), millimeter wave (mmWave) communications is a

key technology due to the abundance of unused spectrum available at mmWave frequency ranges

[146]. However, high path loss and poor scattering associated with mmWave communications

lead to intense shadowing and severe blockage, especially in dense urban environments. These

are among the major obstacles to increasing data rates in such high-frequency bands. To tackle

these issues effective beamforming (BF) techniques are required to avoid the power leakage to

undesired directions using directional transmission patterns, i.e., narrow beams [147]. Furthermore,

several experimental results demonstrate that the mmWave channel usually consists of a few

components (a.k.a spatial clusters) [148]. Therefore, it is essential to align the devised narrow

transmission beams with the direction of the channel components. The problem of aligning the

directions of the beams with the angle of departure (AoD) associated with clusters of the channel,

is termed as the beam alignment (BA) problem. In the literature, the beam alignment problem

is also indexed as beam training or beam search. Devising effective beam alignment schemes

is essential since a slight deviation of the transmitted beam AoDs from the mmWave channel

clusters may result in a severe drop in the beamforming gain [149] [140].
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Beam alignment schemes may be categorized as exhaustive search (ES) and hierarchical

search (HS). Under the ES scheme, a.k.a beam sweeping, the angular search space is divided

into multiple angular coverage intervals (ACIs) each covered by a beam. Then the beam with the

highest received signal strength at the receiver is chosen [150] [151]. To yield narrower beams

in ES, the number of beams increases which results in larger beam sweeping overhead. The HS

scheme lowers the overhead of the beam search by first scanning the angular search space with

coarser beams and then gradually finer beams [152] [153] [122]. The BA procedure may happen

in one of the two modes, i.e. interactive BA (I-BA), and non-interactive BA (NI-BA). In the

NI-BA mode, the transmitter sends the scanning packets in the scanning phase and receives the

feedback from the users after the scanning phase is over, while in the I-BA mode, the transmitter

receives the feedback for the previously transmitted scanning pilots during the scanning phase

and can utilize this information in the rest of the scanning phase. Most of the prior art on I-BA

are limited to single-user scenarios while NI-BA schemes can handle multi-user scenarios as the

set of scanning beam does not change or depend on the received feedback from the users.

The process of beam search relies on sending beams out of a set of scanning beams (SB)

and tailoring a data transmission beam (TB) based on the received feedback. In this chapter, we

address the problem of beam alignment in a multipath environment [154] [155]. We formulate the

BA scheme as minimizing the expected average transmission beamwidth under different policies.

The policy is defined as a function from the set of received feedback to the set of transmission

beams (TB). To maximize the number of possible feedback sequences, we prove that the set of

scanning beams (SB) has a special form, namely, Tulip Design. Consequently, we rewrite the

minimization problem with a set of linear constraints and a reduced number of variables which is

solved by using an efficient greedy algorithm.

197



Further, we discuss a fundamental trade-off between the gain of the SBs and TBs. The

higher the gain of an SB, the better the penetration of the SB, and the higher the gain of TB the

better the communication link performance. However, TB depends on the set of SBs, and by

increasing the coverage of each SB, there is more opportunity to find a sharper TB to increase its

beamforming gain. This means that the beamforming gain and hence the penetration of the SB

is reduced. We define a quantitative measure for such a trade-off in terms of a trade-off curve.

We prove a fundamental result by finding the class of SB set designs namely Tulip design which

achieves this fundamental trade-off curve for channels with a single dominant path. We also

find closed-form solutions for the trade-off curve for special cases and provide an algorithm with

its performance evaluation results to find the trade-off curve in general. Our results reveal that

the state-of-the-art beam search algorithm should further optimize their SB sets based on this

fundamental trade-off between the SB penetration and TB gain.

7.2 System model

We consider a mmWave communications scenario with a single base station (BS) and an

arbitrary number of mobile users (MUs), say N , where prior knowledge on the value of N may

or may not be available at the BS. The BA procedure aims at obtaining the accurate AoDs corres-

ponding to the downlink mmWave channel from the BS to the users. Under the BA procedure,

the BS transmits probing packets in different directions via various scanning beams (SBs) and

receives feedback from all the users, based on which the BS computes a transmission beam (TB)

for each user.
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7.2.1 Channel Model

Unlike prior art, we consider multipath in the transmission from the BS to the MUs. More

precisely, we assume the mmWave channel from the BS to each MU contains a maximum of p

resolvable paths where each resolvable path corresponds to a possible AoD of the channel. Let

Ψj = {Ψij}pi=1 denote the random AoD vector corresponding to the channel between the BS and

the jth MU, where Ψij represents the AoD of the ith path. Denote by fΨj (ψ1j, . . . , ψpj), defined

over D ⊂ (0, 2π]p, the probability density function (PDF) of Ψj . The PDF fΨj(.) encapsulates

the knowledge about the AoD of the jth user before the BA procedure or may act as a priority

function over the angular search domain. Such information may be inferred from previous beam

tracking, training, or alignment trials. A uniform distribution is tantamount to the lack of any

prior knowledge or priority over the search domain.

7.2.2 Beamforming Model

We consider a multi-antenna base station with an antenna array of large-size realizing

beams of high resolution. For power efficiency, we assume hybrid beamforming techniques are

in effect in the BS deploying only a few RF chains. Further, we adopt a sectored antenna model

where each beam is modeled by the constant gain of its main lobe, and the angular coverage

interval (ACI) it covers. Such models are widely adopted in the literature for modeling the

beamforming gain and the directivity of mmWave transmitters.
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Figure 7.1: Time-slotted System Model

7.2.3 Time-slotted System Model

We consider a system operating under the time division duplex (TDD) and the NI-BA

schemes, with frames of length T . Each frame consists of T equal slots. In each frame, the first

b slots are dedicated to the transmission of the probing packets, denoted by scanning time-slots

(STS) and the next d slots denoted by feedback time-slots (FTS) are allocated to receiving the

users’ feedback that may arrive through a side channel or according to any random access mode.

Finally, the last T + b + d slots are reserved for data transmission, namely data transmission

time-slots (DTS).

7.2.4 Beam Alignment Model

The objective of the BA scheme is to generate the narrowest possible TBs for the data

transmission phase for each user to produce beams of higher gain and quality. In other words,

utilizing the feedback provided by the users in the FTS to the SBs transmitted by the BS in the

STS, the BS aims at localizing the AoD of each user to minimize the uncertainty region (UR) for
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each AoD. Let B = {Φi}bi=1 be the set of STS scanning beams where Φi denotes the ACI of the

SB sent over time-slot i ∈ [b]. The feedback provided by each user to each SB is binary. If the

AoD corresponding to at least one of the resolvable paths in the channel from the BS to the MU

is within the ACI of the SB, then the MU will receive the probing packet sent via that SB and

feedback an acknowledgment (ACK). Otherwise, the feedback of the MU will be considered as

a negative acknowledgment (NACK) indicating none of the user AoDs lie in the ACI of the SB.

Once the FTS ends, the BS will determine the TBs using the SBs and the feedback sequences

provided by the users according to the BA policy. The BA policy is formally defined as a function

from the set of feedback sequences to the set of TBs.

In the next section, we first elaborate on the BA policy and then provide the BA problem

formulation.

7.3 Problem Formulation

7.3.1 Preliminaries

The BA policy determines how the direction of the TBs is calculated. This decision

naturally considers the UR of the AoDs of each user channel. In this paper, we consider four

different policies that differ based on how they define the URs of the AoDs and whether they

require the exact number of spatial clusters or not.

7.3.1.1 general policies

We define two general policies that do not require any information regarding the number

of spatial clusters, namely i) spatial diversity (SD) policy, and ii) beamforming (BF) policy. The
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SD policy aims at generating TBs with minimal angular span that cover all the angular intervals

that may contain a resolvable path, while the BF policy promises to generate TBs that cover at

least one resolvable path but further reduce the angular span of the TBs. The advantage of the SD

policy to the BF policy is its resilience against the potential failure or blockage of one or some

of the spatial clusters as long as at least one resolvable path remains, while the BF policy has the

advantage of producing much higher beamforming gains compared to that of the SD policy but it

is vulnerable to path blockage. This will introduce an interesting trade-off between connectivity

maintenance and high beamforming gain.

7.3.1.2 path-based policies

If the exact number of spatial clusters, p, is known, each of the above policies may be

improved by further lowering the span of the resultant TBs. We denote the corresponding

two new policies by p-SD policy and p-BF policy respectively. In the following, we state the

expressions for the URs corresponding to each of the mentioned SD and BF policies. Let

Bj
P(B, s) denote the UR of the jth user providing the feedback sequence s under the policy

P ∈ {SD,BF,p−SD,p−BF} and the SB set B. For instance, Bj
SD(B, s) is the minimal angular

span that covers all the resolvable paths for the jth user. Similarly, Bj
BF (B, s) is the minimal

angular span that covers at least one resolvable path for the jth user. Further, let the positivity set

Aj(s) ⊆ [b] be the set of all indices corresponding to the SBs that are acknowledged by the jth

user. Define the negativity set N j(s) ⊆ [b] in a similar fashion for the not acknowledged SBs. To

facilitate the statement of the URs and the subsequent following discussions we define the notion
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of the component beam (CB). The CB ωA is defined as,

ωA = ∩i∈AΦi\ ∪A⊂T⊂[b],A ̸=T ∩i∈TΦi (7.1)

It is straightforward to show that ωA ∩ ωT = ∅ for any A ̸= T , and Φi = ∪A,i∈AωA for

all i ∈ [b]. We define the CB set as C = {ωA, ωA ̸= ∅, A ⊂ [b]}. Obviously, B can be generated

from C and vice versa.

Note that if the jth user sends an ACK in response to the SB Φi, this would mean that

Θi(s)
.
= Φi has at least one resolvable path. On the other hand, a NACK would mean that no

resolvable paths reside in Φi and therefore, any resolvable path should exist in Θi(s)
.
= D − Φi,

and Bj
P(B, s) ∈ D−Φi for the above-mentioned policies. Having this in mind, we can explicitly

express the uncertainty region for the general policies as follows.

Bj
SD(s) =

(
∪i∈A(s)Θi(s)

)
∩
(
∩i∈N(s)Θi(s)

)
(7.2)

Bj
BF(s) = Θk(s) ∩

(
∩i∈N(s)Θi(s)

)
(7.3)

where k = argminl∈A(s)
∣∣Θl(s) ∩

(
∩i∈N(s)Θi(s)

)∣∣. For the path-based policies, having the

luxury of the knowledge of the exact value of p, we can improve the SD and the BF policies

to p-SD and p-BF, respectively. For the simplicity of presentation, we only express the improved

policies for p = 2.

We defineWA = {{C,C ′} s.t. ωC , ωC′ ∈ C, C ∪C ′ = A}, VA = ∪V ∈WA
V and n = |WA|.

Let
⊗
WA denote the Cartesian product of all elements ofWA where each element of

⊗
WA is
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a n-tuple. For a n-tuple T = (t1, t2, . . . , tn), we define UNION(T ) = ∪ni=1ti. We have

Bj
2−SD(s) =

⋃
V ∈VA

ωV (7.4)

Bj
2−BF(s) = UNION(T ∗), T ∗ = arg min

T∈
⊗

WA

|UNION(T )| (7.5)

Note that for the special case of p = 1 all the mentioned policies collapse into one. Next, we will

present the BA problem formulation.

7.3.2 Problem Formulation

We assume there are N users that are prioritized according to the weight vector given by

{cj ≥ 0}Nj=1 ,
∑N

j=1 cj = 1. Let U = {uk}Mk=1 denote the range of the policy function Bj
P(B, s).

In other words, the TBs resulting from the BA scheme may take any value in the set U . The

expected value of the average beamwidth resulting from the BA scheme for policy P is

ŪP(B) =
N∑
j=1

cjE [|BP(s)|] , where, (7.6)

E [|BP(s)|] =
M∑
k=1

|uk|P {BP(s) = uk} (7.7)

and |uk| denotes the Lebesgue measure of the uk. Note that uk may be a finite union of multiple

intervals in which case |uk| will be the sum of their widths. Given the value of b the objective of

the BA scheme is to design {Φi}bi=1 such that the expected average TB beamwidths as in (7.6)
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gets minimized. i.e.,

{Φ∗
i }
b
i=1 = argmin{Φi}bi=1

ŪP

(
{Φi}bi=1

)
(7.8)

As shown in [133], it is straightforward to establish that a multi-user NI-BA problem can

be posed as a single-user NI-BA by casting the weighted average of the users’ PDFs as a prior on

the AoD of a single user.

fΨ(ψ) =
N∑
j=1

cjfΨj(ψ), ψ ∈ D (7.9)

Therefore, we solve the problem for the single-user case with the PDF as in (7.9) and

remove the index j from the notations.

Let PA be the probability of receiving a binary feedback sequence with the positivity set A.

Using the inclusion-exclusion principle we can express PA as follows,

PA =

(∑
C⊂A

g (ωC)

)p

−
∑

B⊂A(L−1)

(∑
C⊂B

g (ωC)

)p

+
∑

B⊂A(L−2)

(∑
C⊂B

g (ωC)

)p

− . . .+ (−1)(L+1)
∑

B⊂A(1)

(∑
C⊂B

g (ωC)

)p

(7.10)

where g (ωC) =
∫
ψ∈ωC

fΨ(ψ)dψ, and A(ℓ), ℓ ∈ [L] is the set of all subsets of A with size ℓ.

Further, let λP(A) be the width of the TB resulting from the feedback sequence s with the

positivity set A. The objective function (7.6) can be rewritten as,

λ̄
.
=
∑
A⊂[b]

λP(A)PA. (7.11)
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where λP(A) for mentioned policies is expressed as,

λSD(A) =
∑
C⊂A

λ (ωC) (7.12)

λBF (A) = min
i∈A

∑
C,i∈C,C⊂A

λ (ωC) (7.13)

λ2−SD(A) =
∑
V ∈VA

λ (ωV ) (7.14)

λ2−BF (A) =
n∑
i=1

λ (ωti) , where T ∗ = (t1, . . . , tn) (7.15)

The optimized scanning beam set B∗ is obtained from C∗ where

C∗ = argmin
C
λ̄ (7.16)

7.4 Proposed Beam Alignment Scheme

In this section, we propose our solution to the mentioned optimization problem. A set of

SB is called generalized exhaustive search (GES) if and only if for any i and j, Φi ∩ Φj = ∅.

A set of SB is called exhaustive search (ES) if and only if it is GES and λ (ωi) = λ (ωj). A

contiguous beam is denoted by its angular coverage interval (ACI), e.g., the beam Φi is denoted

as [si, ei). A composite beam is defined as a beam with multiple disjoint ACIs. As the number of

ACIs increases, the sharpness of the beams deteriorates. For the scanning beams, it is desirable to

use the sharpest beams, hence, we use contiguous beams (beams with single ACIs) as scanning

beams. It is not hard to show that b scanning beams generate at most 2b CBs due to the possible

intersection of multiple scanning beams. Out of the possible set of scanning beams, some are
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more appropriate. Since the policy is a function of the set of feedback sequences, it is desirable to

maximize the size of the set of feedback sequences. Hence, we first pose the following question:

“What is the most distinguishable set of scanning beams, i.e., the set of beams which can generate

the maximum number of possible feedback sequences?”

To answer this question, we define a special form for the set of scanning beams, namely,

Tulip design for which we have proved it generates the maximum number of feedback sequences

for p = 1 and p = 2. While, we strongly believe that the same is true for p ≥ 3, we do not have

formal proof. Hence, any results that are presented in the evaluation section for p ≥ 3 are merely

the results obtained under the assumption of using the Tulip design.

Definition 19 Tulip design is given by a set of contiguous SBs B = {Φi} , i ∈ [b] where each

beam may only have an intersection with its adjacent beams except for Φ1 and Φb for which the

intersection might be nonempty. This means Φi ∩ Φj = ∅, 1 < |i− j| < b− 1.

Theorem 20 Among the set of contiguous scanning beams, a set of scanning beams with Tulip

design generates the maximal number of possible feedback sequences for the channel with p = 1

and 2, for an arbitrary distribution of channel AoD that is nonzero on any points in the range

[0, 2π).

Proof. Please see appendix A.

Under the Tulip design, the CB set takes a special form given by Ceff = C1eff ∪ C2eff where

C1eff = {ωi}bi=1 and C2eff = {ωi,i⊕1}bi=1. Clearly, |Ceff| = 2b. By using Tulip design, we can

reformulate the optimization problem (7.16) in terms of the starting and ending point of the ACI

of the SB Φi, i.e., Φi = [xi, yi) , i ∈ [b]. Hence, we have ωi = [yi⊖1, xi⊕1) and ωi,i⊕1 = [xi, yi⊖1).
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We have

C∗eff = argmin
Ceff

λ̄ (7.17)

xi+1 ≥ xi, ∀i ∈ [b− 1] (7.18)

yi+1 ≥ yi, ∀i ∈ [b− 2] (7.19)

xi+2 ≥ yi ≥ xi+1, ∀i ∈ [b− 2] (7.20)

x1 ≤ yb−1 ≤ 2π + x1 (7.21)

yb ≤ 2π + x2 (7.22)

2π + x1 ≤ yb (7.23)

where constraints (7.18)-(7.23) ensure the validity of the Tulip design. The optimization problem

(7.17) is generally nonlinear. For instance, for uniform distribution on the AoD of the user, the

objective function (7.17) is a polynomial function of the order (p + 1) of the beamwidth of the

CBs. We propose a greedy algorithm to solve the BA optimization problem that is pseudo-coded

as follows in Algorithm 8. The Greedy-SA algorithm starts by discretizing the angular domain

D = [0, 2π] to get the ground set GN , the quantized version of the angular range consisting

of N points. It then randomly picks 2b points from the ground set and forms the initial CB

set Ceff. Hence, the initial value of λ̄ can be easily computed using (7.11). The Greedy-SA

algorithm makes repeated calls to the Modify-Sol routine pseudo-coded in Algorithm 9 to improve

the quality of the CB set Ceff, i.e. to reduce the value of λ̄. Each time the Modify-Sol routine is

called it performs the following sequence of operations. The routine generates the set perm

of all random tuples (p, q, r) where zp and zq are two of the points in the set {zi}2bi=1 and r
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Algorithm 8 Greedy-SA

Input: N, b,P , fΨ(ψ), done = ∅
1: GN

.
= a set of N points in [0, 2π]

2: {zi}2bi=1
.
= a random ordered set of points from GN

3: {zi}2bi=1 ⇔ Ceff
.
= {(zi, zi+1 mod b), i ∈ [2b]}

4: Compute λ̄ from (7.11) using fΨ(ψ) and Ceff

5: while not done do
6: (done, λ̄, Ceff) = modify-sol(GN , λ̄, Ceff)
7: end while
8: Return λ̄, Ceff

Algorithm 9 Modify-Sol

Input: GN , λ̄, Ceff, s = True, count = 0
1: dir = {forward, backward}, λ̄old = λ̄
2: perm = Shuffle {(p, q, r)|p, q ∈ [2b], r ∈ dir, p ≤ q}
3: repeat
4: Orderly select next tuple (p, q, r) from perm
5: Slide {zi}qi=p in r ∈ dir direction on points in GN

6: Compute λ̄new from (7.11) using fΨ(ψ) and Ceff

7: if λ̄new ≥ λ̄old then
8: count++
9: end if

10: until (count = 2b2 + b) ∨ (λ̄new < λ̄old)
11: if count = 2b2 + b then
12: Return (True, λ̄new, Ceff)
13: else
14: Return modify-sol (GN , λ̄new, Ceff)
15: end if

denotes a direction in the set {forward, backward}. It then repeatedly picks one such tuple

and then slides the window {zi}qi=p over the ground set GN in direction r and computes the new

value for λ̄, namely λ̄new. The first time λ̄new goes lower than its old value, the routine records

λ̄new and the corresponding Ceff and calls itself again with these new values. The Greedy-SA

algorithm terminates when all the points {zi}2bi=1 are stable. In other words, when there are no

tuples (p, q, r) ∈ perm which improves the value λ̄ from equation (7.11) by moving the window

{zi}qi=p.
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Figure 7.2: Example of a Tulip design for b = 5

7.5 Trade-off Curve

An example of a Tulip design is given in Fig. 7.2. Any scanning beam in the Tulip design

consists of three parts, namely two side lobes (common between two neighboring scanning

beams) and one middle lobe. We denote by each component a component beam (CB) and define

the set C as the CB set. We denote by the middle lobes the CBs of the first type and by the side

lobes the CBs of the second type. In the above example we have,

C1 = {0, 1, 2, 3, 4}, C2 = {[0, 1], [1, 2], [2, 3], [3, 4], [4, 0]} (7.24)

Next, we define the notion of a trade-off curve.

210



7.5.1 Trade-off curve

Let λP(s) denote the beamwidth of TB for the received feedback sequence s and ηi = |Φi|

denote the beamwidth of the SB i, i.e., Φi . Consider a measure µ(.) which is a function from a

set of real numbers to a single real number. In this paper, we particularly are interested in two

measures: max and average. We define the max function as µ1({ηi}bi=1) = max({ηi}bi=1) and the

average function as µ2({ηi}bi=1) = (1/b)
∑b

i=1 ηi. The tradeoff curve for the policy P , using b

scanning beams for the channel with p path is defined as the minimum value of µ({λP(s)}s∈S)

for any given value of µ({ηi}bi=1) where S is the set of all possible feedback sequences.

To find the trade-off curve, one needs to consider all possible SB designs in general. In

this section, we provide an interesting result on the class of SB designs that outperform all other

designs in terms of the trade-off between the SB and TB sizes. In particular, we prove that for

the channel with a single dominant path p = 1, the trade-off curve is always achieved by an

SB design that follows a tulip design for both max and average measures. The results for multi-

path channels are out of the scope of this paper. We note that for p = 1 both the diversity and

beamforming policies collapse into one. As mentioned before, different measures for the SBs and

TBs can be taken into account for demonstrating the trade-off. For the max measure, we consider

the pair (ηmax, λmax) where λmax represents the maximum resulting beamwidth of the beams in

the TB set, and ηmax denotes the maximum beamwidth for the set of SBs. The trade-off curve

may be interpreted as follows. For a given value of ηmax there is a minimum achievable λminmax.

The trade-off curve is defined as the set of all achievable (ηmax, λminmax). Also, for a given value of

λmax there is a minimum achievable ηminmax. Alternatively, the trade-off curve is composed of all

achievable (ηminmax, λmax). For the average measure, we consider the pair (η̄, λ̄) where λ̄ represents
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the average resulting beamwidth of the beams in the TB set, and η̄ denotes the average beamwidth

for the set of SBs. We have the following theorem.

Theorem 21 The optimal (i.e., generating the trade-off curve) BA scheme is achieved by an SB

set that follows the Tulip design.

proof. Each SB can be represented by its coverage interval which is an arc on the Trigonometric

circle. Hence, if we move in a counterclockwise direction each SB has a starting point and an

ending point. A marker is defined as any starting point or ending point. Please note that in general

multiple starting or ending points may be concurrent (i.e., the same) in which case such marker is

called non-singular marker. If a marker only represents a single starting point or a single ending

point it is called a singular marker. The proof consists of multiple steps.

Step 1: We exchange each of the non-singular markers with multiple singular markers

which are only a differential amount apart in such a way that all starting points are moved in

clockwise directions and all ending points are moved in counterclockwise direction. Please note

that in this process the ordering between the starting points or between the ending points is not

important.

Step 2: There are exactly 2b markers and hence 2b arcs on the circle. Each SB is comprised

of one or more arcs that are adjacent. An arc may be shared between multiple SBs. The order of

an arc is the number of scanning beams that intersect with that arc. Since each SB is contiguous

and each marker is singular, the order of the arcs is alternatively odd and even on the circle. It

can be easily verified that the order of the arc in the Tulip design is alternatively 1 and 2. For

the original design, we associate a Tulip design where the corresponding arcs in both designs are

either odd or even ( See Fig. 7.2).
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On one hand, we have

µ2({ηi}bi=1) = (1/b)
b∑
i=1

ηi = (1/b)
2b∑
i=1

arcini

where arci is the length of the arc i and ni is its order. Similarly, for µ2({ηi}bi=1) we note that

each SB in the Tulip design is entirely covered by at least one SB in the original design. To see

this, we note that each SB in Tulip design consists of three arcs, say, i − 1, i, i + 1 where their

orders ni−1, ni, ni+1, are even, odd, and even, respectively. We note that |ni−1 − ni| = 1 and

|ni+1 − ni| = 1 since each marker is singular and hence the sets of the beams that cover any two

adjacent arcs exactly differ by one beam. Either, we have ni−1 > ni > ni+1 in which case all the

beams that cover the arc i + 1 would cover the arcs i − 1 and i which means that in the original

design, there is a beam that covers all three arcs i − 1, i, , i + 1. Hence, in the Tulip design the

beam that covers exactly the arcs i − 1, i, i + 1 is covered by a beam in the original design. If

ni−1 > ni, ni < ni+1, all the beams that cover the arc i have to cover the arc i − 1 and i + 1.

If ni−1 < ni < ni+1, all the beams that cover the arc i − 1 have to cover the arc i and i + 1.

Finally, if ni−1 < ni, ni > ni+1, all the beams that cover the arc i− 1 are the same as the beams

that cover the arc i+ 1 and they cover the arc i as well, but the arc i covers exactly one different

beam. Hence, it is immediate that the average (or max) of SB for a tulip design that matches the

same marker positions is not more than the average (or max) of SB for the original design. On

the other hand, we note that for both the original design and the Tulip design the position of the

markers is the same. Moreover, the set of TBs for Tulip design is all possible 2b arcs. Since any

other beam design including the original design can at most distinguish the same 2b arcs, hence,

any measure function (e.g., max or mean) on the set of TBs for the Tulip design is always less
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than or equal to that of the original design. This means that the trade-off curve is achieved by the

Tulip design.

Step3: We note that after replacing the original SBs with the Tulip design as described

in Step 2, it is possible to undo the operation of Step 1 and revert back by collapsing the corres-

ponding group of singular markers into a single marker, for each non-singular marker. This would

not affect the correctness of the arguments in step 2. This can also be interpreted as taking the

limit over the differential value δ as it goes to zero which obviously collapses the corresponding

set of singular points to its original non-singular point. We also note that the introduction of Step

1 is necessary for the way that the Tulip design is compared with the original design. Step 3 will

also reveal that the design that achieves the trade-off curve might be a special form of the Tulip

design where, e.g., some arcs are diminishing to zero.

We note that the above theorem holds for any channel distribution, i.e., the distribution of

the paths. For the case of the multi-path channel, i.e., p ≥ 2, Theorem 21 does not necessarily

hold true for an arbitrary policy. The reason lies in the fact that the TB is in general composite, i.e.,

it consists of multiple arcs, and the composition of TBs is a function of the design. Therefore, in

the evaluation section, we present the achievable trade-off curve for the Tulip design in comparison

to that of the other designs without any optimality claim.

7.5.2 Analytical Results for Uniform Distribution

The trade-off curve for uniform distribution somewhat exhibits the worst-case performance.

In this section, we drive the trade-off curve for both max and average measures under uniform

distribution. The results can also facilitate the visualization of the trade-off curve for more
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general cases even though the shape and the endpoints of the trade-off curve vary for different

distributions. First, by using Theorem 21 we derive the closed-form solution for the trade-off

curve.

Theorem 22 The trade-off curve for the average measure (η̄, λ̄) =
(
µ2({ηi}bi=1), µ2({λP(s)}s∈S)

)
and under uniform distribution follows a polynomial from order 2.

Proof. Consider a Tulip design with 2b CBs where {αi}bi=1 and {βi}bi=1 denote the CBs of

degree 1 and 2 respectively. For a given µ2({ηi}bi=1) it holds that,

µ2({ηi}bi=1) = 1/b
b∑
i=1

ηi = (1/b)
b∑
i=1

(αi + 2βi) =

(1/b)
b∑
i=1

(αi + βi) + (1/b)
b∑
i=1

βi =
2π

b
+ (1/b)

b∑
i=1

βi (7.25)

Hence

b∑
i=1

αi = 4π − bη̄ and
b∑
i=1

βi = bη̄ − 2π (7.26)

For uniform distribution on the users’ AoD, we can write

λ̄ = 1/2π
b∑
i=1

(α2
i + β2

i ) (7.27)

For a given η̄, the summation
∑b

i=1 αi and
∑b

i=1 βi is fixed, hence, it is easy to verify that

the minimum value of µ̄ in (7.27) is obtained when αi = α and βi = β for all i ∈ [b] for proper
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values of α and β. We have,

λ̄ = b/2π
(
(α + β)2 − 2αβ

)
(7.28)

Following equation (7.26) we get α = 2γ − η̄ and β = η̄ − γ. Replacing these values in

(7.28) it immediately follows that

λ̄ = (2/γ)η̄2 − 6η̄ + 5γ (7.29)

Hence, λ̄ is a polynomial of degree 2 in terms of η. ■

We note that for any SB design, we have γ ≤ η̄ ≤ 2γ. On the other hand, the analytical

curve in (7.29) has its minimum in η̄ = 1.5γ and it is symmetric with respect to this point. Since

a good operating point for (η̄, λ̄) is where both η̄ and λ̄ are minimized, it is trivial that the trade-

off curve only for γ ≤ η̄ ≤ 1.5γ is of interest. For example for γ ≤ η̄ ≤ 1.5γ, both (η̄, λ̄) and

(3γ− η̄, λ̄) are on the trade-off curve and obviously (η̄, λ̄) is much more efficient than (3γ− η̄, λ̄).

Hence, we focus our attention to the curve between γ ≤ η̄ ≤ 1.5γ.

7.6 Performance Evaluation

In this section, we evaluate the performance of our beam alignment scheme in the multi-

path environment for mentioned policies, i.e., P ∈ {SD,BF, p−SD, p−BF}, and also examine

the notion of trade-off curve by means of numerical simulations. We characterize the solutions for

different policies. We strive to provide additional insights based on our extensive simulations. In

practice the user channels have only a few resolvable paths, hence, we mainly focus on p = 2, 3.
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(a) SD Policy, λ̄ = 2.26 (b) BF Policy, λ̄ = 1.145

Figure 7.3: p = 2, b = 5, N = 1000, Uniform PDF

(a) 2− SD Policy, λ̄ = 1.822 (b) 2−BF Policy, λ̄ = 0.836

Figure 7.4: p = 2, b = 5, N = 1000, Uniform PDF

We consider uniform distribution, the cut-normal distribution, i.e., N (µ = π, σ = 1) that is

truncated beyond the range (0, 2π).

Fig. 7.3-7.5 demonstrate the result of BA under the Tulip design for b = 5 and p = 2.

Each figure shows the CB set that is the output of running algorithm 8 under the given BA policy

and the given average PDF of all users. The labels corresponding to each CB are tagged on the

corresponding arc.

Fig. 7.3 depicts the result of the BA scheme under the SD and the BF policies where
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(a) SD Policy, λ̄ = 1.76 (b) BF Policy, λ̄ = 0.71

Figure 7.5: p = 2, b = 5, N = 1000, Cut-Normal PDF

Figure 7.6: Impact of varying the size of SB set on the BA solution

218



uniform angular distribution is considered for the AoD of the users. This PDF can be interpreted

as having no prior information on the AoD of the users. As intuitively expected, it is observed that

the solution to the BA under the SD policy is an ES. In other words, the component beams in the

set C2eff take zero lengths, and the beams in C1eff take equal lengths. We observe that the solution to

the BA under the BF policy is not ES anymore but it takes the form of a GES. Through extensive

simulations, we have observed that, for uniform distribution and b > 2, the solution to BF and SD

policies are always a GES, and ES, respectively. However, it is not trivial to analytically prove

this result. Please note that the solution for BF policy and b = 2 is not GES. One can easily

verify that the optimal solution for BF policy is not unique as any permutations of the b arc would

have the same λ̄, nonetheless, the minimum value of λ̄ is unique. Indeed, the presented greedy

algorithm always converges to the same minimum value for any initialization. We note that the

average expected TB beamwidth under the BF policy is less than that of the SD policy which

means that the BF policy has a higher beamforming gain. Given that the solution to BF is GES

and the permutations of the arc are not important, one can write the objective function explicitly

in terms of the length of the arcs in the form of a polynomial of degree b. The solution which

minimizes this polynomial can be numerically found. For example, for BF policy, the solution

in terms of the length of the arcs for b = 3, 4, 5 is (1.36, 1.93, 2.99), (1.13, 1.27, 1.52, 2.36),

(0.89, 0.97, 1.09, 1.31, 2.02) with minimum values of 1.94, 1.44, 1.14, respectively. While in SD

policy the length of the arcs are equal, in BF policy the length of the arcs vary due to the fact

that in BF policy we take the arc with minimum ACI when we receive positive feedback on more

than one SB.

Fig. 7.4 depicts the BA result under the p-SD and the p-BF policies for p = 2. It is

observed that under the 2-SD policy all the CBs take equal length. It should be pointed out that
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for the 2-BF policy the greedy algorithm 8 converges to multiple (but usually a small number of)

solutions by using different initialization. Hence, we take the minimum of such a solution. We

observe that the value of λ̄ decreases under the 2-SD and the 2-BF policies compared to that of

the SD and the BF policies and this is due to the luxury of having the information on the value

of p.

Fig. 7.5 shows the result of BA when a cut-normal PDFN (π, 1) truncated between [0, 2π)

is considered. It is observed that the SD policy is not GES anymore while the BF policy

still generates a GES solution. A cut normal distribution on average PDF of the users may

be interpreted as having prior knowledge about the users’ AoDs. For example, the mean and

variance of the users’ AOD from prior beam alignment frames may be used to fit a cut normal

distribution on the PDF of the users’ AoDs in the current frame. Comparing λ̄ for uniform and

cut-normal distributions both for SD and BF policies illustrates that the prior knowledge about

the users’ AoDs results in a smaller λ̄.

Fig. 7.6 demonstrates the expected average beamwidth of the users, λ̄, for different policies

as a function of the size of the SB set b. For the channels with uniform distribution and p = 2

paths, it is observed that BF policy results in a smaller λ̄ than the SD policy, hence, achieves

higher beamforming gain. The same is true for the channel with p = 3. Notably, if the channel

has a larger number of paths, say p = 3 vs. p = 2, the λ̄ for BF policy decreases as having

additional paths allows for choosing the minimum among additional possibilities. However, the

SD policy would need to cover more paths and hence has a larger λ̄. Fig. 7.6 also shows that

using the information about the number of paths in 2− SD and 2−BF policies versus SD and

BF policies would result in a better performance, i.e., smaller λ̄, respectively. Finally, we note

that λ̄ reduces for all policies as the number of scanning beams increases.
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Figure 7.7: Theoretical curve for Uniform dist. Figure 7.8: Empirical curves for general dist.

7.6.1 Trade-off Curve Numerical Analysis

The trade-off curve for arbitrary distribution in general may not admit an analytical form.

Theorem 21 proves useful in this case by restricting the set of scanning beams to Tulip design.

We use Algorithm 8 to compute the points on the trade-off curve for a given value of η̄ = η̄0. We

start by setting η̄0 = γ and increase its value by a small value δ at each step. At each step for a

given value of η̄0, we find the minimum λ̄ by simply iterating Algorithm 8 for a given number

of trials where at least one such starting set of scanning beams defined by {zi}2bi=1 at each step

is the one that correspond to the minimum value of λ̄ in previous step. As we discussed earlier,

the trade-off curve for the uniform distribution achieves its minimum at η̄ = 1.5γ, and any other

distribution beside uniform achieves its minimum at η̄ < 1.5γ. Hence, it is not necessary to search

for the value of η̄ > 1.5γ. After the trade-off curve reaches its minima say at η̄∗ increasing the

value of η̄ > η̄∗ would not improve the curve. This is verified through our numerical evaluation as

well. For empirical measurements, We consider uniform distribution, the cut-normal distribution,

i.e., N (µ = π, σ = 1) that is truncated beyond the range (0, 2π), and the piece-wise uniform
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distribution with two segmentsA = [0, 2π/3] with p(A) = 3/4, andB = [2π/3, 2π] with p(B) =

1/4. Fig. 7.8 illustrates the trade-off curve for b = 5 beams using average measures evaluated

based on the proposed algorithm for these three distributions. As derived in Section 7.5 the trade-

off curve for uniform distribution is a convex curve that starts from η̄ = γ and admits its minimum

at η̄ = 1.5γ. It is easy to verify that the trade-off curve for the average measure is convex since

time sharing between every two SB sets can be used to generate points on the line connecting the

performance points of these two SB sets. The trade-off curves for the same number of beams b

for non-uniform distributions are always strictly below that of the uniform distribution. This can

be interpreted as uniform distribution as the worst case in terms of trade-off. We note that the

other two trade-off curves for both piece-wise uniform distribution, and cut-normal distribution

in Fig. 7.8 start from η̄ = γ and take minima at a point for which η̄ < 1.5γ. Fig. 7.7 depicts the

theoretical trade-off for uniform distribution on the user AoD for both measures discussed earlier.

The curve corresponds to the Avg. and Max. measures follow parabolic (equation (7.29)) and

linear curves, respectively. We note that the point (γ, γ) on the Avg. trade-off curve corresponds

to the GES scheme and on the Max. trade-off curve to the ES scheme.

7.7 Conclusion

We studied the non-interactive multi-user beam alignment problem in mmWave systems

while considering the effect of multi-path. We introduced the Tulip design for the scanning beams

in the probing phase and proved its optimality in terms of maximizing the achievable number of

feedback sequences when the scanning beams are contiguous. We modeled beam alignment as an

optimization problem under different policies and proposed a greedy algorithm to find the optimal
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BA scheme. We characterized the solutions of our BA scheme through numerical experiments

and presented our observations. We reveal a fundamental trade-off between the SBs and TBs

gains and define the notion of the trade-off curve. We show a fundamental class of SB set design,

namely Tulip Design achieves the trade-off curve. We present a closed-form solution for the

trade-off curve for special channels with uniform distribution on AoA. For general distributions,

we provided an algorithm and evaluation results to find the trade-off curve. Our results emphasize

that the state-of-the-art beam search algorithms should further optimize their SB sets based on

this fundamental trade-off between the SB penetration and TB gain.
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Chapter 8: RIS-aided mm-Wave Beam-forming for Two-way Communications

of Multiple Pairs

8.1 Overview

The next generation of wireless communication systems aims to address the ever-increasing

demand for high throughput, low latency, better quality of service, and ubiquitous coverage.

The abundance of bandwidth available at the mmWave frequency range, i.e., [20, 100] GHz, is

considered a key enabler towards the realization of the promises of next-generation wireless

communication systems. However, communication in mmWave suffers from high path loss and

poor scattering and diffraction. Therefore, mmWave signals are vulnerable to blockages, espec-

ially in urban areas. Since the channel in mmWave is mostly line-of-sight (LoS), i.e., a strong

LoS path and very few and much weaker secondary components, the mmWave coverage map

includes blind spots as a result of shadowing and blockage. Beam-forming employing massive

MIMO is primarily used to address the high attenuation in the mmWave channel. In addition

to beam-forming, relaying can be designed to generate constructive superposition and enhance

the received signals at the receiving nodes. Equipping MIMO communication systems with

Reconfigurable Intelligent Surfaces (RISs) may extend the capacity of mmWave by covering

the blind spots and providing diverse reception at the receiving nodes.
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RIS [156] [157] [158] is denoted as a potential enabling technology for realizing 6G-and-

beyond [159] [160], due to its great potential for manipulating the impinging electromagnetic

waves and artificially shaping the wireless propagation environment in a cost-effective and energy-

efficient manner. The wireless propagation environment in current communication systems is

considered to be uncontrollable and stochastic, and therefore, the existing wireless system design

methods and principles (e.g. mmWave communication systems, massive MIMO, etc.) are traditionally

developed on a reactive basis to adapt to this stochastic behavior. An RIS typically consists of a

large number of low-cost reflecting elements arranged in planar artificial metasurfaces. Each RIS

cell is capable of manipulating the phase and the amplitude of incident electromagnetic waves

in response to real-time external signals provided by a smart controller. The programmability

of the RIS enables them to flexibly modulate RF signals without the need to use any mixers,

analog phase-shifters, analog-to-digital/digital-to-analog converter, etc. [161] [162]. This not

only drives the RIS hardware cost and energy consumption down but also allows for the design

of RF chain-free wireless transceivers [163] [164]. Therefore, either as active transceivers or

passive reflectors, RIS may be a promising solution to revolutionize the design of the physical

layer in next-generation wireless communication systems.

8.1.1 Related work

RISs have attracted a lot of attention both from industry and academia, over the past few

years. The effort toward realizing the prospects of achieving RIS-aided wireless communications

initially started with theoretical developments based on mathematical models. More recently,

real-world trials with prototyping and field experiments have been pursued more seriously than
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before in the literature. Several funding agencies have heavily invested in theoretical develop-

ment, designing, prototyping, and testing the intelligent metamaterial surfaces. Since 2012, the

National Science Foundation (NSF) in the US, and the European Commission, Horizon 2020,

have spent millions of dollars on projects tackling different aspects of the metasurfaces and

integrating the RIS with next-generation networks [165].

As far as experimental trials are concerned, extensive efforts have been made. The Japanese

network operator NTT DoCoMo in collaboration with its partners has repeated a few successful

trials over the past couple of years, demonstrating how their designed transparent dynamic meta-

surface can improve the power of the radio signal at 28 GHz [166]. In [167], the authors have

proposed a prototype for RIS-enabled wireless communications with an RIS consisting of 1100

elements operating at 5.8 GHz. They show their passive reflect-array design provides significant

gain improvement in point-to-point wireless communications through indoor and outdoor field

trials. Another prototype is proposed in [168] for modulating the incident waves based on single-

carrier Quadrature Phase Shift Keying (QPSK) to design RIS-based transceivers achieving a

2.048 Mbps data rate for video streaming. The prototype in [163] achieves an RIS-based RF-

chain free transceiver.

RISs are promising to be deployed in a wide range of communications scenarios, such

as high throughput MIMO communications [164] [169], ad-hoc networks, e.g., UAV comm-

unications [170] [171], physical layer security [172], etc. In radar, deployment of RIS with the

judicious design of phase shifts has shown improvement in the estimation of the radar cross-

section [173] and moving target [174]. Apart from the work focusing on theoretical performance

analysis of RIS-enabled systems [175] [176], a considerable amount of work has been dedicated

to optimizing such an integration, mostly focusing on the phase optimization of RIS elements
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[177] [178] [179] to achieve various goals such as maximum received signal strength, maximum

spectral efficiency, etc. For more information on the challenges and opportunities associated with

RIS, we refer interested readers to [180] [181] and the references therein. In this chapter, we

present an RIS-aided architecture to facilitate two-way communications [143] [182] [183] [184].

Most of the prior art in RIS-aided two-way communications, focuses on single-beam comm-

unications [142] [185]. However, in this chapter, we propose the idea of RIS-aided multi-beam-

forming. The idea of RIS-aided multi-beam-forming, i.e. beam-forming with multiple disjoint

lobes was first introduced in [143], where the authors aimed at covering the mmWave blind spots

by designing sharp beams covering various ranges of solid angle. The codebook design problem

for such beamforming was addressed in [186]. In [187], the authors employ dual beamforming

for short-range target monitoring.

8.1.2 Main contributions

In this chapter, we consider a communication scenario between a transmitter, e.g., the Base

Station (BS), and terrestrial end users through a passive RIS that reflects the received signal from

the transmitter toward the users. Hence, the users that are otherwise in blind spots of network

coverage become capable of communicating with the base station through the RIS that is serving

as a passive reflector (passive relay) maintaining communication links between the BS and the

users. Given the geospatial variance among the locations of the end users served by the same

wireless system, the RIS may have to simultaneously accommodate users that lie in different

angular intervals that are widely separated with a satisfactory Quality of Service (QoS). In what

we refer to as multi-beamforming, we particularly address the design of beams consisting of
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multiple disjoint lobes to cover different blind spots using sharp, high gain, and effective beam

patterns. In the following, we summarize the main contributions of this paper:

• [RIS-UPA to UPA Transformation] We present simple yet important properties of RIS

with UPA structure (RIS-UPA) when used as a beam-former in Section 8.3. Accordingly,

we present a transformation between the beam-former design problem in UPA and RIS-

UPA which allows us to directly borrow the design for UPA beam-forming and through a

transformation use it for RIS-UPA beam-forming.

• [Multi-beamforming] We present a new beam-forming design technique termed as multi-

beamforming aiming to design beams with multiple disjoint lobes. The multi-beamforming

design inherently depends on the solid angle (say Ω1 in Fig. 8.1) at which the incident wave

activates the RIS elements. The proposed beam-forming design easily adapts to changes in

Ω1 and we provide a visualization as to how the beam would change in response to change

in Ω1.

• [Custom footprint] The proposed method has the flexibility to design a beam with a

custom footprint. The beam footprint may be defined as the cross-section of the beam

lobes with the sphere (say at beam gains within the half-power (3dB) point and maximum

gain).

• [Compound beams] We design the parameters of the RIS to achieve multiple disjoint

beams covering various ranges of a solid angle. The designed beams are fairly sharp, have

almost uniform gain in the desired Angular Coverage Interval (ACI), and have negligible

power transmitted outside the ACI.
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• [Complexity] Thanks to the analytical closed-form solutions for the multi-beamforming

design, the proposed solution bears very low computational complexity even for an RIS

with massive array sizes.

• [Multilink] We provide RIS beam-forming design in multilink scenarios where different

pairs of transmitters and receivers are communicating simultaneously with the help of the

same RIS. Moreover, we establish a connection between multilink beamforming and multi-

beamforming.

• [Evaluation] Through numerical evaluation we show that by using a passive RIS, multi-

beamforming can simultaneously cover multiple ACIs. Moreover, multi-beamforming

provides tens of dB power boost w.r.t. the single-beam RIS design.

8.1.3 Notations

Throughout this paper, C, R, and Z denote the set of complex, real, and integer numbers,

respectively, CN (m,σ2) denotes the circular symmetric complex normal distribution with mean

m and variance σ2, [a, b] is the closed interval between a and b, [m] is the set ofm positive integers

less than or equal tom, [(m,n)] is the set of allm×n integer pairs with the first element less than

m and the second element less than n, 1a,b is the a× b all ones matrix, IN is the N ×N identity

matrix, 1[a,b) is the indicator function, ∥ · ∥ is the 2 -norm, ∥ · ∥∞ is the infinity-norm, | · | may

denote cardinality if applied to a set and 1-norm if applied to a vector,⊙ is the Hadamard product,

⊗ is the Kronecker product, the operator diag{.} when applied to a square matrix takes the vector

of its diagonal elements, and when applied to a vector of elements, forms a diagonal matrix of

that vector, AH , and Aa,b denote conjugate transpose, and (a, b)th entry of A respectively. We
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have summarized the list of variables and parameters frequently used in the paper in table 8.1.

Table 8.1: Frequently-used parameters and variables

Variables Description
Θ The decision variables representing the coefficients of RIS elements manipulating the impinging electromagnetic waves
λ The decision variables representing the overall impact of the RIS when excited from an incident solid AoA of Ω1

c The normalized version of λ, or equivalently, the normalized beam-forming vector corresponding to a Uniform Planar Array (UPA) of antennas
g Equal-gain vector that has to be optimally chosen when deciding the optimal configuration c.

Γ (Ω1,Θ,Ω) The gain of an RIS configured by Θ at AoD Ω when excited from an incident angle Ω1.
G(ξ, ζ,λ) The beam-forming gain of a UPA of antennas configured by λ at AoD ψ = [ξ, ζ]

η The design parameter embedded in g determining the quality of the beams formed by the multi-beamforming approach.
Parameters Description

Ht The effective channel matrix from the transmitter to the RIS
Hr The effective channel matrix from the RIS to the receiver

aM(Ω) The array response vector of an array of M antennas or an RIS consisting of M elements at the solid angle Ω
ρt The gain of the Line-of-Sight (LoS) path from the transmitter to the RIS
ρr The gain of the Line-of-Sight (LoS) path from the RIS to the receiver
Ωt The Angle of Departure (AoD) from the transmitter towards the RIS
Ωr The Angle of Arrival (AoA) from the RIS at the receiver
Ω1 The Angle of Arrival (AoA) from the transmitter at the RIS
Ω2 The Angle of Departure (AoD) from the RIS towards the receiver
τ(Ω) The operator τ maps the solid angle Ω = [ϕ, θ] to ψ = [ξ, ζ] = τ(Ω)
dM(ψ) The directivity vector of an array of antennas at direction ψ
B The total angular range under study in the Ω domain
Bψ The total angular range under study in the ψ domain
Dn The n-th receive zone in the n-th communication pair
An The minimal index set of the particles covering the n-th receive zone Dn
Bψp,q The area covered by the (p, q)-th particle in the ψ-domain
ep,q The vector with a 1 in the (p, q)-th entry out of [(Qv, Qh)] ones and zero everywhere else

8.2 System model

8.2.1 Channel model

Consider a communications system with a multi-antenna BS with Mt antenna elements as

a transmitter and a multi-antenna receiver withMr antenna elements. The MIMO system is aided

by a multi-element RIS consisting of M elements arranged in an Mh ×Mv grid in the form of a

UPA as shown in Fig. 8.1, where Mh and Mv are the number of elements in the horizontal and

vertical directions, respectively. The received signal y ∈ CMr as a function of the transmitted
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Figure 8.1: System model

signal x ∈ CMt can be written as,

y = (HrΘHt)x+ z (8.1)

where z is the noise vector, with each element of z is drawn from a complex Gaussian distribution

CN (0, σ2
n), Ht ∈ CM×Mt and Hr ∈ CMr×M are the channel matrices between each party and

the RIS. We assume that the RIS consists of elements for which both the phase θm and the gain

βm (in form of the attenuation of the reflected signal) of each element, say m, may be controlled

and Θ ∈ CM×M is a diagonal matrix where the element (m,m) denotes the coefficient βmejθm

of the mth element of the RIS. Assuming a LoS channel model both between the transmitter and

the RIS and between the RIS and the receiver and using the directivity vectors at the transmitter,
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the RIS, and the receiver, the effective channel matrices can be written as,

Hr = aMr(Ωr)ρra
H
M(Ω2) (8.2)

Ht = aM(Ω1)ρta
H
Mt

(Ωt) (8.3)

where aM(Ω) is the array response vector of an RIS with elements in a UPA structure (RIS-UPA),

Ωt and Ω2 are the solid Angles of Departure (AoD) of the transmitted beams from the transmitter

and the RIS and Ω1 and Ωr are the solid Angles of Arrival (AoA) of the received beams at the

RIS and the receiver, respectively.

The gains of the LoS paths from the transmitter to the RIS and from the RIS to the receiver

are denoted by ρt and ρr, respectively. Note that an arbitrary solid angle Ω specifies a pair of

elevation and azimuth angles (ϕ, θ). Therefore, in the above definitions we set Ωa = [ϕa, θa],

a ∈ {1, 2, t, r}. Further, assuming no pairing between the RIS elements, Θ will be a diagonal

matrix specified as

Θ = diag{[β1ejθ1 , . . . , βMejθM ]} (8.4)

where βi ∈ [0, 1] and θi ∈ [0, 2π]. Using equations (8.1)-(8.3), the contribution of the RIS to the

channel matrix when excited from incident angle Ω1 for a receiver at a given solid angle solid

angle Ω is given by

Γ(Ω1,Θ,Ω) = aHM(Ω)ΘaM(Ω1) = aHM(Ω)λ (8.5)

where we define λ = ΘaM(Ω1), λ ∈ CM .
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8.2.2 RIS model

Consider a RIS consisting of Mv ×Mh antenna elements forming a UPA structure that is

placed at the x-z plane, whereM .
=MvMh and the z-axis corresponds to the horizon. Let dz, and

dx denote the distance between the antenna elements in the z and x axis, respectively. Throughout

this paper, we assume that the transmitter and the receiver are within the far field of the RIS. As

opposed to the near-field regime, the diversity gain distribution in the far field does not depend

on the distance between the transmitter and the RIS [188]. RIS-enabled communications in the

near field require a thoroughly different design. For an example of such a specification, please

refer to [189]. The array response vector of an RIS-UPA can be found in a similar way to that of

a UPA. At a solid angle Ω = [ϕ, θ], we have

aM(Ω) =
[
1, ej

2π
λ
rΩr1 , . . . , ej

2π
λ
rΩrM−1

]T
∈ CM (8.6)

where we define rΩ = [cosϕ cos θ, cosϕ sin θ, sinϕ], and rm = (mhdx, 0,mvdz) to respectively

denote the direction corresponding to the solid angle Ω, and the location of the m-th RIS element

corresponding to the antenna placed at the position (mv,mh) with m = mvMh +mh.

Further, we define a transformation of variables as follows. For a solid angle Ω = [ϕ, θ],

define ψ = [ξ, ζ]

ξ =
2πdz
λ

sinϕ, ζ =
2πdx
λ

sin θ cosϕ (8.7)
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Introducing the new variables into equation (8.6), it is straightforward to write,

aM(Ω) = dM (ψ) = dMv (ξ)⊗ dMh
(ζ) ∈ CM (8.8)

where dM denotes the directivity vector of the RIS, and the directivity vectors dMa , a ∈ {v, h}

are defined as follows.

dMv (ξ) =
[
1, ejξ · · · ej(Mv−1)ξ

]T ∈ CMv

dMh
(ζ) =

[
1, ejζ · · · ej(Mh−1)ζ

]T ∈ CMh (8.9)

where ψv = ξ, and ψh = ζ . Finally, let B be the angular range for Ω under our interest defined as

follows,

B =
[
−ϕB, ϕB

)
×
[
−θB, θB

)
(8.10)

Accordingly, let Bψ be the angular range under interest in the (ξ, ζ) domain given by

Bψ =
[
−ξB, ξB

)
×
[
−ζB, ζB

)
(8.11)

In this chapter, we set dx = dz = λ
2
, ϕB = π

4
, and θB = π

2
, hence ξ ∈ [−π

√
2
2
, π

√
2
2
),

and ζ ∈ [−π, π). To formalize the variable transformation introduced in (8.7), we define the

transformation operator τ : B −→ Bψ as τ([ϕ, θ]) = [ξ, ζ].
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8.3 General Properties of RIS as beamformer

For a RIS-UPA excited by emission from solid angle Ω1, we can write for the reference

gain at any direction Ω,

|Γ(Ω1,Θ,Ω)| = |aHM(Ω)ΘaM(Ω1)|

=

∣∣∣∣∣
M−1∑
m=0

θm,me
−j(mvξ+mhζ)ej(mvξ1+mhζ1)

∣∣∣∣∣
=

∣∣∣∣∣
M−1∑
m=0

θm,me
j(τ(Ω1)−τ(Ω))m

∣∣∣∣∣ (8.12)

where we define m = [mv,mh]
T . In the following, we present three fundamental facts together

with their interpretation, that are useful for our subsequent developments in the next sections.

The proofs for all these facts are straightforward and can be achieved by basic calculus. First of

all, from the identity,

|Γ(Ω1, diag{aHM(Ω1)Θ},Ω)| = |Γ(0,Θ,Ω)| (8.13)

we note that the gain of a UPA with beam-forming matrix Θ at any solid angle Ω is equal

to that of a RIS-UPA excited from an AOA Ω1 with parameter matrix diag(dHM(ψ1)Θ)). Second,

for any solid angle Ω2, with τ(Ω2) = ψ2, it holds that,

|Γ(Ω1,Θ,Ω)| = |Γ(Ω1, diag{aHM(Ω2)Θ},Ω′)| (8.14)

where τ(Ω′) = τ(Ω) − τ(Ω2). The last identity implies that for two RIS-UPAs with parameter
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matrices Θ and diag{dHM(ψ2)Θ} that are excited from the same AoA Ω1, the gain patterns are

just a rotation of each other such that the gain at direction Ω for the first one is equal to the gain at

the direction of Ω′ for the second one, where Ω′ is as denoted above. The same holds for a UPA

by setting Ω1 = 0., i.e., the gain pattern of two UPAs with parameters Θ and diag{dHM(ψ2)Θ}

are related by a rotation of each other such that the gain at direction Ω for the first one is equal to

the gain at the direction of Ω′ for the second one. Finally, it is straightforward to show,

|Γ(Ω1,Θ,Ω)| = |Γ(Ω2,Θ,Ω
′′
)| (8.15)

where τ(Ω′′) = τ(Ω) + τ(Ω2) − τ(Ω1). By virtue of the last identity, we note that for two

RIS-UPAs with the same parameters Θ that are excited from two different AoA Ω1 and Ω2 the

gain patterns are just a rotation of each other such that the gain at direction Ω for the first one

is equal to the gain at the direction of Ω′′ for the second one, where Ω′′ is obtained as above.

As we will see in Section 8.4.2, we use this property to transform a Multi-Transmitter Multi-

Receiver (MTMR) communication system into a Single-Transmitter Multi-Receiver (STMR)

system. Consequently, it will enable us to design a single RIS to accommodate communications

between multiple disjoint pairs, possibly with large angular separations.

Please note that if a user is located at the solid angle Ω with respect to the RIS, then the AoA

of the incident wave at the RIS when the user is transmitting is defined as Ω = [ϕ, θ]. However,

due to the change in the direction of the beam, the reflected beam from an RIS towards the user

is directed at angle Ωr = [−ϕ, θ + π]. Hence, from (8.7) and by the definition of the operator τ ,

we have τ(Ωr) = −τ(Ω). From (8.12), for an RIS which is excited from an incident angle with
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Figure 8.2: RIS-enabled two-way communications

AoA of Ω1 = [ϕ1, θ1] reflects the signal with AoD of Ω2 = [ϕ2, θ2], we have

|Γ(Ω1,Θ,Ω
r
2)| = |Γ(Ω2,Θ,Ω

r
1)| (8.16)

where Ωr
1 = [−ϕ1, θ1 + π] and Ω2 = [−ϕ2, θ2 + π]. which means that the RIS has the same

gain at the AoD of Ωr
1 when it is excited from the incident angle with AoA of Ωr

2. This is

trivially equivalent to the channel reciprocity property which indicates the possibility of two-way

communications between each pair.

8.4 Problem Formulation

In this section, we show how RIS can be used to facilitate two-way communications

between multiple pairs, simultaneously. We will first present the description of the problem
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and explain our approach. We then proceed with the formulation of the problem and propose our

solution.

8.4.1 Problem description

We study the RIS design problem for RIS-aided two-way communications where multiple

communications pairs are involved. Each pair realizes a MIMO system consisting of a multi-

antenna transmitter (e.g. multi-antenna BS), and a possibly multi-antenna receiver (e.g. multi-

antenna mobile user). We assume there is no LoS channel between the pairs and the mmWave

channel is assisted by an RIS with elements that are arranged according to a UPA structure.

Formally, we consider N communications pairs specified by (Ωn,Dn), n = 1, . . . , N . The

n-th transmitter is emitting at the RIS with an AoA of Ωn, and the n-th receiver may reside

within the receive zone Dn, i.e., Dn represents the range of AoDs from the RIS that may cover

the n-th receiver. For the n-th receive zone, we denote each continuous range of such AoDs

by an Angular Coverage Interval (ACI). We note that each receive zone may comprise one or

more ACIs. Fig. 8.2 depicts an example of such a setup for N = 2 pairs, where receive zone

D1 = D1,1 ∪ D1,2 consists of two ACIs. As far as the n-th communications pair is concerned,

the ideal RIS must be configured in such a way that when excited from solid angle Ωn it covers

the receive zone Dn uniformly, with high and sharp gains, while leaving minimal gain leakage to

other intervals. In RIS-aided MTMR two-way communications, we aim to design the RIS such

that all pairs are satisfied simultaneously with a high QoS. The simplest instance of the above

problem is when N = 1, i.e. when there is only one pair. We denote this instance by STMR.

Furthermore, we note that (i) the boundaries of the ACIs are determined based on the
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potential locations of the receivers, and, (ii) we wish to consider the ACIs of minimal size to

avoid sacrificing the gain. Therefore, the footprint of the receive zones on spherical coordinates

may become of arbitrary shape. This may introduce additional complexity to the RIS design

problem. To resolve this issue, let us uniformly divide Bψ into Q = QvQh subregions, where Qv

and Qh determine the division resolution in the vertical and horizontal directions, respectively.

We denote each such subregion by a particle Bψp,q that is specified as,

Bψp,q = νpv × ν
q
h, p ∈ [Qv], q ∈ [Qh] (8.17)

where νpv = [ξp−1, ξp], and νqh = [ζq−1, ζq] defining,

ξp = −ξB + pδv, ζq = −ζB + qδh (8.18)

with δv = 2ξB

Qv
, and δh = 2ζB

Qh
. Further, define for all (p, q) pairs the notation δp,q = δvδh. We

wish to cover each receive zone Dn in the RIS-enabled MTMR problem with the smallest set

of particles, i.e., Dn ∼
⋃

(p,q)∈AnB
ψ
p,q, with An being the smallest set of index pairs (p, q) that

beams Bψp,q collectively cover Dn. The union of Bψp,q is in fact approximating the shape of the

desired receive zone Dn, where the resolution of the approximation is set by the pair (Qv, Qh).

By using larger values of Qv, and Qh, one can opt for finer particles and boost the quality of the

approximation at the expense of solving a larger optimization problem. Explicitly, we have

An = argmin{Â|Dn⊆
⋃

(p,q)∈A
Bp,q}|Â|, n ∈ [N ]. (8.19)
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(a) MTMR (b) Transforming MTMR to STMR (c) STMR

Figure 8.3: Transforming two-way MTMR to STMR communications

Further define A =
⋃N
n=1An. Next, we will show how every instance of MTMR can be

cast as an STMR problem. Then we pose the two-way communications problem in the STMR

case, as a composite beam-forming problem under the UPA antenna structure. We then propose

a low-complexity closed-form for the optimal solution to the last problem.

8.4.2 Transformation between MTMR and STMR

Consider N communications pairs (Ωn,Dn), n = 1, . . . , N , where Ωn is the AoA of the

n-th transmitter to the RIS-UPA plane, and Dn denotes the n-th receive zone. For an arbitrary

RIS-UPA configuration Θ̂, and for any communications pair, by equation (8.15), we get

|Γ(Ωn, Θ̂,Ω)| = |Γ(Ω1, Θ̂, Ω̃)|, ∀n ∈ [N ]. (8.20)

where τ(Ω̃) = τ(Ω)+τ(Ω1)−τ(Ωn). This would mean under the ψ-domain that if Θ̂ is optimized

to cover the angular interval Dn, when excited from an AoA of Ωn, same configuration when

excited from an AoA of Ω1 will cover the angular interval D̃n that is a shifted version of Dn, by

τ(Ω1)− τ(Ωn). Therefore, instead of solving the RIS-enabled MTMR two-way communications

240



problem under transmission pairs (Ωn,Dn), n ∈ [N ], we propose to solve an RIS-enabled STMR

two-way communications problem with the transmission pair (Ω1, D̃), where D̃ =
⋃N
n=1Dn. Let

Θ̃∗ be the optimal configuration of the RIS-UPA derived for solving the STMR problem. Then a

straightforward use of equation (8.15) in the reverse order for each n, will verify that Θ = Θ̃∗ is

the optimal RIS-UPA configuration for the MTMR case. An example of the above transformation

is illustrated for N = 2 in Fig. 8.3. Fig 8.3(a) depicts the receive zones Dn, n = 1, 2, over

the ψ-domain. Each receive zone only consists of one ACI and the particle resolution is set to

(Qv, Qh) = (24, 24). Using equation (8.15), the receive zoneD2 will get shifted by τ(Ω1)−τ(Ω2)

to formD′
2. Fig. 8.3(b) depicts this transition. As the result of this transformation Fig. 8.3(c) plots

the corresponding STMR receive zone D̃ = D1 ∪ D′
2 that is comprised of two ACIs.

8.4.3 Relationship between RIS-UPA and UPA-antenna beam-forming

RIS-UPA refers to an RIS with UPA structure while UPA-antenna refers to a regular multi-

element antenna array where the elements are arranged in the same UPA structure. In this section,

we clarify the relation between the beam-forming gain of an RIS-UPA and its UPA-antenna

counterpart.

We start by explicitly writing λ in equation (8.5) in terms of its elements as follows

λ = [λ0,0, . . . , λ0,Mh−1, λ1,0, . . . , λMv−1,Mh−1] (8.21)

where λmv ,mh corresponds to the element located at position (mv,mh) in the UPA grid. Using
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the expressions (8.6)-(8.9), for an RIS-UPA that is excited from an incident angle Ω1, we have

λmv ,mh = βmv ,mhe
−j(θmv,mh−mvξ1−mhζ1) = βmv ,mhe

−j(θmv,mh−τ(Ω1)m). (8.22)

We note that λ depends on the AoA of the incident beams at the RIS, i.e., Ω1, as well as the RIS

parameters Θ. Using equations (8.5) and (8.8), we can restate the reference gain of the RIS in

direction ψ = [ξ, ζ] by explicitly defining G (ξ, ζ,λ) as follows

G (ξ, ζ,λ) =
∣∣∣(dMv (ξ)⊗ dMh

(ζ))H λ
∣∣∣2 . (8.23)

On the other hand, the gain of UPA-antenna and the feed coefficients c is given by

G (ξ, ζ, c) =
∣∣∣(dMv (ξ)⊗ dMh

(ζ))H c
∣∣∣2 (8.24)

that has a clear similarity.

This means that to design the RIS-UPA for the STMR problem with receive zone D we

can use the multi-beamforming design framework to cover the ACIs included in D for the UPA-

antenna [143]. In particular, a RIS-UPA with parameters λ and a UPA-antenna with beam-

forming parameters c have the same beam-forming gain pattern if UPA structures are the same,

and λ = c. Hence, a RIS-UPA which is excited from the solid angle Ω1 has the same beam-

forming gain as its UPA-antenna counterpart if Θ = diag{cT ⊙ aHM(Ω1)}. In the following, we

address the design of beam-forming coefficients of c for an antenna with a UPA structure which

can then be used to design a RIS-UPA.
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For any normalized beam-forming vector c, it is straightforward to show that

∫ π

−π

∫ π

−π
G (ξ, ζ, c) dξdζ = (2π)2 (8.25)

that can be interpreted as the power conservation law [144]. Note that the dependence between

variables ξ and ζ can be resolved using the approximation in [190]. The power conservation law

(8.25) allows us to define an optimization problem for the UPA multi-beamforming design in

terms of a normalized gain pattern where the total gain is divided by (2π)2. In the next section,

we define the multi-beamforming design problem as the core of designing our proposed RIS

structure.

8.4.4 Multi-beamforming design problem formulation

We wish to design beam-formers that provide high, sharp, and constant gain within the

desired ACIs and zero gain everywhere else. We have then for the ideal gain corresponding to

such beam-former c that,

∫∫
Bψ
Gideal

D (ξ, ζ)dξdζ =
k∑
i=1

∫∫
Di
tdξdζ =

∑
(p,q)∈A

∫∫
Bψp,q

tdξdζ =
∑

(p,q)∈A

δp,qt = (2π)2 (8.26)

where δp,q = δvδh denotes the area of the (p, q)-th beam in the (ξ, ζ) domain. Therefore,

we can derive t = (2π)2

|A|δp,q . It holds that,

Gideal
D (ξ, ζ) =

(2π)2

|A|δp,q
1D (ξ, ζ) (8.27)
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Using the beam-former c we wish to mimic the deal gain in equation (8.27). Therefore, we

formulate the following optimization problem,

coptD = argmin
c,∥c∥=1

∫∫
Bψ

∣∣Gideal
D (ξ, ζ)−G (ξ, ζ, c)

∣∣ dξdζ (8.28)

By partitioning the range of (ξ, ζ) into predefined intervals and then uniformly sampling

with the rate (Lv, Lh) per interval along both axes, we can rewrite the optimization problem as

follows,

coptD = argminc,∥c∥=1

Qv∑
r=1

Qh∑
s=1

∫∫
Bψr,s

∣∣Gideal
D (ξ, ζ)−G (ξ, ζ, c)

∣∣ dξdζ
= lim

Lh,Lv→∞

Qv∑
r=1

Qh∑
s=1

Lv∑
lv=1

Lh∑
lh=1

δvδh
LhLv

∣∣Gideal
D (ξr,lv , ζs,lh)−G (ξr,lv , ζs,lh , c)

∣∣ (8.29)

where,

ξr,lv = ξr−1 + lv
δv
Lv
, ζs,lh = ζs−1 + lh

δh
Lh

(8.30)

We can rewrite equation (8.29) as,

coptD = arg min
c,∥c∥=1

lim
Lh,Lv→∞

1

LhLv

∣∣Gideal
D −G(c)

∣∣ (8.31)

where,

G(c) =δp,q [G (ξ1,1, ζ1,1, c) · · ·G (ξQv ,Lv , ζQh,Lh , c)]
T (8.32)
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and,

Gideal
D =δp,q

[
Gideal

D (ξ1,1, ζ1,1) · · ·Gideal
D (ξQv ,Lv , ζQh,Lh)

]T
(8.33)

Unfortunately, the optimization problem in (8.31) does not admit an optimal closed-form

solution as is, due to the absolute values of the complex numbers existing in the formulation.

However, note that,

Gideal
D =

∑
(p,q)∈A

δp,q
(2π)2

|A|δp,q
(ep,q ⊗ 1L,1) =

(2π)2

|A|
∑

(p,q)∈A

ep,q ⊗ 1L,1 (8.34)

with ep,q ∈ ZQ being the standard basis vector for the (p, q)-th axis among (Qv, Qh) pairs.

Now, note that 1L,1 = g ⊙ g∗ for any equal gain g ∈ CL where L = LhLv. An equal-gain

vector g ∈ CL is a vector where all elements have equal absolute values (in this case, equal to 1).

Therefore, we can write:

Gideal
D =

∑
(p,q)∈A

(2π)2

|A|
(ep,q ⊗ (g ⊙ g∗)) =

(2π)2

|A|
∑

(p,q)∈A

(ep,q ⊗ g)⊙ (ep,q ⊗ g)∗

=

 ∑
(p,q)∈A

2π√
|A|

(ep,q ⊗ g)

⊙
 ∑

(p,q)∈A

2π√
|A|

(ep,q ⊗ g)

∗

(8.35)

Also, it is straightforward to write,

G(c) =
(
DHc

)
⊙
(
DHc

)∗
(8.36)
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where, DH =
√
δvδh(D

H
v ⊗DH

h ), and for a ∈ {v, h}, and b ∈ [Qa] we have,

Da = [Da,1, · · · ,Da,Qa ] ∈ CMa×LaQa (8.37)

where,

Dv,b = [dMv (ξb,1) , · · · ,dMv (ξb,Lv)] ∈ CMv×Lv (8.38)

Dh,b = [dMh
(ζb,1) , · · · ,dMh

(ζb,Lh)] ∈ CMh×Lh (8.39)

Comparing the expressions (8.31), (8.35), and (8.36), one can show that the optimal choice of cD

in (8.28) is the solution to the following optimization problem for proper choices of gp,q.

Problem 23 Given equal-gain vectors gp,q ∈ CL, for (p, q) ∈ A find vector cD ∈ CM such that

cD = argmin
c,∥c∥=1

lim
L→∞

∥∥∥∥∥∥
∑

(p,q)∈A

2π√
|A|

(ep,q ⊗ gp,q)−DHc

∥∥∥∥∥∥
2

(8.40)

However, we now need to find the optimal choices of gp,q that minimize the objective in

(8.31). Using (8.35) and (8.36), we have the following optimization problem.

Problem 24 Find equal-gain vectors g∗
p,q ∈ CL, (p, q) ∈ A such that

< g∗
p,q >(p,q)∈A= argmin

<gp,q>(p,q)∈A

∥∥∥∥∥∥abs(DHcD)−
2π√
|A|

abs(
∑

(p,q)∈A

ep,q ⊗ gp,q)

∥∥∥∥∥∥
2

(8.41)

where abs(.) denotes the element-wise absolute value of a vector.
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In the next section, we continue with the solution of problems 23, and 24.

8.5 Proposed Multi-beamforming Design Solution

Note that the solution to Problem 23 is the limit of the sequence of solutions to a least-

square optimization problem as L goes to infinity. For each L we find that,

c
(L)
D =

∑
(p,q)∈A

2π√
|A|

(DDH)−1D (ep,q ⊗ gp,q) (8.42)

c
(L)
D =

∑
(p,q)∈A

σ(Dv,p ⊗Dh,q)gp,q (8.43)

where σ = 2π
√
δvδh

LQδvδh
√

|A|
= 2π

LQ
√
δvδh|A|

, noting that it holds that,

DDH = δvδh(Dv ⊗Dh)(D
H
v ⊗DH

h ) = δvδhLQ
.
= κ (8.44)

Even though Problem 23 admits a nice analytical closed-form solution, doing so for the

Problem 24 is not a trivial task, especially because the objective function is not convex. However,

the convexification of the objective problem in the form of

< g∗
p,q >(p,q)∈A = argmin

<gp,q>(p,q)∈A

∥∥∥∥∥∥DHcD −
2π√
|A|

∑
(p,q)∈A

ep,q ⊗ gp,q

∥∥∥∥∥∥
2

= argmin
<gp,q>(p,q)∈A

∥∥∥∥∥∥(κDHD− ILQ
) ∑
(p,q)∈A

ep,q ⊗ gp,q

∥∥∥∥∥∥
2

(8.45)

leads to an effective solution for the original problem. Indeed, it can be verified by solving the

optimization problem (8.45) numerically that the solution admits the form (8.46) in the following
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conjecture.

Conjecture 25 The minimizer of (8.45) is in the form of

g∗
p,q =

[
1 αvαh · · · α

(Lv−1)
v α

(Lh−1)
h

]T
, (p, q) ∈ A (8.46)

for some ηv, ηh where αa = ej(
ηa
La

), a ∈ {v, h}.

Except for some special cases, we have not been able to analytically prove this conjecture

in its entirety. In the following, we use the analytical form (8.46) for g∗
p,q for the rest of our

derivations. This solution would not be the optimal solution for the original problem (8.41).

However, it provides a near-optimal solution with the added benefits of allowing us to (i) find

the limit of the solution as L goes to infinity, and (ii) express the beam-forming vectors in closed

form, as it will be revealed in the following discussion. An analytical closed-form solution for

cD can be found as follows. It holds that,

cD
(L) =

∑
(p,q)∈A

 (Lv ,Lh)∑
(lv ,lh)=(1,1)

σgp,q,lv ,lhdMt (ξp,lv , ζq,lh)


=
∑

(p,q)∈A

 (Lv ,Lh)∑
(lv ,lh)=(1,1)

σgq,p,lv ,lh

[
1, · · · , ejµ

Mv−1,Mh−1

p,q,lv,lh

]T (8.47)

where µmv ,mhp,q,lv ,lh
= (mvξp,lv +mhζq,lh). We can then write for the (mv,mh)

th component of the

beam-former cD,

cp,q,mv ,mh = lim
Lh,Lv→∞

1

LhLv

∑
(p,q)∈A

(Lh,Lv)∑
(lh,lv)=(1,1)

gp,q,lv ,lhe
jµ
Mv−1,Mh−1

p,q,lv,lh (8.48)
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Using equation (8.30), we can rewrite (8.48) as,

cp,q,mv ,mh =
2π

Q
ejχ

mv,mh
p−1,q−1

(
1

Lv
lim
Lv→∞

Lv∑
lv=1

ej
ηv+mvδv

Lv
lv

)(
1

Lh
lim

Lh→∞

Lh∑
lh=1

e
j
ηh+mhδh

Lh
lh

)
(8.49)

to get,

cD,mv ,mh =
∑

(p,q)∈A

2π

Q
ejχ

mv,mh
p−1,q−1

∫ 1

0

ejξvxdx

∫ 1

0

ejξhxdx

=
∑

(p,q)∈A

2π

Q
ej(ζ

mv,mh
p−1,q−1+

ξv+ξh
2

)sinc(
ξv
2π

)sinc(
ξh
2π

) (8.50)

with χmv ,mhp,q = (mvξ
p +mhζ

q), and ξa = δama + ηa, for a ∈ {v, h}. Now that the closed-form

expression for cD, and therefore, λ is known, for a RIS that is excited from the solid angle Ω1,

the RIS parameters at the antenna placed at location (mv,mh) can be easily computed. More

precisely, we get,

βmv ,mh = |cD,mv ,mh| (8.51)

θmv ,mh = cD,mv ,mh +mvξ1 +mhζ1 (8.52)

The solution given by (8.51) and (8.52) is optimized to find a beam-forming pattern that is

the closest to the desired normalized beam pattern. However, in practice, the norm of c depends

on the power P that can be inserted by amplifiers (active elements), say ∥c∥ ≤ P . Hence for an

RIS-UPA with active elements the gains βmv ,mh are scaled by
√
P . Also, the solution given by

(8.51) and (8.52) may be further tailored for the case that the RIS elements are passive.

If the gain control for the passive RIS elements is still possible, the absolute value of the
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(a) Dual-beam 3D UPA pattern (b) UPA pattern cut at ϕc

(c) UPA pattern cut at θc (d) Singular-beam 3D UPA pattern

Figure 8.4: RIS-UPA beam patterns for multi-beamforming settings
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gain for each element may not exceed 1 (a value less than 1 corresponds to an attenuation). To

maximize the power reflected by the RIS, we scale the gains βmv ,mh so that their maximum

is equal to one, i.e., βmv ,mh = |cD,mv ,mh|/∥c∥∞. Finally, in the case that gaining control

(attenuation) at the RIS with passive elements is not feasible, we have βmv ,mh = 1. In the

next section, we evaluate the effectiveness of our RIS beam-forming design approach through

numerical experiments.

8.6 Performance Evaluation

In this section, we evaluate the performance of our multibeam design framework.

8.6.1 Multibeam design

First, we consider a dual-beam design problem which comprises two lobes with centers

at directions (−8π/32,−5π/32) and (7π/32, π/32) for the pairs of the solid angle (ϕ, θ) with

the beamwidth equal to π/16. We divide both the ψh, and the ψv range uniformly into Qh =

16, and Qv = 16 regions resulting in Q = 256 equally-shaped units in (ψv, ψh) domain. We

cover each desired beam with the smallest number of the designed units to provide uniform

gain at the desired angular regions. Figures 8.4(a)-(c) depict the beam pattern of the dual beam

obtained through our design where all angles are measured in radians. Fig. 8.4(a), shows the

heat map corresponding to the gain of the reflected beam from the RIS for the designed dual-

beam. The gains are computed in dB. It can be seen that the designed beam-former generates

two disjoint beams with an almost uniform gain over the desired ACIs. It is also observed that

the beams sharply drop outside the desired ACIs and effectively suppress the gain everywhere
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(a) Receive angular intervals (b) RIS pattern at incident angle Ω1

(c) RIS pattern at incident angle Ω2 (d) RIS pattern at incident angle Ω4

Figure 8.5: RIS-UPA beam patterns for MTMR settings

(a) (Qh, Qv) = (12, 12) (b) (Qh, Qv) = (24, 24) (c) Beam pattern statistics

Figure 8.6: Effect of resolution on the beam quality
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outside the ACI. In order to quantify the suppression and the leakage out of the desired ACI

we depict the cross-section of the gain pattern at a fixed elevation angle ϕc for two values of

ϕc ∈ {−8π/32, 7π/32} located inside the two lobes of the designed dual beam in Fig. 8.4(b).

Similarly, Fig. 8.4(c) shows the cross-section of the beam pattern at a fixed azimuth angle θc for

two values of θc ∈ {−5π/32, π/32)}. Both Fig. 8.4(b) and Fig. 8.4(c) confirm the sharpness

of both lobes of the designed dual-beam and can be used to find the beamwidth of each lobes

at an arbitrary fraction from its maximum values, e.g,, the 3dB beamwidth or 10dB beamwidth.

Indeed, there is a negligible difference between 3dB and 10dB beamwidth which clarifies the

sharpness of the beams. From Fig. 8.4(b) and Fig. 8.4(c), it is also observed that the gain within

the ACI is almost uniform. Nonetheless, we should emphasize the fact that the shape of the lobes

of the beam that are centered at different solid angles may suffer from slight deformation as seen

by Fig. 8.4(a). This phenomenon worsens as the corresponding lobes of the beams get too close

to the plane of the RIS.

8.6.2 Comparison of multibeam and single beam

In order to compare the performance of our multi-beam design to a single-beam design,

we consider a beam with a single lobe that is capable of covering the same two regions as in

the dual-beam design. Fig. 8.4(d), shows the heat map corresponding to the gain of the reflected

beam from an RIS for the corresponding single beam that is optimized based on our design. As

was the case for multi-beam, this figure also shows that for a single beam, our design generates

an almost uniform and fairly sharp beam. However, comparing Fig. 8.4(a) and Fig. 8.4(d), we

observe that in the desired ACI the multi-beamforming procedure enhances the gain by about 20
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dB over the beams with an optimized single lobe. The reason for this difference is that according

to the power conservation axiom, with a constant input power level, the narrower each beam is

the higher the reference gain over the area it covers. In fact, if we target two disjoint ACIs with

a single beam, the beam must be wide enough to cover both areas. This will result in dissipating

the power in angles that are not intended. However, the muti-beam design allows for generating

two disjoint beams, each being narrow enough to only cover the intended ACI. Therefore, the

power will not be wasted in undesired directions.

8.6.3 Two-way multi-link communications

We consider two links. The first link is between the transmitter located as Ω1 = (−3π
32
, 3π
16
)

and a receiver that is in the ACI D1 = [−0.36, 0] × [−0.56, 0] and the second link is between

the transmitter located as Ω2 = ( π
32
, π
8
) and a receiver that is in the ACI D1 = [−0.18, 0.18] ×

[0.26, 0.86]. Each of the receive zonesD1 andD2 is comprised of 4 particles in anQv×Qh = 8×8

grid. Fig. 8.5(a) depicts the angular location of the two transmitters and the ACI for the receivers.

In order to design a beam-former that covers D1 when transmitting from angular position Ω1

and covers D2 when transmitting from angular position Ω2, we first find a composite beam with

a unified incident angle, say Ω1. This means that we find the ACI D′
2 when the RIS array is

excited by a beam at incident angle Ω1 which is equivalent to the ACI D2 where the same array

is excited from the incident angle Ω2. The transformed ACI D′
2 is depicted in Fig 8.5(a). The

heat map of the designed beams is depicted in figures 8.5(b)-(d) where the RIS is excited from

angles Ω1, Ω2, and Ω4, respectively. Figures 8.5(b)-(c) illustrate that when the RIS is excited

from an incident angle Ω1 and Ω2, the corresponding ACI D1 and D2 are respectively covered by
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the designed beam as illustrated in the respective figures, however, in either case, another angular

region is also covered by the beam which is not necessary and could be considered as possible

wastage of the power. We note that this happens due to the fact that the unwanted ACI when the

RIS is excited from the incident angle Ω1 is indeed generating the desired ACI when the RIS is

excited from the incident angle Ω2. Finally, we consider Ω4 to be an angular point in the ACI

D2, e.g., we take Ω4 to be the center of the ACI D2. Fig. 8.5(d) shows that if the RIS is excited

from an incident angle Ω4, e.g., when a user in ACI D2 is replying, then it will be received by

the corresponding transmitter which is located at angular position Ω2. In figures 8.5(b)-(d) the

windows show the positioning of the grids that lie on the particles covering the corresponding

desired ACIs.

8.6.4 Beams with arbitrary shape (footprint)

Here, we illustrate the possibility of designing a beam with an arbitrary pattern, or more

precisely, an arbitrary footprint. We aim to design a beam that covers the receiving zone D that

is specified as follows.

D =


−

√
2
2 (ζ + 11

6 ) < ξ < −
√
2
2 (ζ + 3

2) if −5π
6 ≤ ζ ≤ −π

3

−7
√
2π

24 < ξ < −3
√
2π

24 if −π
3 < ζ ≤ π

3

(8.53)

We consider two possible quantization levels of the beam footprint with the resolution

Qh = Qv = 12 and Qh = Qv = 24. Fig. 8.6(a) and Fig. 8.6(b) illustrate the heat map

of the designed beam. The finer the resolution, the better the beam’s shape approximation.

Fig. 8.6(c) provides the quantitative comparison between these two resolutions; it shows the

higher resolution increases the overall beam-forming gain, lowers the leakage, and generates
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smoother gain.

8.7 Conclusions

An RIS can be incorporated into mmWave communications to fill the coverage gaps in the

blind spots of the mmWave system. We proposed a novel approach for designing RISs, namely

RIS-UPA, where the RIS elements are arranged according to a UPA structure. We proposed

a configuration for the elements of a RIS-UPA that enables the coverage of multiple disjoint

angular intervals simultaneously. On this ground, we showed that an RIS-UPA-assisted MIMO

system can support multiple two-way communication pairs simultaneously. We established that

the RIS-aided multiple-pair scenario can be transformed into a single-pair scenario and then by

appealing to the similarities of RIS-UPA and UPA beam-forming we argued that we can borrow

the principles of UPA multi-beamforming design to obtain closed-form low-complexity solutions

for the RIS design problem. Both our theoretical results and numerical experiments demonstrate

that our RIS configuration can form beams of custom footprints and will result in sharp, high,

and stable gains within the desired ACIs regardless of their spatial locations, while effectively

suppressing all the undesired out-of-band components.
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Chapter 9: Blind Cyclic Prefix-based Carrier Frequency Offset Estimation in

MIMO-OFDM Systems

9.1 Overview

Orthogonal frequency-division Multiplexing (OFDM) has been widely adopted in wireless

communications standards as a strong multi-carrier modulation technique due to its spectral

efficiency and resistance against frequency selective fading. OFDM is considered an enabling

technology for the fifth generation (5G) and beyond communications systems, complementing

multi-input multi-output (MIMO). However, OFDM is vulnerable against carrier frequency offset

(CFO) which is among the major impairments [191] between radio-frequency (RF) transceivers

that are caused by the frequency mismatch between the local oscillators at the RF transceivers

or by the Doppler shift. Such an impairment destroys the orthogonality among the subcarriers

and results in severe performance degradation in multi-carrier systems. Therefore, it is essential

to design CFO estimation and compensation techniques to avoid the decline in bit error rate

(BER) at the receiver. To be more precise, CFO usually consists of two components when

normalized to subcarrier spacing; (i) the integral part that results in a circular shift in the indices

of the subcarriers, resulting in frequency ambiguity, and (ii) the fractional part that impacts

the orthogonality of the subcarriers provoking inter-carrier interference (ICI). The integral CFO
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estimation has been studied in the literature [192] [193] [194] [195]. However, most of the efforts

in the literature including the present work, have been focused on fractional CFO estimation and

compensation. See [196] for a comprehensive survey on CFO estimation and compensation tech-

niques and an illustrative example of how CFO is specified in wireless communications standards.

CFO estimation approaches in the prior art can be mostly classified into two categories;

(i) data-oriented, and (ii) non-data-oriented. The approaches of the first type, either employ

time domain training symbol sequences [197] [198] [199] or rely on extensive use of frequency

domain pilots [200] [201] [202]. In order to obtain high accuracy, such approaches will have

to use a large number of training sequences in the time domain or occupy a large bandwidth

in the frequency domain, introducing an extra overhead and inevitably causing the performance

degradation of MIMO OFDM systems. For this reason, the non-data-oriented (a. k. a. blind)

CFO estimation techniques, have gained increasing attention over the past decade.

A group of blind CFO estimators, utilize the null subcarriers (NS) in the OFDM blocks

[203] [204]. The NS-based blind estimators exploit the fact that the ICI resulting from the CFO

will show up at the null subcarriers and can be used to estimate and correct the CFO parameters.

NS-based methods usually formulate the CFO estimation as a polynomial optimization problem

over multiple blocks of OFDM symbols and then employ ESPIRIT-like or MUSIC-like search

algorithms, or polynomial rooting methods to solve the optimization problem. Given the com-

plexity of the search methods and the need for multiple OFDM blocks for accurate estimation, the

NS-based methods are of higher complexity. In [204], the authors introduce the novel concept of

gap subcarriers (GS) and exploit this concept to approximate the CFO estimation objective with a

cosine function. Then the parameters of the cosine function are determined uniquely by observing

the value of the cost function at three different trial CFO values. Then the CFO parameter can
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be easily estimated. This method skips the large overhead of the search methods and complex

traditional polynomial rooting techniques.

Another category of blind CFO estimators exploits the structure of the cyclic prefix (CP) to

design low-complexity CFO estimators [205] [206]. the performance of the CP-based techniques

may decline when the channel becomes more frequency-selective. In [205], a CFO estimation

technique relying on the remodulation of the received signals at the receiver end is proposed

in multipath environments. Specifically, the theoretical mean-squared error (MSE) for CFO

estimation is presented as a closed-form solution. The authors carry out the Cramer-Rao Band

(CRB) on the MSE of CFO estimation for multipath channels and based on these theoretical

analyses propose a fine CFO estimation technique that is of low complexity.

In this chapter, we propose a low-complexity blind CFO estimation approach for a MIMO

system in the uplink direction, where each mobile user (MU) may be served by one or multiple

access points (APs) [207]. The main contributions of the paper are as follows.

• We propose to use antenna diversity for CFO estimation. Given that the RF chains for all

antenna elements at a communication node share the same clock, the CFO between two

points may be estimated by using the combination of the received signal at all antennas.

• Our proposed scheme also combines antenna diversity with time diversity by considering

the CP for multiple OFDM symbols.

• We provide a low-complexity closed-form expression and derive the Cramer-Rao lower

bound for CFO estimation.

• We provide an algorithm that can considerably improve the CFO estimation performance

at the expense of a linear increase in computational complexity.
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• We derive the Cramer-Rao lower bound for the CFO estimation which is based on the

observations of the received time domain signals of the CP at the beginning and at the end

of each OFDM symbol at all available antennas.

9.2 System Model

We consider an OFDM system, where the AP and MU are employing MIMO for which the

antenna elements at each node operate according to a common local oscillator. Let N denote the

size of the Discrete Fourier Transform (DFT) L denote the size of the CP and Ñ = N + L is

the total symbol length including the CP. The k-th time domain vector of the transmitted signal

is given by

xk = [x[Ñk], x[Ñk + 1], . . . , x[Ñ(k + 1)− 1)]]T (9.1)

where x[i] = x[i + N ], ∀i, 1 ≤ i mod Ñ ≤ L. The time series signal can be interpreted as

blocks of length Ñ including the CP. We assume that the number of the channel taps does not

exceed L and hence the channel taps for the m-th antenna in the time domain may be represented

by

h
(m)
0 , h

(m)
1 , . . . , h

(m)
L−1.

Without considering the effect of CFO and noise, the received signal at antenna m at time i can

be written as

r(m)[i] =
L−1∑
l=0

x[i− l]h(m)
l (9.2)
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which depends on the current and the past L−1 time domain transmitted signals due to the effect

of the multipath channel. Let θk = N∆f/fs denote the normalized CFO for the k-th OFDM

symbol with respect to the first received time domain signal in the time frame k where the CFO is

∆f in Hz and fs is the sampling frequency. We only consider fractional CFO, i.e., −0.5 ≤ θk ≤

0.5. We note that the normalized CFO in a multi-user scenario where each OFDM symbol may

be transmitted from a different user may be different for different received time domain vectors.

Nonetheless, if two adjacent symbols k and k+1 belong to the same user θk = θk+1, but the first

received time domain signal x[(k+1)Ñ ] for the received vector k+1 is rotated by ej2π
kÑ
N
θk with

respect to the first received time domain signal x[kÑ ] of the received vector k. Let ψ[i] denote

the CFO for the i-th received signal which can be written as ψ[kÑ + i] = ej2πθki/N with respect

to the first symbol of the xk. By considering the effect of CFO and noise, the received signal at

antenna m at time i may be written as

r(m)[i] =
L−1∑
l=0

ψ[i− l]x[i− l]h(m)
l + z(m)[i] (9.3)

where z[i] is the AWGN noise for the received signal at time i with the variance of σ2
z .

9.3 Proposed CFO Estimation Technique

Consider the k-th OFDM symbol received at the m-th antenna element. Let ξ be a variable

that will later be useful for CFO estimation and define the vector y(m)
k (ξ) of length 2L with ℓ-th

261



element given by,

y
(m)
k [ℓ](ξ) =

(
r(m)[kÑ + l]− ej2πξr(m)[kÑ +N + l]

)
(9.4)

The auto-correlation function of the vector y(m)
k (ξ) in the expanded form is given by,

Jk,m(ξ) =E

{
2L−1∑
l=0

y
(m)
k [ℓ](ξ)y

(m)
k [ℓ](ξ)∗

}
(9.5)

where ρ = ej2πξ, and (.)∗ is the Hermitian operator. We note that due to the definition of CP and

the fact that the transmitted signal is random with zero mean, for 0 ≤ i, j ≤ N +L− 1, we have

E{x[kÑ + i]x[kÑ + j]} = σ2
xδ(|i− j| mod N) (9.6)

where δ(.) is the Kronecker delta function and σ2
x is the power of the time domain signal per

sample. Using equations (9.3) and (9.6), after straightforward algebraic operations followed by

the expansion of (9.5), Jk,m(ξ) is simplified as

Jk,m(ξ) = 2Lη(m)(1− cos(2π(ξ − θk)) + 2Lσ2
z (9.7)

where η(m) = σ2
x

∑L−1
l=0 |h

(m)
l |2 is independent of ξ. The simplified form of the auto-correlation

function in (9.7) reveals that the function achieves its minimum with respect to ξ at ξ = θk.

Therefore, it makes sense to minimize equation (9.5) as a cost function to obtain ξ as the estimate

for the CFO parameter θk. If the receiver is equipped with M antennas, the cost function can be
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redefined as the summation over all antennas

JMk (ξ) =
M∑
m=1

Jk,m(ξ) = 2L

(
M∑
m=1

η(m)

)
(1− cos(2π(ξ − θk)) + 2LMσ2

z . (9.8)

Clearly, the cost function JMk (ξ) for multiple antennae also has its minimum at ξ = θk.

9.3.1 Coarse Estimation

For large values of M, the cost (9.8) is empirically given by,

JMk (ξ) ≈
M∑
m=1

2L−1∑
l=0

(
y
(m)
k [ℓ](ξ)

)(
y
(m)
k [ℓ](ξ)

)∗
. (9.9)

The minimizer of (9.9) is found by setting its derivative with respect to ξ to zero which

would uniquely provide the CFO estimate as,

ξ =
1

2π
∠

M∑
m=1

2L−1∑
l=0

r(m)[kÑ + l]r(m)[kÑ +N + l]∗ (9.10)

If multiple OFDM symbols are received from a single user (without loss of generality,

denoted by symbols k, k = 1, . . . , K), the cost function can be better approximated as

JK,M(ξ) ≈
K∑
k=1

M∑
m=1

2L−1∑
l=0

(
y
(m)
k [ℓ](ξ)

)(
y
(m)
k [ℓ](ξ)

)∗
(9.11)

and the CFO estimate would be found as,

ξ =
1

2π
∠

K∑
k=1

M∑
m=1

2L−1∑
l=0

r(m)[kÑ + l]r(m)[kÑ +N + l]∗ (9.12)
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The above solution for M = 1 antenna is similar to the solution found in [205] for coarse CFO estimation

using K OFDM symbols. The solution given by (9.12) relies on the independence between the time

domain transmitted symbols as well as the independence between the channel coefficients. The larger the

ensemble over which the summation is calculated, the better the approximation. Hence, increasing the

number of OFDM symbols K or the number of antennas M would increase the estimation performance.

9.3.2 Fine Estimation

We note that for each k, 1 ≤ k ≤ K and m, 1 ≤ m ≤M the objective function is comprised of 2L

terms which contribute to the objective function of the form

Jk,m(ξ) = A−Bcos(2π(ξ − θk) (9.13)

We note that for such a convex objective function, the larger the second derivative the lower the

estimation error of ξ. The objective function in (9.11) can be written as

JK,M (ξ) =

2L−1∑
l=0

E
{(

y
(m)
k [ℓ](ξ)

) (
y
(m)
k [ℓ](ξ)

)∗}
=

2L−1∑
l=0

R(l) (9.14)

and therefore, the second derivative of (9.11) is given by the summation of the second derivatives of R(l),

i.e.,

∂2

∂ξ2
JK,M (ξ) =

2L−1∑
l=0

∂2

∂ξ2
R(l) (9.15)
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Note that, R(l) can be stated in the summation form as

R(l) =
1

M

M∑
m=1

R(m)(l) (9.16)

where,

R(m)(l) = 2(η(m) − η
(m)
l cos(2π(ξ − θk)))− 2σ2

z (9.17)

with, 
η
(m)
l = σ2

x

∑l
i=0 |h

(m)
i |2 0 ≤ i ≤ L− 1

η
(m)
l = σ2

x

∑L−1
i=l−l |h

(m)
i |2 L ≤ i ≤ 2L− 1

Hence, R(l) is obtained as

R(l) = 2

M∑
m=1

η(m) − 2

M∑
m=1

η
(m)
l cos(2π(ξ − θk)) + 2σ2

z (9.18)

and its second derivative with respect to ξ is given by

∂2

∂ξ2
R(m)(l) = 8π2cos(2π(ξ − θk)))

M∑
m=1

η
(m)
l (9.19)

Comparing (9.17) and (9.19), it is noted that the smaller the value of R(l) the larger its derivative. Hence,

one can improve the estimation performance by using a summation over a proper subset of indices, i.e.,

{0, 1, . . . , 2L− 1}, that contribute to the objective function (9.14). Let us denote this subset by S(Λ). The

parameter Λ is the size of the set S(Λ) which is important to be chosen such that the estimation error is
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minimized. For a given index subset S(Λ), the objective function is modified as

JK,M (ξ) =∑
l∈S(Λ)

R(l) =
∑
l∈S(Λ)

E
{(

y
(m)
k [ℓ](ξ)

)(
y
(m)
k [ℓ](ξ)

)∗}
(9.20)

where R(l) can be empirically found as

R(l) ≈
K∑
k=1

M∑
m=1

(
y
(m)
k [ℓ](ξ)

)(
y
(m)
k [ℓ](ξ)

)∗
(9.21)

The fine estimate is then given by

ξ =
1

2π
∠

K∑
k=1

M∑
m=1

∑
l∈S(Λ)

r(m)[kÑ + l]r(m)[kÑ +N + l]∗ (9.22)

Algorithm 10 provides the steps required to perform a fine CFO estimation for a pre-selected value

of Λ. This algorithm may be run for a fixed value of Λ. For example, Λ = L provides a good estimation as

will be shown later in the evaluation section. However, the algorithm can be further improved by finding

the value of Λ adaptively. The detailed of adaptive-fine CFO estimation is given in Algorithm 11. This

algorithm provides significant improvement with only two iterations. Please refer to the results in the

evaluation section.

Algorithm 10 Fixed-Fine-Estimate
Input: Λ, 1 ≤ Λ ≤ 2L− 1

1: Compute the coarse estimate of θk using (9.12).
2: Calculate R(l), 0 ≤ l ≤ 2L− 1 using the approximation in (9.21).
3: find the set S(Λ) which contains the indices of Λ smallest values of R(l).
4: θ̂ ←− Calculate the fine estimate via equation (9.22).
5: Return θ̂.
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Algorithm 11 Adaptive-Fine-Estimate
Input: ITER

1: iter = 0
2: θ̂ ←− the coarse estimate of θk using (9.12).
3: repeat
4: Calculate R(l), 0 ≤ l ≤ 2L− 1 using the approximation in (9.21)
5: For Λ = 1 : 1 : 2L− 1:
6: Compute S(Λ) which contains the indices of Λ

smallest values of R(l).
7: ϕ(Λ)←− Calculate the fine estimate via (9.22).
8: End For
9: ΛOPT ←− argmin1≤Λ≤2L−1 |θ̂ − ϕ(Λ)|

10: θ̂ ←− ϕ(ΛOPT)
11: iter ++
12: until iter = ITER
13: Return θ̂

9.3.3 Derivation of the Cramer-Rao Bound

In this section, we derive the Cramer-Rao lower bound on the MSE estimate of any non-biased CFO

estimator which is based on the observation of r(m)(i) for all m, 1 ≤ m ≤ M and available time index

i. First, we note that the channel taps are samples of zero mean circularly symmetric complex Gaussian

distributions. Hence, over the ensemble of the channel realizations, r(m)[i] will also follow zero-mean

circularly symmetric complex Gaussian distributions. In order to find the joint distribution of r(m)[i], for

all available i and m, it suffices to find the covariance matrix. Let X be defined as a vector containing

all r(m)[i], for K OFDM symbols, M antennas and 2L values of i, i.e., i = 1, 2, . . . , L,N + 1, N +

2, . . . , N + L. We have

x = [r(1)[1], . . . , r(1)[KÑ ], r(2)[1], . . . , r(M)[KÑ ]]T (9.23)
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The entries of the covariance matrix E{XX∗} is given as follows. If m1 ̸= m2 and i1 ̸= i2, j ̸= 0 and

j ̸= N , we have

E{r(m)[kÑ + i](r(m)[kÑ + i])∗} = η(m) + σ2
z , (9.24)

E{r(m)[kÑ + i](r(m)[kÑ +N + i])∗} = η
(m)
i ej2πθ (9.25)

E{r(m)[kÑ + i](r(m)[kÑ + i+ j])∗} = 0, (9.26)

E{r(m1)[kÑ + i](r(m2)[kÑ + i])∗} = 0 (9.27)

E{r(m1)[kÑ + i1](r
(m2)[kÑ + i2])

∗} = 0 (9.28)

Let us define the vector v(m)
k,i = [r(m)[kÑ+ i], r(m)[kÑ+N+ i]]T , and let R(m)

i be the covariance matrix

of v(m)
k,i . The distribution of x is given by

fX(x, θ) =
∏

m,1≤m≤M

 ∏
i,0≤i≤2L

1

π2
∣∣∣R(m)

i

∣∣∣ exp
(
−v(m)∗

k,i R
(m)
i v

(m)
k,i

)K

(9.29)

The Cramer-Rao bound can be found by calculating the Fisher information content of the log-likelihood

function defined as

I(θ) = −E
{
∂2 log(fX(x, θ))

∂θ2

}
(9.30)

= −E

 ∑
m,1≤m≤M

∑
i,0≤i≤2L

4Kπ2∣∣∣R(m)
i

∣∣∣v(m)∗

k,i Q
(m)
i v

(m)
k,i

 (9.31)

where

Q =

 0 −η(m)
i ej2πθ

−η(m)
i ej2πθ 0

 (9.32)
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(a) CFO estimation with (K,M) = (16, 1) (b) CFO Estimation with (K,M) = (1, 16)

Figure 9.1: Coarse vs. fine CFO estimation with M antenna elements and K OFDM symbols

Hence, we have

I(θ) = 8Kπ2
∑

m,1≤m≤M

∑
i,0≤i≤2L

η
(m)2

i

(η(m) + σ2
z)

2 − η
(m)2

i

(9.33)

The Cramer-Rao bound is then given by the inverse of the fisher information I(θ).

9.4 Performance Evaluation

In this section, we evaluate the performance of our CFO estimation technique. We first describe

the simulation parameters, setup, and evaluation metrics and then proceed with analyzing the numerical

results.

9.4.1 Simulation Setup and Parameters

Without loss of generality, we assume the MUs have only a single antenna embedded, while each

AP may employ multiple antenna elements. We consider the transmission of symbols from a 16-QAM

constellation. Throughout the experiments, we set the DFT size N = 64, CP length L = 16, and the
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Figure 9.2: Time vs. Antenna Diversity (K,M) = (64, 1), (1, 64)

Figure 9.3: Impact of K, for M = 1 Figure 9.4: Impact of M , for K = 1

number of antenna elements per AP M = 1, 8, 16, 32, 64. We adopt a multipath Rayleigh fading channel

with T = 5 taps with adaptive white Gaussian noise (AWGN), and the CFO value is set to 0.295. Our

tests are carried out by MATLAB on a server with an Intel i9 CPU at 2.3 GHz and 16 GB of main memory

and each simulation is run for I = 10000 trials and the results are averaged. We use the following metrics

to evaluate the performance of our CFO estimation method:

• Estimation Mode may be coarse or fine. Fine estimation can be implemented in two adaptive and

fixed modes based on the static or dynamic choice of the parameter Λ.
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(a) Comparison of coarse and fine CFO estimation (b) Comparison of coarse and fine CFO estimation.

Figure 9.5: Evaluation of combining time and antenna diversity for various K, and M

• Time Diversity corresponds to when CFO estimation is carried out across time; i. e. over multiple

OFDM symbols.

• Antenna Diversity corresponds to the case where CFO estimation is carried out across multiple

antenna elements employed on a single AP.

9.4.2 Numerical Results

Fig. 9.1 depicts the MSE of CFO estimation under different modes, i.e. e. coarse, adaptive fine

(a-fine), and fixed fine (f-fine). Fig. 9.1a corresponds to the case of time diversity with K = 16, i.e.

where a single-antenna MU communicates 16 OFDM symbols to a single-antenna AP. While, Fig. 9.1b

corresponds to the case of antenna diversity with M = 16, i.e. where a single-antenna MU communicates

a single OFDM symbol to 16 antenna elements of the AP. The value of Λ = 16 is set for the fixed fine

CFO estimation. It is observed that the performance under adaptive fine estimation is superior to the coarse

estimation by at least two orders of magnitude. Also, both the coarse estimation and fixed-fine estimation

techniques saturate at some MSE value while the adaptive fine estimation method continues its descending

trend even after 30dB SNR.
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Fig. 9.2 compares the performance of CFO estimation under time diversity and antenna diversity,

for K = M = 64. It is observed that the MSE plot for CFO estimation under antenna diversity will lie and

saturate above the MSE plot under time diversity, for coarse and fine estimation, respectively. The reason

for this observation is that, although the channel tap coefficients for the antenna elements at a single AP

are uncorrelated, they still follow the same power profile. Therefore, approximating the expectation with

a summation needs larger values of M in antenna diversity than K in time diversity.

Fig. 9.3 and 9.4 illustrate the effect of increasing the value of parameters K and M on the performance

of CFO estimation, under time diversity and antenna diversity, respectively. It is observed that increasing

the value of parameters K and M shifts the CFO MSE plots downwards and improves the performance of

the CFO estimation. Further, it is observed that increasing K from 8 to 64 under time diversity improves

the performance of CFO estimation by an order of magnitude while increasing M has a less improving

effect under the antenna diversity scheme.

Fig. 9.5 shows how combining antenna diversity and time diversity improves the performance of

CFO estimation. Fig. 9.5a, and 9.5b show this effect for M = 16 and M = 64, respectively. Interestingly,

we observe that increasing the OFDM symbols results in more improvement in the case of M = 64

compared to the case of M = 16.

9.5 Conclusions

This paper presented a low-complexity CP-based blind CFO estimation for MIMO-OFDM systems.

We used antenna diversity for CFO estimation. Given that the RF chains for all antenna elements at a

communication node share the same clock, the carrier frequency offset (CFO) between two points may

be estimated by using the combination of the received signal at all antennas. Further, we incorporated the

notion of time diversity into the CFO estimation by considering the CP for multiple consecutive OFDM

blocks. We defined a cost function employing the correlation of the received OFDM signals at multiple

272



antennae and multiple OFDM blocks. We proposed algorithms for estimating the CFO with low complex-

ity. Numerical results verify the validity of our proposed CFO estimation technique.
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Chapter A: Proof of Theorem (21)

Appendix I

We will start by a few supplementary definitions that are required for the proof of Theorem 20.

Definition 26 A direction is defined on the azimuth angles, say, counter-clockwise. The ACI as well as the

starting and the ending point of a beam is measured with respect to this direction. For example, one may

have a beam starting at 3π/2 and ending at π/2 which is represented as [3π/2, π/2).

Definition 27 Consider a set of points a1, a2, . . . , an, n ≥ 3 on a circle. For any three indices 1 ≤

i, j, k ≤ n, we write ai ≺ aj ≺ ak (and read as ai precedes aj precedes ak) if by starting from point

ai and moving in the defined direction (say counter clockwise) we first encounter aj and then encounter

ak before reaching ai again. Equivalently, we write ak ≻ aj ≻ ai and read ak succeeds aj succeeds ai.

Please note that the precedence relation requires at least three points to be specified.

Definition 28 Consider b beams and denote them by beam i, i ∈ B where B = 1, 2, . . . , b denotes the

set of all possible beam. For a given subset C ⊂ B, we define a component beam ωC as a beam (possibly

comprised of an interval or a collection of intervals) where each differential arc of the beam contains all

the beams in C and does not contain any beam which is not in C. The set C is called the spawning set of

ωC and its cardinality is called the degree of ωC . A component beam with spawning set C may or may not

exist, and if it exist we may refer to the component beam by its spawning set C. We say a component beam

has a beam i in its intersection if the beam i belongs to its spawning set.
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Definition 29 We define the following operators and notations on spawning set. Let a spawning set (or

equivalently a component beam) be denoted by capital letters C,D,E, F,X, Y , etc., and a set of spawning

sets be represented by C, E , etc., e.g., C = {C,D}, and E = {E,F}. The union of two spawning set

C ∪ D is denoted by CD. The cross product (or product or union product) of two sets of spawning

sets C and E is denoted by C × E and is defined as a set that contains the union of any pair of sets

such that one set belongs to the first and the other one belongs to the second set of spawning sets, i.e.,

C × E = {X,X = X1X2, X1 ∈ C, X2 ∈ D}. For example {C,D} × {E,F} = {CE,CF,DE,DF}.

The multiplication of the set of spawning sets C by itself may be represented as C2 = C × C. The higher

power k > 2 may be defined recursively as Ck = Ck−1 × C.

If a set of spawning sets D contains a single spawning set C it may be represented by C instead of

D. Similarly, if a spawning set contains a single beam c, i.e., C = {c} it may be directly represented by

c instead of C. The definition of the operators \ and × is inherited for the spawning sets and beams as

well. For example, we may write C × D where in this expression C is interpreted as a set of spawning

set which contains a single spawning set C. We denote the set minus operation by −, i.e., C − D =

{x, x ∈ C, x /∈ D}. We assume that the operator \ has precedence on the operators ×, ∪, ∩, and − , e.g.,

C ×DE = C × (D \ E)

Lemma 30 Among the set of contiguous scanning beams, a set of scanning beams with Tulip design

generates the maximal number of possible feedback sequences for the channel with p = 1 path.

Proof. The proof relies on the fact that b contiguous beams have total of 2b starting and ending

points and hence can generate at most 2b component beams. On the other hand for p = 1 a feedback

sequence is valid only and only if the set of the indices of the beam with positive feedback corresponds

to an spawning set of a component beam that is realized by the set of scanning beams. Since there are at

most 2b component beam, there is only 2b possible feedback sequences and Tulip design already provides
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2b component beams. We note that the Tulip structure is not the only optimal design for p = 1.

Lemma 31 For a channel with p = 2 paths, a set of scanning beams with Tulip design generates 1, 3, 7,

and 15 feedback sequences for b = 1, 2, 3, and 4 beams, respectively, and generates 2b(b − 2) feedback

sequences for b > 4 beams.

Proof. The proof simply follows from a direct counting argument. There are b component beams of

degree 1 with spawning sets {1}, {2}, . . . , {b} that are directly part of the Tulip design. For b > 1, there are(
b
2

)
feedback sequences of degree 2 corresponding to the beam index sets {12}, {13}, . . . , {1b}, {23}, {24}, . . . , {2b}, . . . , {(b−

1)b}. A degree 2 feedback sequence corresponding to an index set {ij} can be generated by selecting path

1 and path 2 inside the component beams {i} and {j}, respectively. For b > 2, a feedback sequence of

degree 3 may be generated by selecting a path in a component beam of degree 2 and a path in a component

beam of degree 1. In the following consider the indices of the beam in mod b. In other words, the beam

b+ 1 is the same as beam 1. There are a total of b(b− 3) feedback sequences of type i(i+ 1)k. Consider

the set Ci = {i(i+1)k, k ̸= i, k ̸= (i+1)}. There are b sets Ci, i = 1, 2, . . . , b, and each set Ci has b− 2

distinct feedback sequences and there are exactly b feedback sequences of the form i(i+ 1)(i+ 2) which

appear in all sets Ci, i = 1, 2, . . . , b exactly twice. Hence the union ∪i∈BCi contains exactly b(b − 3)

distinct feedback sequences. Similarly, for b > 4, it can be argued that there are exactly b(b− 3)/2 degree

4 feedback sequences of type i(i+ 1)j(j + 1), i+ 1 ≻ j, j + 1 ≻ i that is generated by having one path

in the component beam i(i + 1) and another in the component beam j(j + 1). For b = 4, there is only

one feedback sequence 1234 that is generated by having one path in component beam 12 and one path in

component beam 34. Summing all the feedback sequences of degree 1 to degree 4 proves the statement of

the lemma.
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Proof of Theorem 20:

Lemma 30 proves the optimality of Tulip design for a channel with a single path, i.e., p = 1.

Lemma 20, extends this optimality to the case of p = 2, however, the proof is considerably more involved.

Here, we first provide the sketch of the proof and then formally get into the details. Lemma 31,

counts the number of feedback sequences that is generated by Tulip design. It is relatively easy to check

for small numbers of b ≤ 5 that no other set of scanning beams can generate more feedback sequences as

Tulip design. For the case of b > 5, we prove the theorem by using the following steps.

Consider a set of b contiguous scanning beams B positioned on a circle. Let C denote the set of

component beams generated by the set of scanning beams B.

First, we note that without loss of generality we can assume that set of starting and ending point of

each scanning beam interval, i.e., end point markers, are disjoint, which means that every starting point and

ending point is unique. Suppose not; consider the ordered set of end point markers x1 ≻ x2 ≻ . . . ≻ x2b

and assume that two consecutive points xi and xj (say x1 and x2 or x2b and x1) are equal xi = xj and

we have xi−1 ≻ xi ≻ xj+1. Consider two cases: (i) At least one of the points xi and xj are an ending

point. Let xj be an ending point. By moving it to point x′j such that xi ≻ x′j ≻ xj+1, one can generate

an extra component beams. (ii) Both xi and xj are an starting point. By moving xi to point x′i such that

xi−1 ≻ x′i ≻ xj , one can generate an extra component beams. In either case (i) or case (ii), by adding a

new component beam to the set C, the cardinality of C2 cannot decrease.

Hence, we can assume that in the maximal case of C, its cardinality is exactly 2b. In other words,

there exist a C which is maximal, i.e., |C2| is maximum when |C| = 2b. It can be easily verified that when

considering 2b the component beams on the loop, the spawning sets of any two consecutive component

beam Ci and Ci+1 differ only in one element which means that (i) either Ci ⊂ Ci+1 or Ci ⊃ Ci+1 and (ii)

||Ci| − |Ci+1|| = 1.
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Claim 1: Consider a subset A = {A1, . . . , An} of n elements of the C that are adjacent in the loop.

If we add a new spawning set A to one end of the loop (without loss of generality assume to the right-hand

side of the loop), and |A| < |An|, then |(A ∪ A)2| ≤ |A2| + n − 2. One of the following four cases

might have occurred, and in each case, all three unions A ∪ An, A ∪ An−1, and A ∪ An−2 are repeated

in some other combinations and hence they do not generate a new spawning set in (A ∪ A)2. We have (i)

An−2 ⊃ An−1 ⊃ An ⊃ A in which case A ∪ An = An, A ∪ An−1 = An−1, and A ∪ An−2 = An−2; (ii)

An−2 ⊂ An−1 ⊃ An ⊃ A in which case A ∪ An = An, A ∪ An−1 = An−1, and A ∪ An−2 = An−2 or

An−1; (iii) An−2 ⊂ An−1 ⊂ An ⊃ A in which case A ∪An = An, A ∪An−1 = An, and A ∪An−2 = A

or An−2; (iv) An−2 ⊃ An−1 ⊂ An ⊃ A in which case A ∪An = An, A ∪An−1 = An, and A ∪An−2 =

An ∪ An−2. Hence, at most n − 3 new subsets of the form Ai ∪ A, 1 ≤ i ≤ n − 3 and one new subset

corresponding to the new subset A are generated.

Claim 2: Consider a subset A = {A1, . . . , An} of n elements of the C that are adjacent in the loop.

If we add a new spawning set A to one end of the loop (without loss of generality assume to the right-hand

side of the loop), and |A| > |An|, then |(A ∪ A)2| ≤ |A2| + n − 1 or |(A ∪ A)2| ≤ 2n. One of the

following three cases might have occurred. We have (i) An−1 ⊂ An ⊂ A in which case A ∪ An = A,

A ∪ An−1 = A; (ii) An−2 ⊂ An−1 ⊃ An ⊂ A in which case A ∪ An = A and A ∪ An−2 = A ∪ An−1;

(iii) ∃i, i ≥ 1 such that Ai ⊂ Ai+1 ⊃ . . . ⊃ An−2 ⊃ An−1 ⊃ An ⊂ A in which case A ∪Ai = A ∪Ai+1

and A ∪ An = A; (iv) A1 ⊃ A2 ⊃ . . . ⊃ An−2 ⊃ An−1 ⊃ An ⊂ A. Hence, for the first three

cases at most n − 2 new subsets of the form Ai ∪ A out of all subsets of Ai ∪ A, 1 ≤ i ≤ n plus one

new subset A are generated. Otherwise, in case (iv) the possible different subsets are only in the form of

A1, A2, . . . , An, A ∪A1, A ∪A2, . . . , A ∪An which are 2n in total.

Claim 3: Let Fn is the maximum number of elements in the |(A)2|where |A| = n. It can be directly

checked for the small number of n ≤ 5 that F1 = F2 = F3 = 1, F4 = 5, and F5 = 8. Based on the results
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of claims 1 and 2, we can prove that Fn+2 ≤ Fn + 2n− 2, hence we have


Fn ≤ n(n−4)

2 + 5, n = 2b, n ≥ 4

Fn ≤ (n+1)(n−5)
2 + 8, n = 2b− 1, n ≥ 5

 (A.1)

Claim 4: Let Ai = {A ∈ C, i ∈ A} and ni = |Ai|. Obviously the set of component beams in

Ai = {A1, A2, . . . , Ani} are sequentially in order on the loop. Let n be the maximum value of ni and

correspondingly A = Ai and D = C − Ai. Assume the elements of A = {A1, . . . , An} and D =

{D1, . . . , Dm} are in order on the loop such that D1 and Dm are the neighbors of An, A1, respectively.

We have n +m = 2b. Since Dm ⊂ A1 and for the i which maximizes ni we have i ∈ A1 but i /∈ Dm,

hence Dm ⊂ A1. Similarly we have and D1 ⊂ Ani , which means that for all k = 1, 2, . . . , ni, we have

DmAi = A1Ai and D1Ai = AniAi. This means that there are 2ni elements inA×D which is in common

with elements in A2.

If there is ni ≥ 6 then we have |A × D| ≤ ni(2b− ni)− 2ni and for even ni we have

|C2| ≤ |A2|+ |D2|+ |A × D| (A.2)

≤ (
(ni)(ni − 4)

2
+ 5) + (

(2b− ni)(2b− ni − 4)

2
+ 5)

+ (ni(2b− ni)− 2ni) < 2b(b− 2), (A.3)

and for odd ni we have

|C2| ≤ (
(ni + 1)(ni − 5)

2
+ 8)+

(
(2b− ni + 1)(2b− ni − 5)

2
+ 8)

+ (ni(2b− ni)− 2ni) < 2b(b− 2). (A.4)
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Hence, the maximal design cannot have ni ≥ 6 since for Tulip structure |C2| = 2b(b− 2).

Claim 5: Next, assume that ni = 5. We note that D1 cannot be a subset Dm, otherwise there is

a beam which is in at least 6 consecutive component beams An, D1, D2, . . . , Dm. Hence, we can find

a minimum index 1 < k ≤ m such that D1 ̸⊂ Dk for which we have AnDk = AnDk−1. Similarly,

we have a minimum index l such that Dm ̸⊂ Dl for which we have A1Dl = A1Dl−1. On the other

hand, there is a maximum index 1 ≤ j < n such that D1 ̸⊂ Aj otherwise there is a common beam in at

least 6 consecutive component beams A1, A2, . . . , An, D1. Hence we have D1Aj = D1Aj−1. Similarly

there a minimal index t such that Dm ̸⊂ At otherwise there is a common beam in at least 6 consecutive

component beams Dm, A1, A2, . . . , An. Hence we have DmAt = DmAt−1. This means we have |A ×

D| ≤ 5(2b− 5)− 2× 5− 4 and

|C2| ≤ (8) + (
(2b− 4)(2b− 10)

2
+ 8)

+ (5(2b− 5)− 14) < 2b(b− 2). (A.5)

Hence, the maximal design cannot have ni ≥ 5 since for Tulip structure |C2| = 2b(b− 2).

Claim 6: Next, assume that ni = 4. This case is very similar to the Claim 5 for ni = 5 which the

exception that we use the formula of Fn for the even n. We note that D1 cannot be a subset Dm, otherwise

there is a beam which is in at least 5 consecutive component beams An, D1, D2, . . . , Dm. Hence, we can

find a minimum index 1 < k ≤ m such that D1 ̸⊂ Dk for which we have AnDk = AnDk−1. Similarly,

we have a minimum index l such that Dm ̸⊂ Dl for which we have A1Dl = A1Dl−1. On the other

hand, there is a maximum index 1 ≤ j < n such that D1 ̸⊂ Aj otherwise there is a common beam

in the at least 5 consecutive component beams A1, A2, . . . , An, D1. Hence we have D1Aj = D1Aj−1.

Similarly there a minimal index t such that Dm ̸⊂ At otherwise there is a common beam in at least 5

consecutive component beams Dm, A1, A2, . . . , An. Hence we have DmAt = DmAt−1. This means we
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have |A × D| ≤ 4(2b− 4)− 2× 4− 4 and

|C2| ≤ (5) + (
(2b− 4)(2b− 8)

2
+ 5)

+ (4(2b− 4)− 12) < 2b(b− 2). (A.6)

Hence, the maximal design cannot have ni ≥ 4 since for Tulip structure |C2| = 2b(b− 2).

On the one hand, the max ni is less than or equal to 3. On the other hand for all Ci in C, |Ci| ≥ 1

and for every two consecutive Ci and Ci+1 we have |Ci| = |Ci+1| ≥ 3. Hence,

b∑
i=1

ni =
2b∑
i=1

|Ci| >= 3b

which means that all ni have to be equal to 3. This means that the Tulip structure is maximal and indeed

the unique optimal solution.
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