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The typical fast neutron detector falls into one of two categories, Bonner sphere

spectrometers and liquid scintillator proton recoil detectors. These two detector

types have traditionally been used to measure fast neutrons at the surface and in

low background environments. The cosmogenic neutron spectrum and flux is an

important parameter for a number of experimental efforts, including procurement

of low background materials and the prediction of electronic device faults. Fast

neutrons can also cause problems for underground low-background experiments,

through material activation or signals that mimic rare events. Current detector

technology is not sufficient to properly characterize these backgrounds.

To this end, the University of Maryland and the National Institute of Stan-

dards and Technology designed, developed, and deployed two Fast Neutron Spec-

trometers (FaNS) comprised of plastic scintillator and 3He proportional counters.

The detectors are based upon capture-gated spectroscopy, a technique that demands

a delayed coincidence between a neutron scatter and the resulting neutron cap-



ture after thermalization. This technique provides both particle identification and

knowledge that the detected neutron fully thermalized. This improves background

rejection capabilities and energy resolution.

Presented are the design, development, and deployment of FaNS-1 and FaNS-2.

Both detectors were characterized using standard fields at NIST, including calibrated

252Cf neutron sources and two monoenergetic neutron generators. Measurements of

the surface fast neutron spectrum and flux have been made with both detectors,

which are compared with previous measurements by traditional detectors. Addi-

tionally, FaNS-1 was deployed at the Kimballton Underground Research Facility

(KURF) in Ripplemead, VA. A measurement of the fast neutron spectrum and flux

at KURF is presented as well. FaNS-2 is currently installed in a shallow underground

laboratory where it is measuring the muon-induced neutron flux and spectrum.
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Chapter 1

Introduction

The UMD/NIST collaboration has designed, built, and characterized two fast

neutron spectrometers (FaNS-1 and FaNS-2) based on the concept of capture-gated

spectroscopy. The FaNS detectors are arrays of plastic scintillator and 3He pro-

portional counters. The high efficiency, large dynamic range detectors have been

deployed in a variety of locations measuring neutrons from sources and the environ-

ment. This thesis will discuss the FaNS detectors and present measurements of the

surface and underground fast neutron spectra.

This chapter contains a brief overview of fast neutrons as they relate to under-

ground particle and nuclear physics. It will begin with a discussion of the origin of

fast neutrons and the energies typically found for each source. Following that is an

overview of the impact of fast neutrons on underground physics experiments. Cur-

rent standard detection techniques are presented, focusing on moderated 3He pro-

portional counters and liquid scintillator proton recoil detectors. Finally, capture-

gated spectroscopy will be discussed, including how the FaNS detectors utilize this

technique to improve upon previous measurements.
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1.1 Fast neutrons and their origins

Neutrons are classified by their energies into three main classes: thermal neu-

trons, cold/ultra cold neutrons, and fast neutrons. Thermal neutrons are those

which have equilibrated in a room temperature environment and have a Boltzman

energy distribution peaked around 25 meV. Cold neutrons, with energies between

1 and 5 meV, are produced by moderating higher energy neutrons in cryogenic

targets such as liquid hydrogen or deuterium ice. These neutrons are useful for a

wide range of experimental efforts, including neutron interferometry, precision mea-

surements of the neutron lifetime, and many others [1–6]. Finally, neutrons can be

cooled even further through the use of down-scattering in superfluid helium or using

a gravitational trap [7]. This produces ultra cold neutrons that can be stored in a

bottle for high-sensitivity measurements, like the neutron electric dipole moment or

lifetime [8, 9]. Fast neutrons have energies much higher than cold or thermal neu-

trons. Typically, they are classified as having energies greater than 100 keV. These

neutrons are generated by a few distinct sources, in order of increasing energies: 1)

spontaneous fission, 2) radioisotope production and (α, n), 3) fusion of light nuclei,

4) cosmic-ray induced spallation, and 5) muon-induced reactions. Each of these will

be discussed as they pertain to the FaNS detectors.

1.1.1 Spontaneous fission of heavy nuclei

Spontaneous fission is a process in which a nucleus, without external inter-

vention, breaks apart into many fragments. These fission events can emit multiple
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neutrons along with gammas and lighter nuclei. Though rare, spontaneous fission

isotopes can be found in the decay chains of uranium and thorium. The neutron en-

ergy spectra from these isotopes are normally characterized by a Watt or Maxwellian

parameterization, which are peaked at ∼1 MeV and have a roughly 1/E shape of

the high energy tail.

The most common spontaneous fission neutron source is 252Cf, which is com-

monly used to calibrate detectors and irradiate samples for other analysis. The 252Cf

spectrum from the ENDF-VII set of standards is shown in Figure 1.1 [10].

10-5

10-4

10-3

10-2

10-1

Ne
ut

ro
ns

/M
eV

20151050
Energy (MeV)

Figure 1.1: The ENDF-VII parameterization of the 252Cf spontaneous fission neu-
tron spectrum [10].

Though the spectrum extends to ∼20 MeV, the majority of neutrons are at

lower energies, with a mean energy of∼2 MeV. Each 252Cf spontaneous fission results

in an average of 3.7 neutrons and ∼20 gammas (80% of which have energies below

1 MeV). There is no preferred direction of the reaction, so the particles are emitted

isotropically [11]. 252Cf has a particularly large neutron yield of 2.3 × 106 n/s/µg,

therefore high activity sources may be made in small quantities [12]. Unlike other
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spontaneous fission sources, 252Cf has a short half-life of 2.65 years. This makes

maintaining a high activity source difficult, as the activity is reduced by an order of

magnitude every decade.

1.1.2 Radioisotope (α,n) reactions

Another method of generating fast neutrons is through (α,n) reactions [13],

an example of which is shown here:

4
2α + 9

4Be → 12
6 C + 1

0n (+5.71 MeV ). (1.1)

An energetic alpha is captured by a Be nucleus, which then emits an energetic

neutron. Typically O(10−4) neutrons are emitted for every alpha decay, though the

reaction probability increases with incident alpha energy [12].

These reactions occur naturally in material that contains trace amounts of

uranium and thorium. The decay chains of these two elements emit numerous al-

pha particles, which can then interact with light nuclei in the surrounding material.

These are the most common neutrons found in underground environments where

low background experiments operate. An attempt to systematically characterize

the various (α, n) spectra for underground environments has been made in Refer-

ence [14].1

1The authors of that work have also published a website that will produce rough neutron spectra
from uranium and thorium decay chains in different isotopic mixtures [15]. The calculations
make the assumption that the decay chains are in isotopic equilibrium, which is not always
accurate.
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A compact neutron source based upon (α, n) reactions may be made by mixing

an alpha emitting isotope, like 241Am, with a light target nucleus, like beryllium.

The neutron energy spectrum of an Am-Be source is shown in Figure 1.2. These

source have much longer half-lives than 252Cf(241Am has a half-life of 432 years),

and will therefore be much more stable in their activities.

Figure 1.2: The measured spectrum of emitted neutrons from an Am-Be (α, n)
neutron source. Figure from Reference [16].

The neutron energy spectrum is harder than that of the spontaneous fission

sources and contains multiple peaks. This makes (α, n) sources attractive for test-

ing neutron detectors, because they have features that can demonstrate detector

resolution.

However, the production rate and resulting neutron energy are dependent on

the energy of the alpha. The spectra of these sources can therefore vary greatly. In

particular, it has been shown that the packing of the alpha emitter and absorber
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isotopes inside a source container may change the output spectrum [12]. Thus,

without an energy resolving detector, knowing the absolute spectrum of emitted

neutrons is difficult.

The energy spectrum variability creates difficulties in estimating the neutron

spectrum from (α, n) reactions underground. It is not normally possible to know

the exact distribution of the alpha emitting isotopes in the local material, and so

simulating the spectrum is exceptionally challenging.

1.1.3 Fusion of light nuclei

It is also possible to generate neutrons through the fusion of light nuclei.

For example, by fusing different isotopes of hydrogen, it is possible to generate

neutrons with energies from a few MeV (deuterium-deuterium fusion) up to 14 MeV

(deuterium-tritium fusion):

2
1H + 2

1H → 3
2He + 1

0n+ 3.26 MeV, (1.2)

2
1H + 3

1H → 4
2He + 1

0n+ 17.6 MeV. (1.3)

In the final states of these two reactions, the neutron receives 2.45 MeV and 14.1 MeV,

respectively, via kinematics. These reactions require enough energy to overcome the

Coulomb barrier, which is typically a few keV. By accelerating deuterium into tri-

tium or deuterium nuclei, it is possible to induce fusion in a laboratory.

Currently, there are a number of manufacturers of compact neutron generators

based on small accelerators with deuterium and tritium gas [17–19]. These gener-
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ators produce between 108 and 1010 n/s, and have typical operational lifetimes of

2000 hours.

Both the DD and DT fusion reactions produce mono-energetic neutrons that

can be used to characterize and calibrate detectors. These generators will be dis-

cussed in more detail when the calibrations of the FaNS detectors are presented

later.

1.1.4 Spallation of nuclei from high energy cosmic rays

The highest energy neutrons are produced from spallation by high energy

particles. This occurs naturally from high energy cosmic rays interacting in the

atmosphere and high energy muons interacting underground.

When energetic cosmic rays are incident on the upper atmosphere, they rapidly

lose their energy through collisions with the molecules in the air. As seen in Fig-

ure 1.3a, the initial energies of these particles can exceed 105 GeV.

These collisions trigger air-showers that can exceed hundreds of meters in

diameter when they reach sea-level. While propagating down, various particles are

created, including protons, neutrons, electrons, gammas, pions, kaons, and muons.

These secondary particles are the source of much of the ambient radioactivity at the

surface. Figure 1.3b shows the simulated fluxes of various particles generated in the

showers. The simulation is based on the CRY Cosmic Ray Generator [20].

Neutrons produced in cosmic ray showers have energies that extend from ther-

mal to beyond 10 GeV. Their energies are determined by the incident cosmic ray
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Figure 1.3: Left: The fluxes of the primary cosmic radiation in terms of energy
per nucleus. Figure from Reference [11]. Right: The fluxes of neutrons, protons,
muons, and gamma rays generated by cosmic rays in the atmosphere. These data
were generated with the CRY Cosmic Ray Generator simulation.

that created the shower and the various energy loss mechanisms that the neutron

encounters as it travels down to sea-level. There are two main energy regions of

the cosmogenic fast neutron spectrum: the “evaporation” peak centered around

1 MeV, and the “cascade” peak centered around 100 MeV. The evaporation peak is

composed of neutrons that have been emitted by the de-excitation of nuclei in the

atmosphere. The cascade peak is populated by neutrons that are knocked out of

nuclei by high momentum transfer interactions [21,22].

There have been many measurements of the cosmic-ray induced neutron spec-

trum, but these have mainly been performed with passively moderated 3He counters,

known as Bonner spheres [23–27]. These detectors lack energy resolution and rely

on complicated unfolding procedures, as will be discussed in more detail in Sec-

tion 1.3.1. There is considerable spread in the measured flux and spectrum from

8



these data, related to various environmental considerations, including weather, baro-

metric pressure, geomagnetic cutoff, and solar cycle. Figure 1.4 shows the neutron

spectrum recorded with the same detectors for three different days with varying con-

ditions. There is a wide fluctuation between the three measurements, with almost

a factor of two in total flux among them.

Figure 1.4: The recorded neutron energy spectra (in units of E×dφ/dE) at a single
location using the same Bonner sphere array on three different dates. Significantly
different neutron fluxes are observed. Figure from Reference [24].

There have been a few measurements of the surface fast neutron spectrum

with different detector types, including phoswich2 neutron detectors [28, 29], liquid

scintillator [30], and double scatter neutron telescopes [31, 32]. Each measurement

provides slightly different insight to the cosmic-ray induced neutron spectrum. In

Reference [30], a large Gd-doped liquid scintillator volume was placed at ground level

2“Phoswich” is a portmanteau of “phosphor” and “sandwich”. These detectors are made of two
scintillator materials with different pulse shape characteristics. This allows for particle ID to
separate neutron interactions from gammas.
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outside of Gran Sasso National Laboratory. The detectors were at approximately

42◦25′11′′ N, 13◦31′2′′ E, rigidity cutoff 6.3 GV, and altitude 970 m above sea level.3

Figure 1.5 shows their reported neutron energy spectrum.

Figure 1.5: The recorded neutron energy spectrum from a large Gd-doped liquid
scintillator detector at ground level at Gran Sasso National Laboratory. Figure from
Reference [30].

They were able to make a measurement of the total flux above two thresholds,

10 and 20 MeV:

Φ(E > 10 MeV ) = (4.7± 0.5)× 10−3 n/cm2/s, (1.4)

Φ(E > 20 MeV ) = (4.2± 0.4)× 10−3 n/cm2/s. (1.5)

3The cosmic ray flux depends upon the location within the earth’s magnetic field, which is not
aligned with the usual longitude and latitude. Thus, it is useful to include the rigidity cutoff,
which is a measure of the energy required for cosmic rays to penetrate the magnetosphere [33].
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This is the first capture-gated measurement of the cosmic-ray induced fast neutron

spectrum and flux. This measurement will be compared to the FaNS measurements

in later chapters.

The azimuthal dependence of the neutron spectrum, for 80 MeV < En <

300 MeV, has been shown to be proportional to cosmθ with m = 3.5 ± 1.2 and

θ oriented at the zenith [34]. Figure 1.6 shows this distribution, with the shaded

region showing the uncertainty.
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Figure 1.6: The azimuthal dependence (cosmθ with m = 3.5 ± 1.2) of the cosmo-
genic neutron flux as reported in Reference [34]. The shaded region highlights the
uncertainty.

The angular distribution of lower energy neutrons is expected to be highly

dependent on the local environment. A recent measurement has shown that the

angular distribution for neutrons between 1 and 10 MeV also follows a cosm shape.

However, statistics have limited their ability to quantify the power of the distribu-

tion [31].
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1.1.5 Muon-induced interactions

Muons created by cosmic rays are deeply penetrating and are one of the largest

backgrounds for underground experiments. Muons may interact directly in a detec-

tor, or induce radioactivity as it interacts with the local material. Muon-induced

neutrons are generated by either spallation, like the cosmic-ray interactions pre-

viously discussed, or through negative-muon capture. The Feynman diagram for

muon spallation is shown in Figure 1.7.

Figure 1.7: The Feynman diagram of neutron production via muon spallation. Here
an energetic muon exchanges a virtual photon with a nucleus, which then de-excites
via neutron emission. Figure from Reference [35].

The rate of muon-induced neutron production is suppressed at underground

locations due to the attenuation of the muon flux passing through the earth. Fig-

ure 1.8 shows the muon and muon-induced neutron fluxes at various underground

laboratories.
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Figure 1.8: Left: Measured muon fluxes at various underground sites. Right: The
deduced neutron fluxes for various underground laboratories. Figures from Refer-
ence [36].

Reference [36] includes a parameterization of the muon-induced neutron flux

as a function of overburden depth, shown in Equation 1.6.

Φ(n) = P0

(
P1

h0

)
e−h0/P1 (1.6)

P0 and P1 are fit parameters and h0 is the equivalent vertical depth (in km.w.e).

They found fit values of P0 = (4.0 ± 1.1) × 10−7/cm2/s and P1 = 0.86 ± 0.05

km.w.e. This parameterization will be used later to estimate the expected flux of

muon-induced neutrons at the Kimballton Underground Research Facility.

The energies of the muon induced neutrons extend to beyond 1 GeV, as shown

in Figure 1.14. The data in this figure are generated using a FLUKA simulation of

input muons interacting in the rock walls of the laboratories. A detailed theoretical

treatment of muon spallation may be found in Reference [35].
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Figure 1.9: The calculated differential neutron energy spectra for different under-
ground laboratories. Figure from Reference [36].

At lower muon energies, there is a finite probability that the muon will be

stopped completely and capture on a nearby nucleus. The resulting nucleus is

excited in the range of 10 - 20 MeV, which is enough energy to emit one or more

neutrons [37]. The emitted neutrons may carry up to the kinematic limit of 100 MeV,

though the most probable energy is around 1 MeV. This process is largest in heavy

nuclei, which have a larger probability to capture muons. However, even in the

lighter nucleus 12C, neutron production via muon capture has been observed [38].

Figure 1.10 shows the detected energy spectrum of neutrons produced from a muon

beam incident on a carbon target.

At shallower depths, where the average muon energy is comparatively low,

neutron production by stopped muons may be the dominant source. These neu-

trons can be produced in the detector and shielding material directly, making a

complicated optimization problem for shallow underground experiments. Better
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Figure 1.10: The detected energy spectrum of neutrons produced by muon capture
on a carbon target. The spectrum of background neutrons is shown in the lower
curve. Figure from References [38].

knowledge of the production cross-sections for these interactions would improve the

ability to estimate these backgrounds.

1.2 Physics motivation

While there are a variety of uses for a fast neutron detector, this section

will focus on only three of them. This section will cover three areas of research

where a high sensitivity, high efficiency fast neutron spectrometer would be useful.

First, the cosmic-ray induced fast neutron spectrum at sea-level will be discussed,

followed by a discussion of the muon-induced and radioactive neutron backgrounds

in shallow and deep underground environments. Finally, there is a discussion of

neutron spectroscopy and dosimetry, which are of particular interest for the National

Institute for Standards and Technology.
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1.2.1 Fast neutron activation of low background material at sea-level

The fast neutron background at the surface can cause a variety of problems for

low background experiments. The largest concern is neutron activation of detectors

and shielding material. Low background experiments go to great lengths to procure

and produce materials with low levels of radioactivity [39–41]. The materials are

then stored underground to prevent activation from high energy cosmic rays.4

Fast neutrons are a major source of activation of common shielding materials,

such as copper and lead [43], and detector materials such as germanium [44]. The

isotopes produced have long half-lives and frequently emit radiation in the signal

region for various experiments. Germanium in particular has a neutron-induced

peak (from the 76Ge(n, n′γ) interaction) only 15 keV below the expected Q-value for

neutrinoless double beta decay. Figure 1.11 shows the production cross-sections for

68Ge and 60Co in germanium as functions of the incident fast neutron energies.

Many of these materials must still be transported above ground or even by

plane. Any time spent at sea-level or at airplane altitude must be accounted for and

the activation of the material calculated and included in the Monte Carlo of the full

experiment.

To calculate the cumulative activation by cosmogenic neutrons, a precise knowl-

edge of the fast neutron spectrum between 1 MeV and 1 GeV is required. Figure 1.12

4A database of materials assay results has been published online [42]. The database contains
results of approximately 350 assays of common materials available for general use.
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Figure 1.11: The production cross-sections for two radioactive isotopes (Left: 68Ge,
Right: 60Co) from fast neutron interactions in germanium. Figures from Refer-
ence [44].

shows a comparison between three cosmogenic neutron spectra reported by different

papers.5

The spectra are different in both shape and in absolute flux. These differences

can lead to significant variations between calculations of activation. Reference [46]

includes a systematic study of the neutron activation of germanium for multiple

cosmic ray neutron energy spectra. The authors observed more than an order of

magnitude difference in activation rates of enriched germanium. Better knowledge of

the fast neutron spectrum would greatly improve their ability to design and optimize

shielding at sea-level.

5The neutron spectrum is roughly 1/E in shape and covers many orders of magnitude. Thus, it
is often more illustrative to show the spectrum in units of E × dφ/dE, which highlights the
details of the spectrum.

17



0.0012

0.0010

0.0008

0.0006

0.0004

0.0002

0.0000

(E
 x

 F
lu

x)
 (

n/
cm

2 /s
)

101
2 3 4 5 6 7

102
2 3 4 5 6 7

103
2 3 4 5 6 7

104

Energy (MeV)

 Ziegler 1996
 Gordon 2004
 CRY Simulation

Figure 1.12: A comparison between three different reported cosmogenic neutron
spectra. Ziegler [45] and Gordon [23] are measurements with Bonner spheres, and
CRY is a Monte Carlo Simulation [20].

1.2.2 Fast neutrons from muon interactions and local radioactivity

underground

Fast neutrons are a particular problem for rare event experiments operating

underground. Fast neutrons can mimic signatures of these rare events, often with

significantly higher frequency than the desired event. As an example, the effect of

fast neutron backgrounds on WIMP dark matter searches will be discussed here.

Weakly interacting massive particles (WIMPs) are the leading theoretical ex-

planation of gravitational anomalies observed over the past half century. The ro-

tation curves of galaxies show evidence of non-visible matter that increases the

rotational speeds at large radii. Using the required relic density to account for these

anomalies, one finds that the interaction cross sections are on the order of the weak

nuclear force [47, 48].
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Due to their weak nature, WIMPs are proposed to interact via nuclear recoils.

This gives WIMP dark matter searches a powerful tool for discriminating between

background signals and potential WIMP signals. Many detectors are able to separate

the two recoil types by measuring multiple modes of energy transfer: light, heat, or

ionization. Electronic recoils, from gammas and electrons, deposit energy in different

ratios of these quantities than nuclear recoils. By detecting at least two of these

quantities for each event, it is possible to effectively distinguish between electron

and nuclear recoils. Figure 1.13 shows the discrimination power for the Xenon10

experiment, which detects the light and ionization from each event.

Figure 1.13: The discrimination between electronic and nuclear recoils from the
Xenon10 experiment based on the ratio of the amount of light and ionization pro-
duced for each event. Nuclear recoil events are generated from an Am-Be neutron
source, while the electronic recoils are from a 137Cs gamma source. Note the sepa-
ration between the mean of the two bands [49].
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Because the most common background in the underground environments in

which these experiments operate is due to electronic recoils, this technique is ex-

ceptionally powerful. However, fast neutrons will not be rejected by this technique,

since they too interact via nuclear recoils. Thus it is vitally important to know

the fast neutron background in the lab so that it can be shielded against [50–58].

Fast neutrons in underground labs typically are produced from two main sources.

Naturally occurring radioactive isotopes in the local environment, like uranium and

thorium, have neutron emitting isotopes in their decay chains. Separately, decay

alphas may interact with light nuclei to produce (α,n) neutrons. These neutrons

range from 1 MeV to 15 MeV, with the (α,n) neutrons having a harder spectrum.

Figure 1.14 shows the relative fast neutron spectra from (α,n) and muon interac-

tions with and without shielding from Reference [36]. The shielding design used in

this work featured an inner layer of 10 cm of copper, followed by 40 cm of lead, and

finally 10 cm of polyethylene.

The low energy neutrons from (α, n) reactions are effectively shielded, but the

muon-induced neutron spectrum is relatively unchanged above 20 MeV. The total

muon flux is reduced substantially by operating in an underground environment,

as shown previously in Figure 1.8. However, increasing the shielding material can

also increase the neutron production from muons. This can be seen in the increase

from the red circles (µ: Rock/Cavern Boundary) to the blue crosses (µ:After Lead

+ Copper Shielding). The muon-induced neutron yield for specific materials should

be taken into consideration when designing a shield.
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Figure 1.14: A comparison between simulated fast neutron spectra from muon and
(α,n) interactions with and without shielding materials. Figure from Reference [36].

Many experiments have worked to measure the muon-induced neutron yield

in rock, scintillator and lead in underground environments [51,52,57,59–62]. These

measurements have typically been side projects of larger experiments using the neu-

tron shield as a detector. However, these experiments have focused on measuring

the muon-induced neutron yield and not the energy spectrum of the produced neu-

trons. Therefore, much uncertainty remains about the muon-induced neutron energy

spectrum.

To systematically study the muon induced neutron yield from common shield-

ing materials in a controlled environment, the NA55 experiment was performed

at CERN using a mono-energetic 190 GeV muon beam incident on different tar-

gets [63]. Three liquid scintillator detectors were positioned at different angles (45◦,

90◦, and 135◦) and the count rates in each detector were recorded. Figure 1.15

shows the measured neutron yield (solid points) for lead (solid triangles), copper
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(solid squares), and carbon (solid circles). The histograms are from simulations

performed with two different models of high energy physical processes6 [64].

Figure 1.15: Differential neutron production cross sections as measured with mono-
energetic muons at CERN in the NA55 experiment (solid points) and simulated
with Geant4 using two different physics lists (solid and dashed lines). Left shows
the simulated response for each target when only muon spallation physics is included,
while Right shows the effect on the simulated responses when an improved physics
model is used. The simulation data, from top to bottom, are for Pb, Cu, and C.
Note the large discrepancy that remains for neutron yield in lead. This change
highlights the uncertainties in simulations even for a simple geometry. Figures from
Reference [64].

NA55 found a significant discrepancy between the predicted and measured

neutron yields, even with the improved physics modeling. For lead, the data is an

order of magnitude higher than the simulation. This highlights the need for new

measurements with calibrated detectors.

Low energy accelerator and reactor-based neutrino oscillation searches typi-

cally cannot take advantage of operating deep underground, and so must understand

their expected cosmogenic backgrounds. At shallow depths of tens of meters wa-

6These are also known as “Physics Lists”, which are user selectable in simulation packages like
Geant4.
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ter equivalent these experiments have significant backgrounds from muon induced

fast neutrons. These neutrons are generated by muon spallation and negative muon

capture in the surrounding material, and frequently in the detector itself.

1.2.3 Benchmark simulations

As underground detectors have become increasingly more sensitive, the re-

quirements for background characterization and suppression have also increased.

The ability to measure neutron backgrounds at these facilities has not kept pace with

the experimental goals. This has led to a reliance on Monte Carlo simulations to

estimate the neutron backgrounds from various sources present in the underground

environment. The most commonly used simulation package for underground physics

is Geant4 [65].

A recent study of the muon-induced neutron production in lead using the

Geant4 software package has produced interesting results. The authors ran the

same simulation with eight different combinations of physics lists and Geant4 ver-

sions. They found a steady increase in the neutron production rate with each newly

released physics list. Their measured value remains ∼20% higher than the simulated

value [57].

These simulations rely on cross sections for neutron production and propaga-

tion that have large uncertainties, and frequently are based on models rather than

measurements. This is an active area of research that will require more measure-

ments of muon induced neutron yields and energy spectra.
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1.2.4 Neutron spectroscopy

Measurements of the neutron emission spectrum from different sources could

have a large impact on the choice of standards and calibrations. The common

neutron source used for calibrations at NIST is 252Cf. However, this source has a

relatively short half-life, 2.645 years, that makes maintaining high activity sources

difficult. If there were a different neutron source with a longer half-life that had a

well characterized spectrum, it would be useful to replace the 252Cf sources.7

The increased use of (α, n) sources is an area that would benefit from a neutron

spectrometer. As discussed earlier in Section 1.1.2, the spectrum of neutrons emitted

by (α,n) sources depends on the energies of the incident alpha particles and the

distribution of the alpha-emitting isotope within the source [67]. Similarly, a recent

result comparing the ISO standard Am-Be neutron spectrum to multiple Am-Be

sources found significant discrepancies [68]. A neutron spectrometer with good

energy resolution would greatly improve the ability to characterize neutron sources

and calibrate other detector systems.

1.3 Previous detection techniques

There are many types of fast neutron detectors, ranging from lithium glass to

3He recoil detectors to time of flight spectrometers. For this work, the focus will be

placed on two of the most common detector techniques, passively moderated 3He

7There is also concern that obtaining 252Cf sources will become increasingly more difficult now
that Oak Ridge National Lab has significantly increased the cost of production [66].
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proportional counters (Bonner Spheres) and proton recoil detectors using organic

liquid scintillator.

1.3.1 The Bonner sphere detector

The Bonner Sphere was first developed in 1960 as a technique for adjusting the

energy response of 3He proportional counters [69,70]. The 3He proportional counter

is a thermal neutron detector and has a very low efficiency for fast neutrons. By

adding a neutron moderator, typically hydrogen-rich polyethylene, around a 3He

counter, it is possible to increase the response for higher energy neutrons. The

moderator allows higher energy neutrons to thermalize and then be captured by the

3He counter. A Geant4 model of a 7” Bonner sphere is shown in Figure 1.16 [71].

The green tracks are from neutrons thrown at the detector from above, while the

red center is the 3He counter.

For energies between 1-15 MeV it is possible, though experimentally chal-

lenging, to compare the calculated response function with measurements of mono-

energetic neutrons. Outside this range, it becomes increasingly difficult to find a

standard neutron source that can be measured. Therefore, response functions for

high energy neutrons are calculated typically using Monte Carlo simulations. It is

difficult to estimate the uncertainties in these response functions but few unfold-

ing codes will allow the inclusion of uncertainties. Correct understanding of the

uncertainty in the final result is challenging [72].
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Figure 1.16: A Geant4 simulation of a 7” Bonner sphere from Reference [71]. The
red center is the 3He thermal neutron detector, while the green tracks are neutrons
thrown at the detector from above.

With the addition of cadmium (a thermal neutron capture agent) and/or lead

to the moderator, the response can be further adjusted to reject thermal neutrons

or to increase the response to very energetic neutrons, respectively [23]. Work

was done to show that arrays of Bonner Spheres, each with a different amount

of moderator, could map out the energy spectrum of a large energy range, from

thermal (0.025 eV) to hundreds of GeV. Figure 1.17a shows an array of 14 Bonner

spheres deployed on the roof of a building. Figure 1.17b shows the various response

functions for the different spheres used in Reference [23]. The responses are in

units of counts/(neutron/cm2), which is a measure of the detection efficiency for a

isotropic neutron fluence.
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Figure 1.17: Left: The 14 element Bonner sphere array used in Reference [23]. This
array has a quoted sensitivity to 100 GeV. Right: The MCNP calculated response
functions for the 14 Bonner spheres from Reference [23]. The responses are in units
of counts/(neutron/cm2), which is a measure of the efficiency to a isotropic neutron
fluence. The detectors with increasing response at high energy have layers of lead
that act as multipliers for very energetic neutrons.

Using the energy response function for each sphere, an unfolding procedure

can be performed that finds the most likely incident neutron spectrum that would

produce the count rates observed in the 3He counters. A common unfolding proce-

dure is to minimize a χ2 value, usually defined in terms of the difference between

the measured count rate and the expected count rate for each sphere.

χ2 =
M∑
i=1

(
(Mi − Ci)

σi

)2

(1.7)

Mi and Ci are the measured and expected count rates for the ith sphere, while σi

is the uncertainty in the measured readings [72].

Work in Reference [71] shows variations that occur from unfolding. The

cosmic-ray induced neutron spectrum was measured with 16 Bonner spheres, in-

cluding two that contained layers of lead, 1.25 cm and 2.5 cm thick. Figure 1.18a
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shows the raw rates of the Bonner spheres. The high count rates of two spheres with

9 in diameter are from the lead layers that act as neutron multipliers. The observed

count rates were then unfolded using four different response function calculations,

two from MCNP and two from Geant4. Note the large fluctuations in the unfolded

spectra for the evaporation and cascade peaks.

Figure 1.18: Left: The raw count rates in the 16 Bonner spheres used in Refer-
ence [71]. Note, the enhanced rates in the 9 inch detectors are from the addition of
0.5 inch and 1 inch of lead to the detectors. Right: The unfolded spectra from the
same count rates, using four different simulations of the detector response. More
detail is in the text. Figures from Reference [71].

There are a number of difficulties encountered with the use of Bonner sphere

arrays, including poor energy resolution and non-directional response. Ideally, an

array would consist of an infinite number of elements with infinitely narrow energy

responses. Since there are a finite number of elements in the array, however, the

final energy sensitivity is limited to the similarity of the response functions for each

sphere. If the responses of two spheres are too similar, their measurements become

degenerate, and no extra benefit is gained from having both. It is important that the
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detectors span the desired energy range with non-degenerate responses to decrease

errors in the unfolding procedure.

Another limitation of Bonner spheres is their completely isotropic response.

There is no inherent way to determine the angular distribution of the incident neu-

tron flux. Recent work has been done to develop directional spheres, but these have

yet not been fully benchmarked [73,74].

Bonner sphere arrays have excellent dynamic range, measuring neutrons from

thermal energies to beyond 1 GeV. However, the uncertainties in the detector re-

sponses and the complications from unfolding make them non-ideal for many situ-

ations.

1.3.2 The liquid scintillator proton recoil detector

The liquid scintillator proton recoil detector is perhaps the opposite of the

passively moderated 3He counter. Rather than detecting the capture of a thermal-

ized neutron, these detectors function by detecting the recoil proton from a neutron

collision. With their large hydrogen content, liquid organic scintillators are highly

effective neutron moderators. Depending upon the mass of the recoiling nucleus, a

neutron can transfer any fraction of its energy, up to a certain cutoff energy.

Er =
4A

(1 + A)2
(cos2 θ)En (1.8)

Er|max =
4A

(1 + A)2
En (1.9)
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Er is the energy of the recoiling nucleus, A is the atomic number of the nucleus, θ

is the angle (in the lab frame) of the recoil, and En is the incident neutron energy.

For hydrogen, the neutron can transfer all of its energy to the recoiling proton. For

carbon, the other main element in organic scintillator, the recoil nucleus can receive

a maximum of 0.28 En [12]. Carbon recoils do not produce light in the scintillator,

but manifest themselves as a loss of up to 28% of the total neutron energy.

Liquid scintillator also possesses the important ability to distinguish between

nuclear recoils and electronic recoils using the shape of the resulting pulse of light.

Nuclear recoils excite longer-lived excitations (triplet vs singlet state) in liquid scin-

tillator which lead to a slightly longer pulse of light. Figure 1.19 shows example

traces of typical gamma and neutron interactions in liquid organic scintillator. The

two signals shown have the same total integral, but the longer tail of the neutron

signal yields a smaller overall amplitude.

For each trace, the total charge in two integration regions, Qshort and Qlong,

are calculated. By comparing the charge in the short and long regions using Equa-

tion 1.10, neutron and gamma interactions may be effectively separated. Figure 1.20

shows a 2D scatter plot of the PSD variable versus the deposited energy for events

from a 137Cs gamma source (red) and a 2.5 MeV neutron generator (blue).

PSD =
QL −QS

QL

(1.10)

Liquid scintillators have the added advantages of being relatively inexpensive,

highly versatile in shape, and relatively high in light yield. However, the energy
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Figure 1.19: Signals from neutron (blue) and gamma (red) interactions in liquid
scintillator with the same integrals. The two signals have equal integrals, but the
neutron pulse is lower in amplitude and has an enhanced tail. Figure from Refer-
ence [75].

spectrum of neutron interactions in scintillator is dependent on multiple processes,

including partial energy depositions, nonlinear light response for proton recoils, neu-

tron scattering on carbon, and the intrinsic resolution from photon statistics. The

effects of each of these are shown in Figure 1.21. The nonlinearity of organic scintil-

lator to heavy charged particles causes a difference in observed light for a neutron

that scatters multiple times rather than just once. This will be discussed in more

detail in Chapter 2. Neutron interactions on carbon are effectively lost energy, since

the recoiling nucleus produces effectively no light. This leads to a slight peak in

the spectrum at 0.72En. There is extensive literature characterizing the response of

liquid organic scintillators to neutron fields. For example, Figure 1.22, from Refer-

ence [76], shows the response functions for NE-213 liquid scintillator calculated by

the SCINFUL code [77].
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Figure 1.20: A 2D plot of the ratio of prompt signal integral to full integral versus
the total amplitude of events from an 2.5 MeV neutron generator (blue) and a 137Cs
gamma source (red). Two bands are clearly visible, and the separation between
them improves at higher energies. The few gamma-like events in the 2.5 MeV data
are likely from neutron capture gammas from n+p→ d+γ+2.2 MeV. Figure from
Reference [75].

The response functions are roughly step functions with an enhanced low energy

tail. Typically, these response functions will be used to unfold a detected spectrum

into its components. A comparison of multiple neutron unfolding codes may be

found in Reference [78]. An example of a 2.5 MeV mono-energetic neutron source

spectrum undergoing unfolding is shown in Figure 1.23.

The unfolded spectrum accurately reproduces the calculated spectrum gener-

ated by the neutron source. However, the unfolding is driven by the upper edge of

the spectrum, so a large amount of data is necessary to carry out the unfolding pro-

cedure accurately. In the presence of an unknown neutron spectrum, the unfolding

is highly variable and must be performed off-line. For use in low-neutron fields, this

can be problematic. In an underground environment, where typical gamma fluxes
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Figure 1.21: Three main processes that shape the spectrum of neutron energy depo-
sition in organic scintillator. For each, the spectrum starts as a rectangle from (n,p)
scattering kinematics. Left to right shows the effects of scintillator non-linearity,
scattering on carbon, and the finite resolution from photon statistics. These are
discussed in more detail in the text. Figures from Reference [12].

are many orders of magnitude larger than neutron fluxes, it is not possible to see

neutron interactions in real time.

1.4 Improved neutron detection through capture-gated spectroscopy

The work in this thesis combines these two different detection concepts by

merging the direct energy measurement of the proton recoil detectors and the neu-

tron particle identification of the Bonner sphere systems. The FaNS detectors are

arrays of plastic scintillator and 3He proportional counters based on the principal of

capture-gated spectroscopy [80,81].
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Figure 1.22: The calculated response functions for a 12.7 cm cylinder of NE-213
liquid scintillator to mono-energetic neutrons from 1-14 MeV using the SCINFUL
code [77]. Figure from Reference [76].

By detecting a coincidence between a neutron thermalization and a neu-

tron capture, a capture-gated spectrometer can efficiently reject non-neutron back-

grounds while actively detecting the energy of the incident neutron on an event-by-

event basis. The capture requirement demands that the neutron deposits its full

energy, which eliminates partial energy depositions that lead to the broad response

in proton recoil detectors. As will be shown later, a capture-gated detector will mea-

sure peaks from a mono-energetic source without the need to unfold a spectrum.

This thesis will cover the design, construction, and operation of two capture-

gated spectrometers. Chapter 2 will discuss the general techniques behind capture-

gated spectroscopy with plastic scintillator and 3He proportional counters. Chap-

ters 3 and 4 present the design, calibration, and measurements of the surface and

underground fast neutron spectra recorded with the FaNS-1 detector at the National
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Figure 1.23: Left: A comparison between the reconstructed energy spectrum from
the MAXED unfolding code and the measured spectrum from a 2.5 MeV mono-
energetic neutron source. Right: The unfolded spectrum from the unfolding code
MAXED compared with a calculated spectrum from the neutron source. Figures
from Reference [79].

Institute of Standards and Technology in Gaithersburg, MD and at the Kimballton

Underground Research Facility in Ripplemead, VA.

Chapter 5 covers the design and construction of the upgraded FaNS-2 detector,

a significant improvement over FaNS-1. Chapter 6 presents the measurements of

FaNS-2 in calibrated neutron fields. Finally, Chapter 7 presents the measurement

of the ambient neutron flux and spectrum at NIST, Gaithersburg from 1 MeV to

1 GeV. In Chapter 8 the final results are discussed and future measurements for

both FaNS detectors are presented.
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Chapter 2

Capture-gated spectroscopy with plastic scintillator and 3He

proportional counters

Neutron detectors typically operate in environments where the neutron inter-

action rate is substantially lower, sometimes by many orders of magnitude, than the

rate of gamma interactions. Thus, it is important to be able to separate neutron

interactions from non-neutron interactions. For some types of detectors, this can be

done by pulse-shape discrimination, as discussed earlier. However, this technique

normally is done in post processing, causing a large fraction of the data recorded to

be backgrounds. Also, many neutrons incident on a detector will scatter once and

leave, depositing only a fraction of their full energy in the detector. This causes

a large distortion to the neutron energy spectrum, which is dominated by partial

energy depositions.

A technique that avoids this problem is capture-gated spectroscopy, which in-

volves introducing a neutron capture agent into the detector. A coincidence between

a scatter-like event and a capture-like events is demanded, greatly improving the

signal to background ratio. Since the neutron capture cross section for most mate-

rials is highly peaked at low energies and rapidly falls off as the energy increases,

knowing that a neutron captured implies that the neutron deposited all of its energy

in the detector.
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Work has been done with capture-gated spectroscopy in liquid scintillators

doped with a neutron capture agent [75, 82, 83]. By suspending the capture agent

directly in a scintillator cell, the light from either a neutron scatter or capture can

be detected. When a neutron thermalizes in the detector volume, it then randomly

walks until it captures on a nucleus or leaves the volume, as illustrated in Figure 2.1.

Figure 2.1: A schematic of a neutron interaction in a liquid scintillator-based capture
gated detector. A neutron enters the detector, thermalizes through multiple proton
recoils, and then is captured by 6Li. Figure from Reference [75].

The signature of such an event is two pulses of light within a few microsec-

onds of each other. The first signal contains information about the energy of the

incident neutron, while the second signal contains information about the energy of

the capture. An example of such a signal is shown in Figure 2.2.

Though a very simple detector, there is a significant disadvantage to having

both the recoil and capture signals in the same data stream; it is difficult to tell the

37



Figure 2.2: An example of a neutron thermalization event followed by a neutron
capture event in a 6Li-doped liquid scintillator. Figure from Reference [75].

two signals apart. This leads to a high rate of random coincidences, which can be

difficult to deal with.

2.1 Segmented capture-gated spectroscopy with plastic scintillator

and 3He proportional counters

A different approach from using doped liquid scintillator is to have the capture

agent separated from the active neutron moderator. This is the concept behind using

3He proportional counters to detect the thermalized neutron. By separating the two

signals, recoil and capture signals are positively identified. Because the 3He counter

is primarily sensitive to thermal neutrons, the rates of triggers in the 3He counters

are significantly lower than the PMT signals, improving the ability to detect low

activities of neutrons, even in a field of high gamma activity [84].
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For plastic scintillator, which does not have the ability to distinguish between

neutrons and gammas using pulse shape1, capture agents can be have a dramatic

effect on the quality of the measurement. In this chapter using plastic scintillator

and 3He proportional counters together in a segmented, capture-gated spectroscopy

setup is discussed. Also covered are some techniques that will be applied for both

detectors, including segmentation, accounting for the nonlinear light response of

plastic scintillator, a method for improving the dynamic range of the electronics, and

pulse shape identification in 3He proportional counters. Each of these techniques

are important to the FaNS detectors.

2.2 Nonlinear light response of plastic scintillator

As discussed in the Chapter 1, organic scintillator provides a high density of

protons that efficiently thermalize incident neutrons. The amount of energy a neu-

tron can deposit in a single scatter is governed by kinematics, as shown previously

in Equation 1.8. When a neutron scatters off a proton it can deposit up to its full

energy, with uniform probability. The average deposition is half its initial energy.

The proton recoils and produces scintillation light that is detected by photomulti-

plier tubes. The neutron then encounters another proton, and again deposits on

average half its energy. This process continues until the neutron is fully thermalized

or leaves the scintillator volume.

1There is a new type of plastic scintillator that was jointly developed between Livermore National
Lab and Eljen Technologies that does display pulse shape discrimination between neutrons
and gammas. Currently, the largest detector that can be made is a 5 cm cylinder [85].
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A neutron will scatter many times before reaching thermal energies, but these

scatters all occur within ∼10 ns. Conventional photomultiplier tubes are not fast

enough to distinguish between each of the individual scatters. Thus, the recorded

signal is the sum of multiple interactions. However, for heavy charged particles, the

light response as a function of energy is not linear. The light produced by multiple

energy depositions, Ei, is not the same as the light produced by one deposition of

the same total energy:

L(
∑

(Ei)) 6=
∑

(L(Ei)). (2.1)

This nonlinearity leads to a distorted determination of the neutron energy when

there are multiple scatters in the same light producing volume. However, by seg-

menting the detection volume, as shown in Figure 2.3, it is possibly to convert the

energy of each scatter separately, and reconstruct the true neutron energy.

If the specific energy loss is known for the particular material, it is possible to

calculate a light response function including fit parameters that are experimentally

tuned [86–88]. NIST provides an extensive database for calculating the stopping

power and range of protons and alphas in various materials, including a version of

plastic scintillator similar to those used for the FaNS detectors [89]. This specific

energy loss will be used for this work.

This method is based upon the concept that the reduction in light production

for heavy charged particles stems from recombination of electrons and ions. For

heavy charged particles, which have high specific energy loss and deposit most of
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Figure 2.3: A schematic of a neutron multiple scattering in separate scintillator
segments before thermalizing and capturing on a helium proportional counter. By
converting from light to energy for each scatter individually, and then summing the
energies, it is possible to reconstruct the incident neutron energy.

their energy in a very small range, this quenching is increased by the density of

electrons and ions. These pairs recombine, and therefore do not produce light.

Craun and Smith have derived a fitting function to produce the light response of

protons:

dL/dx = S(dE/dx)
[
1 + kB(dE/dx) + C(dE/dx)2

]−1
, (2.2)

where dL/dx is the light produced in path length dx, E is the particle’s energy,

dE/dx is the specific energy loss of the particle at the specific energy, and kB and

C are fitting parameters [87]. The total light is the result of summing over the full

range of the particle.

The fit parameters are known to vary between scintillator type and manu-

facturer [88]. Therefore, it is better to measure the light response of the specific
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scintillator in question to a range of energies and use those data to fit a light re-

sponse function.

2.2.1 NIST neutron time of flight setup

To measure the light response of the scintillator used in this work, a neutron

time of flight apparatus based upon a 252Cf spontaneous fission source was set up [90].

When californium undergoes spontaneous fission, an average of four neutrons are

emitted, along with an average of four gammas with energies greater than 1 MeV

[11]. By using a separate detector close to the source, the gammas can be used as

a start clock for a time of flight measurement, as shown in Figure 2.4.

PMT$

1m$
n$

PM
T$

NaI$

252Cf$

γ$

Figure 2.4: A schematic of the neutron time-of-flight setup at NIST. The 252Cf
source is placed one meter away from the test scintillator (blue) and directly next
to a gamma tagging scintillator (red). The gamma tag detector is used as a start
signal for the time of flight, and the test scintillator is the stop signal.

A near detector is placed directly below a 252Cf source. This detector is a NaI

crystal coupled to a photomultiplier tube, which is excellent for gamma detection

and insensitive to neutrons. The start signal for the time of flight is provided by

the NaI detector. The plastic scintillator that is under test is placed at a distance

of one meter from the 252Cf source. The stop signal, which is calibrated in light
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units by a gamma check source, comes from the test scintillator. The 252Cf neutron

energy spectrum peaks at about 1 MeV, which corresponds to a neutron velocity of

0.04 c. A 1 MeV neutron will take about 75 ns to travel 1 m, while a gamma will

take 3.3 ns. This large time difference allows for high fidelity separation of neutrons

and gammas, as can be seen in Figure 2.5.

Figure 2.5: Two dimensional histogram of the time difference between the gamma
start detector and the test scintillator’s stop signal versus the deposited energy (in
light units of MeVee) in the test scintillator. This clearly shows the two bands of
signals in time of flight; small time differences are gamma interactions, while longer
time differences are from neutrons.

There are two main coincidence modes: 1. Gammas interact in both detectors,

2. A gamma interacts in the start detector and a neutron in the stop detector. The

former coincidence time difference gives an accurate measure of the distance between

the two detectors. The latter coincidence time difference gives the incident energy

of the neutron. Comparing the time of flight energy with the deposited energy in

the test scintillator can yield the light response of the scintillator. The 252Cf neutron

43



spectrum goes out beyond 10 MeV, so it is possible to map out the light response

though most of the nonlinear regime.

By making cuts in the neutron time-of-flight energy, the scintillator bar’s re-

sponse to neutrons can be explored over a range of energies. The energy cuts are

defined to be with in ±10% of the specified energy. Figure 2.6 shows the response

of a segment of EJ-200 scintillator to 3 MeV neutrons. The half height of this

distribution is the electron-equivalent energy for the scintillator.
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Coefficient values ± one standard deviation
base =0 ± 0
max  =77.433 ± 3.09
rate =-7.315 ± 1.07
xhalf =0.82929 ± 0.0205

Figure 2.6: Shown here is the response of a segment of EJ-200 scintillator to 3 MeV
neutrons. The incident energy is determined from the neutron time-of-flight as
described in the text. Also shown is a fit to the data to extract the half-height of
the distribution, which provides the conversion from MeVee to MeV.

By making many of these slices, the scintillator’s response to a range of neutron

energies was mapped out. Figure 2.7 shows the 2D histogram of the time-of-flight

energy versus the deposited energy. Overlain are the light response data points

obtained from measuring the half-heights of multiple time-of-flight slices.

The fit parameters in Equation 2.2 are adjusted to match the measured values.

The resulting calculated light response and data are shown in Figure 2.8. For the
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Figure 2.7: A 2D histogram of the incident neutron energy (measured by the time
of flight) versus the deposited neutron energy in the scintillator. Also shown are the
data from measuring the half-heights in time-of-flight slices of the data to generate
a light response function.

measured data, values of kB = 0.0095 and C = 1× 10−5 were obtained iteratively.

This light response, which extends to greater than 200 MeV, can be used when re-

constructing energy depositions in data and MCNP. Further improvements could be

made by a least-squares fitting of the parameters, as well as improving the statistics

for nTOF data at higher energies (En > 5 MeV).

2.2.2 Improved energy resolution through segmentation

The main consequence of the nonlinearity in light response for proton recoils is

that if a neutron scatters multiple times in the same light producing volume, there

will be an incorrect energy reconstruction that will degrade energy resolution. If,
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Figure 2.8: Data collected by measuring the edge of pseudo-monoenergetic neutron
distributions from the neutron time of flight apparatus. Overlaid is the parameter-
ization that will be used for the rest of this work.

however, the light from each scatter is captured separately, and the light response

is known, it is possible to correctly reconstruct the incident neutron energy [91].

By segmenting the detector volume into pieces that are smaller than the mean free

path of the incident neutrons, most events will only scatter once in each segment.

Similarly, a cut can be placed to demand that neutrons interact in at least two

segments, to better ensure the reconstruction accuracy.

To study the effect of segmentation on monoenergetic neutron response, a sim-

ulation was done with a finely segmented liquid scintillator detector. The modeled

detector was a 50 cm × 50 cm × 50 cm cube composed of 1 cm3 segments. The

detector was exposed to 10 MeV neutrons in MCNP, and the deposited energies

recorded. Analysis was done with and without the segmentation. The results are

shown in Figure 2.9. Note the improvement of both the energy reconstruction and

peak resolution. Two main features in the reconstructed spectrum remain even with
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fine segmentation. First is the inflection at 8.5 MeV from events that scatter off car-

bon, and lose 23% of their energy without producing any scintillation light. Second

is the peak at 5 MeV from inelastic carbon interactions. For neutrons with energies

above a threshold, it is possible for the neutron interaction to break up the carbon

nucleus. This results in a loss of ∼5 MeV in the reconstructed energy. These are

unavoidable aspects of working with organic scintillator.
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Figure 2.9: Reconstructed energy spectra from a simulation of 10 MeV neutrons
incident on a finely segmented detector. The red curve is the detector’s response
from summing the light before converting into neutron energy. In black is the
response of the detector when segmentation is taken into effect.

The optimum size of each segment is energy dependent; more energetic neu-

trons can have larger segments without suffering significant response degradation.

The choice of geometry for a real detector therefore depends upon the neutron energy

range of interest. An example of the effect of segmentation on the reconstruction of

monoenergetic neutrons will be shown in Chapter 6NOTE:NEW.
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2.3 Splitter/Summer modules for increased dynamic range

The data acquisition systems used for this work have limited dynamic ranges.

To counteract the limited range of the DAQ, a novel signal processing module was

developed that increases the dynamic range by a factor of ten. This is achieved by

asymmetrically splitting each PMT signal, delaying one signal branch, and then re-

summing the two. A schematic of this process is shown in Figure 2.10. An example

of a resulting signal can be seen in Figure 2.11.

The system was prototyped for the FaNS-1 detector, using a cable delay and a

NIM Linear Fan In/Fan Out module to re-sum the signals. For the FaNS-2 system,

a custom printed circuit board was developed that makes use of analog delay chips,

which simplify the operation of the setup and allow for the increase of channels seen

in FaNS-2.

PMT1% Spli*er%

150%ns%
Delay%

Fan%In/
Out% DAQ%

PMT2% Spli*er%

150%ns%
Delay%

80%%

80%%

9%%

9%%

Figure 2.10: A schematic of the photomultiplier branch of the electronics for one
scintillator block of FaNS-1. The two PMTs signals are combined

This technique provides a factor of ten increase in dynamic range, allowing for

simultaneous acquisition of both large and small signals. It is possible to measure the

exact conversion between the full and attenuated pulses by comparing the integrals

of output signals that do not saturate the data acquisition system. Figure 2.12
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Figure 2.11: A sample trace of one photomultiplier signal that has gone through
the FaNS-1 electronics. The pre-pulse is a 1/10 attenuated copy of the larger pulse,
which allows for a factor of ten increase in dynamic range.

shows a two dimensional scatter plot of the attenuated signal versus the full signal.

There are four discernible regions:

1. Small full scale pulses without a good attenuated signal;

2. Good signals on both the full and attenuated branches;

3. The full signal has saturated the digitizer, while the attenuated signal is still

valid;

4. Both the attenuated and full signals are saturated.

These regions are clearly seen in the scatter plot in Figure 2.12. The conversion

factors for each channel are extracted by fitting the linear region this plot. These

are used to convert attenuated signal integrals into energy.
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Figure 2.12: A scatter plot showing the attenuated signal integral versus the full
signal integral for a given PMT. The slope of the linear section is the conversion
factor between the full pulse and the attenuated pulse. Inset is a zoom-in on the
lower energy region where both signals are fully captured by the digitizer. At large
full signals, a curvature can been seen that is due to the full pulse saturating.

2.4 3He proportional counters

3He has been used to detect thermal neutrons for more than half a century [92–

95]. 3He has a high thermal neutron capture cross section (5330 × 10−24 cm2) and

a final state that consists of charged particles, with no resulting gamma radiation.

A neutron is captured by a 3He nucleus, resulting in a proton and a triton, which

share 764 keV of kinetic energy

n+ 3He→ p+ t+ 764 keV. (2.3)

Unlike other neutron capture agents, including gadolinium, boron, and lithium,

3He is a gas at room temperature. Therefore, the most convenient detector type
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is the gaseous proportional counter. Typically, proportional counters operate by

having a volume of gas with an anode wire set at a high potential. Incident particles

ionize the gas, liberating electron-ion pairs, which drift in the electric field.

Cylindrically shaped detectors have an added benefit of an increasing electric

field gradient. The electric field of concentric cylinders is

E =
Vo

r ln(b/a)
, (2.4)

where a is the diameter of the central anode wire, b is the diameter of the detector

body, and r is the radius at which the E is evaluated. As the electrons drift towards

the central anode wire, they experience an increasing electric field. When the electric

field reaches a critical level, the electrons begin to ionize the gas themselves. This

creates an avalanche of charge, which multiplies the initial deposited energy, creating

a detectable current.

There are three main regions of operating a cylindrical gas detector, shown

in Figure 2.13. First, when the applied voltage is low, no avalanche occurs and

the current detected is equal to the charge deposited. This is the “ion chamber”

region. Second, when the applied voltage is sufficient for avalanche, there is a

region of proportionality where the deposited charge is amplified. Finally, if the

applied voltage is sufficiently high, any amount of deposited charge is enough to

cause breakdown of the detector. This final region is the Geiger-Muller region.

Because the neutron capture on 3He has a two body final state, the charged

particles will be emitted in opposite directions. If the ionization tracks are parallel to
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Figure 2.13: A diagram of the various regions for operating a proportional counter.
More detail is provided in the text [96].

the central anode wire, all of the charge will be collected at approximately the same

time, leading to a short risetime of the detected signal. However, if the particles

are emitted perpendicular to the anode wire, one particle will be moving towards

the wire while the other is moving away. The collected charge will be spread out in

time due to the radial variation caused by the track geometry [97].

Typically, a 3He proportional counter is biased through a preamplifier, and the

resulting signals are sent through a shaping amplifier to be analyzed with a multi-

channel analyzer or peak-sensing analog-to-digital converter. However, shaping the

preamplifier signal smoothes out the slight deviations in signal shape caused by the

track geometry. With high-speed waveform digitizers, it is possible to study the

shape of preamplifier signals directly and apply digital signal processing to each

event to identify the type of incident radiation. This is particularly useful for low-

neutron environments, where backgrounds from alpha emission from the detector

walls become problematic. This will be discussed in more detail shortly.
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2.4.1 Specific energy loss and particle range

To demonstrate the expectation that the pulse shape of 3He proportional

counter signals can be used for particle identification, it will first be shown that

the ranges of different particles in the detector vary significantly. By simplifying the

Bethe Bloch equation, it can be shown that the specific energy loss of non-relativistic

charged particles with charge Z, mass m, and kinetic energy Ekin, is approximately

proportional to:

− dE

dx
∝ Z2m

Ekin
. (2.5)

Thus, the track length for a given Ekin decreases with increasing mass and

charge of the projectile. For neutron capture on 3He the proton is emitted with

573 keV and the triton with 191 keV. The stopping power and particle ranges can

be accurately determined using the TRIM software package [98]. At these energies,

the proton has a range of 5.76 mm and the triton has a range of 1.6 mm for the

gas mixture of the proportional counters used in this work. Because the proton and

triton are emitted back-to-back, this yields a total track length of 7.36 mm for a

neutron capture. An alpha particle with the same energy as the neutron capture,

764 keV, will have a track 2.54 mm long.

Beta emitters, electrons from γ-interactions, and cosmic rays leave long tracks

and deposit little energy, resulting in small signals with a wider range of risetimes.

Alpha particles with much higher specific energy loss leave shorter tracks and de-

posit more of their energy, which yield large signals with a relatively fast risetime.
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These features can be exploited in analysis to help identify the original radiation.

Details about the energy loss of charged particles and the resulting pulse shapes in

proportional counters can be found elsewhere [12,97,99–102].

2.4.2 Microdischarges

Helium proportional counters have been shown to occasionally exhibit spurious

signals. Microdischarges from the high voltage feedthrough to the grounded case

of the counter are an example of such non-physical signals. A recorded trace of a

microdischarge signal is shown in Figure 2.14 along with neutron-capture and alpha-

particle signals of a similar amplitude. This is a known effect in 3He proportional

counters, and a thorough treatment of the origin of these signals can be found in

Ref. [103]. The microdischarge is seen by the preamp as a current pulse and is

treated as a normal signal. When sent through a shaping amplifier, there is no way

to distinguish a discharge from a signal generated by an incident particle. By using

the preamplifier signal, it is possible to measure the fast risetime of these spurious

signals and discriminate against them.

2.4.3 Helium detectors for FaNS

In this work, 2.54 cm outer diameter, 46.3 cm active length, aluminum-bodied,

cylindrical 3He proportional counters manufactured by GE-Reuter Stokes are used.

The 3He partial pressure in the counters is 404 kPa (4 atm)2 with a buffer gas

2The total pressure of 3He has been confirmed using transmission measurements with a monochro-
matic cold neutron beam at NIST. The total transmission was found to be 0.07 for 5.6 meV
neutrons. Using the diameter of the detectors and an assumed wall thickness (1.5 mm), this

54



160

140

120

100

80

60

40

20

0

Vo
lta

ge
 (

m
V)

1086420-2
Time (µs)

 neutron event
 alpha event
 microdischarge

Figure 2.14: Example of the raw preamplifier traces showing the risetimes from three
different sources. Shown here, in sequence of increasing risetime (left to right), are
a microdischarge, an alpha-particle trace, and a neutron trace.

consisting of 111 kPa (1.1 atm) of krypton. Helium does not have a high stopping

power for heavy charged particles. Therefore, manufacturers add a buffer gas with

higher stopping power to ensure full energy deposition from the capture products.

The krypton increases the stopping power of the gas for charged particles but has

little effect on neutron capture.

Figure 2.15 shows an energy spectrum from a moderated 252Cf source measured

by one of the proportional counters used in this work. Note that although the

neutron capture reaction is monoenergetic, there are still features in the energy

spectrum related to when one of the particles interacts in the counter wall, leading

to reduced energy deposition. This well-known wall effect is clearly seen in the

two edges around 200 keV and 600 keV in Figure 2.15. By integrating the lower

portion of the spectrum, the fraction of events that interact in the wall is found

yields a pressure of 4.24±0.1 atm. If the wall thickness is assumed to be 0.75 mm, the total
pressure reduces to 4.0 atm.
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Figure 2.15: Typical energy spectrum of neutron capture events in one of the 3He
proportional counters used in this study. The dominant feature is the full-deposition
peak at 764 keV. The two edges in the spectrum near 200 keV and 600 keV are
related to partial energy deposition in the gas when either the proton or the triton
interacts in the detector wall.

to be approximately 25-30%. This agrees with previous work done with similar

detectors [104], and a simple Monte Carlo simulation that randomly distributed

tracks and tallied those which intersected the wall. The same simulation can be used

to estimate the fraction of events that lose both particles into the wall. This double

wall effect is found to occur in 0.3% of neutron captures and is therefore ignored for

the rest of this work. Events below 200 keV are largely electrons liberated from the

counter body by gammas from the 252Cf source. Typical energy resolution for these

detectors at the thermal neutron capture peak is roughly 2-3%.

By exposing these detectors to various types of source radiation, it is possible

to characterize their response. Figure 2.16 shows the risetime versus pulse height

scatter plots for a single detectors response to thermal neutrons (2.16a), gammas

(2.16b), and betas (2.16c). Also shown are two figures that are from long back-
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Figure 2.16: Scatter plots showing the risetime versus pulse height from different
sources of radiation and microdischarges in 3He proportional counters: a) neutron
source data; b) 137Cs gamma source data; c) 90Sr beta source data; d) alpha-particle
background data; and e) microdischarges. The solid black lines illustrate regions
where the indicated events occur. Betas and gammas deposit a small fraction of their
energies in the detectors, and therefore produce small signals. Alpha particles are
emitted from the detector walls, where they deposit part of their energy. Therefore
the alpha spectrum is broad.
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ground runs that highlight alpha contamination in the detector walls (2.16d) and

microdischarges (2.16e). The microdischarge figure shows an example of a detector

with a clear band of fast (< 100 ns) risetime events that span a wide range of pulse

height. The rate of such events may vary significantly among proportional counters,

even for counters made by the same manufacturer.

By making a careful study of each helium proportional counter, the best tubes

for use in the detector arrays may be selected. Each detector was counted for an

extended period of time to characterize the internal background rate and the mi-

crodischarge rate. The detectors with the lowest alpha emission rate were selected

for use in the FaNS detector arrays. 3He counters with moderate rates of microdis-

charges are acceptable for this work, since these events are easily discriminated

against.

2.4.4 Sensitivity of the FaNS 3He counters

To characterize the overall sensitivity of the 3He counters used in this work, a

configuration of detectors was simulated and measured with a calibrated 252Cf neu-

tron source at different distances. The count rates of each detector position were

compared between data and MCNP. The ratios of detected count rates to simulated

neutron capture rates give insight to the accuracy of the model and potential de-

tection inefficiencies. Figure 2.17 shows the ratios for three 3He counters exposed

to the source at three distances. These are averaged to obtain an average detection
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efficiency of 84±10% compared to the MCNP simulation. This number will be used

to account for detector sensitivity in the Monte Carlo predictions.

0.95

0.90

0.85

0.80

Ra
tio

 D
at

a/
M

CN
P

3.02.52.01.51.0
Detector Position (left to right)

24'' Ratio = 0.826 ± 0.0135

60'' Ratio = 0.869 ± 0.0135

75'' Ratio = 0.879 ± 0.019

 24''
 60''
 75''

Figure 2.17: The ratios of observed neutron count rates to simulated neutron capture
rates for three counters in three different source configurations (24”, 60”, and 75”
above the detectors). These ratios are averaged to obtain an effective detection
efficiency for use in the following chapters.

The best method for characterizing the 3He counters is to expose the entire de-

tector to a uniform calibrated thermal neutron beam. This is currently not possible

at NIST; the thermal neutron column has not been operational for approximately

10 years. However, there is a collimated monochromatic beam of 5.6 meV neutrons

that may substitute for the thermal column with corrections for the (3He, n) cross-

section taken into account. To characterize the sensitivity as a function of position

along the 3He counter, the detector is shielded except for a small slit that can trans-

late the length of the tube. The slit is then exposed to the monochromatic beam,

and the neutron count rate in the detector is observed. This measurement is then

repeated over the length of the detector, mapping out the sensitivity profile of the
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detector, which is then summed to obtain the full sensitivity. This measurement is

being planned and will hopefully occur within the next few months at NIST.

2.5 The Monte Carlo N Particle (MCNP) simulation package

To simulate neutron interactions, a software package was developed by Los

Alamos National Lab called Monte-Carlo N Particle (MCNP). This Monte-Carlo

software package was designed to simulate nuclear processes, particularly those in

nuclear reactors. It has been continually updated and expanded to better model

higher energy processes of interest to nuclear and particle physics. Both MCNP5

and MCNPX were used to model the fast neutron response of detector arrays in this

work.

For all calculations of neutron spectra, the particle tracking (PTRAC) option

of MCNP was used. PTRAC tracks individual particles throughout the detector

volume, including secondary gammas and electrons created by neutron interactions.

It also allows for the light response of each particle to be taken into account on an

event-by-event basis. This allows the simulation to account for multiple scattering

and segmentation effects as discussed in Section 2.2.2.

PTRAC analysis programs were written to convert deposited energy into light,

according to each particle’s light response. For protons, the calculated light response

discussed in Section 2.2.1 was used. However, for heavier particles, like alphas and

carbon nuclei, a technique was used to appropriately scale the proton response.
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From Birks’ formulation, Equation 2.2, it can be shown that the light response

depends upon the specific energy loss, dE/dx, of the particle in question. The

specific energy loss depends on a particle’s velocity, rather than its energy [12].

Therefore, to convert from the proton light response to any other particle, the

following relation is used:

L′ = Lp

(
E ′

m′

)
×m′, (2.6)

where Lp is the proton light response function, E ′ and m′ are the energy and mass of

the particle in question, and finally L′ is the adjusted light response. This method

has been fully detailed in [105].

To account for various running parameters, the PTRAC analysis programs

output pseudo-data, which could then be passed through the same series of condi-

tions as the real data. These include thresholds, number of separate scatters, time

to capture, and others. These cuts will be discussed at length for each detector. For

FaNS-2, an effort was made to also account for photon statistics in the Monte-Carlo,

which will also be discussed in more detail in Section 5.6.

2.6 The FaNS detectors

Using these techniques, the UMD/NIST collaboration has produced two Fast

Neutron Spectrometers (FaNS) to measure broad spectrum, low fluence, neutron

sources. The rest of this thesis will focus on the application of these techniques

to the design, construction, calibration, and deployment of FaNS-1 and FaNS-2 at
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sea-level and underground. The upcoming chapters will refer to these techniques

throughout.
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Part I

FaNS-1

63



Chapter 3

The UMD/NIST Fast Neutron Spectrometer (FaNS-1)

The UMD/NIST Fast Neutron Spectrometer (FaNS-1) was designed to be

sensitive to neutrons with energies from 500 keV to 150 MeV with good energy

reconstruction. The detector system consisted of six segments of plastic scintillator

(BC-400) and six helium proportional counters. FaNS-1 was constructed in 2008

and was commissioned and calibrated at the NIST Californium Neutron Irradiation

Facility [106] before moving to a low-overburden lab to measure the surface neutron

spectrum. In the summer of 2010, the detector was installed at the Kimballton

Underground Research Facility (KURF) in Ripplemead, VA [107] to measure the

fast neutron flux and energy spectrum. It operated for two years, with intermediate

upgrades to electronics and detectors, before being decommissioned in the fall of

2012.

3.1 Detector design

Initially intended as a prototype of the detection techniques, the main compo-

nents of FaNS-1 were repurposed from previous experiments. This allowed for rapid

assembly and deployment of a test detector while the design effort of the full de-

tector, FaNS-2, was undertaken. The feasibility of a plastic scintillator and helium

proportional counter capture-gated spectroscopy system was tested with FaNS-1.

64



With this in mind, FaNS-1 proved to be a far more successful detector than was

initially anticipated.

3.1.1 Scintillator segments for FaNS-1

Originally, the FaNS-1 scintillator segments were designed and used as part

of a proton telescope on an experiment at the Paul Scherrer Institute in Switzer-

land [108]. The six plastic scintillator segments in FaNS-1 are identical and are

constructed of BC-400 scintillator and UV-transmitting light guide. A schematic

of one scintillator assembly is shown in Figure 3.1. Both the scintillator and light

guide portions of the assembly are 9±0.1 cm × 18.5±0.1 cm × 15±0.1 cm, which

yields a combined size of 9 cm × 18.5 cm × 30 cm. Each segment is wrapped in

aluminized mylar for increased reflectivity and then covered with black vinyl tape

for light tightness. The active volume of each scintillator segment is 2.50±0.03 liters.

Two 7.5 cm photomultiplier tubes are mounted via optically transparent pot-

ting silicone (GE Silicones RTV615) to cylindrical light guide posts on the light

guide side of the assembly. The large light guide was originally included to ensure

that each photomultiplier tube has uniform light collection for events that occur

anywhere in the scintillator. The photomultipler tubes used for FaNS-1 were Hama-

matsu model R3036. To improve the pulse linearity of the PMTs, a tapered voltage

divider base was used to set the potentials on each of the 12 PMT stages. The

tapered divider provided linearity of better than 5% up to 100 mA, or roughly 5 V

in a 50 Ω load.
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Figure 3.1: A single segment of the FaNS-1 scintillator. The blue region is the
active volume of scintillator, while the grey region is ultraviolet-transmitting light
guide. The addition of light guide flattens out the spatial light collection of the
photomultiplier tubes, seen on the end.

3.1.2 Helium proportional counters for FaNS-1

The helium proportional counters used in FaNS-1 are 2.5 cm diameter aluminum-

bodied cylindrical detectors manufactured by Reuter Stokes, model RS-P4-0819-103.

They are filled with a mixture of 4 atm of high purity 3He and 1.1 atm of natKr to

increase the stopping power of the gas for charged particles. Because krypton has

a low neutron cross-section, the addition of krypton does not contribute to neutron

interactions. These detectors were originally part of a neutron scattering experiment

at the NIST Center for Neutron Research. The large number of helium counters

available allowed us to select detectors which had particularly low levels of alpha

and gamma backgrounds.
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3.1.3 Optimization of detector geometry

The geometry and relative position of individual components influences the

overall performance of the full detector. For FaNS-1, this effect is enhanced by the

large light guides in the scintillator assemblies. Neutrons thermalize equally in both

the scintillator and the light guide, but only events that occur in the scintillator

produce detectable light. Therefore, any energy deposited in the light guide is lost,

and the incident neutron energy is incorrectly reconstructed. This effect degrades

the energy resolution of the detector.

Approximately four arrangements of scintillator segment and 3He counters

were simulated and experimentally tested. Designs with helium proportional coun-

ters overlapping the light guides led to an increase of neutron events that had in-

teractions in the light guide, degrading the ability to accurately reconstruct the

incident neutron energy. These designs also had an increase of random coincidences

caused by neutrons that fully thermalized in the light guide, depositing no energy

in the scintillator.

To minimize the detection of neutrons that may have interacted in the light

guides, the individual components were arranged with the scintillator active vol-

umes pointing towards a central channel where the helium proportional counters

were vertically stacked. Figure 3.2 shows how the individual components were ar-

ranged. Including small spacers between them, the six helium proportional counters

completely spanned the 18.5 cm height of the scintillator segments. To shield exter-

nal thermal neutrons, a boron-loaded silicone rubber, Boroflex, covered the active
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Figure 3.2: A schematic of the full array of FaNS-1. Each side of the detector
consists of three segments of plastic scintillator with their active volume (blue)
facing inwards and light guides (grey) facing out. In the central channel, six helium
proportional counters (red) are vertically stacked.

volume of the detector. This was also wrapped around the ends of the 3He counters

that were not surrounded by scintillator. This helped to reduce random coincidences

from thermal neutron captures without energy deposition in the scintillator.

3.2 Electronics and Data Acquisition

The data acquisition system was based on an 8 channel, 125 MSample/s,

12 bit, waveform digitizer manufactured by GaGe Applied Technologies, model

CSE8289 [109]. The helium detectors provided the trigger for acquisition, at which

point all PMT channels were digitized. This allowed for maximum flexibility for

tuning the different cuts and analysis parameters, including thresholds, coincidence

level, and coincidence window. Figure 3.3 shows the block diagram of the FaNS-1
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electronics. A custom data acquisition software package was developed to control

the digitizers.

Figure 3.3: The block-diagram of the electronics for the FaNS-1 data acquisition.
For simplicity, only one of the scintillator segments and helium proportional counters
are shown. More detail is provided in the text.

High voltage was provided to the helium counters and the PMTs by a modular,

ethernet-controlled high voltage power supply crate manufactured by Wiener, Plein

and Baus Corp (model MPOD Mini) [110]. The crate contained two high voltage

cards, manufactured by Iseg HV [111], capable of providing positive high voltage

for the helium detectors, +3 kV/500 µA, and negative high voltage, -3 kV/3 mA,

for the PMTs. The crates were controlled by Simple Network Management Proto-

col (SNMP) commands, which allowed for remote and automatic setting of gains.

Python scripts monitored the high voltages during the underground operation.
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3.2.1 Phototube branch

Signals from the two photomultiplier tubes on each scintillator segment are

summed before being sent into the custom splitter-summer unit discussed in Sec-

tion 2.3. The outputs of the splitter-summer modules are fed into the digitizer,

one scintillator segment per channel. The PMT channels had a maximum voltage

setting of 1 V.

3.2.2 Helium tube branch

The helium tubes in FaNS-1 were biased through separate Canberra 2006

preamplifiers and gain-matched through varying the bias high voltage. The raw

preamp signals were summed in a NIM linear fan-in fan-out and sent into one

channel of the waveform digitizer. Care was taken to minimize the length of cabling

between the preamplifiers and the detectors to reduce electronic noise pickup.

3.2.3 Digitization

The phototubes and the helium tubes were sent into the GaGe waveform

digitizer through SMB cables. A large window for data acquisition was set to ensure

effective capture of the coincidence between the scintillator and 3He counters. The

helium detectors act as the trigger for the data acquisition. The acquisition window

was centered around the 3He trigger. The helium signal was AC coupled in the

digitizer to counteract any baseline fluctuations which might cause an inconsistent

trigger level. A thorough study was carried out to ensure that AC coupling did not
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effect the resolution or efficiency of the helium detectors. A sample digitized trace

is shown in Figure 3.4.

Figure 3.4: A sample digitized event for FaNS-1. Shown are a helium signal in purple
and a pair of PMT signals (green and red) from a neutron interaction. The two PMT
signals (located at -60 µs) are from two scintillator blocks firing in coincidence, due
to a neutron multiple scattering before being captured by a 3He nucleus.

When the digitizer triggers, signals from all eight channels are written to disk,

although the ability to suppress channels which did not pass a simple threshold was

used for high-rate source data. This feature was implemented to reduce dead time

and the amount of data written to disk. However, the ability to set a threshold

in software later on would have been greatly diminished. Therefore, for ambient

neutron operation of FaNS-1, all channels were recorded for each trigger. A screen

shot of the data acquisition program is shown in Figure 3.5.
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!
Figure 3.5: A screen shot of the custom control software for the GaGe waveform
digitizer. The program can control all the settings of the digitizer, as well as impose
certain filters for data before being written to disk.
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3.3 FaNS-1 data analysis

The software to analyze the recorded data was based on the IGOR Pro 6 [112]

software package. The code was structured into three main sections: 1) reading

raw data and producing physics data, 2) performing cuts on physics data, and 3)

identifying and subtracting random coincidences.

3.3.1 Reading raw data and producing physics data

The digitized traces are stored in a binary file with an ASCII header containing

run parameters for each channel as well as a timestamp for the start of acquisition.

Each event begins with a header containing information about which channels are

digitized and a timestamp for that particular event. The timestamp is a 44-bit

number based on the sample frequency of the digitizer, which increments every 8 ns.

The timestamps were zeroed at the beginning of each data file, which typically ran

for one hour. The event timestamps are converted into absolute time using the data

file timestamp from the header. Thus, each event time is known to approximately

1 second, the resolution of the time stamp in the header. The waveforms are stored

in two-character, big-endian, signed integer format. The analysis program reads one

event at a time for analysis.

From the helium signals, the location of the trigger, the baseline, the am-

plitude, and the risetime (defined as the time difference between 10% and 50% of

the full amplitude, discussed in Section 2.4) are all extracted. Because the helium

detector signals are passed through charge-integrating preamplifiers, the energy in-
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formation is in the amplitude of the signals, not the integral. The 3He tubes are

self-calibrating; the thermal neutron capture peak is distinct and can be used to

accurately calibrate the energy scale when the detectors are operated in the propor-

tional regime.

From each scintillator signal, the integrals of the full and attenuated pulses are

converted into energies/energy spectra through gamma calibration data, using either

137Cs or 60Co gamma sources. Figure 3.6b shows an example of the energy spectrum

from one detector exposed to a 137Cs source. During long periods of operation, the

calibration of the detectors was monitored using ambient background gamma rays.

This will be discussed at length in Section 4.2.3.1.

Because plastic scintillator is a low-Z material, the dominant feature in the

gamma energy spectrum for plastic scintillator is the Compton edge. To achieve

an accurate calibration, the data were compared to a simulated spectrum generated

by the MCNP package, previously discussed in Section 2.5. To account for detector

resolution, a Gaussian smoothing routine is applied. The smoothed MCNP spectrum

is then fit to the data. This process is repeated for varying smoothing parameters,

and the fit quality is tracked by the resulting χ2. Figure 3.6a shows the MCNP

spectrum for a 137Cs source before and after smoothing. Figure 3.6c shows the effect

of varying the smoothing parameter for the quality of fit and the output calibration

factor.

All the extracted parameters from each event are stored in a large 2D matrix,

along with the timestamp of the event and the location in the data file. This matrix

was written to disk and saved for future analysis.
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Figure 3.6: Top Left: The spectrum generated by the MCNP simulation for a 137Cs
source placed above one FaNS-1 scintillator segment. Top Right: The spectrum of
deposited energy from a 137Cs gamma source. Overlaid is the smoothed spectrum
from MCNP. Bottom Right and Left: the effects on the fit quality and calibration
parameter from varying the smoothing parameter.
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3.3.2 Performing cuts

The second part of the analysis involved applying cuts to the analyzed data;

Table 3.1 indicates the parameters and the cut ranges used. The cut on energy

deposited in the photomultiplier tubes is set to be approximately 3σ above the

RMS noise level of the channels. The energy cut on 3He signals is set to the energy

range of thermal neutron capture, which is highly peaked at 764 keV, but due to

wall effects, extends down to ∼200 keV. The cut on the risetime of the 3He signals is

designed to reject fast microdischarge noise events without eliminating any neutron-

like signals.

Table 3.1: Cut parameters and typical values for FaNS-1 analysis. These cuts are
applied to the data using the IGOR Pro software package. See the text for more
detail about each parameter.

Parameter Typical Cut Range
He Energy (100 keV - 800 keV)

He Risetime (100 ns - 1 µs)
PMT Energy (30 keVee - 150 MeVee)

Time Separation (0 µs - 200 µs)

Occasionally, a trigger will have scintillator signals that are sufficiently sepa-

rate in time to not be the same particle. It is not possible to discern which scintillator

signal was the neutron scatter that lead to the 3He signal and which was an unre-

lated background gamma. For the analysis in FaNS-1, these multiple site triggers

are completely rejected to prevent biasing the data or the background subtraction.
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3.3.3 Identifying and subtracting random coincidences

The third main step in the analysis is subtraction of random coincidences. A

key feature of the FaNS version of capture-gated spectroscopy is that the scattering

event and capture event are in separate detectors. A neutron signal has a definite

time-ordering; first the neutron thermalizes in the scintillator, then it is captured in

the helium proportional counter. By looking for events where the helium detector

fires before the PMT signal, a distinctly non-physical coincidence, the random co-

incidence rate is continually monitored. This can be seen in the histogram, shown

in Figure 3.7, of the time separation between the photomultiplier signals and the

helium signal.
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Figure 3.7: Histogram of the time separation between the PMT signals and the
helium capture signal. Positive time separation is when the PMT signals precede
the helium capture. Negative time separation is when the helium signal precedes
the PMT signals, and thus are random coincidences.

By gating on the negative timing events, an energy spectrum of random co-

incidences can be generated. This can then be subtracted from the positive timing
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energy spectrum to yield a true background subtracted energy spectrum. There are

a few key advantages to this technique. First, since the random coincidences are

measured at the same time as the real events, there is no systematic error from any

variation in the run parameters (calibration, temperature, etc). Secondly, any tran-

sient source of random events, such as transportation of a source near the detector,

can easily be accounted for.

The random coincidence rate can also be calculated with the raw trigger rates

of the helium proportional counters and the scintillator bars:

Γr = Γscint × Γhelium × τwindow, (3.1)

where Γscint and Γhelium are the raw trigger rates in the scintillator segments and

helium detectors, and τwindow is the coincidence window.

3.4 Neutron calibration of FaNS-1

Characterizing the neutron response of FaNS-1 was accomplished through two

distinct types of calibration. First, to understand neutron energy reconstruction,

FaNS-1 was exposed to two mono-energetic neutron fields. Second, a calibrated

californium neutron source was used to measure the absolute neutron detection

efficiency. By detecting the neutron capture rate in FaNS-1 with the neutron source

at multiple distances, the efficiency can be decoupled from room-return and other

backgrounds.
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3.4.1 Monoenergetic Source Calibration at NIST

The Californium Neutron Irradiation Facility (CNIF) at NIST provides an

ideal location to calibrate fast neutron detectors. The facility features a boron-

loaded thermal neutron shield inside of a larger lab space. The lab is approximately

10 m.w.e. underground, which greatly reduces the cosmic-ray-induced fast neutron

background. Housed in the CNIF are the two mono-energetic neutron sources that

are used in this work. Figure 3.8 shows the engineering drawing of the CNIF.

The location of the boron-loaded shielding is shown by the red rectangle, with the

approximate location of FaNS-1 during operation marked by the ‘x’.

Figure 3.8: Shown is the engineering drawing of the Californium Neutron Irradia-
tion Facility at NIST. The walls are high-density concrete, and the ceiling of the
measurement room is approximately 6 meters below grade. The red rectangle shows
the position of the boron-loaded shielding walls. The location of FaNS-1 during
operation is marked by the ‘x’ inside the boron shielding walls.

The generators are based on deuterium-deuterium and deuterium-tritium fu-

sion reactions and are manufactured by Thermo-Fisher Scientific [17]. These gener-
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ators produce neutrons via the following reactions:

D +D → 3He + n+ 3.3 MeV, (3.2)

D + T → 4He + n+ 17.6 MeV, (3.3)

which result in 2.5 MeV and 14.1 MeV mono-energetic neutrons, respectively. The

generators are used to test the detector’s energy reconstruction and resolution.

FaNS-1 was operated on the floor of the thermal-neutron-shielded room, ap-

proximately 4.5 m below the neutron generators. Figures 3.9a and 3.9b show the

detected energy spectrum of the DD and DT neutron sources, respectively. Overlaid

are the simulated responses from MCNP.

As can be seen in those histograms, a large fraction of detected events have

significantly less energy than expected. After comparison with MCNP and studies

of the CNIF, it was concluded that these are from two distinct sources, room-return

neutrons and inelastic carbon interactions. Room-return neutrons, those which

scatter from the concrete walls before entering the detector, are present in both DD

and DT generator data. However, in the DT data, there is a significant fraction

of neutrons that inelastically scatter from carbon in the scintillator. These scatters

result in either a gamma being emitted by the excited carbon nuclei, or the carbon

nucleus breaking up via:

12C + n → α + 9Be, or (3.4)

12C + n → 3α. (3.5)
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Gammas emitted have a decreased probability of depositing their full energy in the

scintillator, and thus energy is lost. Similarly, alpha particles emit significantly

less scintillation light than protons and also appear as events with missing energy.

These interactions have a threshold of 6.17 MeV and 7.98 MeV respectively, and are

therefore not present in the DD neutron data [12].
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Figure 3.9: Energy spectra of the DD (top) and DT (bottom) neutron generators
measured with FaNS-1 in the CNIF. Overlaid are MCNP simulations for the two
configurations.
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3.4.2 Efficiency calibration at KURF

A 252Cf source was brought to the KURF lab and measurements were taken

at several distances to measure the absolute efficiency of FaNS-1. The parameters

from these data runs are shown in Table 3.2. The total neutron activity of the

source was calibrated by NIST to be 4335 /s at the time of the measurement.

For this analysis, two experimental thresholds were used, 1 MeV and 2 MeV. This

gives an idea of how the detector’s efficiency varies with energy. Using the ENDF-

VII standard Maxwellian parameterization of the 252Cf neutron spectrum, P ∝
√
E eE/1.4 MeV [113], the neutron activities above these two thresholds are estimated

at 3385.7 /s and 2006.6 /s. These will be used later in the calculation of the efficiency.

Because the detector is not small compared to the distance at which the source

is placed, a simple inverse square law relation cannot be used to estimate the solid

angle for each height. Instead, the solid angle subtended is calculated at the average

interaction depth for 252Cf neutron energies, which is approximately 3.5 cm [114],

Ω =

∫
SA

h+ z0
(x2 + y2 + (h+ z0)2)3/2

dx dy, (3.6)

where x and y map the coordinates on the top surface of the detector, z0 is the

average interaction depth of neutrons in the detector, and h is the height is the

distance above the top of the detector where the source was placed. The longest

source-data distance was 812.8 cm, with the source across the room, where data were

collected for ten days. The side of the detector was facing the source, rather than
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the top of the detector. This has been accounted for in the solid angle calculations

by using the dimensions of the side of the detector, rather than the top.

To account for dead time in the detector, a scalar module tallied the absolute

number of triggers sent to the digitizer. The time to next event technique is used

to measure the dead time and real event rate directly from the data [12]. The time

interval between events are extracted from the timestamps of successive triggers in

the digitized data. This technique relies on the Poisson nature of trigger events; the

time interval between sequential events, I1, can be shown to be:

I1(t)dt = re−rtdt, (3.7)

where r is the average rate of events. This has a simple exponential form, with

the event rate as the decay parameter. By binning and fitting the distribution of

intervals between events, the dead-time-independent rate of events can be measured.

An example of this is shown in Figure 3.10. The histogram shows the exponential

distribution of the intervals. The fit of the distribution yields the event rate for use

in the efficiency calculations. The absence of events at short time intervals yields a

direct measurement of the dead time for a single event; there are no intervals shorter

than 10 ms.

To measure the background-subtracted rate for each distance, the time interval

distributions are fit for positive and negative timing events. Then the rates are

subtracted as discussed in the previous chapter. The results of each distance are
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Figure 3.10: A histogram of the time intervals between successive events in FaNS-1
data for a 252Cf source at 29.9 cm above the center of the detector. The line is an
exponential fit, with the decay constant equal to the dead-time-free neutron rate.
Note the absence of events at the beginning of the histogram, with time intervals
shorter than 10 ms; this is a measure of the dead time for each event.

shown in Table 3.2. The total rate Rtot above threshold is given by

Rtot = εACfΩ +Rrr +Rb, (3.8)

where ε is the detector efficiency, ACf is the neutron source activity, and Ω is the

fractional solid angle subtended by the detector from the source, as discussed ear-

lier. Rrr is the rate in the detector due to room-return neutrons (i.e., those source

neutrons that scatter from the surrounding environment into the detector), and Rb

is the background rate in the detector when there is no source present.

The ambient neutron rate is small at KURF, approximately 1 /day, and can

be ignored for these measurements. The room return term depends on the geometry

and material composition of the room. The rate is largely constant over the range
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of measurement positions for a given source activity [115, 116]. To determine Rrr,

measurements were taken with the source placed at several distances, r, from the

detector. The intercept of a linear fit to the total rate in the detector versus fractional

solid angle gives the value of Rrr. Figure 3.11 shows the fit for data acquired at five

distances.

Table 3.2: Data from efficiency measurements taken with 252Cf neutron source.
Note, there was a source of noise that prevented the 1 MeV analysis of the 120 cm
data.

Distance Exposure Fractional Rate above 1 MeV Rate above 2 MeV
(cm) (s) Solid Angle (n/s) (n/s)
812.8 878400 (6.6±0.3)×10−5 (1.7±.2)×10−3 (8±3)×10−4

120.0 71762.5 (4.2±0.2)×10−3 0.098±0.003
90.17 48086.6 (7.1±0.4)×10−3 0.314± 0.004 0.208±.003
49.53 1984.1 (2.1±0.1)×10−2 0.86±0.07 0.55±0.03
29.85 1073.5 (4.8±0.2)×10−2 1.94±0.08 1.35±0.08
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Figure 3.11: Detected rate of neutrons from 252Cf source placed at various distances
from the detector versus the fractional solid angle subtended by the detector. The
red crosses are for analysis threshold of 1 MeV and the black circles are for a thresh-
old of 2 MeV. Y-error bars shown are the fit errors of the time interval distributions.
The line is a fit to the data.
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From the slope and intercept of the linear fit, the efficiency and room return

are determined, respectively. The room return is equal to the y-intercept of the fit,

which for both of these analyses is consistent with zero. The efficiencies for each

threshold are shown here:

ε =
slope

Γs
, (3.9)

ε(1 MeV) =
40.2± 0.8 n/s

3385.7± 300 n/s
= 1.2± 0.12 %, (3.10)

ε(2 MeV) =
28.1± 0.6 n/s

2006.6± 200 n/s
= 1.4± 0.14 %. (3.11)

The leading error in this analysis is due to the uncertainty in z, the depth at which

the neutrons interact, as included in the calculation of the effective solid angle

(Equation 3.6). By varying the effective depth of the detector and noting the effect

on the fitted slope, an uncertainty of 2% in the slope is estimated. The uncertainty

in the activity is due to placing a threshold in the 252Cf spectrum. There is some

discrepancy between models of the 252Cf neutron energy spectrum, as well as the

uncertainty in the absolute threshold. This uncertainty is estimated at 10%.

The efficiency calibrations have been performed in identical settings as the

underground measurements performed at KURF, including all the same cuts. This

efficiency can therefore be used to convert detected neutron rates at KURF into

incident neutron flux.
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3.4.3 Calibration conclusions

FaNS-1 has been shown to accurately detect neutrons from mono-energetic and

broad spectrum sources. The neutron generator data highlight the power of capture-

gated spectroscopy. By rejecting partial energy deposition events, a neutron energy

spectrum with a well-defined peak is detected. The 252Cf measurements provide

important characterization of the detection efficiency that will be used later to

estimate the total neutron flux at the surface and underground. These data are

featured in the next chapter.
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Chapter 4

Surface and underground results from FaNS-1

For production data, FaNS-1 was operated in two different environments.

First, it was used to measure the comsmogenic neutron energy spectrum outside

of the Radiation Physics building (Building 245) at NIST, Gaithersburg. FaNS-1

was then installed approximately 1450 m.w.e. underground at the Kimballton Un-

derground Research Facility in Ripplemead, VA, where it was used to measure the

ambient neutron spectrum and flux.

4.1 Surface measurement at the Radiation Physics Building, NIST

The surface fast neutron energy spectrum and flux have been extensively mea-

sured using Bonnor sphere arrays, as discussed in Chapter 1. However, there are

distinct disadvantages of these detector systems. These detectors do not directly

measure the energy of neutron interactions. Rather, they monitor the count rates

of detectors with different energy acceptances. A main source of uncertainty in pre-

vious measurements is the reliance on unfolding procedures to produce a neutron

spectrum from Monte Carlo generated response functions. Determining uncertainty

in the output spectrum from unfolding is exceptionally difficult and convoluted.

Uncertainty in the spectrum and flux of cosmogenic fast neutrons is a concern

for the production and transport of low radioactivity materials used in underground
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experiments [43]. A more accurate, direct measurement would help reduce these

uncertainties. To this end, FaNS-1 was installed in a low-overburden lab to measure

the fast neutron energy spectrum. The detector was located at approximately 100 m

above sea level.

Cosmogenic neutrons also serve as a convenient source of high energy neutrons

to test the response of the detector. The highest energy neutron source available at

NIST is 14 MeV, while the surface neutron spectrum extends well beyond 1 GeV.

A measurement of the cosmogenic neutron spectrum acts as a separate calibration

of the detector and can be validated with MCNP.

To model the response of FaNS-1 to the cosmogenic fast neutron spectrum, a

Monte Carlo simulation was performed using MCNP. The input neutron spectrum

was that reported in JEDEC standard 89A1 [117]. This standard is based upon a

measurement performed in New York City using an array of Bonner spheres, and

subsequently unfolded using the MAXED 3.1 software package [23, 118]. The spec-

trum is shown in Figure 4.1. This spectrum includes neutrons that have backscat-

tered off of the concrete pad on which the detectors operated.

Outside NIST Building 245, a standard cargo container was installed to test

the response of portal monitors to various source configurations [119]. This con-

tainer, shown in Figure 4.2, provided a convenient location to measure the ambient

cosmic-ray-induced neutron spectrum. The container is constructed of thin steel,

which should ensure that the neutron energy spectrum to which FaNS-1 is exposed

1JEDEC Solid State Technology Association is a trade organization that represents over 300 mem-
bers, including IBM, Samsung, and Intel. Fast neutron interactions create faults and errors
in microchips, which cause device failures. This is a particular problem for the aerospace
industry, where the electronics are exposed to a significantly higher dose.
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Figure 4.1: The JEDEC standard ambient fast neutron energy spectrum at sea-
level as measured with a Bonner Sphere array in Reference [23,117]. This spectrum
includes neutrons that have backscattered off of the concrete pad on which the
detectors operated.

is altered as little as possible from the incident spectrum. The container is approx-

imately 1.6 m above a concrete pad. This reduces the probability that neutrons

could scatter off the ground and into the detector, which would distort the energy

spectrum of events.

Within the container, FaNS-1 was placed on the floor, directly on top of a

sheet of 3 mm thick boron-loaded rubber (boroflex) to shield thermal neutrons. The

detector was approximately 7 m from the concrete wall of Building 245. The building

shields the detector a negligible amount, and does not effect the measurement. Using

the technique discussed in Chapter 3, FaNS-1 was calibrated with a 137Cs gamma

source and data were collected for approximately three days.
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Figure 4.2: Arial photo of the cargo container (white, center) outside of building
245 at NIST. This standard ISO container has been outfitted with power and was
a convenient location to install FaNS-1. The detector’s location is marked by a red
‘x’.

4.1.1 Gamma calibration

Following the procedure laid out in the previous chapter, the calibrations for

the surface run were determined. Figure 4.3 shows the pre-calibration pulse inte-

gral histograms for each scintillator block of FaNS-1 when exposed to 137Cs. The

resulting calibration and smoothing parameters are shown in Table 4.1. The rea-

sonable gain matching allows us to use consistent thresholds between the channels

in analysis.

With the use of the splitter summer modules discussed earlier, these calibra-

tions yield an effective upper limit of ∼150 MeV /segment. Above this energy, the
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Figure 4.3: Histograms of the pulse integrals for gamma calibration data from a 137Cs
source placed above each of the FaNS-1 scintillator segments. These histograms are
subsequently fit with an MCNP template and the calibration factor is extracted, as
discussed in Section 3.3.

electronics saturate and energy information is lost. If events saturate a channel,

they are excluded from the analysis.

An issue with the scintillator thresholds was discovered during the analysis

of FaNS-1. As a proof-of-principle detector, careful studies of the photon statistics

of the PMTs were not undertaken. Thus, the efficiency for detecting events close

to the threshold suffer from photon fluctuations that have not been included in the

Monte Carlo simulations. The uncertainty is estimated at 20% through experimental

variations in the analysis thresholds. This is an area that has yielded important

lessons learned from FaNS-1, and great effort has been undertaken to account for

them in FaNS-2.
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Table 4.1: Table of the different calibration factors for the surface data series. The
pulse integrals are multiplied by the calibration parameters to convert from pulse
integral into energy. The Full/Attenuated pulse ratios are calculated by averaging
the ratio of full to attenuated pulses for each event. These ratios are used in the
analysis to convert the attenuated signals to energy.

Segment Calibration Full/Attenuated
(MeV/integral) Pulse Ratio

Block 0 0.00167 9.93
Block 1 0.00179 10.42
Block 2 0.00172 10.33
Block 3 0.00176 10.38
Block 4 0.00174 9.99
Block 5 0.00157 10.32

4.1.2 Run conditions

The data used in this analysis were collected between May 28, 2010 and May

30, 2010. These data are selected based upon the reasonable gain-match between

the PMTs and stability of the data acquisition system. The data were recorded in

1800 second long files, each with the same base name and incrementing run numbers.

The total accumulated data for this series was approximately 100 GB.

It was discovered afterwards that a few of the 3He proportional counters had

high rates of alpha particle and micro-discharge events. Evidence for these events

can be seen in the number of counts with energies above the neutron capture peak.

To mitigate these backgrounds, a tight cut is placed on the neutron capture peak

of plus/minus twice the width of the peak, as shown in Figure 4.4. By making a

similar cut in neutron source data, the fraction of neutron captures that survive this

cut is determined to be 77± 2%.
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Figure 4.4: Uncut energy spectrum of 3He triggers in the surface data set. The
vertical bars shown are the locations of the cuts applied to the 3He energy: ±2σ,
with σ being the peak width. This eliminates much of the backgrounds from alpha
particles and micro-discharges. Note, the peak at approximately 2.3 MeV is from
saturation of the electronics.

4.1.3 Surface Results

During the period of operation, 131,252 events were recorded in 1.62×105 sec-

onds, for a raw trigger rate of 0.81 /s. For this analysis, the threshold of neutron

energy was set to 1 MeVn. After applying coincidence requirements and basic cuts

on the neutron capture energy in the helium detectors, 1.18× 104 events remained,

for a post-cut rate of 0.073 /s. After subtraction of the random coincidences, 5133

events remained for a final detected neutron rate of 0.032 /s. A plot of the pre- and

post-cut data rates is shown in Figure 4.5. Large fluctuations can be seen in the

pre-cut rate that are due to noise in the helium detectors. The noise trigger rate

increased with the temperature in the trailer, which reached above 38◦ Celcius when

the sun shone directly on it in the morning. However, the post-cut event rate does

not show such a variation.

95



1.4

1.2

1.0

0.8

0.6

0.4

0.2

0.0

Co
un

t 
Ra

te
 (

Hz
)

12:00 AM
5/29/10

12:00 PM 12:00 AM
5/30/10

12:00 PM

Date

 Raw Triggers
 Background Subtracted

Figure 4.5: The pre- and post-cut event rates for FaNS-1 operating at the surface on
May 29-30, 2010. The large fluctuations in the pre-cut rate are due to temperature
fluctuations in the trailer, which exceeded 40 degrees Celsius during the morning
when the sun was shining directly on the trailer.

A histogram of the time separation of each event is shown in Figure 4.6a. For

this data set, the acquisition window was extended to (-100,+300 µs) to improve

coincidence efficiency. Since the detector operated at a low trigger rate, this did

not increase dead-time or cause other performance issues. After investigation with

MCNP, it is estimated that truncating the time separation to 300 µs eliminates

6 ± 2% of the captures. This loss will be corrected in the final result. Figure 4.6b

shows the energy spectra for the random and real+random events as determined by

the timing distribution.
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Figure 4.6: The timing spectrum from a data run of 1.62 × 105 s live at NIST
Gaithersburg. Note the larger acceptance window (−100,+300µs) for coincidences
improved detection efficiency, but due to low trigger rate, did not increase dead-
time. Energy spectra of the positive and negative timing events. The negative
timing events are subtracted from the positive timing events to generate the detected
neutron spectrum.
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Using the same background subtraction and pulse height method as before,

the neutron spectrum shown in Figure 4.7 is generated. The detectors response to

the measured neutron spectrum shown in Figure 4.1 was simulated for neutrons with

energies above 0.122 MeV. The truncation of the energy spectrum minimizes sim-

ulation time and prevents an artificial suppression of the efficiency from including

neutrons below the experimental threshold (1 MeV). The Monte Carlo was per-

formed by simulating 2 × 107 neutrons isotropically thrown from a sphere 75 cm

in radius. This corresponds to a neutron fluence of 1.13× 103 n/cm2 with energies

above 0.122 MeV, and a fluence of 891.8 n/cm2 with energies above 1 MeV inside

the detector volume.

After applying the experimental cuts to the Monte Carlo, a total of 10962

events remained. Using the aforementioned fluence (891.8 n/cm2), and the overall

3He detection efficiency of (84±10)%, as discussed in Section 2.4.4, the detector was

found to have an average sensitivity to the cosmic ray fast neutron spectrum above

1 MeV:

ε =
10962± 100 n

(8.91± 0.4)× 102 n/cm2
× 0.84± 0.1 (4.1)

ε = 10.3± 2.5 n/(n/cm2). (4.2)

This sensitivity is comparable to an efficiency weighted by the incident neutron

spectrum. The effect of truncating the coincidence time to 300 µs is included in

the MCNP response. Combining this with the number of neutrons detected and the
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total exposure time, the detected neutron flux can be determined:

Φ(n) =
N

τe × ε
× 1

εHe
(4.3)

Φ(n) =
5133± 1000 n

1.62× 105 s× (10.3± 2.5) n/(n/cm2)
× 1

0.77± 0.02
(4.4)

Φ(n) = (4.0± 1)× 10−3 n/cm2/s, (4.5)

where N is the number of background subtracted neutrons, τe is the exposure time,

ε is the MCNP generated efficiency, and εHe is the cut efficiency of the 3He signals.

The uncertainty in the counts shown here is dominated by the 20% uncertainty in

the location of the thresholds.
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Figure 4.7: The detected neutron energy spectrum at NIST Gaithersburg. Overlaid
is an MCNPX simulation of the detector’s response to the reported spectrum from
Reference [23]. The Monte Carlo has been scaled to overlay the data.
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4.1.4 Surface conclusions

There is very good agreement between the measured and simulated energy

spectra shape over a broad range of energies. Using the Monte Carlo generated

sensitivity for FaNS-1, the surface fast neutron flux above 1.0 MeV at NIST is

found to be (4.0± 1)× 10−3 n/cm2/s.

There are no other sources available for testing FaNS-1 with such high energy

neutrons. Operation of FaNS-1 in the cargo container demonstrated that the detec-

tor has a large dynamic range, with a sensitivity to fast neutrons from 1 MeV up

to 300 MeV. In less than two days of exposure, a detailed spectrum was measured

with FaNS-1 that agrees with previous measurements. The measurement of the

cosmic-ray induced fast neutron spectrum demonstrates the detector’s sensitivity,

which can now by applied to a measurement of the ambient fast neutron spectrum

and flux at the Kimballton Underground Research Facility.

There are two major uncertainties in the flux measurement performed with

FaNS-1, both of which relate to the comparison between data and simulation. First

is the uncertainty in the experimental thresholds caused by photon statistical fluctu-

ations. This leads to an imprecise and non-uniform application of thresholds based

upon Poisson fluctuations in the number of detected photons. The second major

uncertainty is due to inconsistencies between the data and Monte Carlo simulation

of the 3He proportional counter sensitivity. These two uncertainties dominate the

measurement, and they will guide improvements made when designing and operating

FaNS-2.
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4.2 Operation at Kimballton Underground Research Facility

The FaNS-1 spectrometer also operated at the Kimballton Underground Re-

search Facility (KURF), located at Lhoist North America’s Kimballton mine in

Ripplemead, VA. The facility is located in a vein of high purity limestone at a depth

of 1450 meters water equivalent (m.w.e.) and provides a good low-radioactivity

counting environment [107]. FaNS-1 was commissioned at KURF in the summer of

2010.

4.2.1 The Kimballton Underground Research Facility

The KURF lab is a large enclosure, built in 2007, in a drift of the 14 East level

of the mine. The drift is approximately 12 m wide and 30 m high in the area of the

lab, and the enclosure itself is 10.5 m wide × 30 m long × 6.1 m high, as shown

in Figure 4.8. There are currently more than 10 experiments operating at KURF,

ranging from screening facilities for materials selection [107, 120] to prototypes of

larger detectors [121,122] and full experiments [123]. The experiments need to know

the fast neutron background to properly account for it in their analyses.

There are two main sources of neutron backgrounds at KURF. First are neu-

trons from radioactive decays, both spontaneous fission and (α,n), of U and Th

in the surrounding limestone. These neutrons typically range in energy from 1 to

10 MeV. Second, although highly suppressed by the overburden above the lab, is

muon spallation of the surrounding material that produce neutrons with energies

from a few MeV to greater than 100 GeV.
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Figure 4.8: A photo of the enclosure for KURF. The various experiments are la-
beled A) MiniLENS [121], B) FaNS, C)TUNL ββ Decay [123], D) Low Background
Screening [107], E) MALBEK [120], and F) DarkSide argon test [122].

For 1450 m.w.e., an estimate of the muon-induced neutron flux is obtained

using the method of Mei and Hime [36]. They have generated a parameterization

for the muon-induced neutron flux as a function of depth:

φn = P0(P1/h0)e
−h0/P1 , (4.6)

where h0 is the vertical depth in km.w.e. The fit parameters are P0 = 4 ± 1.1 ×

10−7 /cm2/s and P1 = 0.86 ± 0.05 km.w.e. For the depth of KURF, there is an

expected muon-induced neutron flux of 4.4×10−8 n/cm2/s. To estimate the fraction

of muon-induced neutrons with energies above 1 MeV and 10 MeV, the simulated

values for a laboratory at a similar depth are scaled by the relative depth. For

the Waste Isolation Pilot Plant (WIPP), located at 1585 m.w.e., Mei et al. have
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simulated a total muon-induced neutron flux of 3.4 × 10−8 n/cm2/s, with 3.2 ×

10−9 n/cm2/s between 1 MeV and 10 MeV, and 7.5× 10−9 n/cm2/s above 10 MeV.

The corresponding fluxes for KURF can be estimated by scaling the WIPP results

by the ratio of the total fluxes, as shown in Table 4.2.

Table 4.2: Estimates of the muon-induced neutron fluxes, in units of 10−9 n/cm2/s,
at WIPP and KURF. The WIPP data are from Reference [36], and the KURF data
have been scaled by the ratio of the calculated total muon-induced neutron fluxes
at WIPP and KURF.

Lab Total Flux 1 MeV - 10 MeV 10 MeV - 100 MeV <100 MeV
WIPP 34 3.2 5.9 1.56
KURF 44 4.1 7.6 2.0

The neutron flux and spectra from radioactivity in the lab is harder to predict,

as it depends on the local composition of the materials. The majority of these

neutrons are due to (α, n) reactions within the rock and surrounding material,

which range in energy up to 8-10 MeV. The flux and spectra depend greatly on the

alpha energies and material composition. Figure 4.9a shows different (α, n) spectra

that have been simulated for two rock compositions.

Estimating the absolute flux of (α,n) neutrons is difficult. The rate is highly

dependent on the distribution of isotopes within the material as well as neutron

transport out of the rock and concrete. Measuring the neutron spectrum in situ is

an important tool to constrain the (α, n) backgrounds that can cause problems for

the other experiments at KURF.

Mei et al. have also simulated a comparison between the (α,n) and muon-

induced neutrons at Gran Sasso National Laboratory in L’Aquila, Italy. Figure 4.9b
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Figure 4.9: Left: The energy spectra for neutrons from (α, n) reactions in two
different rock compositions. Note, these spectra are both harder than that of spon-
taneous fission. Right: The neutron energy spectra from various sources at Gran
Sasso National Lab in L’Aquila Italy. The two curves of interest to this work are the
muon-induced neutrons at the Rock/Cavern boundary (red circles) and the (α,n) at
the Rock/Cavern boundary (green triangles). Figures from Reference [36].

shows the neutron energy spectra for both (α,n) and muon-induced neutrons at Gran

Sasso. The spectral shape of muon induced neutrons is similar to the cosmogenic

neutron spectrum at the surface. For the final analysis, the detector response of

FaNS-1 at the surface will be used to convert the measured neutron rate into an

incident neutron flux.

4.2.2 The UMD/NIST installation at KURF

Each group working at KURF has a designated area for their operations. Many

groups use standard ISO containers to enclose their experiments. It was decided to

minimize external shielding of the detector by using a thin plastic-walled tent. This

provided appropriate space delineation, as well as allowing for a fixed volume of

air for purification, using a HEPA filter. Air quality is a key concern at KURF

due to the excessive amount of diesel soot generated by mining equipment. Diesel
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soot is conductive and can generate shorts in electronics and high voltage power

supplies, generating noise or failure. The HEPA filter deployed in the enclosure

performed well, minimizing the build up of soot on the electronics. However, after

approximately 1.5 years of operation, small leakage currents developed in the high

voltage power supplies. An attempt to throughly clean the units was made during

one visit, with mixed success.

The tent was kept at approximately 27◦ Celsius and 40% relative humidity us-

ing a ceramic heater and a standard dehumidifier. The temperatures in and around

the enclosure were monitored using a USB thermocouple data logger from Omega

(model TC-08) [124]. The temperatures inside the enclosure, in the main lab, inside

the DAQ computer, and internal to the data logger are shown in Figure 4.10a as a

function of date and time. Small temperature fluctuations caused by the dehumid-

ifier cycling on and off every few minutes are observed2.

Limits were set up to alert any over-temperature conditions, which were de-

fined as any temperature exceeding 40◦ Celsius. This was specifically to ensure that

in the event of a fan failure, the data acquisition could be shut down in time to

prevent damage being done to the GaGe digital oscilloscope. During the operation

at KURF no alerts were received. The relative humidity was also monitored, for a

limited period of time, using an Omega OM-EL-USB-RT data logger [125]. A selec-

tion of the data is shown in Figure 4.10b. The external humidity in the Kimballton

Mine is approximately 100% due to water spraying for dust mitigation. This level

2There are larger fluctuations of 1-2 degrees Celsius. These have been correlated with researchers
entering the lab and turning on the lights.
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Figure 4.10: Top: The recorded data from the temperature monitoring system in
the UMD/NIST enclosure at KURF. Shown are the readings from thermocouples
positioned inside the enclosure, inside the DAQ computer, and in the main lab. Also
shown is the internal “Cold Junction” that acts as a reference point to the other
measurements. The temperatures were quite stable over the course of the selected
data sets. The periodic up-ticks in the temperature are due to other researchers
turning on the lights in the lab when they were working. Bottom: A selection of
the humidity data recorded with the OM-EL-USB-RT monitor. Note the stability
of the humidity, which doesn’t vary more than a few percent. The inset figure shows
a zoomed-in section that highlights the cycling of the dehumidifier.
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of humidity would be dangerous to operate the high voltage, as condensation would

lead to shorts and sparks. Figure 4.10b shows the effectiveness of the dehumidifier.

4.2.3 Final data run at KURF

The two years of operation at KURF can be divided into three main data

sets. The first led to the discovery of high alpha particle backgrounds in the 3He

counters. The second set was carried out after a complete overhaul of the 3He system

to install low-background detectors and upgrade the preamplifiers to allow for pulse-

shape discrimination. However, these data were plagued with PMT calibration drift

and could not be salvaged. The final data set followed a resurrection of the PMTs

and a complete gain match between the channels. This final set is what is analyzed

and presented in this chapter.

4.2.3.1 Gamma calibration

An initial calibration was performed using a 60Co gamma source. The recorded

gamma spectra are shown in Figure 4.11. Note, one of the channels, Ch1, has a

substantially lower response than the others. Due to the decrease in gain in the

PMTs, sufficient high voltage could not be supplied to these tubes to match the

other channels. It was decided that corrections could be made in analysis for this

difference.

To monitor the gamma calibration during the operation at KURF, 100 s of

PMT free-trigger data were collected every hour. The energy spectrum of these
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Figure 4.11: The energy spectra recorded by each scintillator bar in FaNS-1 when
exposed to a 60Co gamma source. By fitting these spectra, the starting gamma
calibration factors used in the analysis are obtained.

calibration runs was dominated by two main gamma backgrounds present in the

lab: 40K and 208Tl with energies of 1.4 MeV and 2.6 MeV respectively. Gamma

spectra recorded by a germanium detector and a FaNS-1 plastic scintillator block

are shown Figure 4.12. The germanium detector has a few prominent energy peaks,

most notably the 208Tl peak at the highest energy.
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Figure 4.12: Left: The measured gamma spectrum at KURF from the VT-1 ger-
manium detector [107]. Right: The gamma spectrum measured with one of the
FaNS-1 plastic scintillator bars. Note the Compton edges from 40K and 208Tl in the
spectrum at approximately 1.2 and 2.4 MeV.
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During the long operation at KURF, photomultiplier tube gains decreased.3

Figure 4.13a shows a collection of gamma spectra taken with the same block of

scintillator over the course of two months; the colors highlight the progression in

time of the drift. The upper edge of the spectrum begins at approximately channel

2600, but drifts downwards to below channel 2000.
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Figure 4.13: Left: Energy spectra for a single block of scintillator operating at
KURF over the course of two months. In the beginning, the upper edge of the
gamma spectrum is located at approximately channel 2600, but after two months
has drifted down below channel 2000. Right: The gamma spectra from a single
block of FaNS-1 scintillator before and after the corrected calibration factor has
been applied. Note the appearance of sharp edges in the post-correction spectrum.

By monitoring the 208Tl edge, the calibration drift can be tracked and corrected

for in analysis. The effectiveness of this correction can be shown using the gamma

calibration data. Figure 4.13b shows the gamma spectrum from one scintillator

bar before and after the correction has been applied. Note the clear edges present

in the post-correction spectrum that are completely absent from the pre-correction

spectrum.

3The photomultiplier tubes were repurposed from a previous experiment that operated in 1995. It
is not unusual for these detectors to fail after such a long period of operation.
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Figure 4.14 shows the drift of the calibrations, in keV/mV, as a function of

time over the two months used for this analysis. Each channel shows a gradual

drift towards larger calibration factors (lower gain), while two of the channels also

exhibit a sharp change in calibration. The gradual loss of gain has been attributed

to the aging of the PMTs, while the sharp change is due to one of the two PMTs

on a scintillator block dying. Using the timestamp from each event, an interpolated

calibration factor is applied to each scintillator signal integral.
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Figure 4.14: Shown are the calibration factors (in keV/unit integral) for each scin-
tillator channel of FaNS-1. These are measured by tracking the 208Tl Compton edge
over the operational period at KURF. The scintillator pulse integrals are multiplied
by the calibration factors to convert them into energy.

4.2.3.2 Prompt alpha/gamma coincidences

Despite selecting the lowest background 3He counters, the proportional coun-

ters chosen are likely to still contain trace amounts of U and Th. Alpha decays

from these isotopes are frequently accompanied by gamma rays in prompt coinci-

dence, within picoseconds of the alpha. The alpha can interact in the 3He counter,
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while the prompt gamma can be detected by the scintillator. Such coincidences

are correlated, and are therefore not removed by the subtraction of negative timing

events. To measure this effect, likely alpha events with helium proportional counter

energies higher than the neutron capture peak are studied. The timing spectrum of

alpha-like 3He events is shown in Figure 4.15.
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Figure 4.15: Left: The timing spectrum of alpha-like coincidences with 3He energies
above 0.8 MeV. This spectrum should be compared to the normal timing spectrum
from neutron coincidences, such as in Figure 4.6a. Right: Zoom-in to highlight the
large peak at ∆t ' 1.5 µs due to prompt coincidences between alpha and gamma
decays of uranium and thorium in the aluminum body of the 3He counter.

The prompt coincidences do not extend past 3 µs. Therefore, these events

are eliminated simply by rejecting events in that portion of the time window. Ten

events are found within the prompt time window of (0, 3 µs), and are not included

in the full analysis. There is some probability that real neutron events could be

rejected by this exclusion, which can be estimated using source data. By comparing

the number of events that pass all cuts, but fall in this time region, a systematic

shift in the observed neutron rate is estimated. Using 252Cf source data collected at

KURF, excluding this time region rejects approximately 1.9% of neutron captures,

which is accounted in the final analysis.
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4.2.3.3 Total exposure time

The data used in this analysis range from the end of June, 2011 through

August, 2011. These data were chosen by defining an upper limit on acceptable

calibration factors of 1× 10−2 MeV/integral. This ensures that each channel has a

high enough gain to be reasonably included in the analysis. The total exposure time

is calculated using the total number of data files collected while all the calibration

factors are below 1 × 10−2 MeV/integral, each of which are 3600 s long. Between

6/31/11 and 9/1/11, a total of 1038 data files were recorded, for a total exposure

time of 3.737×106 seconds. The uncertainty of this parameter is taken to be one

data file, or 3600 s. This is approximately 0.1 % of the total exposure time.

4.2.3.4 Applying cuts to KURF data

The analysis cuts can be applied piecewise to understand which cuts play

the most important roles. The main cuts used are on the 3He risetime and the 3He

energy. First, Figure 4.16 shows the 3He risetime versus energy scatter plot. Note the

vertical band of events between 0.75 MeV and 0.85 MeV from full-energy deposition

of the neutron capture. There is also a large horizontal band of events with risetimes

shorter than 150 ns, which are micro-discharge noise events. Figure 4.17 shows the

effects of the various cuts.

The three timing spectra shown in Figure 4.17 are produced by placing cuts

on 3He signal properties. The top spectrum (black) shows the timing distribution

after only demanding a coincidence between a 3He counter and a scintillator signal.
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Figure 4.16: The scatter plot of 3He risetime versus energy for the final dataset
collected at KURF. Note the three main features; first, a strong vertical band of
events around 0.75 MeV from neutron captures; second, there is a strong horizontal
band of events with fast risetimes from micro-discharge noise events; finally there is
a diagonal band of events that are from alpha particle interactions.

Note the flat spectrum with a prominent peak around 0 µs. This peak contains

correlated alpha and gamma events arising from sequential decays of uranium and

thorium in the aluminum body of the 3He counters, as discussed in Section 4.2.3.2.

After rejecting all microdischarge events, the timing spectrum shown in blue is

obtained. Microdischarges are completely uncorrelated with any scintillator signal,

thus the effect of this cut is a uniform reduction across all times. Finally, after

placing a tight cut on the 3He energy, the red spectrum in Figure 4.17 is produced.

The prompt peak is significantly reduced and an asymmetry in the number of counts

with positive versus negative timing is seen. Figure 4.18a shows the final post-cut

timing spectrum on a linear scale to highlight the asymmetry.
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Figure 4.17: The timing spectra from three stages of the analysis. First (in black)
is the spectrum from only demanding a coincidence between the 3He counters and
a scintillator signal. Second (in blue) is the spectrum from removing the micro-
discharge noise events. Finally (in red) is the resulting spectrum from placing a
tight cut on the 3He energy.

4.2.3.5 Measurement of fast neutrons up to 10 MeV

In approximately 2 months of operation (with a live time of 3.74×106 seconds),

384 coincident events with scintillator energies greater than 1.4 MeV were detected.

Of these, 10 were rejected for being in the prompt alpha/gamma coincidence region.

The timing spectrum for these events can be seen in Figure 4.18a. Figure 4.18b

shows the energy spectra for the positive and negative timing coincidences.
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Figure 4.18: Left: The post-cut timing spectrum from the final data run at KURF.
Right: The energy spectra for positive and negative timing coincidences from the
final run at KURF.

To determine the total rate of detected neutrons, the time to next event tech-

nique, as discussed in Section 3.4.2, is used. This technique provides a simple method

of determining the deadtime-free event rate. Figure 4.19 shows histograms of the

time between events for the positive and negative timing coincidences at KURF.
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Figure 4.19: Histograms of the time between successive events for the positive (left)
and negative (right) timing coincidences at KURF. The fit lines shown are single
exponentials with the y-offset held at zero. The exponential decay parameter from
the fit is equivalent to the deadtime-free rate of events.

The exponential parameter from fitting these histograms provides the absolute

rate in counts/s. For these data, rates of (4.94± 0.35)× 10−5 /s and (2.89± 0.13)×
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10−5 /s are found for the positive and negative timing coincidences, respectively. By

subtracting the negative timing from the positive, a measurement of the background

subtracted neutron count rate of (2.05± 0.37)× 10−5 /s is made.
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Figure 4.20: The energy spectrum of 89 detected neutron events recorded in 3.737×
106 s of operation at KURF.

To obtain the ambient neutron flux from this measurement, the total efficiency

and exposed surface area must be accounted for. As measured with the 252Cf source

in Section 3.4.2, FaNS-1 has an absolute efficiency of ε = (1.3± .1)% for neutrons in

this energy range directed at the top of the detector. The total exposed surface area,

SA, of scintillator in FaNS-1 is 2957.5 cm2. Combining these with the measured
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neutron rate, the total neutron flux above 1.4 MeV is found to be:

Φn(En > 1.4 MeV) = Γmeas ×
1

SA
× 1

ε
× 1

εHe
× 1

εprompt

= (2.05± 0.37)× 10−5 n/s× 1

2957.5 cm2

× 1

.013± 0.01
× 1

0.77± 0.02
× 1

.98

= (6.5± 2)× 10−7 n/cm2/s,

where the total uncertainty is found from combining the uncertainties in threshold,

statistics, and prompt and 3He cut corrections as detailed in Table 4.3.

Table 4.3: Uncertainty budget for FaNS-1 operational at KURF.

Source Correction Uncertainty
Exponential Fit 18%
Efficiency 10%
Threshold 20%
Exposure 2%
Prompt (α,γ) 1.9% 5%
3He Cut Efficiency 23% 2%

4.2.3.6 Limit on the muon-induced neutron flux

No events were observed with energies greater than 10 MeV during the period

of operation. A confidence level based on a null observation is estimated using

Poisson statistics. The functional form of the Poisson distribution is:

fp(x) =
e−aax

x!
(4.7)
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where a is the mean value. For an observation of zero events, Equation 4.7 yields a

90% confidence limit of 2.3 events, while the 95% CL is found to be 3.0 events.

A limit on the neutron flux above 10 MeV may be placed, assuming the muon-

induced spectrum is comparable to the cosmogenic spectrum at the surface. Using

the same Monte Carlo technique discussed in Section 4.1.3, FaNS-1 has an average

response to neutrons above 10 MeV of (3.5±0.7) n/(n/cm2). Recall, this is the

number of neutrons predicted to be detected above 10 MeV per neutron fluence

above 10 MeV, including the time to capture cutoff of 200 µs. Combining this with

the exposure time of (3.737±0.004)×106 seconds and the Poisson upper limit of

3.0 events, the upper limit of the neutron flux above 10 MeV is:

95% CL =
3.0 n

(3.737± 0.004)× 106 s× 3.5 n/(n/cm2)
(4.8)

95% CL = 2.3× 10−7 n/cm2/s. (4.9)

This limit is considerably higher than the expected rate of 7 × 10−9 n/cm2/s

from the estimates made of the muon-induced neutron rate above 10 MeV discussed

in Section 4.2.1. Extrapolating from this sensitivity, FaNS-1 would be expected to

observe approximately one muon-induced neutron per year of operation.

4.2.4 Discussion of KURF Results

Operating FaNS-1 in the Kimballton Underground Research Facility provided

important and useful understanding of how to operate a detector in a low back-

ground environment. Of the two years installed at KURF, many improvements
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were made to the detector. The final data set consists of two months of production

data. A measurement of the ambient fast neutron flux and spectrum from natural

radioactivity in the surrounding rock was made with FaNS-1.

An experimental limit on the neutron flux above 10 MeV in KURF has also

been made. In order to determine the muon-induced neutron spectrum, a larger

and more robust detector system is required and it would either have to operate

for a significantly longer time at KURF or be situated in a shallower location. To

this end, a more optimized detector system was designed and constructed and is the

subject of the remainder of this thesis.
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4.3 Conclusions

The first generation of the Fast Neutron Spectrometer operated in a variety of

environments, ranging from high rate calibrations with calibrated sources to high en-

ergy exposure at the surface to low rates deep underground. In each regime, FaNS-1

performed exceptionally well considering the repurposed nature of many of the com-

ponents. The detector’s ability to reconstruct mono-energetic neutron sources into

peaks without the use of unfolding techniques was demonstrated. The absolute ef-

ficiency of FaNS-1 was measured with two thresholds (1 MeV and 2 MeV) to be

1.3% and 1.4% respectively. The operation at the surface shows that the technique

of capture-gated spectroscopy with separated detectors can be used to effectively

measure neutrons with energies beyond 150 MeV. Finally the detector successfully

operated in a low background environment and measured the fast neutron spectrum

and flux at the Kimballton Underground Research Facility. This measurement will

be used by the other researchers at KURF to constrain their backgrounds and im-

prove their analysis.
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Part II

FaNS-2
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Chapter 5

The UMD/NIST Fast Neutron Spectrometer 2 (FaNS-2)

Based on lessons learned from the operation of FaNS-1, the design of a dedi-

cated system, FaNS-2, began in 2011. Priority was given to improving the detection

efficiency at high energies to better determine the spectrum of cosmic-ray induced

neutrons. The design, optimization, construction, and installation of the FaNS-2

detector array is discussed in this chapter. In Chapters 6 and 7, results from source

measurements and a measurement of the surface fast neutron spectrum with FaNS-2

are discussed, respectively. Finally, in Chapter 8 future measurements that may be

made with FaNS-2 are presented.

5.1 Geometry of the FaNS-2 array

To optimize the detector size and layout, many design configurations were

considered and compared in simulation. The main goal was to balance good energy

reconstruction with high sensitivity to high energy neutrons. Figure 5.1 shows a

selection of the designs considered in MCNP.

122



!
Figure 5.1: A selection of the various designs that were considered in Monte Carlo for FaNS-2. The red squares are scintillator
bars, while the blue circles are 3He proportional counters. More detail is in the text.
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The design goal was to have sufficient scintillator volume to have sensitivity

to neutrons above 500 MeV. For optimization, a few items were fixed as constraints.

First, the length of the scintillator needed to be well matched to the active length

of the 3He counters, which is 46 cm. Secondly, the detector had to be reasonably

symmetric to minimize directional variation in the detector’s efficiency. Finally,

discussed later in Section 5.2.3, the PMTs for FaNS-2 are 5 cm diameter, so the

scintillator segments needed to have reasonable light collection into a cylindrical,

5 cm diameter light guide. A separate Monte Carlo was performed to study the

light collection of the scintillator bars, as discussed in more detail in Section 5.2.4.

The final selection was Design A from Figure 5.1. This design met most of

the criteria, especially the symmetry constraint. The spacing between the scintilla-

tor and 3He counters is required to mechanically mount the 3He counters and the

scintillator bars. These spacings were made as small as possible, since tight pack-

ing of the detectors yielded high neutron detection efficiency. Figure 5.2 shows a

larger depiction of the final geometry, including the space required to mount the

3He counters.

The layout is highly symmetric, which decreases directional differences in de-

tector response. The tilt in the scintillator bars allows for tight packing on the 3He

counters. It also ensures that there is no direct path through the detector that

does not intersect a scintillator segment, which improves detector efficiency. MCNP

studies show that this geometry improves the high energy response (neutron energies

above 100 MeV) between a factor of 15 and 30 over the response of FaNS-1.
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Figure 5.2: A schematic of the FaNS-2 layout. The red squares are 9 cm × 9 cm ×
56 cm plastic scintillator segments, the blue circles are 3He proportional counters,
and the light blue circles are the spacing required to mount the 3He counters. More
detail is included in the text.

5.2 Components

FaNS-2 is an array of identical plastic scintillator segments interspersed with

3He proportional counters. In this section the details of each component are dis-

cussed.

5.2.1 Helium proportional counters

FaNS-2 uses 21 of the same Reuter-Stokes 3He proportional counters as were

used in FaNS-1. These counters, model RS-P4-0819-103, have an active region 46 cm

long and a 3He partial pressure of 4 atm. An additional buffer gas of 1.1 atm natKr

improves the operation of the counters. A technical drawing of one is shown in

Figure 5.3. During construction, a thin coating of nickel was applied to the inner
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surface of the aluminum cylinder to reduce alpha particle emission from the body

of the detectors [126].

Figure 5.3: Technical drawing of the 3He proportional counters used in FaNS-2 as
provided by the manufacturer [126].

Approximately 80 3He counters were surveyed, using the technique discussed in

Chapter 2, to measure their internal alpha backgrounds and rate of microdischarge

noise. The 21 detectors with lowest alpha rates were selected for inclusion in FaNS-

2. The 3He proportional counters are operated at approximately 2100 V, with slight

variations to gain match energy responses. This gain setting places the full-energy

thermal neutron capture peak (0.764 MeV) at approximately 200 mV.

5.2.2 Plastic scintillator

FaNS-2 contains 16 segments of EJ-200 plastic scintillator manufactured by

Eljen Technologies [127]. Each segment is 9.0 cm × 9.0 cm × 56.0 cm, with 5.0 cm

diameter, 9.6 cm long, light guides coupled to each end, as shown in Figure 5.4. The
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total volume of scintillator in the detector is 72.6 liters. The bars are wrapped in

aluminized mylar to increase light collection and covered in black vinyl sheets for

light-tightness.

Figure 5.4: A diagram of one FaNS-2 scintillator bar, manufactured by Eljen Tech-
nology. The body is 9 cm × 9 cm × 56 cm and is composed of EJ-200 general
purpose plastic scintillator. The light guides on each end are 5 cm diameter and
9.6 cm long and are made of UV-Transmitting plastic.

This particular polyvinyltoluene-based scintillator was chosen to match the

light response of the Phillips 5 cm PMTs, discussed in Subsection 5.2.3, that are

used in FaNS-2. Figure 5.5 shows the light output of the scintillator and the light

response of the PMTs. EJ-200 has been shown to produce 10,000 photons per MeV

of energy deposited and has an attenuation length greater than 3 m. It has a pulse

width of approximately 2.5 ns and a refractive index of 1.58 [127].

5.2.3 Photomultiplier tubes

The photomultiplier tubes used in FaNS-2 are 5 cm diameter, Photonis model

XP2262 [128]. The detectors are 12-stage tubes that have been repurposed from

the G0 experiment at Jefferson Laboratory [129–131]. A diagram of the detector

assembly is shown in Figure 5.6. The tubes are housed in a light-tight enclosure

that also contains mu metal magnetic shielding.
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Figure 5.5: Left: The light emission spectrum for EJ-200 polyvinyltoluene scintil-
lator. [127] Right: The optical response (in mA/W) of the XP2262 PMT used for
FaNS-2.

Figure 5.6: Mechanical drawing of the housing for the XP2262 PMTs.

The enclosure is constructed of black ABS plastic with a mounting flange on

the front face. This flange contains an O-ring groove that provides the light-tight

seal to the overall FaNS-2 enclosure. The PMT base is located within the light-tight

enclosure and has two compression springs that provide pressure between the PMT

and the light guide, ensuring a quality optical seal1.

1During the transportation of FaNS-1 into KURF, seven of the 12 optical joints between the light
guides and PMTs broke. This effectively halved the light collection for each of those PMTs.
A lesson learned was the importance of axial pressure to hold the PMTs in place. This also
lead to the use of silicone optical pads that can repair their seal after a shock.
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The PMTs are coupled to the light guides using 5 cm diameter, 3 mm thick,

EJ-560 silicone optical pads. The pads have an index of refraction of n = 1.43, which

is a reasonably close match to the indices of refraction for the light guides and the

PMT glass. Matching the indices of refraction maximizes the light transmission at

the boundary between PMT and light guide. The silicone also provides mechani-

cal cushion between the tubes and the light guides to prevent damage caused by

vibration during transportation.

5.2.3.1 Linearity

An extensive study was conducted to improve and measure the linearity of

the PMTs using attenuated laser pulses. A tube was illuminated by an ultra-fast

pulsed laser (100 ps width) that was sent through 15 different neutral density filter

combinations with a range of attenuation of two orders of magnitude. Approximately

ten different base designs were tested, and ultimately a new design was chosen based

upon optimizing linearity up to 10 V and minimizing nonlinearity above 10 V.

Figure 5.7 shows the linearity of the original base compared to the linearity of the

selected base design. Note the improved linearity above 10 V and the maintained

linearity below 10 V.

The final base design is shown in Figure 5.8. The design exhibits the best

linearity in the region where the best statistics are expected; the detectors operate

at a gain setting where 10 V is approximately 100 MeVee. For events that do cross

this region, a correction can be made to adjust for the nonlinearity.
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Figure 5.7: The ratio of measured amplitude to expected amplitude for the original
base design (blue) and post-modification base design (red) versus the recorded signal
amplitude.

5.2.3.2 Single photo-electron and photo-statistics

Measurements of the single photo-electron (SPE) peaks for each PMT were

used to characterize photo-statistics for threshold placement and total energy res-

olution of FaNS-2. Figure 5.9 shows a typical single photoelectron spectrum from

one of the XP2262 PMTs. To extract the width and peak of the SPE distribution,

the spectrum is fit with a Gaussian plus an exponential.
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Figure 5.8: The final design of the PMT bases for FaNS2.
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Figure 5.9: A typical single photoelectron spectrum of one of the XP2262 PMTs
used in FaNS-2. The black line is a fit to the data of a Gaussian plus an exponential
tail. The Gaussian width is used to characterize the inherent resolution of the PMT.

When the primary photo-electron strikes the first dynode of the PMT, a certain

number of secondary electrons are emitted, depending on the work function of the

surface. The width of the single photoelectron peak is determined by the electron

statistics of the first dynode [12]. For the SPE spectrum shown in Figure 5.9, the

FWHM is approximately 80% of the peak. This is consistent with the expected

width obtained from Phillips [132]. From the width of the gaussian, approximately

nine electrons are estimated to be emitted from the first dynode; this is slightly less

than the expected value of 11 from the PMT data sheet. This width determines how

precisely the PMTs are able to measure the number of photoelectrons in a given

signal. This result will be used when determining thresholds and comparing the

experimental data with Monte Carlo.
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5.2.4 Light collection simulation

Extensive simulations were done to optimize the quantity and uniformity of

the light collected in each PMT. Using the GuideM Monte-Carlo code [133], photons

were randomly emitted throughout the whole body of the scintillator bar, and col-

lection efficiencies were recorded as a function of location. The simulation included

losses from scattering from the scintillator surface, attenuation, and from lack of

total internal reflection. The model included the light guides, aluminized mylar, the

silicone optical coupling pads between the light guide and PMT, and the front glass

face of the PMT.

Two different methods of mounting the PMT to the scintillator were studied:

1) tapered light guides, and 2) cylindrical light guides. These two options are shown

in Figure 5.10.
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Figure 5.10: The two different light guide concepts studied for the FaNS-2 scintillator
bars. Left: Tapered light guides, Right: Straight, cylindrical light guides.

The tapered light guide showed an overall higher average light collection ef-

ficiency than the straight, cylindrical light guides. However, the increase was not
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uniformly distributed throughout the detector, as can be seen in Figure 5.11. A

non-uniform light collection leads to a decrease in the achievable energy resolution.

Thus it was decided to use the straight cylindrical light guides for FaNS-2.

Figure 5.11: Shown is a comparison between the two light guide designs for FaNS-
2, tapered and straight. A 4π source of photons was placed at multiple locations
in the scintillator volume. Each color represents a different source location in the
simulation. Though the tapered design has a higher overall light collection efficiency,
the increase is non-uniformly distributed, leading to a position dependence of the
light collection. To minimize this position dependence, FaNS-2 was constructed
with straight light guides.

Once the final design of the scintillator assembly was chosen, a full Monte Carlo

was performed to measure the light collection efficiency for FaNS-2. The reflectivity

of the scintillator surface was set at 98.7%. The surfaces of the scintillator are

diamond-tool finished, which has a reflectivity between that of cast surfaces (99.5%

or better), and polished surfaces (around 97%). The aluminized mylar was separated

from the scintillator surface by an air gap, and has a reflectivity of 95%. Table 5.1

shows the various components used in the Monte Carlo calculations.

To simulate the position dependent light collection efficiency, the scintillator

volume is divided into cells of 0.5 cm × 0.5 cm × 1.0 cm (with 1 cm in the long axis

134



Table 5.1: Table of parameters used in the GuideM Monte-Carlo simulation of the
light collection for FaNS-2. More details are in the text.

Component Index of Reflectivity Attenuation
Refraction Length (cm)

EJ-200 Scintillator 1.58 .987 450
EJ-560 Optical Coupler 1.43 .987 ∞

PMMA Light Guide 1.49 .987 450
PMT Glass 1.54 1 ∞

Aluminized Mylar .95

of the detector). Each cell is populated with 5 × 105 photons, and the collection

efficiency for a given cell is recorded. Figure 5.12 shows the results for one section

of the scintillator volume. Note, due to the highly symmetric nature of the FaNS-2

scintillator bars, only 1/8 of the possible cells are simulated, with the remaining

cells filled using symmetries.
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Figure 5.12: A heat-plot showing the distribution of light collection efficiency (per-
cent of photons detected versus photons emitted) for the FaNS-2 scintillator bars.
Only one half of the scintillator bar is shown in this figure, because the light collec-
tion is symmetric. The PMT is on the right, note the high light collection efficiency
directly in front of the PMT face. Figure from [134].

On average, 8% of the emitted photons arrive at each of the PMTs attached

to the scintillator for a total of 16% of the initial photons incident on the PMTs.
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Throughout the bulk of the scintillator, there is very little variation from uniform

light collection. However, at the ends of the scintillator, hot and cold spots in the

collection efficiency are observed. Directly in front of the a PMT there is a hotspot

of collection, while directly in front of the opposing PMT there is a corresponding

cool spot. The hot spot is due to solid angle effects, while the cool spot is due

to the opposing PMT collecting photons. Similarly, there are slight hot and cold

areas in the corners due to reflections and shadowing, respectively. However, these

variations even out when the light collected from both PMTs are summed.

This non-uniformity leads to a slight degradation of the achievable energy

resolution of the detector. The size of this effect can be compared with the inherent

resolution of the scintillator based upon Poisson statistics. Figure 5.13 shows a

comparison between the spread of detected photons when considering only the non-

uniform light collection and when Poisson statistics are also considered.

Figure 5.13: The spread of collected photons for and average of 100 photons from:
1) non-uniform light collection (red), 2) uniform light collection with Poisson statis-
tics (green), and 3) both non-uniform collection and Poisson statistics (blue). The
Poisson statistics dominate the width of the distribution. Figure from [134]

136



For typical energies of a few MeVn, the uncertainties from Poisson statistics

dominate the resolution. Thus, for the rest of this work the scintillator will be

assumed to have a uniform 8% light collection efficiency.

As a check of the simulation, the average light collection in one of the FaNS-2

scintillator bars is shown in Figure 5.14. The average light collection is determined

by measuring the single photoelectron peak and the distribution from a known

gamma source. Due to its single gamma energy, 137Cs is an excellent source for this

study. 137Cs emits a gamma of 662 keV, with a Compton edge at 478 keV. Using

the light production of the scintillator provided by the manufacturer (104 ph/MeV),

each event at the Compton edge will generate 4780 photons. The GuideM simulation

estimates 382 photons will hit the PMT front face. The typical quantum efficiency

for the PMTs in this work is 15-20 % [132], which yields an estimation of 57-76 pe at

the 137Cs Compton edge. Figure 5.14a shows a typical single photoelectron spectrum

from the two PMTs attached to a single scintillator segment. Figure 5.14b shows

the summed response of those PMTs to a 137Cs source.
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Figure 5.14: Left: The SPE spectra from the two PMTs attached to a scintillator
segment. Right: The energy spectrum of the summed PMT response to a 137Cs
source placed at the center of the same scintillator segment. The energy is shown
in units of photoelectrons (pe).
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With the fitted value of the SPE peak location for each channel, the number

of photoelectrons detected for a given energy deposition in each scintillator can be

determined. After being summed, the two PMTs collect approximately 200 pe for

1 MeVee of energy deposited in the scintillator for a light conversion of ∼5 keVee

per detected photon. Although this value is slightly lower than the predictions

from Monte Carlo calculations, the experimental number is used to characterize the

thresholds placed on each signal and the resolution of the detector.

5.2.5 Construction

FaNS-2 was constructed at the University of Maryland in the summer of 2012.

Extensive work was done in collaboration with the UMD Physics Machine Shop to

design and machine the mechanical structure and light-tight enclosure for FaNS-2.

The entire detector was modeled in SolidWorks CAD, shown in Figure 5.15.

The support structure is based upon the 80/20 aluminum framing system [135].

A set of 80/20 (1 in×3 in) rails are assembled into a base frame, upon which a

61.8 cm × 57 cm × 1.3 cm base plate is bolted. Vertical 80/20 rails are bolted to

the base plate, which act as the mounting support for the scintillator bars. Two

external mounting plates are bolted to the edges of the base plate. These provide

the support for the 3He counters and the PMTs.

The scintillator bars are supported by aluminum angle brackets on each corner

with foam rubber pads to act as vibration isolation. The brackets are secured at their

ends by 0.6 cm thick aluminum manifolds shown in Figure 5.16. Each manifold has
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Figure 5.15: The FaNS-2 detector, as drawn in SolidWorks CAD.
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through holes for the light guides and the 3He counters. Ten of these brackets (five

on each side) are bolted to vertical supports made from 80/20 extruded aluminum

framing. These plates are flush to the ends of the scintillator bars with only the

cylindrical light guides extending through them. Foam rubber shims are used to

keep the scintillator bars fixed in place between the plates.

Figure 5.16: The aluminum bracket that holds the scintillator bars in place. The
angle cut-outs are through holes for the aluminum rails that support the scintillator,
while the circular holes in the center are through holes for the 3He counters.

On each end, the PMT and 3He support plates are bolted to the edge of

the base plate and are secured at the top with an 80/20 cross-beam. The seams

between the base plate and the end plates are made light-tight with an aluminum

angle bracket and black foam rubber. The angle is bolted into the base plate with the

foam compressed by the end plates. The 1.3 cm thick aluminum plates have tapped

mounting holes for the PMT assemblies. Since the 3He counters are supported on

one end, only one of the plates has their mounting mechanism.

The 3He counters lock into place using a bayonet-style mechanism developed

by the UMD machine shop. Using four pins to hold the 3He counter in place, an

O-ring seal is made between the outside of the 3He counter body and the aluminum
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mounting plate, shown in Figure 5.17. The O-ring seal provides both mechanical

stability and light tightness.

Figure 5.17: A photograph of a 3He counter mounted in the outer enclosure of
FaNS-2. Note the notches for the bayonet pins.

Surrounding the scintillator and 3He counters is 3 mm thick boron-loaded sili-

cone rubber, Shieldwerx model SWX-238 “Flexi-Boron” [136], to shield the detector

from thermal neutrons. The silicone rubber contains 25.3% natural boron, which

provides a thermal neutron attenuation factor of 259. Effort was taken to maximize

the shielding of the detector, including the areas surrounding the light guides and

3He counters. The top, bottom, and sides are all completely shielded, while the ends

have cutouts to allow the 3He counters and light guides to exit the detector volume.

Figure 5.18 shows the boron shielding as it is being installed inside the enclosure.
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Figure 5.18: A photograph showing the thermal neutron shielding (grey rubber) as
it is being installed. Note the cutouts for the 3He counters and the scintillator light
guides.

The top and sides of the enclosure are covered with thin (1.5 mm) aluminum

sheeting for mechanical protection and light tightness while minimizing the material

through which neutrons pass. These are mounted to the 80/20 framing with black

foam rubber as a light seal. A close-up of the foam sealing is shown in Figure 5.19.

The whole apparatus is mounted on top of 13 cm diameter wheels that for mobility.
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Figure 5.19: A photograph showing the baseplate with black foam rubber along the
edges to light-tight the enclosure.

5.3 Electronics

The FaNS-2 electronics setup is a significant increase in complexity over that

used for FaNS-1. Ultimately, FaNS-1 was operated simply using a PCI-based wave-

form digitizer with minimal external electronics. Given the number of channels in

FaNS-2, it was more practical and cost-effective to use a more scalable system.

To handle the large increase in the number of channels, a new data acquisition

system based upon seven VME waveform digitizers manufactured by CAEN Tech-

nologies was used. The V1720B digitizer features 8 channels, 12 bits of dynamic

range, and a 250 MS/s digitization speed (4 ns/point). FaNS-2 is comprised of 32

channels of photomultiplier signal lines (each PMT is digitized separately) and 21

3He signal lines. Any of the 3He counters may provide the trigger for data acqui-
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sition, and therefore an external trigger system is necessary to ensure synchronous

trigger distribution.

Figure 5.20 shows the overall schematic of the FaNS-2 detector array. The 32

PMTs are powered by an ISEG high voltage power supply in an MPOD Mini high

voltage crate, and the signal lines are fed into the second generation Splitter/Summer

modules. The output of these modules is sent through an amplifier that restores lost

amplitude from the Splitter/Summer module and also acts as over-voltage protection

for the digitizers. The 32 channels are split into four groups (one for each layer of

the detector) and sent into the V1720 digitizers. The 3He proportional counters

are biased through 4 channel CAEN model A1422 preamplifiers [137], which also

receive high voltage from an ISEG high voltage power supply. Their signal lines are

passed through AC couplers to remove any baseline fluctuations and are fed into

three V1720 digitizers, ordered by their position in the array, starting at the top

left.

To handle the increase in PMT channels, improved splitter/summer modules

were manufactured, consisting of custom printed circuit boards with eight channels

each of splitter/summer circuitry. The centerpiece of the circuit is a passive delay

chip that replaced the delay cables used in the FaNS-1 setup. This allows for a

significantly increased channel density and reduces noise pickup in the cable delays.

Each circuit board is fitted into a single-width NIM unit for ease of use.

The upgraded preamplifiers provide a factor of 10 higher gain, which puts the

neutron capture peak at approximately 200 mV, rather than 20 mV. This improves

energy resolution and allows for a lower threshold for acquisition. Separately, the
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Figure 5.20: An overview schematic of the detectors in the FaNS-2 array. Note
that though only one scintillator bar and one 3He counter are shown, there are 16
scintillators and 21 3He proportional counters in FaNS-2.

increase in channel density simplifies the experimental setup, without compromising

the ability to set individual high voltages for gain matching. Figure 5.21 shows the

3He energy spectrum for the three preamplifiers used in the FaNS detectors: the

initial Mechtronics model 400 used at the surface, the Canberra model 2006 used at

KURF, and finally the new CAEN 1422 preamplifiers used for FaNS-2.

By improving the 3He electronics, the energy resolution at the neutron capture

peak improves from 8.9% with the Mechtronics model, to 5.8% with the Canberra

unit, and finally to 2.6% with the CAEN preamplifier. This will allow for a tighter

cut on the 3He energy, which reduces backgrounds from alpha events in the 3He

proportional counters.
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Figure 5.21: A comparison between the three preamplifiers used in the FaNS detec-
tors. Shown are the probability distributions for each manufacturer (Mechtronics
400, Canberra 2006, and CAEN 1422), and highlights the improvement of the CAEN
preamplifier over the previous units.

5.3.1 Trigger system

To control the synchronous triggering of the detector array, an external trigger

propagation system is used. The trigger system is based upon NIM logic signals that

are generated by the digitizers when they trigger. These logic signals are then sent

through a Linear Fan In/Out and are directed to each of the digitizers’ Trigger In

port. A diagram of the trigger system is shown in Figure 5.22.

Either the PMT digitizers or the 3He digitizers may generate a global trigger.

Having this set up in hardware allows the operator to control the trigger flow in

software. The digitizers optionally generate or receive external triggers. These

settings are controlled via software, which is discussed further in Section 5.4.
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Figure 5.22: A schematic of the trigger system for FaNS-2. The digitizers (blue)
are split into two sets, one for PMTs and one for 3He counters. The trigger logic
(green) controls which digitizer set is generating the global trigger. More details are
in the text.

5.4 Data acquisition control

The waveform digitizers are controlled by a PC running Ubuntu Linux over

two optical fiber cables, one for the 3He digitizers and one for the PMT digitizers,

each of which has a data throughput of 80 MB/s. The DAQ is controlled by a

custom software program, a screen shot of which is shown in Figure 5.23.

The DAQ program is controlled by a Python-based interface that allows all

settings to be controlled automatically. A typical running script can be found in

Appendix D. Acquisition is segmented into discrete cycles of running time, typically
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Figure 5.23: A screenshot of the CAEN controller DAQ program. Here all the
settings of an individual board can be controlled. A separate panel is used to
control the synchronous operation of multiple cards.

one hour. At the beginning of a run cycle, a series of calibration runs are performed.

A typical running cycle is shown here:

1. Gamma Calibration - Low PMT thresholds are applied, with synchronous

triggering for the scintillator digitizers (100 s long data set).

2. Muon Calibration - High trigger thresholds are applied, with low zero-suppression

thresholds, and synchronous triggering for scintillator digitizers (100 s long

data set).

3. NaI Calibration - The NaI detector free triggers alone, monitoring gamma

backgrounds with better resolution than organic scintillator. (100 s long data

set).

4. Neutron Data - Any 3He counter triggers all digitizers synchronously (3600 s

long data set).
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For all data acquisition modes, the sampling clock is daisy-chained from the

first digitizer to the others. The digitizers contain an analog output (labeled

“Mon/Σ”) that can be controlled via register. The Mon/Σ output from one of

the digitizers is used to generate a gate for acquisition that is sent through a Fan

In/Fan Out to each digitizer synchronously. The time stamps are initialized when

acquisition begins, yielding a uniform trigger timestamp across the digitizers for

each event.

For gamma and muon data acquisition modes, only the PMT digitizers are

operated. The acquisition windows are shortened to reduce pileup and minimize

dead-time. Any PMT that triggers generates a Trigger Out that is propagated to

all four digitizers simultaneously. The gamma calibration mode used a low trigger

threshold to record events with energies below 3 MeV. For muon data acquisition,

the trigger threshold is increased to ∼ 3 MeV, to reject gamma events.

For neutron triggering, all seven digitizers are operated synchronously. Any

3He signal triggers the full detector array. The digitizer that contains the triggering

channel outputs a Trigger Out NIM logic signal, which is passed through a Fan In/-

Fan Out and is sent to the Trigger In for each digitizer. This guarantees synchronous

triggering regardless of which digitizer generated the trigger.

5.5 Data analysis

The increase in complexity of the FaNS-2 detector is mirrored in the complexity

of the data collected. The analysis, therefore, must also be modified to handle this
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increase. The data structure and updated analysis software are presented in this

section.

5.5.1 Data structure

The FaNS-2 data structure is based on the standard data format generated

onboard the digitizer. First, an ASCII file-header contains the complete settings of

the digitizers, as well as the date and time at which acquisition began. The file-

header information is used to set up the analysis code to correctly read the binary

data. The file-header begins with a key, consisting of four 32-bit longwords, that

denotes the total length of the header. Each event also begins with a header of four

32-bit longwords that contain the size of the event, the board ID, the event counter,

and a 32-bit trigger time stamp. A diagram of the structure of one event is shown

in Figure 5.24.

The CAEN digitizers also have a separate data handling concept that is more

complicated, called Zero-Length Encoding (ZLE). ZLE allows for a threshold to be

set in the digitizer’s field-programmable gate array (FPGA) that is applied to each

event as it is collected. If a signal does not pass the threshold, it is not included in

the data stream from the digitizer to the PC. If a signal does pass the threshold, a

fixed amount of data before and after the threshold crossing is sent back to the PC.

A few examples of this are shown in Figure 5.25.

The raw data generated with ZLE have a more complicated structure, shown

in Figure 5.26. The header has a single bit (bit 24 of the second longword) set
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Figure 5.24: The default data structure for a single event, as generated by the
digitizer. Note the four 32-bit longword header containing the event size, board ID,
event counter, and timestamp. Figure from [138].

to indicate that the data are zero-length encoded, but is otherwise the same. The

event-by-event data, however, are structured by Control Words (CW). A CW==1

indicates that either data is present, while a CW==0 indicates the number of sam-

ples skipped by the zero-length encoding. A single channel of data is structured:

• Total number of 32bit longwords transferred for this channel

• Control Word

• Stored data, if CW==1, or nothing if CW==0

• Control Word

• Stored data, if CW==1, or nothing if CW==0

• . . .

• Control Word

• Stored data, if CW==1, or nothing if CW==0
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Figure 5.25: A sample event that has been collected with ZLE. Shown are two
regions that cross the threshold (in green). User-defined “look back” (NLBK) and
“look forward” (NLFWD) regions are set to include a number of samples before and
after a threshold crossing. These chunks of data are transferred to the PC, while
the data below threshold (yellow) are ignored. Figure from [138].

The pattern of Control Word/data/Control Word/data is repeated through the

whole event. Due to large acquisition windows during neutron operation, FaNS-

2 data are zero-length encoded. Without ZLE, a single event would be 21.2 MB,

with ZLE enabled, the same event can be as little as 30 kB in size. This helps

minimize dead-time and reduce the final file size on disk.

The FaNS-2 components are arranged into the data stream according to the

detector type and location in the array: the PMTs are grouped by layer into digi-

tizers 0-3 (the top layer of four scintillators/eight PMTs are fed into digitizer 0, the

next layer into digitizer 1, etc.) and the 3He counters are fed into digitizers 4,5, and

6. There are three spare channels in digitizer 6 devoted to monitoring backgrounds.

A full channel listing is included in Appendix C. A NaI detector and a bare 3He

proportional counter measure the gamma and thermal neutron rates, respectively.

These provide insight into the backgrounds present in the environment, as well mon-

itoring any transient backgrounds, such as a gamma check source being used by a
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Figure 5.26: The ZLE data structure for a single event, as generated by the digitizer.
Note the 24th bit of the second longword is now set to 1, indicating that the data
following are zero-length encoded. Figure from [138].

different experiment in the same facility. Should any significant increase in either of

these rates occur, those data sets are removed from the analysis.

5.5.2 Python data analysis

In order to handle the more complex structure of the FaNS-2 data, relative

to FaNS-1, the data analysis software was transitioned from IGOR Pro to Python.

Completely Object-oriented, the Python analysis is better suited for the complex

data generated by FaNS-2. The code is structured in four main steps: 1) read raw

data from the binary files, 2) perform peak finding algorithm on each trace and gen-

erate clusters of scintillator signals, 3) group clusters into physics data coincidences,

and 4) perform cuts on those coincidences. The first three steps are performed on
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every data file in parallel, the physics data are stored in Python dictionaries and

written to disk using the cPickle module. The data are then sequentially loaded

back into Python and cuts are applied to each event.

5.5.2.1 Reading raw data

Each data file is processed by the Python analysis. Using the Multiprocessing

module, any number of data files may be processed in parallel. A key distinction

made in the FaNS-2 analysis is the separation between trigger and event objects.

A trigger object contains the raw traces, file position, date/time of the trigger,

name of the file, the PMT calibrations for that specific time, and the light response

conversion. When the trigger object is analyzed, each cluster of PMT signals is

treated as a separate event. An array of event objects is returned for each trigger.

A diagram showing the breakup of one trigger into multiple events is shown in

Figure 5.27.

The event class contains all the calculated parameters from a specific coin-

cidence between a PMT cluster and a 3He signal. This includes the 3He risetime

and energy, the PMT energies, cluster location, combined energy of the event, and

the geometry of the event (where each signal occurred in the detector). These are

parameters that will be cut upon later.
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Figure 5.27: An example of a trigger with two separate scintillator clusters (“C0”
at -95 µs, and “C1” at -65 µs). These two clusters are both treated as valid events
and all relevant parameters are calculated.

5.5.2.2 Cluster finding and generation of physics data

One of the key features of the analysis is locating and analyzing multiple clus-

ters of PMT signals in a given trigger. Each cluster of scintillator signals represents

a separate event in the analysis. During typical operation, a trigger has on average

three to four events. However, during certain source calibrations, upwards of 10

separate events in a single trigger are observed.

A scintillator cluster is defined as a group of PMT signals occurring within

8 µs of each other. This is a broad enough window to exclude PMT after-pulsing,

but is still tight enough to minimize random scintillator coincidences. To locate the

multiple clusters of PMT signals, a recursive peak finder searches for scintillator

signals above a threshold in each trace. When a peak is found, it is added to an

array of locations.
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After the full event has passed through the peak finding, the PMT traces

are sent through a separate routine to determine the physics data for each cluster.

This includes integration of the full and attenuated peaks, conversion of integrals

to electron-equivalent energy detected (MeVee), conversion of light units to neu-

tron deposited energy (MeVn), and finally summing the energy deposited in each

scintillator bar to generate the total energy of an event. The analysis of individual

PMT signals is discussed in more detail in Section 5.5.3. The PMT clusters and 3He

signals are paired into coincidences, and their timing separation is calculated. The

resulting events are stored in a Python array, ready for analysis.

5.5.3 Scintillator analysis

For FaNS-2, each PMT signal is digitized and stored for offline analysis. A

pair of example traces from the PMTs on a single scintillator segment is shown in

Figure 5.28. Note the pre-pulse generated by the Splitter/Summer module discussed

earlier. After the pulses, small ripples can be seen in the traces. These are a

combination of the PMTs after-pulsing and a small amount of noise caused by the

Splitter/Summer module.

For each photomultiplier signal, several parameters are calculated. First, the

baseline is calculated by averaging the first 10 samples, then it is subtracted from

the trace. Next, a recursive peak-finding algorithm is applied that searches for peaks

over a certain threshold. Finally, the integrals and amplitudes for each signal are
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Figure 5.28: An example of two PMT signals from a single scintillator bar. Note
slight variations in amplitude caused by statistical fluctuations in the number of
photons detected in each.

calculated by integrating the full and attenuated pulses. These values are stored in

arrays, and returned as part of a specific “event” object.

For long running data sets, it is possible for the PMT gains to drift. To

account for this, the pulse integrals are converted into energies by applying a time-

varying calibration factor. A discussion of generating the calibration factors is in-

cluded in Section 5.5.4. For a specific cluster, each scintillator’s energy is converted

from MeVee to MeVn using the non-linear light response. Then all the energies are

summed to determine the total deposited energy of the event.

5.5.4 Scintillator calibration

Throughout the operation of FaNS-2, two different techniques have been used

to calibrate the photomultiplier tubes. The first uses gamma sources, while the
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second relies on the ambient radioactivity present in the lab. When combined,

these calibrations give time-varying calibrations for each detector.

The construction of FaNS-2 presents a challenge for calibration. To ensure

that the detected gamma energy is the “true” energy, it is important to place the

source directly next to the scintillator. However, unlike FaNS-1, there is no direct

access to each scintillator bar while the detector is assembled. Specifically, the center

four detectors and the bottom detectors are shielded from the outside by the other

scintillator bars and the aluminum baseplate, respectively.

To address this problem, a removable calibration inset was fabricated that

swaps in for a 3He counter. This allows a gamma source to be inserted into the

void that normally contains a 3He counter. There are four calibration points used

to calibrate the full detector, which are indicated in Figure 5.29.

All the scintillator segments are exposed to the same gamma source, and an

initial calibration parameter is extracted in analysis. As was performed for FaNS-1,

the recorded gamma spectra are fit with a Monte Carlo generated template, shown

in Figure 5.30.

A standard procedure for gamma calibration of organic scintillator is to use

the the half-height of the edge as the location of the Compton edge. However, since

the scintillator bars are not small, there is a probability that gammas will Compton

scatter multiple times. Thus the half-height of the energy spectrum cannot be

assumed to be the location of the Compton edge. The spectra are instead fitted by a

smoothed template generated by MCNP. When the calibration parameters obtained
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Figure 5.29: A schematic showing the four calibration locations for FaNS-2 (dark
grey circles). A light-tight tube is inserted into these 3He ports that allows for the
insertion of a gamma source. Thus each scintillator bar is calibrated with a source
directly incident upon it. There is no self shielding from the surrounding detectors
or support structure.

by fitting the spectrum are compared with the half heights of the distribution, a

15% shift in the energy scale is observed.

An important lesson learned with FaNS-1 is that the collection of periodic

gamma calibration data is exceptionally important. PMTs drift over time, and the

ability to track their gain can salvage data that otherwise would have been lost.

To this end, FaNS-2 is operated in a scintillator free-trigger mode every hour to

monitor the response of the PMTs. These data are analyzed and an instantaneous

calibration factor is extracted. The histogram of one channel from a gamma run is

shown in Figure 5.31.

A level crossing within the steepest section of the spectrum is chosen to be

tracked. In Figure 5.31, the steepest section is between pulse integrals 2000 and
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Figure 5.30: Left: The Monte Carlo generated template for 60Co that is fitted
to the data. Right: The recorded energy spectrum from illumination of a single
scintillator bar, along with the fitted spectrum. The calibration factor is in units of
integral/MeV to convert the raw integrals into energy. Note: the fitted spectrum has
been smoothed with a simple Gaussian smoothing algorithm to account for detector
resolution.

3000. To track any changes in the location of this section, the place where the

spectrum crosses a threshold is followed. In this case, a reasonable threshold is 50

counts/bin. For all subsequent calibration files, the location of this threshold is

stored. If the calibration shifts, this location will change and the calibration of that

channel can be adjusted accordingly. This procedure is repeated for each channel

and for each calibration file. When finished, a variable calibration factor for each

time step is produced. These are stored in a text file with a timestamp for further

analysis.

To use the time varying calibration factors, the time of the event is first de-

termined. This is done by adding the event timestamp to the start time of data

acquisition, which is stored in the data file’s header. Then, for each event, the

calibration factors for the scintillator are found by interpolating between nearest

calibration points in the varying calibration array.
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Figure 5.31: A spectrum recorded with one of the PMTs in FaNS-2 during a free
trigger calibration run.

5.5.5 3He analysis

Figiure 5.32 shows an example of a 3He signal recorded with FaNS-2. The

analysis of each 3He signal is similar to that used for FaNS-1. First, the baseline

is removed by averaging over the first 10 samples. The amplitude of the resulting

signal is stored as the energy of the specific signal. For the risetime analysis, a

linear interpolation is performed to find the level crossings at 10% and 50% of the

signal’s full height. Finally, the location of the 3He signal is taken to be the 50%

point. These parameters are all returned and stored in each event object for a given

trigger.

5.5.6 Performing cuts

After the initial generation of multiple events from a trigger, the events are

treated as independent entities. This prevents biasing the analysis by choosing one
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Figure 5.32: An example of a 3He signal recorded with FaNS-2. Note, the 3He
signals are passed through AC couplers to remove large-scale baseline fluctuations.

event per trigger over the others. In order to ensure the cuts and subtraction of

random events is done correctly, every event must be kept. To perform cuts on

the FaNS-2 data, a series of conditions is determined. Approximately 200 Boolean

conditions are tested against each event. These can be combined in any fashion to

produce more complicated cut logic. The following section outlines these conditions

and how they are generated.

5.5.6.1 PMT-specific cuts

A series of cuts is performed on the photomultiplier signals. First, a cut is

placed that demands that both PMTs on a given scintillator bar are over a small

threshold. A second threshold is placed on the sum of the light collected from a

single scintillator bar. A cut can be placed on the multiplicity of the event to single

out the effect of multiple scattering and segmentation effects, if desired.
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After cuts are made, the total energy and multiplicity are recalculated. This

ensures that if a signal is below threshold, it will not contribute to the final analysis of

that event. A brief study of the effects of varying the analysis threshold is presented

in Chapter 6.

5.5.6.2 3He-specific cuts

The main cuts on the 3He signals are on the energy and risetime of the signal.

The 3He energy must be less than 0.9 MeV to reject alpha interactions in the de-

tectors. Cuts are also placed in the risetime versus energy space to reject gamma,

alpha, and microdischarge events:

τr > 0.1 µs (5.1)

τr <
0.45 µs

0.59 MeV
× E + 0.15 µs, (5.2)

where τr is the 10% to 50% risetime for the helium signal and E is the total energy

of the pulse. Cut 5.1 rejects microdischarge sparks by eliminating fast rising pulses.

Cut 5.2 eliminates beta/gamma-like events that have low energies and long risetimes.

These cuts are discussed in detail in Chapter 2. The effects of these cuts are shown

in Figure 5.33.

The 3He cuts effectively remove gamma/beta and microdischarge noise events

while rejecting a minimum of neutron captures. The neutron cut efficiency is very

high, with only a small fraction of neutron captures being rejected.
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Figure 5.33: A scatter plot of showing the risetime versus energy of the 3He signals.
Shown in red are the uncut data, while the blue markers are the events that pass
the 2D risetime/energy cuts.

5.5.6.3 Subtraction of random coincidences

As with FaNS-1, events with negative time separations are used to monitor

the random coincidence rate in FaNS-2. These events are completely uncorrelated

from the neutron capture and so appear uniformly in time. Because the scintillator

and 3He count rates can vary with time, tracking the random coincidence rate in

real-time is the most effective method to ensure proper background subtraction.

Events with positive time separation could be either real neutron coincidences or

random coincidences. The negative and positive timing events will be referred to as

“random only” and “real+random” events in the rest of this work. This is shown

in Figure 5.34.

The energy spectrum of “random only” events is subtracted from the energy

spectrum of the “real+random” events. FaNS-2 was operated with an asymmetric

time window that spans from -200 µs to +600 µs. Thus, the “random only” energy
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Figure 5.34: The distribution of time separations between 3He signals and PMT
clusters for FaNS-2. The negative timing events, labeled “Random Only” are when
the 3He signal occurs before the PMT cluster, which is a non-physical event. Ran-
dom events are uniform in time, and so are found in the positive timing events as
well.

spectrum must be scaled by the relative size of the acceptance windows (nominally

a factor of three). A bin-wise subtraction is performed resulting in the background-

subtracted energy spectrum. When working with source data, it is important to

also subtract any ambient neutron events that occur. Since these are real neutron

signals, they will not be removed from this subtraction.

During long background data collection, a significant number of prompt coin-

cidences (∆t < 2 µs) that are correlated but not real neutron events were observed.

In FaNS-1, these were dominated by prompt gamma emission following alpha decays

in the 3He counters. Therefore any event that occurs with a time separation between

0 µs and 2µs will be rejected. This will be discussed further with the measurement

of the ambient neutron spectrum in Chapter 7.
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5.5.6.4 Effects of cuts

To study the relative effects of these cuts, they are applied to a sample set

of data with a 252Cf neutron source centered at ∼110 cm above FaNS-2 . Each of

the aforementioned cuts are applied separately to show their relative effects. The

results are listed in Table 5.2.

Table 5.2: A table listing the effects of each cut placed on data collected with a
252Cf neutron source above ∼110 cm above FaNS-2.

Total Events: 113833
Cut Cut Events

Parameter Range After Cut
3He Cuts 3He Energy 0.2 MeV < E < 0.8 MeV 113101

3He Spark Cut τr > 0.1 µs 112614
3He β Cut Diagonal in τr vs E 110249

All 3He Cuts 109729
PMT Cuts Scintillator Energy E > 1.0 MeVn 52007

Prompt ∆t Cut Removal of 0 < ∆t < 2 µs 112836
Combined 49642
∆t > 0µs 40538
∆t < 0µs 9090

After subtraction 13268

The dominant cut is the threshold on the scintillator signals. This is due to

the large number of neutrons emitted by 252Cf that are below the 1 MeVn threshold

used in this test. These neutrons enter the detector, thermalize, and may capture

on a 3He counter. However, they are not energetic enough to produce a signal in

the plastic scintillator and are therefore cut.
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5.6 FaNS-2 MCNP

FaNS-2 has been modeled in MCNPX, including the support structure and

enclosure. The simulations use the default model physics (based on the Bertini

Intranuclear Cascade model [139]) for neutrons greater than 20 MeV [140]. One

major change to the simulation is the exclusion of gamma ray production. MCNPX

is designed to reproduce the correct branching ratios for certain processes on a

statistical basis, not on an event-by-event basis. This leads to non-physical events

where a single neutron may capture on two different nuclei. For a capture-gated

detector, this becomes problematic; neutrons are observed that capture on 3He and

yet still produce a 2.2 MeV gamma from capturing on hydrogen. These events skew

the energy spectra produced by the simulation. Therefore, gamma ray production

has been removed from the simulation.

Unlike what was used for FaNS-1, the simulation output is now treated on a

event-by-event basis. The output file contains the light generated in each scintillator

segment, the 3He counter where the neutron captured, and the time between the

neutron scatter and capture. These data are fed into the Python data analysis and

the same experimental cuts are placed on them as the experimental data.

An important lesson-learned from FaNS-1 is the sensitivity of the analysis

thresholds on photon statistics. To better address this, the calculation of photon

statistics and PMT resolution has been added to the MCNP analysis. The light

generated in each scintillator bar is converted from MeVee into a number of photons

detected using the measured light collection efficiency. Then, a random number is
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selected from a Poisson distribution with an expected value equal to the number of

photons. The output from that random number generator is then converted back

into MeVee. This technique appropriately accounts for the effects of light collection

on the achievable energy resolution. This should vastly improve the ability of the

Monte Carlo to match the data.

The photomultiplier tubes also contribute to the resolution of the detected

spectra. As discussed in Section 5.2.3.2, the Gaussian full-width half-max (FWHM)

of the single-photoelectron peak is approximately 80%. This can be used to de-

termine the gain of the first stage of the PMTs. A Gaussian with FWHM of 80%

corresponds to a gain of 9 electrons created from a single photon.

The change in energy reconstruction based on different photon statistics is

shown in Figure 5.35. Here the light collection has been varied from effectively

infinite to 0.04 MeVee/photon. As discussed in Section 5.2.3.2, the measured light

collection for the FaNS-2 PMTs is 0.005 MeVee/photon.

Accounting for photon statistics also provides a method for applying a con-

sistent threshold for both the data and simulation. This is important for the com-

parison of the detection efficiency between 252Cf source data and MCNP. Since the

252Cf energy spectrum above 1 MeV is exponentially shaped, a small variation in the

effective threshold can create a large change in the number of neutrons accepted.

For the efficiency measurements, this would create a constant offset between the

data and the Monte Carlo.

The full MCNP process is shown here:
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Figure 5.35: The resulting spectra from an MCNP simulation of the 14 MeV neu-
trons on FaNS-2 with different photon statistics. The measured light collection for
FaNS-2 is 0.005 MeVee/photon.

1. Neutrons are thrown at FaNS-2 in MCNPX based upon the input source dis-

tribution.

2. MCNPX generates the tracks of each event using the PTRACK file format.

3. Filters select events that have a scatter in a scintillator cell and a 3He capture.

4. Particle tracks are converted into energy depositions (in MeVee) in each scin-

tillator.

5. These energy depositions are written to a file, along with the location of scat-

ters, the location of 3He capture, and the time between scatter and capture.

6. The MCNP output is converted into pseudo-data:

• Energy is converted into photons detected (including Poisson statistics).
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• The number of photons detected is smeared by a Gaussian random num-

ber to account for the measured PMT resolution.

• Each MCNP event is stored in the same Event object as the real data.

7. The simulated events are passed through the same cuts as the real data.

Throughout the MCNP analysis, the measured light response function of the

FaNS-2 plastic scintillator is used, as discussed in 2.2.1.

To compare MCNP to the experimental data, each measurement setup is care-

fully modeled. For the mono-energetic neutron generators discussed in the next

chapter, the center of the generator is matched with a point source of isotropic,

mono-energetic neutrons. MCNPX has a built-in standard for the 252Cf neutron

energy spectrum, which is based upon the ENDF-VII standard [10]. A 252Cf point

source was placed at the same distances used for the efficiency measurements, dis-

cussed in the next chapter, and the total number of detected neutrons is compared.

The Monte Carlo results are directly compared with the experimental data in the

next chapter.

As was discussed in Section 2.4.3, the sensitivity of the 3He proportional coun-

ters was measured to be 16% lower than the MCNP model produces. This manifests

in a higher overall calculated efficiency efficiency for FaNS-2 than is realized. The

root cause of this effect is currently under study, with new measurements required

for confirmation. To adjust for this difference, a detection efficiency of 0.84± 0.1 is

applied to the MCNP.
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In Chapter 6, MCNP simulations are compared to each of the source measure-

ments, including mono-energetic neutron generators and a calibrated 252Cf neutron

source. In Chapter 7, a simulation is used to determine the weighted efficiency of

FaNS-2 to the cosmogenic neutron spectrum as reported by Reference [117]. This is

applied to the recorded data to produce a measurement of the incident fast neutron

flux.
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Chapter 6

FaNS-2 results from calibrated sources at NIST

Presented in this chapter are the results from source calibrations performed

with FaNS-2 at NIST. First is a brief discussion of the environment in which the

detector operated. Then, the results of efficiency measurements with a calibrated

252Cf neutron source are presented. Finally, measurements made with two mono-

energetic neutron generators are shown. Throughout, comparisons between data

and Monte Carlo simulations are highlighted. A brief discussion about how these

results affect the measurement of the ambient fast neutron spectrum presented in

the next chapter is included in the conclusions of this chapter.

6.1 The NIST Low Scatter Lab

As discussed in Section 3.4, NIST houses a number of neutron sources ideal for

calibrating detectors. These include calibrated 252Cf sources with activities known

to ∼2% and two mono-energetic neutron generators at 2.5 MeV and 14 MeV. These

sources have been used to fully characterize FaNS-2 and prepare the detector for

measuring the surface fast neutron spectrum. The 252Cf neutron sources are cali-

brated using a manganese sulfate bath. A source is inserted into a 1.27 m diameter

sphere of MnSO4 liquid. Neutrons are absorbed by the MnSO4, and the activa-

tion of 56Mn is continuously measured with a scintillation counter. A photograph
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of the apparatus is shown in Figure 6.1. Neutron sources are compared against

the NIST standard Ra-Be photoneutron source, NBS-1. Source activities are typ-

ically measured to 1.2% using the NIST calibration setup. As the 252Cf source

decays, different neutron-emitting fission daughters build up, and the uncertainty

in the calibration grows. The total activity of the source used to calibrate FaNS-2

is known to 2% [141,142].

Figure 6.1: A photograph of the MnSO4 neutron calibration apparatus at NIST. The
blue sphere is the 1.27 m diameter volume in which neutron sources are calibrated.
Figure from Reference [143].

After operating FaNS-1 in the Californium Neutron Irradiation Facility (CNIF),

it was discovered that a significant fraction of the detected neutrons had deposited

some of their energy into the walls of the lab. This led to a large low-energy tail

of detected events, known as room-return. To mitigate this problem, the charac-

terization of FaNS-2 was performed in the Low Scatter Facility at NIST. This lab

is surrounded by low-density walls that minimize room-return neutrons. The Low
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Scatter Facility is primarily used for neutron calibrations of personal dosimetry and

hand-held neutron monitors [144]. The lab is a large (12 m × 13 m) two-level room

with thin, metal walls and ceiling. The main level has an aluminum floor to further

reduce backscattering neutrons. There is one high-density concrete shielding wall

that separates the lab from the main building.

FaNS-2 was deployed in the corner of the lab that is farthest away from the

main building. A schematic of the location is shown in Figure 6.2. This location

was chosen to minimize the shadowing effects of the building when measuring the

surface fast neutron spectrum. The detector rested on top of a 15 cm thick concrete

slab.

Door

Aluminum
Sheeting

X

Concrete
Wall

G
ra

ss

Pavement

Control Room

Figure 6.2: Schematic showing the location of FaNS-2 (red ‘x’) in the Low Scatter
Room at NIST. The active volume of the detector is shown in blue. The high density
concrete wall is on the left, while a small berm (30 cm high) runs around the rest of
the room supporting the aluminum walls. The main area of the lab has aluminum
sheeting for a floor. The detector is located on top of a 15 cm thick concrete pad.
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The detector was powered through a uninterruptible power supply (UPS) that

protected the system from power surges and filtered the incoming AC power. The

data acquisition electronics were kept separate from the high voltage, which was also

separate from the PC and monitor. This helped to minimize any noise pickup over

the power lines on the data acquisition. Similarly, the high voltage power supplies

were operated in a separate electronics rack to minimize any noise caused by the

switching power supplies.

6.2 Efficiency calibration with a 252Cf source

To measure the absolute neutron detection efficiency of FaNS-2, a 252Cf neu-

tron source was positioned at a range of distances above the detector. A vertical

frame was assembled overtop of the detector to provide consistent and reproducible

positioning of the source. The frame consists of two 3 m long 80/20 segments with

two cross braces. The source can either be hung from the top cross piece, or can be

placed on top of the lower cross piece, which has a platform to allow the inclusion

of lead shielding.

6.2.1 Source description

The 252Cf source used in this calibration is DHS-9667. It was last calibrated

on September 3, 2009 with a neutron activity of (14,900±180) /s [145]. Using the

lifetime of 252Cf, τ = 3.816 years, the average remaining activity for the dates the
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data were collected, April 24 to May 20, 2013, is:

Γ = Γ0 × e−t/τ

Γ = 14, 900 n/s× Exp(−3.675 years/3.816 years)

Γ = 5690± 150 n/s.

This is the total neutron activity of the 252Cf source at the time of measurement.

The uncertainty here has been increased from 1.2% to 2% of the source activity to

account for slight variations in decay rates of different isotopes in the source [66].

There is also an uncertainty related to the variation in activities across the month

the data were collected. The difference between the rate at the beginning and the

end of the 252Cf measurements is ∼100 n/s. This has been included in the above

uncertainty.

The source is enclosed in a stainless steel encapsulation, shown in Figure 6.3a.

The source is situated 0.8 cm from the bottom of the encapsulation. The stainless

steel encapsulation changes the shape of the energy spectrum of the emitted neu-

trons. This was not an issue for FaNS-1 because a different source was used with

significantly thinner encapsulation. However, for FaNS-2 the effect is noticeable, as

shown in Figure 6.3b. Therefore, the simulated spectrum is used for the remainder

of this section.

As with FaNS-1, only the neutron activity above the experimental threshold is

included in the analysis. This prevents the reported efficiency from being artificially

suppressed by the portion of the 252Cf spectrum that is below threshold. To estimate
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Figure 6.3: Left: A diagram of the encapsulation of 252Cf source DHS-9667 used to
calibration FaNS-2. The body of the encapsulation is stainless steel. Right: The
effect of the encapsulation on the energy spectrum emitted by the source in MCNP.
Note how the spectrum is shifted down in energy, increasing the number of neutrons
below 1.5 MeV.

activity of the source over the experimental thresholds, the normalized 252Cf energy

spectrum generated by MCNP is integrated above each threshold. The activity is

then corrected by this fraction. For these data, an analysis threshold of 2 MeVn is

set, yielding a neutron activity of:

ΓEn>2.0 MeV = 2137± 85 n/s. (6.1)

The uncertainty in the above rate is based upon a 3.5% uncertainty in the absolute

calibration, and a 2% uncertainty in the shape of the 252Cf energy spectrum [10].
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6.2.2 Description of the data

The 252Cf source was placed above the detector at seven distances ranging from

85.15 cm to 238.3 cm. The spread in distances and the number of measurements

allows for coverage of a large range of neutron capture rates and solid angles. Since

the detector is not small compared to the distances at which the source was posi-

tioned, a simple 1/r2 estimate of the solid angle cannot be used. The solid angles,

Ω, have been calculated using a two-dimensional integral:

Ω =

∫
SA

h+ z0
(x2 + y2 + (h+ z0)2)3/2

dx dy, (6.2)

where x and y are taken to be in the plane of the surface of the detector, z0 is the

average interaction depth of neutrons in the detector, and h is the height is the

distance above the top of the detector where the source was placed. The integration

limits are taken from the extent of the top plane of the detector. Table 6.1 shows

the run parameters of the data for the calibration data. The distances are measured

from the bottom of the source enclosure to the center of the first layer of scintillator,

which is the expected depth of interaction for 252Cf energy neutrons [114].

To monitor for dead time, a scalar was used to count the absolute number of

triggers sent to the digitizers. Should the memory buffers of the digitizers exceed

a set threshold, a veto signal is sent to reject incoming triggers1. This prevents

the memory buffer from filling up, which would result in a loss of synchronization

1See Section 5.3.1 for more details about the trigger system.
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between the digitizers. During the operation, none of the data sets required adjust-

ments for dead time.

Because these data were collected in a low overburden environment, the ambi-

ent neutron rate and spectrum must be subtracted to obtain the true neutron rate.

During the 252Cf data collection, two long data sets were run without the source.

The ambient neutron rate should be approximately stable throughout the measure-

ments, and so will manifest as a constant offset in the efficiency data. The average

rates during these two runs are listed in Table 6.1

6.2.3 Results from 252Cf calibrations

For the efficiency measurements, data were collected at seven different dis-

tances. A measurement of the ambient neutron background was also performed

to allow for accurate background subtraction. The results from these data sets

are shown in Table 6.1 and Figure 6.4. The Monte Carlo results listed have been

adjusted by the (84±10)% 3He detection efficiency discussed in Section 2.4.4.

Table 6.1: Data from efficiency measurements taken with 252Cf neutron source
above FaNS-2. The ambient neutron rate has been subtracted from these data.

Distance Date Exposure Fractional Rate above MCNP
(cm) (s) Solid Angle (%) 2 MeV (n/s) (n/s)

238.31 5/18/13 3600 (3.33± 0.1)× 10−3 0.264±0.03 0.30±0.03
199.45 5/17/13 3600 (4.73± 0.1)× 10−3 0.406±0.03 0.41±0.04
161.35 4/29/13 3600 (7.17± 0.1)× 10−3 0.612±0.04 0.62±0.06
130.87 5/20/13 3600 (1.07± 0.1)× 10−2 0.886±0.05 0.92±0.09
110.55 5/18/13 3600 (1.48± 0.1)× 10−2 1.181±0.05 1.24±0.1
100.39 4/24/13 3600 (1.78± 0.1)× 10−2 1.569±0.06 1.48±0.15
85.15 5/20/13 3600 (2.43± 0.1)× 10−2 1.799±0.06 1.99±0.2

Ambient 5/3/13 36000 N/A 0.346±0.01 N/A
Ambient 5/18/13 36000 N/A 0.347±0.01 N/A
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Figure 6.4: The resulting detected neutron rate (after subtracting the ambient neu-
tron rate) versus subtended solid angle for a 252Cf source at multiple distances (red)
with statistical error bars. Also shown are the MCNP predictions for each distance
(black) after the 3He detection efficiency of 84% has been applied. The MCNP error
bars are due to the uncertainty in this correction.

There is very good agreement between the data and MCNP observed in these

measurements. This result lends confidence that the model of FaNS-2 accurately

reproduces the measured data. The MCNP response will be used later to convert

the measured ambient neutron rate into an incident neutron flux.

6.2.4 Efficiency measurement

To obtain the efficiency, a linear fit is performed to the detected rate versus

solid angle data shown in Figure 6.4. The y-offset from the resulting fit is the

room-return from neutrons that scatter from the walls or floor and back into the

detector. The observed room-return rate is consistent with zero, which reinforces

the benefit of working in the Low Scatter room. Effectively none of the neutrons
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detected scattered from of the walls or floor and into the detector. As discussed in

Section 3.4.2, the slope of the fitted line is proportional to the efficiency divided by

the source activity:

εEn>2 MeV =
slope

Γs
=

77± 2.5 n/s

2137± 85 n/s
= (3.6± 0.15)%. (6.3)

6.2.5 Discussion of 252Cf calibrations

The (3.6±0.15)% efficiency for neutrons with energies above 2 MeV measured

with the FaNS-2 detector is consistent with the simulated efficiency from MCNP

for the same experimental threshold and setup. By accurately reproducing the

measured data, the MCNP is shown to give meaningful results. This reinforces

the use of MCNP to estimate the response of FaNS-2 to the broad neutron energy

spectrum from cosmic ray interactions. This will be discussed in the next chapter.

6.3 Measurements with mono-energetic neutron generators

With a capture gated neutron spectrometer, neutrons that do not thermalize

and capture are not included in the data. Thus, any neutron that partially scatters

in the detector, and then leaves, is rejected. Therefore, instead of having a broad

spectrum of neutron energies from a mono-energetic source, FaNS-2 produces a

peak at the incident neutron energy. To confirm this, two mono-energetic neutron

generators have been measured with FaNS-2.
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6.3.1 Overview of Generator Technology

As discussed in Section 3.4.1, the mono-energetic neutron generators are com-

pact accelerators based on deuterium/deuterium and deuterium/tritium fusion re-

actions:

D +D → 3He + n+ 3.3 MeV, (6.4)

D + T → 4He + n+ 17.6 MeV, (6.5)

which result in 2.5 MeV and 14.1 MeV mono-energetic neutrons, respectively. The

generators accelerate deuterium into either tritium or deuterium to produce these

reactions. They are used to test the energy reconstruction and resolution of FaNS-2.

A diagram of a generator is shown in Figure 6.5.

Target Accelerating
Potential

Drift Region
HV 

Feedthrough

Figure 6.5: A simple schematic of a neutron generator. Either deuterium gas or
a mixture of deuterium and tritium gas is accelerated into a fixed target. When
two nuclei hit each other, they can fuse. Both of these reactions emit neutrons of a
specific energy.

The generators are PC-controlled over serial cables. From there, any of the

settings of the generators may be adjusted, including Beam Current, Accelerating

Voltage, Duty Cycle, and Power. The total number of neutrons emitted roughly
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scales linearly with the beam current. However, the dependence on accelerating

potential is more complicated. Figure 6.6 shows the neutron yield for both DD and

DT generators as a function of incident deuterium energy, as quoted from an IAEA

report on neutron generators [146]. The absolute neutron yield from the generators

is not reproducible and is therefore not used in this analysis.

Figure 6.6: Left:The neutron yield for DD and DT reactions as a function of incident
deuterium energy [146]. Right: The relative angular distribution (red) of emitted
neutrons from a DT generator [147].

There is an angular dependence of the emitted neutron energy that depends

on the incident deuteron energy. Figure 6.7 shows the angular dependence as a

function of deuteron energy for both the DD and DT generators [146]. For the

measurements made with the FaNS detectors, the incident deuteron energy was set
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between 10-30 keV, below the energies shown in the figures. At these energies, the

angular variation is minimal, and has not been adjusted for in this analysis.

Figure 6.7: The angular dependence of the emitted neutron energy for multiple
deuteron energies (0.1 - 0.5 MeV), for the DD (left) and DT (right) neutron gen-
erators. Note, for the FaNS detectors, the generators were operated at 10-30 keV
deuteron energies, further reducing the angular dependence. Figures from Refer-
ence [146].

Measurements were made with both the DD and DT neutron generators di-

rectly above FaNS-2. The generators were mounted approximately 20 cm from the

top of the FaNS-2 detector to minimize the number of neutrons that scatter from the

floor and back into the detector. Figure 6.8 shows a schematic of the experimental

setup. For this operation, the NIST DT generator was out of commission, and a

replacement was borrowed from the Materials Science and Engineering department

at the University of Maryland2. The replacement is a newer model (Thermo Scien-

2The authors would like to thank Dr. Richard Livingston, Prof. Mohamad Al-Sheikhly, and Mary
Dorman for all their help with the loan of the DT generator. This work would not have been
possible without it.
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tific model P385 compared to model P325 [17]) but is functionally equivalent to the

NIST-owned generator used with FaNS-1.

Figure 6.8: A schematic of the neutron generator mounted on top of the FaNS-2
detector. The vertical line on the generator is the target plane where the fusion
occurs; this is centered overtop of the detector to provide symmetric illumination.

The neutron generators are designed for high neutron rate operations, such as

neutron activation analysis of material composition [148, 149]. However, FaNS-2 is

not designed to measure rates above ∼50 n/s. When operating a generator so close

to the detector, care must be taken to minimize the total neutron flux emitted by

the generators. Both the DD and DT generators were operated at settings below the

manufacturer recommendation to minimize the neutron flux. This reduces pileup

events where multiple neutrons capture in the same trigger window.
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6.3.2 Proton recoil data

As discussed in Chapter 1, one of the standard techniques of neutron detection

is detecting the recoil protons from neutron scatters in liquid scintillator [68,85,114,

150–152] . These detectors tally the energy deposition of any proton scattered by

an incident neutron. This includes partial energy depositions, where the neutron

exits the detector volume without thermalizing. Thus the resulting energy spectra

from mono-energetic source are typically broad, with many low-energy deposition

events.

To compare capture-gated results with proton recoil-type detectors, data were

collected with no capture requirement in place. The photomultiplier tubes on the

top layer of scintillator were allowed to free trigger. Any neutron that scatters in the

detector will generate light that is detected by the PMTs. These signals are recorded

and stored for off-line analysis. Figure 6.9 shows the deposited energy spectrum from

these data. Since the distribution of energy deposition is determined by kinematics,

the high-energy edges of the energy spectra represent a neutron thermalizing in a

single scatter.

Both of these spectra show a broad energy response. The DD response, which

is lower in energy, has significant gamma backgrounds that dominate the spectrum.

Since plastic scintillator has no capability to remove gamma interactions via pulse

shape discrimination, it is not possible to operate these detectors in a mixed radia-

tion field. These spectra are discussed later when they are compared to the FaNS-2

measured spectra from the generators.
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Figure 6.9: The deposited energy spectra from the top layer of scintillator in FaNS-
2 during free triggering of the PMTs from the DD (left) and DT (right) neutron
generators. Note: the DD data have had gamma backgrounds subtracted from this
spectrum.

6.3.3 DD Measurements

Measurements with the DD generator were made over the course of a few days

in April 2013. After a brief search for the optimum settings, the DD generator was

operated at a beam current of 30 µA and an accelerating potential of 30 kV. The

final data set used in this analysis constitutes the results from approximately two

hours of data with a trigger rate of ∼27 /s.

To obtain the lowest energy threshold in analysis, the PMTs were operated at

a higher gain setting than previously discussed. Full scale in the data acquisition was

set to 5 MeVee, or roughly 9.6 MeVn. The scintillator bars were calibrated using the

source calibration procedure noted in the previous chapter. In analysis, a threshold

of 200 keVn per scintillator block is applied. This is equivalent to 30 keVee, and is

approximately 6 photoelectrons. This allows for the inclusion of multiple scatters
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that would have been lost with a higher threshold. The “real+random” and “random

only” energy spectra are shown in Figure 6.10.
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Figure 6.10: Top: The timing spectrum from the DD measurements after
all cuts have been made. The shaded regions shown the “random” (black)
and “real+random” (red) portions of the data. Bottom: The “random” and
“real+random” energy spectra for the DD neutron generator data. Note: The
“random” spectrum has been scaled to match the relative time acceptance (200µs
compared to 600µs)
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Figure 6.11: The DD neutron energy spectrum after subtracting random coinci-
dences. Overlaid is a comparison to the MCNP predicted spectrum.

The background subtracted DD spectrum, shown in Figure 6.11, exhibits a

clear peak with an upper edge of 2.5 MeV, as expected. Nice agreement is observed

in the shape and location of the spectrum. There are excess counts at low energies

compared to the Monte Carlo, that may be due to neutrons that scatter inside the

generator before being emitted. Currently, there is no attempt made to model the

inner-workings of the generators.

6.3.4 DT Measurements

The DT generator was mounted directly above FaNS-2 in the same position as

the DD generator; the target plane was centered above the detector at a height of

20 cm. After a thorough search of the operational parameter space, the generator’s
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beam current was set to 10µA and the accelerating potential set to 10 kV. Despite

concerns that the generator would not be stable at such low accelerating potential

and beam current settings, it performed well3.

During the operation of the DT generator, the PMTs were set to have full

scale of the data acquisition at 20 MeVee, or 28 MeVn. The gains of the PMTs

had drifted subsequent to the previous calibrations with a 60Co source. A recalibra-

tion of the detector was performed using the muon energy deposition peak. Muons

are minimally ionizing particles, and deposit ∼2 MeV of light for every centimeter

transversed in plastic scintillator. The scintillator segments are 9 cm wide, so the

muon peak is expected to be at ∼18 MeV. MCNP can track muons and accurately

calculate energy losses, so a muon spectrum was generated with MCNP, shown in

Figure 6.12a, for a single scintillator bar to use for this calibration. This spectrum

was fitted to the scintillator spectra from muon calibrations with FaNS-2. The re-

sulting calibrated muon spectra for the FaNS-2 segments are shown in Figure 6.12b.

The calibrations, in units of integral per MeV, are listed in Appendix B.

The energy range was chosen to ensure that the upper edge of the proton

recoil distribution would fit entirely on the full scale. Data were collected for 5

hours, during which approximately 150,000 triggers were recorded. In between the

hour-long runs, 100 s of free trigger data were collected with the scintillator bars.

Figure 6.13 shows the timing spectrum and the “real+random” and “random

only” energy spectra from the DT generator operation. The majority of the random

3Many thanks are also owed to Fabian Schully at Thermo Scientific who helped operate the gen-
erators in such a non-standard way.
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Figure 6.12: Left: The MCNP-generated spectrum of deposited muon energies in a
single segment of FaNS-2 scintillator. Note the peak is at approximately 18 MeV.
Right: The resulting muon spectra from each scintillator bar (shown in a variety of
colors) after recalibration.

coincidences are at lower energies than the peak. The energy spectrum obtained

after subtracting the random coincidences is shown in Figure 6.14. The peak-to-

valley ratio of the background subtracted spectrum is approximately 7:2, which is

a large improvement over FaNS-1. However, there is still a low-energy portion of

the spectrum that remains after subtracting random coincidences. This is due to

inelastic carbon recoil events that do not produce light in the scintillator.
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Figure 6.13: Top: The timing spectrum for data from the DT generator, with
the random and real+random cuts shaded in black and red, respectively. Bottom:
The energy spectra for the random and real+random events from the DT neutron
generator data. Note: The random spectrum has been scaled to match the relative
time acceptance (200µs compared to 600µs).
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Figure 6.14: The detected neutron energy spectrum in FaNS-2 from the DT mono-
energetic neutron generator after the subtraction of random coincidences. Also
shown is the MCNP predicted neutron spectrum from the DT generator. Overlaid
is the MCNP simulation of the DT energy spectrum. Note the good agreement of
the upper edge of the full energy peak.

The MCNP simulation of these data is also shown in Figure 6.14. There is quite

good agreement between the data and Monte Carlo at the location of the full energy

peak. However, discrepancies in the width of the peak and the low energy behavior

of the spectrum are observed. The data display a wider full energy peak than the

Monte Carlo predicts. This could be caused by a number of issues, including errors

in the Monte Carlo simulation of neutron energy loss and scattering, inaccuracies in

the light response function, or inaccuracies in the calibration between detectors.

There is also a portion of events in the data with energies above the neutron

peak. These events consist of a neutron that inelastically scatters on carbon, which

then emits a gamma. The gamma is treated as a proton recoil event, and its energy
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is reconstructed higher than it really is, leading to an event with energies above

the full-energy peak. The lack of corresponding events in the Monte Carlo arises

from a problem with MCNP’s handling of gamma rays. As discussed in Section 5.6,

MCNP treats gamma production on a statistical basis. When many events have been

simulated, the relative branching ratios are correct, however, on an event-by-event

basis, this may not be true. Events were observed that contained neutron capture

gammas from both 3He and aluminum, implying that a single neutron captured on

two different nuclei. To avoid this issue, gamma production was turned off in the

simulation. It is speculated that this leads to certain features in the data not being

reproduced in the Monte Carlo, including the excess in events in the low energy tail

and in the tail above the 14 MeV peak. A transition to a Monte Carlo that does

not use the same statistical treatment of cross sections could resolve this issue.

6.3.5 Discussion of results

6.3.5.1 Multiplicity

For neutrons from the DT generator, a large fraction of events scatter in multi-

ple scintillator segments before being captured by a 3He counter. It is an interesting

test of the energy reconstruction method to separate out single site interactions from

multiple segment events. Figure 6.15 shows the separate energy spectra for different

multiplicity events, ranging from single multiplicity events to threefold multiplicity

events.
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Figure 6.15: The separate DT neutron spectra for events that contain energy de-
positions in (1,2,3) scintillator segments for the experimental data (top) and the
Monte Carlo (bottom). Note that the reconstructed peaks are in the same location,
an indication that the energy reconstruction method is working as expected.

The distribution of multiplicities may be characterized by the integral of the

peak in the DT spectra. The limits of the integration used here are (6, 15) MeV.

The comparison of the ratios of the multiplicities between data and Monte Carlo is

shown in Table 6.2.
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Table 6.2: A comparison between DT data and Monte Carlo of the fraction of total
events with each multiplicity with energies between 6-15 MeV.

Mult=1 Mult=2 Mult=3
Data 0.45 ± 0.01 0.41 ± 0.01 0.14 ± 0.01

MCNP 0.52 ± 0.01 0.40 ± 0.01 0.08 ± 0.01

An interesting deviation from simulation is observed in the low energy portion

of the DT energy spectrum. A large number of events are in the low energy tail of

the multiplicity = 2 energy spectrum. MCNP does not predict such a tail. It is not

yet clear why this is the case. A possible explanation stems from the removal of

gamma rays from the simulation. This also leads to any secondary gamma emission

from inelastic carbon recoils to be excluded. These events would show up in higher

multiplicities and at low energies. Work is currently being done to understand this

discrepancy. Apart from the low energy portion of the two-fold multiplicity energy

spectrum, the Monte Carlo and data agree rather well.

6.3.6 Segmentation effect on DT spectral shape

As discussed previously, the segmented nature of FaNS-2 allows for improved

neutron energy reconstruction. By separating the multiple scatters of a neutron’s

thermalization, and reconstructing each independently, the non-linearity effects of

multiple scattering are reduced. To highlight the segmentation benefit, a comparison

between data reconstructed with and without segmentation is shown in Figure 6.16.
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Figure 6.16: The reconstructed energy spectra for DT monoenergetic neutrons with
(red) and without (black) utilizing the segmented nature of FaNS-2. Note the shift
in location and overall broadening of the peak.

As demonstrated with the finely segmented simulation data in Figure 2.9, a

shift in location and overall broadening of the peak is observed. Even with the

relatively large segments of FaNS-2 (9 cm × 9 cm × 56 cm compared with the

1 cm3 segments in the simulation), a significantly improved spectrum is obtained.

6.3.6.1 Threshold dependence of the reconstructed energy spectrum

An interesting consequence of a segmented detector is that the final energy

spectrum depends on the threshold. In a large, single volume of scintillator, such

as was discussed in Chapter 1, all light is collected if the sum of that light is over

threshold. However, in FaNS-2, if an experimental threshold per scintillator bar is

set, any scatters below that will not be included in the final analysis. An event that

suffers from this effect is shown in Figure 6.17.
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Figure 6.17: An example of an event that contains one large (blue) and one small
(red) neutron scatter. With a low enough threshold, the deposited energy would
be reconstructed to approximately 14 MeV. However, if an experimental threshold
of 1 MeV is placed, the small scatter is lost and the reconstructed energy is cor-
respondingly lower. Note: the traces for each PMT are shown for the scintillator
bars.

This event has a large scatter and a small scatter. If both signals are above

the experimental threshold, the reconstructed energy of this event is approximately

14 MeV. However, if an experimental threshold of 1 MeV is placed on each scin-

tillator bar, the small signal is lost. The reconstructed energy of this event would

then be 13 MeV. If this happens to a significant number of events, it will distort the

shape of the full energy peak.

To highlight this effect, the threshold is varied in analysis, and distortion of

the full energy peak for both the DD and DT data is seen. In Figures 6.18 and 6.19

the effect of increasing the threshold applied to each scintillator segment is shown. A

decrease in peak resolution and a shift downward in the reconstructed peak location

for both data sets are observed.
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Figure 6.18: DD data analyzed with six different energy thresholds (0.2 MeV, 0.4 MeV, 0.6 MeV, 0.8 MeV, 1 MeV, and 1.2 MeV)
applied to each scintillator bar. Note how the location of the peak shifts down and the spectrum broadens as the threshold
increases.
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Figure 6.19: DT data analyzed with six different energy thresholds (0.5 MeV, 1.0 MeV, 1.5 MeV, 2.0 MeV, 2.5 MeV, and
3.0 MeV) applied to each scintillator bar. Note the decrease in fidelity of the full energy peak and the sloping of the upper edge
as the threshold increases.
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A clear distortion of the upper edge of the full energy peak is observed that

increases with higher thresholds. For the 2.5 MeV neutrons, the effect is already

visible at 400 keV. By 1 MeV, the DD spectrum is noticeably shifted down and

features a significant loss of peak-to-valley ratio. For the DT data, the full energy

peak not only shifts down, but also changes shape. Initially, the peak has a sharp

upper edge at ∼14 MeV, but as the threshold increases, that upper edge is reduced,

and a more prominent “peak” feature appears at ∼12 MeV.

The threshold dependence of the peak reconstruction is an important lesson

of the segmented detector. To ensure that the correct energy spectrum is recorded,

even at higher energies, it is vital that thresholds be as low as possible to collect as

many neutron scatters as possible. For the measurement of the ambient fast neutron

spectrum presented in the next chapter, the thresholds have been placed as low as

possible to improve energy reconstruction.

6.3.6.2 Depth of interaction

Information about the location of energy depositions in the detector is de-

termined using the segmented geometry of FaNS-2. The distribution of energy

deposition and location of neutron captures for both neutron generators can be

characterized. Figure 6.20 shows a schematic of the scintillator bars (blue) and the

3He counters (green) when viewed from on end of FaNS-2. The neutron source is

positioned above.
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Figure 6.20: A schematic of FaNS-2 viewed from one end. The scintillator bars are
shown in blue and the 3He counters are in green. Here a neutron source has been
placed above the detector. This is the same layout as the figures demonstrating the
depth of interaction for DD and DT neutrons.

Using the same layout as in Figure 6.20, Figures 6.21 and 6.22 show the de-

posited energy and helium captures by location for the DD and DT generator,

respectively. Note the concentration of events at the top of the detector where the

generators are located. This shows that most of the events at DD and DT energies

do not penetrate deep into the detector. However, it is clear that the DT neutrons

interact more deeply in the detector than those from the DD generator. It is there-

fore possible to use the detector to look for hotspots of neutron emission in the

surrounding environment.
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Figure 6.21: The energy deposited by 2.5 MeV neutrons in each scintillator bar (left), and the histograms of the 3He detectors
for the same data (right). Larger 3He peaks towards the top and center of the detector are due to a greater number of neutron
captures in these detectors.
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Figure 6.22: The energy deposited by 14 MeV neutrons in each scintillator bar (left), and the histograms of the 3He detectors
for the same data (right). Larger 3He peaks towards the top and center of the detector are due to a greater number of neutron
captures in these detectors.
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An example of the benefit of this feature is found in the work of Reference [153].

A neutron detector was operated in the CUPP laboratory at the Pyhäsalmi Mine

in Finland. An anomalous neutron rate was observed at one of the four depths at

which the detector was operated. After extensive work shielding the detector, it

was discovered that the granite powder covering the walls in one of the lab spaces

contained higher levels of U/Th than expected. A directionally sensitive detector

like FaNS-2 would have exhibited an excess of events on the side of the detector

facing the wall.

6.3.6.3 Post DT operation scintillator spectra

After the operation of the DT generator, 100 s of free trigger data were again

collected every hour, this time with the generator off. Over the following day, an ex-

ponential decay of the trigger rate in the scintillator bars was observed. Figure 6.23

shows the evolution of the file size for each of the hourly calibration files following

the DT operation.

Figure 6.24 shows a comparison between the scintillator spectrum immediately

following the shut down of the generator to the spectrum from before the generator

was operated. These spectra are from a single scintillator bar that is directly below

the location of the generator.

A large increase in the detected scintillator rate is observed directly after oper-

ation of the generator. Specifically, the scintillator bar directly below the generator

exhibits a peak at approximately 2.5 MeV and a significant increase throughout
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Figure 6.23: The file size (in MB) for each of the 100 s calibration files taken each
hour after DT operation was completed. A larger file size indicates an increase in
the trigger rate. There is a clear exponential decay in the data rate, with a half-life
of approximately 10.75 hours.

the rest of the spectrum below 3 MeV. Above that energy, there is no appreciable

change in the spectrum.

The manual for the generator indicates that activation of the generator target

occurs after long periods of operation [154]. Therefore, the most likely source of the

extra events is neutron activation of the surrounding material, namely aluminum

and copper. The detector and the neutron generator are both encased in aluminum,

while the target inside the generator is composed of copper. These two elements have

isotopes produced with neutron activation that emit radiation in this energy range.

The half-lives of 28Al and 63Cu are 2 minutes and 12 hours respectively. The observed

half-life of the decay in the free-trigger rate of the scintillator is approximately

10.75 hours. This is more consistent with copper activation than aluminum.

The increase in gamma backgrounds due to activation of the surrounding ma-

terial does not affect the measurement of the neutron spectrum. The additional
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Figure 6.24: A comparison of the gamma spectra recorded in 100 s with a single
scintillator bar of FaNS-2 before (red) and after (black) maximum operation of the
DT generator. There is a significant difference in the spectral shape, as well as the
absolute normalization. This is attributed to neutron activation of the surrounding
material.

gammas are at sufficiently low energy that they do not interfere with the neutron

peak region and are efficiently removed through subtracting random coincidences.

During the course of operation, no increase in the random coincidence rate is

observed. It is therefore likely that the activation occurred during initial testing of

the generator. NIST Health Physics required an initial test of the maximum neutron

output for the generator to determine the allowable running conditions. At peak

operation, the generator produces 108 n/s, while typical operation for FaNS-2 was

closer to 103 n/s. It is speculated that this peak operation, which was not performed

with the DD generator, could have activated the surrounding material, leading to

this effect.

207



6.4 Source conclusions

FaNS-2 has been successfully calibrated for efficiency using a 252Cf source

with activity known to 2%. The data show good agreement with Monte Carlo once

threshold effects have been taken into account. FaNS-2 is found to be (3.5±0.2)%

efficient for neutrons above 2 MeV. This represents a factor of three improvement

over FaNS-1 to low energy fast neutrons.

The detector has also been exposed to two monoenergetic neutron generators in

an environment that minimizes backscattered neutrons. The spectra display highly

peaked distributions that do not require unfolding to correctly identify incident

neutron energies. A dramatic reduction in the low energy tail is observed in the

DD neutron spectrum as compared to the measurement performed in the CNIF

with FaNS-1. This is due to a reduction of room-return neutrons interacting in the

detector. There is a similar reduction of the low energy tail in the DT data, but

due to the presence of inelastic scattering from carbon, the tail is not completely

suppressed. For the DD neutron generator, with energy of 2.5 MeV, FaNS-2 has a

resolution of about 1 MeV, or about 40%. For the DT generator, with energy of

14 MeV, FaNS-2 shows a FWHM of 3.5 MeV, or a resolution of 25%.
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Chapter 7

Measurement of the Surface Fast Neutron Spectrum and Flux at

NIST

After characterizing FaNS-2 with calibrated sources at NIST, the detector

was deployed to measure the ambient cosmic ray induced neutron spectrum. As

discussed in Chapter 4, fast neutrons created in cosmic ray showers can have energies

that exceed 10 GeV. FaNS-2 is designed to have sensitivity to neutrons with energies

greater than 1 GeV, a factor of five higher than FaNS-1.

This chapter focuses on the measurement of the fast neutron spectrum and

flux performed at NIST, Gaithersburg. First, the nature of ambient fast neutrons

at the surface, including their source and spectral shape, is presented followed by a

description of the detector’s location and run conditions. Then follows a measure-

ment of the cosmic ray induced neutron spectrum and flux made by FaNS-2. Finally

there is a discussion of the results and future work for the spectrometer.

7.1 The surface fast neutron spectrum

As discussed in Chapters 1 and 4, the ambient fast neutron energy spectrum

is extremely broad, ranging from thermal to very high energy neutrons. These

neutrons are generated in the upper atmosphere by high energy cosmic rays. Incident

protons create showers of particles, including neutrons, electrons, gammas, protons,
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and muons, that propagate down to sea-level. The CRY Cosmic Ray Generator

simulation package [20] is a tool to help understand the relative rates of these events.

This package generates showers that can be imported into MCNP or another particle

transport code to simulate a detector’s response.

Figure 7.1 shows the produced spectra for neutrons, protons, gammas, and

muons generated by showers in the CRY package. The normalization is based upon

a total surface area of 50 cm × 50 cm, which mimics the top surface of FaNS-2. No

particle transport has been done here; the energies of each particle type have simply

been tallied.
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Figure 7.1: The spectra of cosmic-ray induced particles incident on a 50 cm ×
50 cm area at sea level. Note that at energies above 1 GeV, there are roughly equal
numbers of neutrons, protons, and gammas.
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A total of 2×106 shower events that cross a 50 cm ×50 cm square at sea-

level have been simulated, representing 6.59 hours of exposure. Table 7.1 shows the

effective rates of different particles incident on the 50 cm × 50 cm square.

Table 7.1: The rate of particle interactions from showers simulated for gammas,
electrons, protons, muons, and neutrons incident on a 50 cm × 50 cm square at
sea-level.

Particle Particles / s
Gamma 41.0
Electron 7.4

Muon 28.8
Proton 0.5

Neutron 7.3

Because the CRY simulation generates each shower as a single entity, it is

possible to look at the rate of correlated particles entering the detector region for

a single shower. Table 7.2 shows the rate of events with multiplicities up to n = 6.

Higher multiplicities would be possible with a larger simulation.

Table 7.2: The simulated rate of multiple particle interactions from showers incident
on a 50 cm × 50 cm square at sea-level.

Multiplicity Rate Rate with neutron
(1/s) in Shower (1/s)

1 83.6 7.3
2 0.5 0.05
3 0.06 0.007
4 0.01 0.002
5 0.002 0.0005
6 0.0005 N/A

A total of 0.9% of neutron events, 0.06 /s, occur coincident with other par-

ticles. This equates to approximately 230 events per hour that contain a neutron
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plus a second particle. FaNS-2 cannot easily distinguish between multiple particle

interactions. Therefore, a low energy neutron accompanied by a higher energy muon

or a proton will have its energy misidentified. The substantially higher detection

efficiency of low energy neutrons compared with high energy neutrons will bias high

energy data.

To study this effect, the real neutron energy of a shower event and the observed

energy of the event have been calculated for each shower. For all particles besides

muons, the observed energy is taken to be the energy of the particle. Muons,

however, are minimum ionizing particles. Therefore, each muon has been treated as

if it deposited 150 MeV, which is roughly the maximum energy a muon can deposit

in the detector. A comparison between the two energy spectra, real and observed

energies, is shown in Figure 7.2. Detection efficiency has not been accounted for in

this figure, which will enhance the discrepancy.

To properly address this issue, the CRY simulated showers should be directly

used as the input to the MCNP simulation of the detector. This would take into

account the various energy depositions from all incident particles and the relative

efficiencies. However, this would require a complete reworking of the simulation,

and is not feasible for this work. This effort is ongoing.

7.2 Monte Carlo simulation of the neutron spectrum

As with FaNS-1, a thorough simulation was performed of the FaNS-2 detector

exposed to the ambient fast neutron spectrum. The MCNP model of the detector
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Figure 7.2: A comparison of the energy spectra for shower events that contain
neutrons. Shown are the spectra of the real neutron energy and the observed neutron
energy that includes energy depositions from other coincident particles. Note how
the observed spectrum shifts low energy neutrons to higher energies. The peak at
∼150 MeV is from the minimum ionization energy of muons in FaNS-2.

was discussed earlier in Chapter 6, including a validation of the 252Cf efficiency using

a calibrated source.

7.2.1 Input neutron spectrum

To perform the simulation, an input spectrum of fast neutrons must be chosen.

As with FaNS-1, the input fast neutron spectrum for the MCNP is that provided by

Annex A of the JEDEC standard JESD89A [117]. This spectrum is based upon a

measurement of the ambient fast neutron spectrum performed in New York City [23]

combined with a calculation of the surface spectrum performed with the FLUKA

simulation package [22].

This measurement was made using an array of Bonner spheres surrounding

3He proportional counters, as discussed in Chapter 1. Each element of the array
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had a different thickness of moderator and therefore a different energy sensitivity.

Response functions for each detector were calculated using MCNP. The detectors

were operated simultaneously, and the various count rates tallied. The relative count

rates in each detector were then unfolded to produce the incident neutron spectrum.

This process relies upon an input reference neutron spectrum that is modified

according to the measured count rates in each detector. The reference spectrum

used in Reference [23] was generated by a FLUKA simulation of primary cosmic

rays incident on the upper atmosphere. These primary cosmic rays generate air

showers, and the resulting particles are tracked down to sea-level. The measured

spectrum is generated by adjusting broad ranges of the input spectrum to match

the experimental count rates. Therefore, fine structure in the reference spectrum

is preserved in the reported spectrum, despite the inability of the measurement to

directly observe it. The authors of both papers estimate the uncertainty in the

high energy portion of the spectrum to be approximately 15%, though they do not

actually quote error bars.

The absolute normalization of the incident spectrum is exceptionally compli-

cated and depends on latitude, longitude, geomagnetic cutoff, weather, solar cycle,

and surrounding environment. The JEDEC standard outlines a method for scal-

ing the New York reference spectrum to other locations and conditions, shown in

Equation 7.1:

dφ(E)

dE
=
dφ0(E)

dE
× FA(d)× FB(Rc, I, d), (7.1)
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where dφ0(E)/dE is the reference spectrum in New York, d is the atmospheric depth,

Rc is the vertical geomagnetic cutoff rigidity, I is the relative count rate of a neutron

monitor measuring solar modulation, FA(d) is a function describing the dependence

on altitude, and FB(Rc, I, d) is a function describing the dependence on geomagnetic

location and solar modulation.

An online utility has been provided that utilizes the JEDEC formulae to cal-

culate the overall shift to the reference spectrum [155]. The utility takes as input

the latitude and longitude of NIST Gaithersburg, 39.13◦ N, 77.226◦ W, the altitude

of 105 m, and the solar modulation during operation. These combined provide the

correction factor for dφ0(E)/dE at NIST, as shown in Table 7.3.

Accounting for the solar cycle is subtle; the neutron flux is linearly enhanced

when solar activity is low. The total swing of cosmic ray intensity from solar min-

imum to maximum is approximately 10%. Although 2013 is near the maximum of

solar cycle #241, it has been a relatively quiet period of solar activity [157]. There-

fore, the solar activity level is estimated at 25%, and an error bar associated with

the effect on the overall shift will be included.

The calculated shift, including the uncertainty from solar modulation, is 1.05±

0.04. This correction will be applied when comparing the final flux measurement to

the JEDEC spectrum.

1Solar activity generally follows an 11 year oscillatory cycle. At peak periods of activity, the amount
of charged particles emitted is enhanced. This leads to an increase in the magnetosphere
shielding of the earth, which in turn decreases the number of cosmic rays that penetrate the
earth’s atmosphere. The solar cycles are numbered, beginning with Solar Cycle #1 in March
of 1755. The most active solar cycle was #19, which peaked around 1960. Aurora were
observed as far south as New Jersey [156].
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Table 7.3: The parameters used in calculating the scaling factor for the reference
neutron spectrum at NIST.

Parameter Value % Change from [23]
Latitude 39.13◦ N -1%

Longitude 77.226◦ W 0%
Altitude 105 m +10%

Solar Modulation (25± 25)% -(4±3)%
Total Change +5%

7.2.2 Description of the FaNS-2 simulation

The MCNP simulation of FaNS-2 in the ambient neutron field was performed

by throwing an isotropic distribution of neutrons from a spherical source plane of

radius 1 m centered around the detector2. A schematic of the source configuration

is shown in Figure 7.3.

1m

Figure 7.3: A schematic of the source configuration used to simulate the ambient
neutron field for FaNS-2; the detector is shown in grey. The source plane is a sphere
of radius 1 m and centered just below the base of the detector.

2For a spherical source plane, a cos2 θ distribution yields an isotropic fluence inside the sphere.
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The input energy spectrum includes ground effects already, therefore the con-

crete pad upon which the detector sits is not included. Otherwise, double counting

would distort the spectrum at low energies. To decrease simulation time, a trun-

cated energy spectrum consisting of neutrons above 0.122 MeV was used. A total of

5×107 neutrons were thrown at the detector. It is possible to remove the materials

from the MCNP simulation and average the neutron fluence throughout the detector

volume. For a spherical cos2θ source, the fluence is uniform throughout the volume.

Using the size of the source surface, the total fluence is:

φ =
n

πr2
. (7.2)

Note, the denominator is πr2, not 4πr2 as naively expected. The fluence is related

to the cross-sectional area, not the surface area. This yields a fluence of 1592

n/cm2 of neutrons above 0.122 MeV, which was verified by the MCNP average

fluence simulation. To compare with the experimental data, a total fluence above

the experimental threshold of 2 MeV is found to be 1106±30 n/cm2. The uncertainty

here is from the coarse binning of the input neutron spectrum.

7.3 Detector location

As discussed in Section 4.1, FaNS-1 was installed in a trailer outside of Building

245 at NIST to measure the ambient fast neutron spectrum. Operating a detector in

the trailer presented a number of issues. Although the detector was protected from

rain, there were large temperature swings during the short run with FaNS-1; the
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internal temperature of the trailer reached greater than 40◦ Celsius during FaNS-1

operation. Though FaNS-2 was ready to be deployed in the trailer in December,

2012, the trailer does not have a heating system. As a result, the decision was made

to measure the cosmic ray induced neutrons from within the Low Scatter room itself.

The Low Scatter room, as discussed in Section 6.1, provides a low overburden

environment that is climate controlled and fully instrumented with AC power. The

detector was situated on a small concrete pad in the far corner of the lab, farthest

away from the concrete walls of the building. Figure 7.4 shows an aerial view of

the detector’s location (marked with the red ‘X’). This location minimized any

shielding caused by the concrete structure of Building 245, while still providing a

stable operating environment.

Figure 7.4: An aerial view of the west side of the Radiation Physics Building (Build-
ing 245) at NIST, Gaithersburg. The location of FaNS-2 is marked by the red ‘X’.
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7.3.1 3He-based backgrounds

The ambient thermal neutron rate is monitored with a bare 3He proportional

counter of the same model internal to FaNS-2. This detector may trigger the data

acquisition in the same way as the other 3He counters. This gives a constantly

running external thermal neutron monitor, as well as a convenient tool to test against

correlated backgrounds. Since this detector is separated from the scintillator array,

there should be no correlated neutron events. This hypothesis can be tested by

looking at the timing spectrum for events that are triggered by the background 3He

tube, shown in Figure 7.5a. No timing correlation is observed between the bare 3He

counter and the FaNS-2 plastic scintillator.
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Figure 7.5: Left: The timing spectrum between the external 3He counter and the
scintillator array. As expected, there is no evidence for correlated events with the
external 3He counter. Right: A section of the 3He trigger rate for the bare detector.
The average observed rate is (0.25±0.04) Hz.

This 3He counter was used to monitor the thermal neutron count rate through-

out the operation of FaNS-2. Fluctuations in the rate could be caused by changes

in the ambient neutron field or by the introduction of a neutron source to the lab
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area. Figure 7.5b shows the thermal neutron rate as a function of time during the

operating period for FaNS-2. Over the period shown, an average bare 3He trigger

rate of (0.24±0.04) Hz was observed.

There are also backgrounds from other interactions in the 3He counters, includ-

ing alpha particle emission from the detectors’ internal walls, microdischarges, and

electron/gamma interactions. The rates of these in FaNS-2 are shown in Table 7.4.

The alpha background rates are detector dependent and not uniformly distributed

across all 3He counters.

Table 7.4: Rates of various 3He event types, including neutron capture, alpha de-
tection, and microdischages. These were measured using an 11 hour subset of the
data. The statistical uncertainties on each are less than 1 %.

Event Type Rate (1/s)
Neutron Capture 1.43

Alpha (E > 1 MeV) 0.03
Microdischarges 0.10
β/γ Interactions 0.19

7.3.2 Gamma backgrounds from local radioactivity

Data were broken into hour-long runs, each of which was preceded by calibra-

tion data. First, gamma calibration data were collected with synchronous triggering

between all scintillator digitizers and with a low threshold. Then, the trigger thresh-

old was increased and muon calibration data were collected. During most of the

operation, a NaI gamma detector was also operated to monitor the ambient back-

ground gammas. A sample energy spectrum of the ambient gamma radioactivity,

measured by the NaI detector, is shown in Figure 7.6a.
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Figure 7.6: Left: A sample of the NaI-measured gamma radioactivity of the oper-
ating location in the Low Scatter room. The calibration is generated by fitting the
upper most peak to the 2.614 MeV gamma from 208Tl. Right: An energy spectrum
of the ambient radiation in the Low Scatter Room collected by the full FaNS-2 array.

This gamma spectrum shows two prominent energy peaks, one at 1.4 MeV

from 40K and one at 2.6 MeV from 208Tl. The smaller peaks are the multiple lines

of 214Bi. Figure 7.6b shows an equivalent gamma spectrum collected with the full

FaNS-2 array in the Low Scatter room. The main features of the FaNS-2 spectrum

are the two edges at ∼1.4 and ∼2.6 MeV from 40K and 208Tl.

The multiplicity distribution of the scintillator data is shown in Table 7.5.

The rates show that the majority of scintillator interactions are single-scintillator

events, but a sizable fraction are spread across higher multiplicities. There are also a

non-zero number of events that have very high multiplicities, including those which

interact in every scintillator segment.

7.3.3 Measurement of the muon flux

A key measurement that was not performed with FaNS-1 is the muon flux.

Cosmic rays collide with the atmosphere and produce pions that decay in flight
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Table 7.5: The distribution of multiplicities for free-triggering of the scintillator
bars. These data are from a 200 s sample of calibration data, and the statistical
uncertainties are all less than 5%.

Multiplicity Rate (1/s)
1 1473.1
2 287.3
3 53.2
4 21.0
5 11.1
6 4.8
≥7 3.3

to muons. The muon rate is therefore an interesting handle on the rate of these

cosmic ray showers that also create fast neutrons. A number of measurements

of the cosmic-ray induced neutron flux have reported their final result in units of

n/µ [158–160], therefore, benchmarking the measurement of the muon rate with

FaNS-2 is an important tool for future measurements.

To directly measure the muon energy spectrum, a very large detector com-

prised of heavy material is required. FaNS-2 is not ideally suited for this style of

measurement. However, measuring the muon flux for energies above a threshold

is possible. The detector is approximately 40-50 cm thick, depending on the angle

of incidence. Therefore, for a minimum-ionizing muon, a minimum of 80-100 MeV

is required to fully traverse the detector. Muon tracks that only cross part of the

detector will have lower total energies.

To select muon events, PMT clusters that have a combined energy greater than

that of the highest background gamma (208Tl with 2.6 MeV) are selected. Signals
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above this cannot be attributed to local radioactivity gammas and are most likely

cosmogenic in origin.
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Figure 7.7: A comparison of the muon spectrum obtained with FaNS-2 (red) to that
simulated in MCNPX (black). There was an effective threshold in this analysis of
∼5 MeV that cuts out part of the lowest peak in the Monte Carlo spectrum.

Figure 7.7 shows the comparison between the simulated muon spectrum gen-

erated in Monte Carlo and the measured spectrum. There is good agreement of

the shape of the muon spectrum above 40 MeV. This simulation was performed by

throwing a simulated surface muon spectrum from a large, planar cos2θ distribution

above the detector. This should act as a reasonable approximation for the surface

muon spectrum. The difference between the simulation and data at energies below

40 MeV is most likely due to gammas and electrons generated in air showers, as

discussed earlier.

By integrating the spectrum above 50 MeV, where the data and MCNP agree,

a rate of muon interactions in the detector is determined to be ∼23 /s at the surface.
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Selecting this energy range effectively eliminates the contribution of gammas and

electrons to the rate.

When the detector is operating in an underground environment, the muon

energy spectrum will harden and become more downward going, due to increased

shielding for larger incident angles. Therefore, the measurement of the surface spec-

trum will act as an important baseline with which to compare future measurements.

7.3.4 Observation of shower events

During the muon calibration runs, a few events were observed with exception-

ally high energies. These events have high multiplicities, with more than 10 of the 16

scintillator blocks triggering. Two examples of such events are shown in Figure 7.8.
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Figure 7.8: The traces from two events recorded during FaNS-2 muon calibration
runs. Left: An event with a reconstructed energy of approximately 1.4 GeV. Right:
An event with a deposited energy of 3.2 GeV, in which every scintillator bar in
FaNS-2 is saturated.

It is unlikely that a single particle can account for all of the deposited energy

in this event. A more probable explanation is the interaction of multiple high energy
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particles in the detector. These could be from air showers generated in the upper

atmosphere or showers from interactions in the material of the surrounding room.

To quantify these events, the rate of events with deposited energies greater

than 500 MeV is determined from a subset of data. In a 5000 s long data selection,

a total of 68 events occur that pass this criterion, for a rate of (49±6) / hour. This

will be compared with future underground data as a check of the origin of these

events. The use of scintillator paddles for a muon-tag would act as a tool to exclude

such events. Three paddles could be placed around the detector (two above and

one below) to identify both stopped and through-going muons. Events which occur

in coincidence with a muon could be separated from the main data set and studied

independently.

The rates of different scintillator events, separated by energy, are listed in

Table 7.6. It is clearly seen that the dominant portion of the scintillator rate is

below 3 MeV. These events are due to local radioactivity; the highest energy gamma

commonly emitted in the U/Th decay chains is from 208Tl at 2.614 MeV. At energies

above 3 MeV, the event rate decreases by more than a factor of 20.

7.3.5 Barometric fluctuations of cosmic ray induced neutron rate

Data were collected periodically over six months from December 2012 through

May 2013. These dates included large variations in the precipitation, outside tem-

perature, and barometric pressure. These will all contribute to a slight time variation
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Table 7.6: Rates of scintillator events with various total energies. These were mea-
sured with a 200 s subset of calibration data, and each has statistical uncertainties
below 10%. Energies below 3 MeV are typically dominated by gamma backgrounds
from local radioactivity. Between 3 and 50 MeV, the field is mixed between cos-
mogenic gammas and muons. Above 50 MeV, the dominant interaction is from
muons.

Energy Range Rate (1/s)
E ≤ 3 MeV (1.84±0.003)×103

E ≥ 3 MeV 94±1
E ≥ 10 MeV 69.0±1
E ≥ 50 MeV 31.6±2
E ≥ 100 MeV 3 ±0.07

of the data that will be averaged out by including a wide range of these conditions

in the analysis.

The external temperature and barometric pressures varied greatly during the

operation. Information on local weather conditions was gathered from a weather

station at the Muddy Branch Park in Gaithersburg, MD using the Weather Under-

ground website [161]. The weather station is situated approximately 1.1 km from

the detector’s location. These hourly recordings should provide a reasonable proxy

for the outside conditions at NIST.

A correlation between barometric pressure and detected neutron rate has been

observed by many neutron detectors [162–165]. FaNS-2 has also shown substantial

fluctuations in the detected fast neutron rate, after background subtraction. The

fluctuations have a spread of approximately 20%. It is possible to compare the
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fluctuations observed with FaNS-2 to those observed by the nearest Neutron Monitor

Database (NMDB) station located in Newark, DE [166]3.

The NMDB is a network of approximately 80 standardized neutron detectors

stationed across the globe to monitor primary cosmic ray fluence. Each detector

consists of thermal neutron detectors surrounded by layers of polyethylene and lead,

as shown in Figure 7.9. This gives the neutron detector sensitivity to a broad range

of energies.

Figure 7.9: A schematic of the shielding surrounding the thermal neutron detectors
for a standard Neutron Monitor. From outside in, there is a layer of polyethylene,
followed by a layer of lead, and finally an innermost layer of polyethylene. This lay-
ering provides a high response to high energy neutrons. Figure from Reference [167].

The NMDB provides the realtime data of each station for general use, including

a warning system of solar activity [166]. Figure 7.10a shows the data recorded by the

NMDB station in Newark, DE during the same period as FaNS-2 in Figure 7.10b.

It is possible to correct the detected count rate for the barometric pressure

using a simple linear regression. Variations in the neutron rate at sea-level for the

Newark station can be parameterized as β = 0.735 ± 0.01% change per millibar

3The neutron monitor data from Newark/Swarthmore are provided by the University of Delaware
Department of Physics and Astronomy and the Bartol Research Institute.
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Figure 7.10: Top: The recorded neutron rate (red) and barometric pressure (blue)
from the NMDB station in Newark, DE [166]. Bottom: The post-background sub-
traction FaNS-2 neutron count rate (red) and external barometric pressure (blue)
as functions of time.
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change in the barometric pressure [168].

dN = −β × dP (7.3)

dN = −(7.35± 0.1)× 10−3 × dP (7.4)

Using the same barometric coefficient, the FaNS-2 rates have been corrected for

the local pressure fluctuations. The uncorrected and corrected neutron rates, with

comparisons to the Newark, DE data, are shown in Figure 7.11. Though separated

by ∼160 km, the rates of the two detectors track each other very well.

The variation in neutron energy spectrum with barometric pressure has not

been well studied, and is outside the scope of this work. For the measurement of the

flux and spectrum of comsic-ray induced fast neutrons at NIST, no correction for

pressure will be applied. The data cover a wide range of pressures, and the effect is

assumed to average out.

7.4 Calibrations

As was discussed in Chapter 5, the calibrations used for FaNS-2 have been

determined with a 60Co gamma source inserted at key locations in the detector.

Hourly calibration data were collected throughout the surface data collection to

track any fluctuations in the calibrations with time4. Figure 7.12 shows the variation

of calibration factors as a function of time during the surface operation. There is

4Ideally, periodic calibration checks would have been performed with the 60Co source. However,
complications with source usage at NIST prevented this from occurring.
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Figure 7.11: Top: The raw count rate of the NMDB neutron monitor compared
with the background subtracted fast neutron rate for FaNS-2. Bottom: After a
correction for the local barometric pressure has been applied to the raw count rates
shown in the top figure. The remaining feature is attributed to solar activity.
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very little drift in the calibrations, with the exception of one channel. Data have

been excluded for the period of time that this channel varied than 10% away from its

starting calibration factor. Since there are only minor fluctuations, the calibration

factors obtained from source calibration are used throughout the presented data.
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Figure 7.12: The calibration factors as a function of time for FaNS-2 during ambient
neutron data collection. Note that only one channel (shown in teal) displays any
appreciable fluctuations.

7.5 Data summary

Data were collected for 1345 hours, or 4.842×106 s. During this time, approxi-

mately 9×106 events were collected for a total trigger rate of ∼2 /s. Table 7.7 shows

a summary of the data files used in this analysis. For FaNS-2 surface data, the pri-

mary gain setting tunes the attenuated PMT signals to a 200 MeVeesaturation point

for the attenuated signals. This puts the absolute upper limit of the full detector at

approximately 3 GeV.
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Table 7.7: The run details for each data series of ambient neutron data used in this
analysis.

Data Series Start Date Elapsed time
CD30 12/27/2012 68400 s
CD31 12/28/2012 212400 s
CD32 12/31/2012 223200 s
CD36 1/7/2013 75600 s
CD67 3/7/2013 75600 s
CD68 3/12/2013 468000 s
CD69 3/18/2013 1119600 s
CD70 4/1/2013 147600 s
CD73 4/3/2013 3600 s
CD74 4/3/2013 630000 s
CD85 5/3/2013 324000 s
CD100 5/18/2013 133200 s
CD116 5/22/2013 414000 s
CD118 5/27/2013 986400 s

7.6 Measured fast neutron spectrum with FaNS-2

Using the same procedure outlined in Chapter 5, these data sets are analyzed

using the FaNS-2 Python software. Individually, cuts on the 3He energy, 3He rise-

time, and scintillator energy are applied to these data. The effects of these cuts are

outlined in Tables 7.8 and 7.9. Separately, Table 7.10 shows the effect of combining

the PMT and 3He cuts, and the relative rates of “random only” and “real+random”

events separated by the time separation.
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Table 7.8: Details of the 3He cuts applied to a sample of ambient neutron data and
their effect on the data. Each cut has been applied individually, and then combined.

Total Events: 1624526
Cut Parameter Cut Range Events After Cut

3He Energy 0.2 MeV < E < 0.8 MeV 1497889
3He Spark Cut τr > 0.1 µs 1491996

3He β Cut Diagonal in τr vs E 1342668
All 3He Cuts 1308226

Table 7.9: Details of the PMT cuts applied to a sample of ambient neutron data and
their effect on the data. Each cut has been applied individually, and then combined.

Total Events: 1624526
Cut Parameter Cut Range Events After Cut

Scintillator Energy E > 1.0 MeV 1188445
Prompt ∆t Cut Removal of 0 < ∆t < 2 µs 1604823

Table 7.10: The effect of combining the 3He and PMT cuts on the sample data.
Also shown are the effects of placing the timing cuts to separate out the “random”
and “real+random” events. Finally, the background subtracted number is shown.

Total Events: 1624526
Events After Cut

3He and PMT 965612
Real + Random 778510
Random Only 187101

After subtraction 217207

The most substantial cut in the data results from applying the energy threshold

on the PMT signals. This rejects many events that are either due to noise or low

energy signals in the PMTs. Since each trigger of the data acquisition contains

multiple events, this cut helps to eliminate many of the random coincidences.
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After placing the above cuts, the data are split into “random only” and “real

+ random” time-to-capture events. Figure 7.13a shows the histogram of the time-

to-capture for each signal that passed the above cuts. Figure 7.13b shows the energy

spectra of the “random only” and “real + random” timing events.
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Figure 7.13: Top: The timing spectrum from a Low Gain data series. Note, the
prompt peak in the timing spectrum ( 0 < ∆t < 2 µs) has been removed from
analysis. Bottom: The energy spectra of the “random only” (blue) and “real +
random” (red) events.

The “random only” energy spectrum is then subtracted from the “real +

random” energy spectrum to obtain the final neutron energy spectrum, shown in
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Figure 7.14. Also shown in this figure is the result from the Monte Carlo simulation

of FaNS-2 exposed to the ambient neutron spectrum, as discussed above.
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Figure 7.14: The background subtracted neutron spectrum measured with FaNS-2
over the course of six months. Overlain is the MCNP prediction of the FaNS-2
response to the JEDEC spectrum [23]. The MCNP normalization has been floated
to highlight the similarities between the data and Monte Carlo spectral shapes.

Figure 7.14 shows the comparison between the measured spectrum and the

MCNP simulation. There is very good agreement between the shape of the spectra

for energies ranging from 1 to ∼200 MeV. The neutron spectral shape is roughly

1/E; thus, by displaying the spectrum as E × dφ/dE, or lethargy, it is possible

to accentuate the small features in the spectrum. Figure 7.15 shows the data and

MCNP in this display.

There are two features in the surface spectrum that merit further discussion.

At 2 MeV and 4 MeV, inflections in the simulated and detected spectrum are ob-

served. The energy region between 0.5 MeV and 10 MeV is referred to as the
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Figure 7.15: The simulated (black) and detected (blue) E × dφ/dE spectra for
FaNS-2 at the surface. The MCNP normalization has been floated to highlight the
spectral similarities between the data and simulation.

“evaporation peak”, because these neutrons are generally created by neutron emis-

sion of excited nuclei in the atmosphere5. The structure of the evaporation peak is

determined by the many resonances of nitrogen and oxygen, the dominant nuclei in

the atmosphere [21, 22]. These features are too fine to be visible by Bonner sphere

spectrometers, but have been included in previous reported spectra because they

are present in the a priori spectrum for unfolding [23, 170]. FaNS-2, however, has

directly resolved these features. This demonstrates one of the major benefits of

using a segmented capture-gated spectrometer to measure the cosmogenic neutron

spectrum. To the authors’ knowledge, this is the first direct measurement of these

features.

5A thorough treatment of the theory of nuclear evaporation can be found in Reference [169].
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To compare the measured spectrum with Monte Carlo, Table 7.11 shows

the detected and simulated fluxes above multiple thresholds. At energies above

200 MeV, a significantly higher rate of events is observed than is predicted by the

simulation.

Table 7.11: The integrated rates (in neutrons/s) of neutrons above each of five
thresholds (1, 10, 100, 200 MeV and 1 GeV). Also listed are the equivalent rates
predicted by the MCNP simulation of the JEDEC spectrum. The MCNP data
shown use the same normalization as in Figures 7.14 and 7.15.

Threshold Neutron Rate MCNP Rate
(MeV) (/s) (/s)
1 MeV 0.510 0.517
10 MeV 0.153 0.154
100 MeV 0.029 0.0257
200 MeV 0.0087 0.0046

1 GeV 0.00022 0

7.7 Measurement of the fast neutron flux above multiple thresholds

To obtain the total neutron flux above a given threshold, the difference in

the number of “real+random” and “random only” events is computed. For an ex-

perimental threshold of 2 MeVn, a total of 3.471×106 events are found with time

separations between (2, 595 µs) and 5.79×105 events are found with time separa-

tions between (-200, 0 µs). The time ranges have been selected to reject prompt

coincidences, which are frequently caused by non-neutron interactions. Subtracting

the random events from the real+random events yields (1.753±0.002)×106 neutrons

over background during an observation period of 4.842× 106 seconds.
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From the Monte Carlo simulated fluence of 1.58 × 103 n/cm2, 1.145 × 105

events that pass all experimental cuts are observed. Including the 84% 3He detection

efficiency from Section 2.4.3, this yields an efficiency of:

ε =
1.14× 105 n

1.10× 103 n/cm2
× (0.84± 0.1) (7.5)

ε = 87± 13 n/(n/cm2), (7.6)

where the efficiency here has dimensions of neutron detected per unit fluence. As

opposed to an efficiency of neutrons detected per source neutron, this notation

has the benefit of removing any dependence on the simulated source location from

the efficiency. The uncertainty in the response is dominated by the uncertainty in

the 3He detection efficiency. For comparison, the response simulated for FaNS-1 is

10.3 n/(n/cm2), which is almost a factor of nine lower than that of FaNS-2.

Table 7.12: The main uncertainties in the FaNS-2 measurement of the surface fast
neutron flux.

Source Uncertainty
Exposure Time 0.01%

Statistics 0.2%
Threshold 5%

MCNP Response 15%

Using this efficiency, the measured neutron rate is converted into an incident

neutron flux, shown in Equation 7.7. Table 7.12 lists the main sources of systematic

and statistical uncertainties. The same procedure can be performed for multiple
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thresholds, and the results of which are listed in Table 7.13.

Φ(En > 2 MeV) =
(1.753± 0.003)× 106 n

4.842× 106 s× (87± 13) n/(n/cm2)
(7.7)

Φ(En > 2 MeV) = (4.16± 0.6)× 10−3 n/cm2/s (7.8)
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Table 7.13: The measured flux above multiple thresholds, using the MCNP to estimate the sensitivity and fluence as determined
by MCNP. The MCNP fluence is calculated by integrating the portion of the input neutron spectrum above each threshold.
The sensitivity includes the 3He detection efficiency discussed earlier.

Threshold MCNP Fluence MCNP Sensitivity BG Subtracted Detected Fluence
MeV n/cm2 Counts n/(n/cm2/s) Counts n/cm2/s

2 1104.7 114489 87±13 1.753×106 (4.16±0.6)× 10−3

10 816.2 48594 50±8 7.397×105 (3.05±0.4)× 10−3

20 739.2 34684 40±6 5.248×105 (2.75±0.4)× 10−3

50 656.2 18754 24±3 2.943×105 (2.53±0.4)× 10−3

100 396.4 7970 17±2 1.392×105 (1.70±0.3)× 10−3

200 239.6 1473 5±1 4.204×104 (1.68±0.3)× 10−3
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7.8 Discussion

The ambient fast neutron spectrum at sea-level has been measured from 2 MeV

to 1 GeV using FaNS-2. The measured spectrum spans nine decades, from 0.3

neutrons/MeV/s to 10−9 neutrons/MeV/s. For neutrons with energies above 2 MeV,

a total flux of Φ(n) = (4.16 ± 0.6) × 10−3 n/cm2/s is observed. For comparison,

the JEDEC parameterization yields a flux of 4.89×10−3 n/cm2/s above 2 MeV at

sea-level and mid-solar cycle. Applying the correction discussed in Table 7.3 of

Section 7.2.1, this is equivalent to a flux of (5.1 ± 0.2) × 10−3 n/cm2/s at NIST,

where the uncertainty is only from the solar-cycle conversion. The JEDEC flux

does not have any stated error bars, it is difficult to estimate how well the two

measurements compare.

However, a recent measurement, discussed in Chapter 1, has made a measure-

ment of the flux above two different energy thresholds, 10 and 20 MeV [30]. Their

measurement was performed at Gran Sasso National Lab in L’Aquila, Italy, located

at 42◦25′11′′ N, 13◦31′2′′ E, rigidity cutoff of 6.3 GeV, and 970 m above sea-level,

during a period of solar minimum. The detector consisted of a single large volume

of liquid scintillator doped with gadolinium, a neutron capture agent. Using the

same procedure laid out in Section 7.2.1, a correction to their measurement can be

made to allow for a comparison with the FaNS-2 data at NIST. The correction from

L’Aquila to NIST is found to be 1/1.64 [155]. Their corrected flux measurements

are compared with FaNS-2 in Table 7.14.
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Table 7.14: A comparison between the LNGS and FaNS-2 measurements of the
neutron flux above 10 MeV and 20 MeV.

Energy Range LNGS Flux Corrected LNGS FaNS-2 Flux
n/cm2/s n/cm2/s n/cm2/s

En > 10 MeV (4.7±0.5)× 10−3 (2.9±0.3)× 10−3 (3.05± 0.4)× 10−3

En > 20 MeV (4.2±0.4)× 10−3 (2.6±0.3)× 10−3 (2.75± 0.4)× 10−3

Very good agreement is seen between the measured fluxes of the two exper-

iments. The FaNS-2 spectrum is statistically superior and extends to both higher

and lower energy neutrons. The two measurements have similar quoted uncertain-

ties, though both experiments are systematics limited. The dominant uncertainties

in the LNGS measurement are from energy calibrations and the non-linearity of the

scintillator. For FaNS-2, the dominant uncertainty is from the characterization of

the 3He proportional counter sensitivity. Improvements to the understanding of the

3He counters would greatly improve the quoted uncertainties.

During the course of six months, the detector was stable and operated ex-

tremely well. FaNS-2 has demonstrated the ability to measure very high energy

neutron events while still having sensitivity to low energy neutrons with good en-

ergy resolution. The comparison between FaNS-2 data and the MCNP simulation

is now discussed, along with a comparison between the two FaNS detectors.

7.8.1 Comparison to Monte Carlo

Though there are many fluctuations in measurements of the total flux of

cosmic-ray induced neutrons, the relative shape of the energy spectrum is sim-

ilar across measurements. Thus, the Monte Carlo has been used to determine
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the weighted response (in neutron detected per neutron fluence) for FaNS-2 in the

cosmic-ray induced neutron field. This response has then been applied to the de-

tected neutron rate to obtain a measurement of the incident neutron flux.

Between 1 and 200 MeV the data and Monte Carlo spectra agree very well,

including the nuclear evaporation features at 2 MeV and 4 MeV that appear in

both spectra of Figure 7.15. Bonner sphere measurements lack the energy resolution

required to observe these resonances, but FaNS-2 has been able to directly observe

them. Above 200 MeV, a significant discrepancy is observed in the shapes of the

spectra. There are three main possibilities that could explain these discrepancies:

1. MCNP does not correctly propagate neutrons with such high energies.

2. The detector is observing interactions that are not included in the simulation.

3. The input energy spectrum of neutrons is inaccurate.

Each of these explanations offers insight into the understanding of the FaNS-2

data. The first item, that MCNP does not accurately handle neutrons with energies

above 200 MeV, is certainly plausible. MCNP was designed for studying nuclear

reactors and as such focuses on fission-like neutron energies (< 10 MeV). The advent

of MCNPX has helped extend the reach of the simulation above 150 MeV. However,

after 150 MeV, MCNPX relies on models for neutron production and propagation,

as opposed to tables that have been verified. It is not yet clear how much validation

has been done for the models of nuclear interactions at these energies.

Secondly, there is evidence that FaNS-2 is detecting multiple particles from

the same air shower event. Rough estimates indicate approximately 200 events
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containing a neutron plus a second particle are incident on the detector every hour.

Further study using the CRY simulation package could demonstrate the plausibility

of them causing the excess. Similarly, the generation of neutrons within the detector

from other high energy particles, including muons, protons, and electromagnetic

cascades, could be a source of these events. FaNS-2 cannot distinguish between low-

energy neutrons accompanied by other high energy particles and an original high

energy neutron. The addition of muon-tagging scintillator paddles in future work

could help identify events with multiple particles, for separate study.

Finally, there is also the possibility that the chosen input spectrum is not

a good representation of the ambient neutron spectrum at NIST. As discussed in

Chapter 1, there is much uncertainty in the shape of the cosmogenic neutron spec-

trum, especially at energies above 100 MeV. For instance, the spectrum from Ziegler

et al. has a significantly higher rate of high energy neutrons than the spectrum used

in this simulation [45,171]. Other measurements do not often quote their uncertain-

ties, so it is difficult to estimate the confidence that should be placed in them.

The largest uncertainty for FaNS-2 is that from the Monte Carlo simulated

response. Improvements to the simulation could reduce this uncertainty and improve

the measurement. Specifically, a better characterization of the 3He counters would

reduce the uncertainty in their response. This would require calibrating the response

of these detectors to a known neutron field, which is a significant undertaking. An

experiment is currently being planned to directly measure the 3He proportional

counters’ response to a monochromatic neutron beam at NIST. This could provide

important information about how the detectors perform and their overall sensitivity.
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A supplementary Monte Carlo of the detector in a different simulation envi-

ronment, like Geant4 or FLUKA, would also enhance confidence that the detector

is being modeled correctly. At high energies it is known that MCNP has difficulties

that may preclude it from accurately reproducing the FaNS-2 response. These other

Monte Carlos have been better benchmarked than MCNP and can perform more

advanced detector modeling.

7.8.2 Comparison to FaNS-1

One important cross-check of the FaNS program is the comparison between

the two detectors. Though FaNS-1 only observed the surface neutron spectrum for a

few days, it was still possible to measure the spectrum out to 150 MeV. Figure 7.16

shows the final spectra from the two detectors.

10-8

10-7

10-6

10-5

10-4

10-3

10-2

10-1

100

Co
un

ts
 /

M
eV

/s

1 10 100 1000
Energy (MeV)

 FaNS-2 
 FaNS-1

Figure 7.16: A comparison of the background subtracted neutron energy spectra
recorded with FaNS-1 (red) and FaNS-2 (blue). The spectra are shown in neu-
trons/s, and no attempt to account for detector acceptance or efficiency has been
done.
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As discussed in Section 4.1.3, the measured surface fast neutron flux, for neu-

trons greater than 1 MeV, from FaNS-1 is Φ(n) = (4.0 ± 1) × 10−3 n/cm2/s. This

can be compared with the FaNS-2 measurement, above 2 MeV, of (4.6±0.6) ×

10−3 n/cm2/s. The uncertainty from threshold effects has been reduced for FaNS-2,

primarily due to the work done studying the photon statistics of the detectors and

their inclusion in the Monte Carlo. The driving uncertainty for both detectors is the

simulated response to the surface neutron spectrum. Both detectors have similar

spectral shapes; a steep slope from 1 MeV to 10 MeV, a slight leveling off from

10 MeV to 100 MeV, and finally a steep slope for neutrons with energies above

100 MeV. The ratio of the two spectra is consistent with expectations from the

Monte Carlo simulated responses. This comparison highlights the improvements in

sensitivity and energy range made when designing the FaNS-2 detector.

7.9 Conclusions and future work

The FaNS-2 detector has been deployed in a low overburden environment at

NIST, Gaithersburg. The ambient fast neutron energy spectrum and flux have

been measured over the course of six months of operation. The results of these

measurements are reported along with a characterization of the environment in

which they were performed. Measurements of the ambient gamma and thermal

neutron backgrounds have also been performed. These measurements assist in the

understanding of the random coincidence rate and shape of the random coincidence

energy spectrum.
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A dependence of the flux on atmospheric conditions is observed, most notably

on the barometric pressure. Fluctuations in the barometric pressure lead to signifi-

cant variations in both the trigger rate of the detector and the detected flux of fast

neutrons, as is shown in Figure 7.11. These fluctuations are anti-correlated with the

pressure and can be attributed to the variation in the effective shielding provided

by the atmosphere. The fluctuations observed with FaNS-2 have been compared

with those observed by the NMDB neutron monitor in Newark, DE. A method for

adjusting the detected rate for barometric pressure has been demonstrated, though

it is not used in the final FaNS-2 result.

A new measurement of the ambient fast neuron spectrum is presented. Though

good agreement with the shape of Monte Carlo simulations for neutrons below

200 MeV is observed, above this energy, a substantial increase in the measured

neutron flux is found compared to the simulation. Work is underway to charac-

terize the source of this discrepancy, although three potential sources have been

discussed. These include 1) errors in the particle transport of MCNP at energies

above 200 MeV, 2) inclusion of events in the detector that are not accounted for

in the simulations, such as multiple particle interactions from air showers, and 3)

errors in the input fast neutron spectrum for the Monte Carlo. Any of these three

may contribute to the discrepancy between the reported data and the simulation.

An expansion of the Monte Carlo to include these effects could help to understand

the discrepancy.

As discussed in Chapter 1, a reliable measurement of the surface fast neutron

spectrum is important to many areas of research, including those designing shielding
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systems and modeling activation of detector components for low background exper-

iments. There are currently broad uncertainties associated with the surface neutron

spectrum, and this improved measurement could help reduce them.

The main uncertainty in the total flux is from the simulation of the detector

response, much of which is due to the correction for the overall sensitivity of the

3He proportional counters. To improve this uncertainty, new measurements in con-

trolled environments must be performed and simulated to ensure the Monte Carlo

is accurately reproducing the true efficiency of the detectors. A measurement on a

thermal neutron beam is currently being planned, and could lead to an improved

understanding of the inner-workings of the 3He counters and their efficiency.

FaNS-2 has been shown to have good energy resolution for neutrons at 14 MeV.

An important piece of future work, however, is to simulate the response of FaNS-2 to

a broad range of mono-energetic neutrons, thereby generating a response matrix for

the detector. It would then be possible to unfold the detected spectrum and produce

a spectrum of the incident neutron energies. This would account for efficiencies

that vary with energy and the ability of the detector to reconstruct energies. This

spectrum could then be used by other researchers in their work. This is an important

task, and one that is being actively pursued.

FaNS-2 performed extremely well while operating in the Low Scatter room

at NIST. These measurements further understanding of the ambient fast neutron

spectrum at sea-level, as well as demonstrate the sensitivity and performance of the

detector.
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Chapter 8

Outlook and conclusions

The field of neutron spectroscopy has long been based upon two standard

detection techniques: Bonner sphere arrays and liquid scintillator proton recoil de-

tectors. Though very successful, these detector types each have drawbacks. Bonner

sphere arrays do not directly detect neutron energy, but rather depend on using mul-

tiple moderated thermal neutron detectors with different energy acceptances. Liquid

scintillator recoil detectors, on the other hand, detect the energy deposited by any

neutron that interacts in the detector, most of which are only partial energy deposi-

tions. Neither of these two detectors are ideally suited to neutron spectroscopy. By

combining the two techniques, a capture-gated spectrometer demands full energy

deposition while directly measuring the incident neutron energy. The FaNS detec-

tors have successfully demonstrated the power of this combination, and have been

deployed to characterize various neutron sources.

The design, development, and deployment of two fast neutron spectrometers

based on plastic scintillator and 3He proportional counters is discussed in this the-

sis. The two detectors, FaNS-1 and FaNS-2, have measured a variety of neutron

environments ranging from high-rate calibration to high energy cosmogenic neutron

fields and finally to rare-event underground neutron fields. In each environment,

the detectors have performed exceptionally well. In this final chapter a summary
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of the FaNS results is presented along with a discussion of the future of the FaNS

program.

Monoenergetic neutron measurements made with the FaNS detectors highlight

the ability of capture-gated neutron spectrometers to directly measure the energy

spectra of different neutron sources. Even with coarse segmentation, it is possible

to accurately reconstruct the neutron peaks from both DD and DT generators. The

future measurement of an Am-Be neutron source, which has many small peaks in

its energy spectrum, could further show the effectiveness of the FaNS technique.

The FaNS-1 measurements performed at the Kimballton Underground Re-

search Facility show how capture-gated spectroscopy can be applied to low signal to

background environments, where the fast neutron to gamma ratio is approximately

10−6. This measurement will be used by the other researchers at KURF as inputs to

their simulations, and can be used in the design of future detectors and operations

in the lab.

The performances of the FaNS detectors at ground level at NIST demonstrate

that a segmented fast neutron detector can directly measure neutron energies rang-

ing from 1 MeV to beyond 1 GeV. The FaNS-2 measurement of the neutron flux

agrees well with the recent measurement reported by Reference [30] once location

effects have been taken into account. This represents a major improvement over Bon-

ner sphere arrays that cannot directly measure energies and liquid scintillator recoil

detectors that cannot resolve spectral features. This new measurement of the sur-

face fast neutron spectrum and flux will improve understanding of neutron-induced

interactions that are problematic for numerous low-background experiments.
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Capture-gated neutron spectrometers have been shown to provide significant

improvements over previous detector technology. A few potential measurements

that can be made with the FaNS detectors will now be discussed.

8.1 Current and future measurements

As calibrated, high-sensitivity neutron spectrometers, both FaNS detectors

remain in operation at NIST. FaNS-1 is being used to characterize the fast neutron

backgrounds generated by the NIST National Bureau of Standards Reactor (NBSR),

a 20 MW research reactor, as part of an effort to design an experiment to detect

reactor antineutrinos at NIST [172,173]. The νPROSPECT experiment aims to test

previous reactor antineutrino anomalies through an ultra short baseline oscillation

measurement. They will be deploying two large neutrino detectors at distances of

∼2 m and ∼15 m from a research reactor. The ratio of neutrino inverse beta-decay

events between the two detectors can determine whether there is any deviation

from the expected rate that could be due to an oscillation into a fourth generation

sterile neutrino. This collaboration also plans to perform a precision measurement

of the reactor antineutrino energy spectrum. Fast neutron backgrounds present

at a surface-level reactor are possibly a debilitating background for this type of

experiment, since the signature of an inverse beta-decay event is also a delayed

neutron capture.

FaNS-1 is ideally suited to measure this background; it is a compact detec-

tor with high sensitivity and dynamic range. The detector has been fitted with
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an improved housing and will be deployed at three different reactor sites to help

determine the location for the νPROSPECT experiment. The detector will then be

used to characterize the reduction of neutron backgrounds as shielding components

are installed.

FaNS-2 has been deployed in a shallow underground (20 m.w.e.) lab at NIST

to measure muon-induced neutrons in a shallow environment. This depth is sufficient

to eliminate any hadronic component of the cosmogenic radiation. Thus the only

sources of neutrons in the lab should be local radioactivity and muon-induced neu-

trons from interactions in the nearby environment. There have been a small number

of measurements of the muon-induced neutron yield at similar depths [159,174], but

almost no data exist on the energy spectrum of neutrons from this process.

The average muon energy increases with increasing depth, due to lower energy

muons stopping in the overburden. Therefore, it is interesting to measure neutron

production at different depths and map variations in the neutron/muon yield and the

energy spectrum of muon-induced neutrons. After operating at 20 m.w.e., FaNS-

2 could be installed at a lab of approximately ∼100-300 m.w.e. deep. However,

there is a limit to the depth at which it is practical to operate FaNS-2. At a

depth similar to KURF, the expected muon-induced neutron flux above 10 MeV is

7× 10−9 n /cm2/s, approximately a factor of 5×105 lower than the surface neutron

flux. Using the simulated surface sensitivity of FaNS-2, (87±13) n/(n/cm2/s), the

expected detection rate would be ∼20 neutrons/year. To effectively measure a

neutron spectrum, FaNS-2 would need to operate for at least five years. A better use

of FaNS-2 would be to measure at multiple depths from 20 m.w.e. to 400 m.w.e. and
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provide insight to the energy dependence of the neutron yield and spectrum. This

can be used to benchmark simulations and improve understanding of the physics

behind muon-induced neutron production. There are a number of other interesting

measurements that can be performed with these detectors, a few of which will be

discussed further here.

8.1.1 Muon-induced neutrons from a fixed target

As discussed in Chapter 1, there is a demand for precision knowledge of cos-

mogenic activities in materials for low background experiments. In particular, dark

matter and neutrinoless double-beta decay experiments require very low background

materials for use in their shielding and detector construction. Activation during

fabrication and transport at sea-level can create irreducible backgrounds that could

cause severe problems for these experiments. Better knowledge of the muon-induced

neutron processes would greatly benefit this effort [39,43].

There are still many features in the production of neutrons from muon inter-

actions, including spallation and negative muon capture, in different materials that

are difficult to characterize. Specifically, the yield and energy spectrum of muon-

induced neutrons in lead, copper, and polyethylene are important parameters for

designing shielding for underground experiments. Stopped muon interactions are

of great interest because they are difficult to reject or shield against in shallow ex-

periments. Neutron production from stopped muons is generated by a significantly

different physical process than muon-spallation. Therefore a precision measurement
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of the two muon-induced neutron yields would improve the understanding of both

processes. Though measurements of the neutron yield have been performed, there

have not been measurements of the neutron energy spectrum from these processes.

It is possible to measure the neutron production from these materials using FaNS-

2. One could position a target consisting of a 25 × 25 × 50 cm3 block of a target

material between muon paddles (two on top and one below) next to FaNS-2. A

significant number of muons will be stopped in the target, so having two paddles

above the block ensures that these events may be isolated from through-going muon

interactions.

A schematic of the proposed measurement is shown in Figure 8.1. Here, FaNS-

2 is shown positioned ∼50 cm from a target consisting of lead. Neutrons produced

by muons in the target are detected by FaNS-2, with the use of the muon-tag to

identify potential events. Previous measurements of the neutron production from

lead indicate that between 50 and 500 neutrons per day would be detected with

FaNS-2.

Performing this measurement with multiple targets, as well as without a tar-

get, would eliminate many systematics of the measurement and provide insight to

simulations and calculations of the neutron yield. The no-target run would eliminate

correlated events generated by cosmic ray air showers, as discussed in Chapter 7.
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Figure 8.1: A schematic showing the layout of a potential muon-induced neutron
measurement with FaNS-2. A target (here consisting of lead) is placed between
muon paddles (red) and positioned next do FaNS-2. A muon traverses the target,
and kicks out a neutron, that is detected by FaNS-2. The muon paddles provide a
tag that identifies neutron interactions originating in the target.

8.1.2 Low activity neutron sources

Low background underground experiments often have need of low neutron

activity sources (∼ few /s) to calibrate and test their detectors. However, calibrating

such a low activity source is difficult and not typically done by NIST. As a high

sensitivity, calibrated neutron detector, FaNS-2 is well suited to measure the neutron

output of low activity sources. NIST possesses a number of µg level sources that

emit very low rates of neutrons (<1 /s) that have not been fully characterized. These

sources can be detected in a relatively short operational period with FaNS-2. To test

this technique a weak fission neutron source could be placed at various distances
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from the detector. By looking at the required exposure necessary to confirm the

source’s presence, the total sensitivity of the detector can be demonstrated.

A proof of principle test has been performed that demonstrates the ability of

FaNS-2 to make such measurements. A 200 µg Pu source, with calculated neutron

activity of 0.2 /s, was placed 10 cm above the detector. Figure 8.2 shows a 2D

histogram of background-subtracted 3He count rates throughout the detector. Each

square is a helium counter, arranged as they are physically in the detector.
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Figure 8.2: A 2D histogram showing the background-subtracted count rates (in
counts/hour) of each 3He counter with a 200 µg source placed above the detector.

There is clear evidence of the detection of neutrons emitted from the source,

seen by the excess count rates in the top of the detector. This test demonstrates

that FaNS-2 is able to detect very low rates of neutrons from a low activity source.

It also clearly shows the directionality of the detector; the 3He counts are all located

towards the top of the detector, where the source is located. For certain source
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sizes, it may also be possible to insert the source into the center of the detector

to detect all emitted neutrons. Using the calibration insert that was discussed in

Section 5.5.4, a source smaller than 3 cm may fit inside the detector. This could also

be used to study correlated emission of multiple neutrons per spontaneous fission

event.

8.1.3 Neutron energy spectra at multiple overburdens

As discussed with FaNS-1, the muon-induced neutron energy spectrum and

flux are two very important parameters for underground experiments. By measuring

the spectrum at a variety of overburdens, FaNS-2 could provide much information

for simulations and help to decrease uncertainty in the rate of such interactions in

underground labs.

The dominant technique for estimating the muon-induced neutron background

at underground laboratories is through simulations. These simulations are not well

benchmarked, especially with regard to the energy spectrum of generated neutrons.

By making measurements at a series of depths, with the same detector, the pro-

duction processes can begin to be cross-checked. Two sites for shallow operation of

FaNS-2 have been identified, one at 20 m.w.e. and the other at 100 m.w.e. FaNS-2

is currently operating in the 20 m.w.e. shallow lab on site at NIST, Gaithersburg.

The data currently being collected will be compared against simulations and a few

muon-induced neutron yield measurements that have been performed at similar

depths [159,174].
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Another possibility is to install FaNS-2 in a laboratory with a variable over-

burden, such as the Aberdeen tunnel where the Daya Bay experiment is currently

operating. A horizontal access tunnel, this location could provide a finely varying

overburden, from 270 m.w.e to 1250 m.w.e. with minimal difficulties for relocation.

8.2 FaNS Conclusions

The design, construction, calibration, and operation of two capture-gated fast

neutron spectrometers consisting of plastic scintillator and 3He proportional counters

is demonstrated in this thesis. The two detectors were calibrated to have a 1.3%

and 3.4% efficiency for detection of 252Cf-like neutrons. Through the use of mono-

energetic neutron generators, this technique was shown to provide a substantial

improvement in the energy response over traditional neutron detectors.

While operating at the NIST, FaNS-1 successfully performed a measurement of

the ambient fast neutron spectrum at sea-level of neutrons from 1 MeV to 150 MeV.

This is the first such measurement with a capture-gated spectrometer. The measured

spectrum agrees well with a prediction from Monte Carlo that uses a previously

measured spectrum as its input. This measurement demonstrates the detector’s

sensitivity to high energy neutrons.

FaNS-1 made an important measurement of the ambient neutron flux and

energy spectrum at the the Kimballton Underground Research Facility in Ripple-

mead, VA. The detected spectrum appears to be similar to that of (α,n) neutron

sources, and it is posited that the source of these neutrons is predominantly from
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(α,n) events of U and Th in the surrounding rock. Measurements are currently

being performed by a group at KURF to measure the U and Th content of the rock

that may help to confirm this conclusion.

The upgraded detector, FaNS-2, has improved upon many aspects of FaNS-

1. With a significantly larger active volume, FaNS-2 has a correspondingly higher

sensitivity and extended energy range. During its operation at NIST, FaNS-2 has

been able to measure the ambient neutron spectrum from 2 MeV to beyond 1 GeV.

Excellent agreement is shown with a Monte Carlo simulation up to 200 MeV, at

which point data and MCNP diverge. The root cause of this discrepancy is currently

being investigated.

The FaNS-2 detector has now been installed in the shallow underground Cal-

ifornium Neutron Irradiation Facility (CNIF) at NIST. Located at approximately

20 m.w.e deep, the lab provides an excellent location to study the neutron spec-

trum. Simulations indicate that 20 m.w.e. significantly reduces the flux of neutrons

generated in the atmosphere from cosmic-ray-induced air showers. Only muons are

sufficiently penetrating to reach the detector in the CNIF. Thus, this is an excellent

location to collect data from muon-induced neutrons. By comparing the under-

ground spectrum to that measured at the surface, the high energy events generated

in air-showers may be isolated. This will give insight to the discrepancy between

the detected and simulated energy spectra.

FaNS-2 is a highly sensitive detector for a wide range of neutron energies.

This makes it an ideal detector for studying neutron spectra in various underground

settings. By collecting data at multiple depths, it will be possible to map out the
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depth dependence of the fast neutron spectrum and yield. Such a measurement will

provide important feedback into the low-background physics community to help

benchmark existing simulations.
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Appendix A

FaNS-2 Operation Procedure

The FaNS-2 detector is complicated, so it is helpful to have instructions for

starting up the detector and normal operation. There are two main programs re-

quired to start up FaNS-2: 1) the high voltage control to bias the detectors, and

2) the data acquisition to control the digitizers. We will outline the use of each of

these programs here.

A.1 High voltage control

The PMTs and 3He detectors are biased using two separate Wiener MPOD

Mini high voltage crates. Each crate contains a controller card that is accessed over

ethernet. The PMT crate has IP address of 10.10.0.1 and the 3He crate is 10.10.0.2.

To monitor the status of the crates, you navigate to that address in a web browser,

where an overview of the channels’ high voltages and currents are updated every

few seconds. A screenshot of that display is shown in Figure A.1.

Separately, there is a command-line interface to monitor and control the high

voltage settings based upon the open library SNMP (Simple Network Management

Protocol). This interface is more convenient for automated monitoring and allows

for full control of the voltages for each channel. The scripts for controlling the high

261




��
�
�����
��������������1��!����3����������	
������
��	������������������������
�
��!����������
������
������
��
�������������
��
��������������	
������
���
�
����
������
��-&,�&��
����$�
��
�������������������1���������
3��
���
����
�������������
���������
�����
���������

!�

�
��
��
�1�����������������
���3������
�������������������
��������
���������
�
��������������	
��

������
�
�������
������������
�����
������
������	�
���������
������
��������������������������L������
������
�������������
���������������
�4���������
�����9"�
��
�������������
�������	
�������
������

� !&����(�����
�

7
�
���
����������	
���������������
������	
�
��
�
��

���
� ����� ��
�� � ��
�� � ��������
� ����� � ���� � ������ � ��
 � 1>����,>���3 � 4���� � ��� � �
����� � ��
 �
������������� � ���� � ��
 � ;��� � ��������
� � ��� � .>:9 � ��� � 1>
�
��������3" � ����� � �����
�
����
�
������
������
�����	
������������������
��	����
����
����������

��
����
��������
�����
�����
���
������ �
�� ����������
����
������������������
��	����
�
������
��

9-1 ��$�/
���
2�������
	�	����
����������������
��&�����
������.=/������������	�
�����
�������
���
�������� �
�����
�������������
�����

���������	
���� �? �
���������

Figure A.1: The web interface for monitoring the HV settings from the MPOD Mini
crate. This is found by navigating to the crate’s IP address in a web-browser.

voltage are included at the end of this manual. SNMP can easily be installed on

Ubuntu using apt-get:

sudo apt-get install snmp

Wiener provides a .MIB file that contains the functions for communicating with

the MPOD Mini crate. This file must be located in either the working directory

or the /usr/local/share/snmp/mibs directory. On the current DAQ computer, it

is located in this directory, allowing the commands to be issued from any working

directory.
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A object-oriented wrapper for the SNMP commands has been written in

Python. The Python file is called highVoltage.py and is located in the home

directory of the fn-daq user. The highVoltage class contains all of the operations

that are anticipated, including a cold start up that loads the previous voltages, a

shut down procedure, and functions to check and set voltages. The control can be

operated using the IPython command line interface, exhibited here:

fn-daq@FNDAQ:~/ ipython

>>> from highVoltage import highVoltage

>>> pmt = highVoltage(‘10.10.0.1’)

The pmt instance of the highVoltage class will then be ready to set voltages.

The available functions for the class are listed here:

• voltagesFromFile(fileName): Reads in the voltage settings from a given

file, fileName, and returns two arrays. The first array is a channel listing,

while the second array contains the voltages.

• voltagesToFile(fileName): Writes the current voltage settings for each

channel to the file, fileName, in the format that is read by voltagesFromFile.

• setVoltage(channelArray, voltageArray): Takes two arrays, containing

channels and voltages, and sets the voltages. The arrays must be the same

length, but can contain any number of channels. This is convenient for setting

voltages on a layer of the detector.
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• checkVoltages(channelArray): If given a channelArray, this function re-

turns the measured voltages on those channels. If no channelArray is speci-

fied, it returns the voltages for the whole crate.

• startUp(fileName=‘‘LastUsedPMTSettings.txt’’): Reads the settings

from the given file, if none is provided it uses the settings stored in

LastUsedPMTSettings.txt, and applies them to the crate.

• shutDown: Writes the current settings to the file, LastUsedPMTSettings.txt,

and then ramps all voltages to zero.

An example use of these functions is shown here:

>>> pmt.checkVoltages()

>>> pmt.checkVoltages([0,1,2,3])

>>> pmt.voltagesToFile(‘PMTVoltages.txt’)

The highVoltage.py script may also be called from the command-line to start up

or shut down both the PMT and 3He high voltage crates. This is done by calling

the following from the home directory:

fn-daq@FNDAQ:~/python highVoltage.py on

fn-daq@FNDAQ:~/python highVoltage.py off

The on command will read the voltages stored in LastUsedHe3Voltages.txt

and LastUsedPMTVoltages.txt and apply them to the system. The off command

stores the current settings in those files and then ramps down the system. The

program will check to ensure that the voltages are down before returning. It is

important to note that the on and off options work on the whole system, so make
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sure the detector is light-tight and ready for voltages. A sample high voltage control

script is shown here:

from highVoltage import highVoltage

# Create instances for each crate

pmt = highVoltage(‘10.10.0.1’)

he3 = highVoltage(‘10.10.0.2’)

# Read voltages from files for each crate

pmtCh, pmtV = pmt.voltagesFromFile(‘PMTVoltages.txt’)

heCh, heV = he3.voltagesFromFile(‘He3Voltages.txt’)

# Take those voltages and apply them to the crates

pmt.setVoltages(pmtCh, pmtV)

he3.setVoltages(heCh, heV)

# Check the voltages (This will print to screen the returned voltages)

pmt.checkVoltages(pmtCh)

he3.checkVoltages(heCh)

These commands can be run from a script on the command-line or from within the

Python interpreter. This flexibility is a huge asset for controlling the system.

There is a script that runs periodically that checks the high voltages for each

crate and writes them to a log file. The frequency is controlled by cron, and is cur-

rently set to run every five minutes. The log files, called PMT HV.log and He3 HV.log

are stored in the home directory. Their format is a UNIX timestamp1 followed by

a comma-separated list of tuples containing the channel number, measured current,

and measured voltage:

time0, (ch0, current, voltage), ... , (chN, current, voltage)

time1, (ch0, current, voltage), ... , (chN, current, voltage)

where N is the total number of channels in the crate.

1The UNIX timestamp is in units of seconds since January 1, 1970 GMT.
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A.2 DAQ Digitizer Control

The CAEN V1720B digitizers are controlled by a custom software package

called Caen that resides in /home/fn-daq/Desktop/. After the program is launched

it can either be controlled locally using the on-screen interface, or by running a

Python control function, an example of which is shown in Appendix D. The Python

interface is also object-oriented and is setup by creating an instance of the caenSocket

class. This class sends commands and receives replies from the Caen program over

IP using the loopback IP address of the computer (127.0.0.1) and Port 50001. To

begin a control session, do the following:

from caenSocket import caenSocket

s = caenSocket()

Functions have been written that wrap the allowed commands so that they can

easily be operated. The allowed commands are listed here:

• start(boardID): Takes a boardID number and sends the start command

• stop(boardID): Takes a boardID number and sends the stop command

• readIni(boardID, iniFile): Takes a boardID number loads the iniFile

that contains board settings. Note: iniFile is a string.

• getElapsedTime(boardID): Takes a boardID number and returns the current

elapsed time in the run

• getElapsedCounts(boardID): Takes a boardID number and returns the cur-

rent number of counts in the run

266



• setPresetTime(boardID, setTime): Takes a boardID number and sets the

run time to setTime

• setPresetCounts(boardID, setCounts): Takes a boardID number and sets

the max counts in the run to setCounts

• zeroTime(boardID): Takes a boardID number and zeros the time counter

• zeroCounts(boardID): Takes a boardID number and zeros the event counter

• setSkip(boardID, skipCount): Takes a boardID number and sets the num-

ber of events for the display to skip to skipCount

• writeHist(boardID, fileName): Takes a boardID number and writes the

current histogram data to fileName. The data is in IGOR format with the

wave names set to boardID, channelNumber. Ex: b0w7. Note: fileName is a

string.

• writeData(boardID, fileName): Takes a boardID number and sets the file

for raw data to be written to fileName. Note: fileName is a string. To release

the file, use this function with fileName = ‘’ (an empty string).

For each of these commands boardID refers to the individual board number, ranging

from zero to seven. If boardID = -1, the command will apply to all boards being

controlled by the Coordinated Panel. Which boards are being controlled is a setting

in the iniFile. The iniFile for a coordinated run contains the settings for all

controlled boards. An example of a function call is shown here:
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s.setPresetTime(-1, 100)

This will set the preset run time of the acquisition to 100 s. A small sample run

procedure is shown here:

from time import sleep

from caenSocket import caenSocket

# Initialize the caenSocket instance

s = caenSocket()

# Read the settings from the iniFile

s.readIni(0, board0.ini)

# Set a preset time of 500s

s.setPresetTime(0, 500)

# Set a max counts of 20000

s.setPresetCounts(0, 20000)

# Set the DAQ to write binary data to ‘‘testData.dat’’

s.writeData(0, ‘‘testData.dat’’)

# Zero the time and counts (Not necessary, but makes sure that

# the run starts clean)

s.zeroTime(0)

s.zeroCounts(0)

# Starts acquisition

s.start(0)

# Sleeps the control program until the run is over, and then

# sleeps a few more seconds to make sure it’s done

sleep(500)

sleep(5)

# Stops the acquisition (Not strictly necessary, but just makes

# sure it’s stopped)

s.stop(0)

# Releases the binary file so that it is no longer being written to

s.writeData(0, ‘’)

# Writes the final histograms to file

s.writeHist(0, ‘testHist.itx’)

# Closes the acquisition session
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s.close()

The main control script is located in the home directory, and is split into three

types of operation: 1) gamma calibration, 2) muon calibration, 3) neutron data.

Both the calibration runs are currently set to be 100 s long, which has typically

been sufficient to obtain statistics while not seriously increasing down time of the

experiment. The calibration data are coordinated, with all PMT digitizers being

controlled. The neutron data is a coordinated run with all seven digitizers controlled.

These data typically are set for 3600 s, which is a convenient chunk of time and data.

Typical file sizes for the calibration runs are 500 MB for low-threshold gamma data,

and 30 MB for high trigger threshold muon data. The ambient neutron data at the

surface is typically 500 MB, while the file sizes underground are more like 50 MB.

These numbers vary with thresholds, both for trigger and the Zero-Length Encoding

options.

A.3 Restart procedure

Occasionally, the DAQ becomes non-responsive and requires a hard-reboot.

This is the clean start up procedure if that should happen.

• Turn off the PC

• Turn off the VME crate

• Wait a few minutes (just in case)
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• Turn back on the PC, it should boot into Ubuntu. Log in usr: "fn-daq"

• Open a terminal, and navigate to /home/fn-daq/CAEN_Stuff/A3818Drv/src/

• Execute sudo sh a3818_load This loads the driver for the optical fibre con-

troller card. Note, the sudo command temporarily elevates the user to have

superuser privileges.

• Turn back on the VME crate

• On the desktop, there is a folder named

Caen-build-desktop-Desktop_Qt_4_7_4_for_GCC__Qt_SDK__Debug

Open this folder by double clicking on it. Inside that folder is the executable

for the DAQ, named Caen, double click on it to open the program. It should

not pop up any errors2.

• In the terminal, navigate to /home/fn-daq/Desktop/

• in that terminal execute python <fileName>. Where fileName is the name

of the current control script being used.

• It should prompt you for a directory name, choose an apropriate name that

includes the next run number. Hit <return>

• It will prompt for the base-name of the files, the default is date/time.

2NB: The display is slightly messed up, and at startup, won’t display any traces. At the top left of
the display, there are the radio buttons for selecting which channels are displayed. When you
start up the program, channels 4 and 7 are not selected. When you select them, the display
should start working. You have to do this for each of the 7 display panels.
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• It should begin acquisition of the gamma data for the 4 PMT digitizers (on

the left side of the crate).

• After 100s, it should move on to the muon data for another 100s

• The program should then load the ini file for normal DAQ, and you should

click on the “coord” radio button to view the run stats of that acquisition.

There should be traces showing up for each trigger, which should be coming

in about 2 Hz.

This should be sufficient to restart the data acquisition. The high voltage is

not be effected by this procedure, and should still be at the set voltages. If this fails

for some reason, they will have to be reset using the procedure outlined earlier.
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Appendix B
PMT Calibrations for FaNS-2

Table B.1: The calibrations used for FaNS-2 in units of (pulse integral per MeV).

PMT High Gain Low Gain Full/Att Ratio
(board, channel) (integral/MeV) (integral/MeV)

(0, 0) 8370.55 1973.90 10.734
(0, 1) 8542.09 2001.11 11.037
(0, 2) 8431.51 2120.74 11.208
(0, 3) 8649.19 2071.07 11.158
(0, 4) 8570.83 2090.31 11.233
(0, 5) 8512.49 2095.93 11.216
(0, 6) 8453.27 2075.08 11.039
(0, 7) 8377.52 2056.54 10.875
(1, 0) 8077.11 1996.24 10.826
(1, 1) 7932.56 1819.57 11.279
(1, 2) 8569.08 2252.02 11.459
(1, 3) 8480.27 2071.60 10.623
(1, 4) 8448.92 2044.87 10.642
(1, 5) 8541.22 2148.37 11.408
(1, 6) 8047.50 1982.78 10.302
(1, 7) 8023.99 1987.31 11.212
(2, 0) 7902.96 1826.32 11.137
(2, 1) 7974.36 1995.05 10.565
(2, 2) 8690.12 2368.65 11.524
(2, 3) 8691.86 2304.89 10.778
(2, 4) 8322.66 1971.42 10.865
(2, 5) 8400.16 2244.30 10.937
(2, 6) 8205.11 1951.10 10.711
(2, 7) 8424.54 2136.77 10.995
(3, 0) 8377.52 2090.67 10.750
(3, 1) 8461.98 1953.85 11.064
(3, 2) 8305.25 1996.23 10.630
(3, 3) 8007.45 2024.24 10.565
(3, 4) 8563.86 2032.55 10.366
(3, 5) 8462.85 2115.59 10.651
(3, 6) 7922.11 1813.69 10.561
(3, 7) 8044.02 2000.27 10.399
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Appendix C
Channel Map for FaNS-2

Table C.1: The channel map for the PMTs in FaNS-2. The PMT high voltage crate
has IP:10.10.0.1.

PMT Data Acquisition High Voltage
Left 0 b0tr0 100
Right 0 b0tr1 0
Left 1 b0tr2 101
Right 1 b0tr3 1
Left 2 b0tr4 102
Right 2 b0tr5 2
Left 3 b0tr6 103
Right 3 b0tr7 3
Left 4 b1tr0 104
Right 4 b1tr1 4
Left 5 b1tr2 105
Right 5 b1tr3 5
Left 6 b1tr4 106
Right 6 b1tr5 6
Left 7 b1tr6 107
Right 7 b1tr7 7
Left 8 b2tr0 108
Right 8 b2tr1 8
Left 9 b2tr2 109
Right 9 b2tr3 9
Left 10 b2tr4 110
Right 10 b2tr5 10
Left 11 b2tr6 111
Right 11 b2tr7 11
Left 12 b3tr0 112
Right 12 b3tr1 12
Left 13 b3tr2 113
Right 13 b3tr3 13
Left 14 b3tr4 114
Right 14 b3tr5 14
Left 15 b3tr6 115
Right 15 b3tr7 15
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Table C.2: The channel map for the 3He detectors in FaNS-2. The 3He High Voltage
crate has IP:10.10.0.2

3He Tube Data Acquisition High Voltage
0 b4tr0 0
1 b4tr1 1
2 b4tr2 2
3 b4tr3 3
4 b4tr4 4
5 b4tr5 5
6 b4tr6 6
7 b4tr7 7
8 b5tr0 8
9 b5tr1 9
10 b5tr2 10
11 b5tr3 11
12 b5tr4 12
13 b5tr5 13
14 b5tr6 14
15 b5tr7 15
16 b6tr0 100
17 b6tr1 101
18 b6tr2 102
19 b6tr3 103
20 b6tr4 104

Table C.3: The channel map of the background monitoring detectors

Detector Data Acquisition High Voltage
3He b6tr5 3He PS ch 105
NaI b6tr7 Rackmount PS
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Appendix D
Python data acquisition control for FaNS-2
from caenSocket import caenSocket
from FileCompletedEmail import fi leCompEmail
import time
import os
import sys

s = caenSocket ( )
n I t e r s = 2000
secsPerRun = 3600
secsPerCal = 100
secsPerMuCal = 100
board = −1 # −1 i nd i c a t e s the con t r o l o f a l l boards cu r r en t l y being sync ’ d

# Booleans to turn on or o f f c a l i b r a t i o n data
calRun = 1
muonRun = 1
NaIRun = 1

# Prompt user f o r data l o c a t i o n
dirName = raw input ( ’Name f o r Data Direc tory ?\ nDefault = none\n ’ )

i f dirName != ’ ’ :
i f dirName [−1] != ’ / ’ :

dirName += ’/ ’

p r in t dirName

dateFormat = ”%Y−%m−%d %H−%M−%S”

baseName = raw input ( ’ Basename f o r data run?\ nDefault = Date/Time\n ’ )
useDate = 0
i f baseName == ’ ’ :

p r i n t ’ Using date /time ’
useDate=1

dataLocat ion = ”/media/FaNS2Data1/” + dirName

# Open l o gF i l e f o r wr i t ing
l o gF i l e = open ( dataLocat ion + ’ l o gF i l e . log ’ , ’ a ’ )

l o gF i l e . wr i t e ( ’ S ta r t i ng a c qu i s i t i o n at : ’ + time . s t r f t ime ( dateFormat ) + ’\n ’ )
l o gF i l e . f l u s h ( )

# Create d i r e c t o r y i f i t doesn ’ t e x i s t
i f os . path . i s d i r ( dataLocat ion ) ==0:

os . mkdir ( dataLocat ion )

# Locat ion o f each i n i F i l e
c a l I n iLo ca t i on = ”/home/ fn−daq/Desktop/”
syncCal In iLocat ion = ”/home/ fn−daq/Desktop/”
bgIn iLocat ion = ”/home/ fn−daq/Desktop/”

# Loop f o r a c qu i s i t i o n
f o r i t e r s in xrange ( n I t e r s ) :

date = time . s t r f t ime ( dateFormat )
i f emai lSent :

f i l e L i s t = [ ]
mcaList = [ ]

# PMT Ca l ib ra t i on (Gamma)
i f calRun == 1 :

c a l I n i F i l e = ca l I n iLo ca t i on + ”022013−gammaCoord . i n i ”
s . setPresetTime ( board , secsPerCal )
s . setPresetCounts ( board , 0)

s . s e tSk ip ( board , 10000)
s . zeroTime ( board )
s . zeroCounts ( board )
s . r e ad In i ( board , c a l I n i F i l e )
i f useDate :

dataName = dataLocat ion + ”GammaSync−” + date + ” . dat”
e l s e :

dataName = dataLocat ion + baseName + ”−” + s t r ( i t e r s ) + ” GammaSync . dat”
f i l e L i s t . append (dataName)

s . writeData ( board , dataName)
p r in t ”\ nStar t ing gamma run ” , s t r ( i t e r s ) , ” at ” , time . s t r f t ime ( dateFormat ) , ”\n”
sys . stdout . f l u s h ( )
l o gF i l e . wr i t e (”\ nStar t ing gamma run ” , s t r ( i t e r s ) , ” at ” , time . s t r f t ime ( dateFormat ) , ”\n”)
l o gF i l e . f l u s h ( )

s . s t a r t ( board )
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time . s l e ep ( secsPerCal+5)
s . stop ( board )

s . writeData ( board , ” ”)
e lapsed = s . getElapsedTime ( board )
numEvents = s . getElapsedCounts ( board )
f o r i in range ( 4 ) :

mcaName = dataName [0 : −4 ] + ”−b” + s t r ( i ) + ” .mca”
s . wr i t eH i s t ( i , mcaName)
mcaList . append (mcaName)
s . z e roH i s t ( i )

s . zeroTime ( board )
s . zeroCounts ( board )
p r in t numEvents , ” Events in ” , e lapsed , ” seconds \n”
sys . stdout . f l u s h ( )
l o gF i l e . wr i t e ( p r in t numEvents , ” Events in ” , e lapsed , ” seconds \n”)
l o gF i l e . f l u s h ( )

# MUON Ca l ib ra t i on
i f muonRun == 1 :

syncCa l In iF i l e = syncCal In iLocat ion + ”100512−muon . i n i ”
s . setPresetTime ( board , secsPerMuCal )
s . setPresetCounts ( board , 0)
s . s e tSk ip ( board , 10)
s . zeroTime ( board )
s . zeroCounts ( board )
s . r e ad In i ( board , s yncCa l In iF i l e )
i f useDate :

dataName = dataLocat ion + ”Sync−” + date + ” . dat”
e l s e :

dataName = dataLocat ion + baseName + ”−” + s t r ( i t e r s ) + ” Sync . dat”
f i l e L i s t . append (dataName)
s . writeData ( board , dataName)
p r in t ”\ nStar t ing muon run ” , s t r ( i t e r s ) , ” at ” , time . s t r f t ime ( dateFormat ) , ”\n”
s . s t a r t ( board )
sys . stdout . f l u s h ( )
l o gF i l e . wr i t e (”\ nStar t ing muon run ” , s t r ( i t e r s ) , ” at ” , time . s t r f t ime ( dateFormat ) , ”\n”)
l o gF i l e . f l u s h ( )
time . s l e ep ( secsPerCal+5)
s . stop ( board )
s . writeData ( board , ” ”)
e lapsed = s . getElapsedTime ( board )
numEvents = s . getElapsedCounts ( board )
f o r i in range ( 4 ) :

mcaName = dataName [0 : −4 ] + ”−b” + s t r ( i ) + ” .mca”
s . wr i t eH i s t ( i , mcaName)
mcaList . append (mcaName)
s . z e roH i s t ( i )

s . zeroTime ( board )
s . zeroCounts ( board )
p r in t numEvents , ” Events in ” , e lapsed , ” seconds \n”
sys . stdout . f l u s h ( )
l o gF i l e . wr i t e ( numEvents , ” Events in ” , e lapsed , ” seconds \n”)
l o gF i l e . f l u s h ( )

f o r i in range ( 7 ) :
s . zeroTime ( i )
s . zeroCounts ( i )
s . setPresetTime ( i , 0)
s . setPresetCounts ( i , 0)
s . z e roH i s t ( i )

# Data Run
s . setPresetTime ( board , secsPerRun )
s . setPresetCounts ( board , 0)
s . zeroTime ( board )
s . zeroCounts ( board )
i n i F i l e = bgIn iLocat ion + ”121112−nCoord−twoLink−bareHe NaI . i n i ”
s . r e ad In i ( board , i n i F i l e )
s . s e tSk ip ( board , 100)
i f useDate :

dataName = dataLocat ion + ”BG−” + date + ” . dat”
e l s e :

dataName = dataLocat ion + baseName + ”−” + s t r ( i t e r s ) + ” . dat”
f i l e L i s t . append (dataName)
s . writeData ( board , dataName)
p r in t ”\ nStar t ing run ” , s t r ( i t e r s ) , ” at ” , time . s t r f t ime ( dateFormat ) , ”\n”
l o gF i l e . wr i t e (”\ nStar t ing run ” + s t r ( i t e r s ) + ”at ” + time . s t r f t ime ( dateFormat ) + ”\n”)
l o gF i l e . f l u s h ( )
s . send (” s t a r t ” + s t r ( board ) )
sys . stdout . f l u s h ( )

oldNumEvents = 0
f o r i in range ( secsPerRun /10 ) :

numEvents = s . getElapsedCounts ( board )
e lapsed = s . getElapsedTime ( board )
p r in t repr ( numEvents ) + ” recorded in ” + repr ( e lapsed ) + ’ seconds\n ’
p r in t ’Data ra t e = ’ + repr ( ( numEvents − oldNumEvents ) / 10 . ) + ’ counts / s\n ’
sys . stdout . f l u s h ( )
l o gF i l e . wr i t e ( repr ( numEvents ) + ” recorded in ” + repr ( e lapsed ) + ’ seconds\n ’ )
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l o gF i l e . wr i t e ( ’ Data ra t e = ’ + repr ( ( numEvents − oldNumEvents ) / 10 . ) + ’ counts / s\n ’ )
l o gF i l e . f l u s h ( )
oldNumEvents = numEvents
time . s l e ep (10)

time . s l e ep ( secsPerRun%10 + 5)

s . stop ( board )
s . writeData ( board , ” ”)
e lapsed = s . getElapsedTime ( board )
numEvents = s . getElapsedCounts ( board )
f o r i in range ( 7 ) :

mcaName = dataName [0 : −4 ] + ”−b” + s t r ( i ) + ” .mca”
s . wr i t eH i s t ( i , mcaName)
mcaList . append (mcaName)
s . z e roH i s t ( i )

s . zeroTime ( board )
s . zeroCounts ( board )
p r in t ”Complete F i l e : ” + numEvents , ” Events in ” , e lapsed , ” seconds \n”
sys . stdout . f l u s h ( )
l o gF i l e . wr i t e (”Complete F i l e : ” + numEvents , ” Events in ” , e lapsed , ” seconds \n”)
l o gF i l e . f l u s h ( )

t ry :
fi leCompEmail ( f i l e L i s t , mcaList )
emai lSent = 1

except :
p r i n t ”Cannot send emai l at ” + s t r ( time . s t r f t ime ( dateFormat ) )
p r in t ”Continuing with run . ”
sys . stdout . f l u s h ( )
l o gF i l e . wr i t e (”Cannot send emai l at ” + s t r ( time . s t r f t ime ( dateFormat ) ) +
l o gF i l e . wr i t e ( ’ Continuing with run ’ )
l o gF i l e . f l u s h ( )
emai lSent = 0

l o gF i l e . c l o s e ( )
s . c l o s e ( )
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