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With increased commercial spaceflight activity, methane has found adoption

in the next generation of liquid rocket engines (LREs). In a liquid rocket engine with

cryogenic propellants, such as methane and oxygen, the propellants are stored in

their tanks at low temperatures. As they are injected into the combustion chamber

at high pressures, the fluid is close to its thermodynamic critical point where there

are drastic changes in fluid properties like density, heat capacity, surface tension,

and solubility. The ideal gas law is inapplicable at such extreme conditions, and

real gas thermodynamic and transport properties are required to accurately model

the combustion physics at supercritical conditions. Much of the previous work

applying real gas models in computational simulations of reacting flows have

focused on non-premixed flames or cold-flow mixing configurations. In this study,

we investigate the effects of real gas property estimation on planar, unstretched,

laminar premixed methane-oxygen flames at transcritical conditions.

The computational framework used in this study integrates real gas property



estimation into the steady-state, freely-propagating flame solver available in the

Cantera combustion suite. The Peng-Robinson equation of state provides ther-

modynamic property closure. High-pressure transport properties are modeled by

the Chung and Takahashi correlations, respectively. The effects on laminar flame

structure are presented. We find that enhanced real gas reactant densities have

a significant impact on flame propagation, lowering flame speeds by a factor of

∼ 5 near the critical region. Real gas caloric properties lower mass burning rates

by 10%. The consequence of using low-pressure transport properties with the

Peng-Robinson EOS at variable Lewis numbers is discussed.
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Chapter 1: Introduction

Combustion research is crucial in addressing the ever-increasing energy re-

quirements across the world. Past research in combustion has typically centered

on developing a detailed understanding of the physics underlying combustion,

advancing the safety and efficiency of propulsion and energy-generation processes,

and efforts to reduce the emissions of harmful by-products of combustion. With

the rapid increase in the capabilities of high-performance computing architectures,

computational simulations are widely used to investigate many problems in com-

bustion. Applying a numerical simulation framework to analyze combustion in

propulsion devices like liquid rocket engines offer many advantages like drastically

reducing the number of prototypes that need to be tested. Numerical simulations

also offer ways to isolate flow physics from combustion chemistry, which can be

used to solve potential problems that arise during the development phase. Liquid

rocket engines are especially susceptible to dangerously high pressure levels which

arise as a result of combustion instabilities. Simulations can be very helpful in

improving our understanding of combustion instabilities.

One of the biggest challenges in computational simulations of reacting flows is

the wide range of length and time scales present in the physical process. Resolving

the entire range of time and length scales present in three-dimensional turbulent

flames is not feasible, even with the most powerful computing platforms. Canonical

1



one-dimensional reacting flow simulations offer a powerful tool to understand

the combustion chemistry and transport processes occurring in more physically

realistic simulations. Computations of simple one-dimensional flames can be used

to construct models representative of the small length and time scales involved

in combustion. Such models can then be used as closure terms in more realistic

large-eddy simulations (LES).

Numerical simulations of reacting flows often make use of simple thermo-

dynamic models, like the ideal gas model, which are sufficiently accurate in the

vicinity of low pressures and high temperatures. However, some combustion devices

operate at conditions close to the thermodynamic critical point, and computational

simulations for such regimes require higher-accuracy thermodynamic models.

1.1 Critical phenomena

The critical point of a substance is the thermodynamic state (for example: a

specific temperature and pressure) beyond which the vapor-liquid phase separation

ceases to exist, and the fluid is characterized by a single dense phase where the

fluid properties change continuously. Substances existing at a state above their

critical point are said to be supercritical fluids.

Figure 1.1 plots the pressure-temperature (p− T ) chart for pure oxygen. The

critical point (pc, Tc) is the upper extreme of the vapor-liquid equilibrium curve.

Below the critical point (and above the triple point), gases that condense to a liquid

do so with an abrupt change in temperature and pressure. Beyond the critical

point, there is a smooth and continuous change in the primary thermodynamic

state variables like temperature, pressure and density. As the fluid state moves from

gas phase to supercritical, there are sudden and abrupt changes in the other fluid
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Figure 1.1: Pressure-temperature (p− T ) chart for O2, displaying the contours of compressibility
factor Z, and vapor-liquid equilibrium curve. Data from [1].

properties. The heat capacity at constant pressure approaches infinity, the latent

heat of vaporization and the surface tension also disappears. The supercritical fluid

exhibits enhanced solubility and mixing properties as well.

Classically, the thermodynamic closure for the governing equations in fluid

mechanics is specified by the ideal gas law. The ideal gas model is applicable only

to gas molecules, and assumes that the gas molecules behave like point particles un-

dergoing random elastic collisions. Furthermore, it also assumes that the density of

the gas is low enough to neglect any intermolecular forces of attraction or repulsion

between the molecules. Given these limitations, the ideal gas law is insufficient

for liquids and supercritical fluids. Gases at high pressures also exhibit non-ideal

behavior. To quantify the deviation from ideal gas behavior, the compressibility

factor Z is defined as

Z = pV

RuT
, (1.1)

where p is the pressure in Pascals (Pa), T is the temperature in Kelvins (K), V is

the molar volume (m3/mol), and Ru is the universal gas constant (Jmol−1K−1). By

3



Figure 1.2: Generalized compressibility chart. Figure from [44], with data from [67].

definition, the compressibility factor Z is unity for an ideal gas. Any deviation from

unity quantifies the non-ideal behavior.

If the compressibility factor Z is plotted against the substance’s reduced state,

which is the thermodynamic state normalized with respect to its critical point,

then a universal behavior for Z is observed. Figure 1.2 plots the observed values

of the compressibility factor Z for several fluids against their reduced pressure

(pr = p/pc), for different values of the reduced temperature (Tr = T/Tc). We see

that the respective isotherms collapse on top of each other, regardless of the fluid

in question. van der Waals was the first to realize this universal scaling law for

thermodynamic properties. This is known as the principle of corresponding states,

and forms the basis of many thermodynamic and transport property estimation

correlations.

From the compressibility chart in Figure 1.2, it is evident that Z is approxi-

mately unity at low pressures, and the ideal gas model is sufficient. At low pressures,

the attractive and repulsive forces between the colliding molecules are minimal

and any addition or removal of energy affects only the kinetic-energy budget of
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the gas molecules. At moderate to high pressures, the attractive forces between

the molecules reduce the effective pressure of the system. At such conditions, the

volume occupied by the molecules can no longer be neglected. The point particle

assumption must be removed, leading to a reduction of the effective volume. As

a result, the compressibility factor drops to less than unity (Z < 1). At extremely

high pressures, however, the molecules experience strong repulsive forces and the

reduction in the effective pressure is counteracted by an increase in the effective

volume. In such cases, Z returns to unity and eventually Z > 1.

Supercritical phenomena are present in many naturally-occurring fluid dy-

namic regimes. The lower atmosphere of Venus is composed of a mixture of

predominantly CO2 −N2, with average pressures and temperatures of 92 bar and

735 K on the surface [3]. Given such extreme surface temperatures and pressures,

it is expected that CO2 exists in its supercritical phase at certain sections in the

Venus atmosphere, and has a significant influence on the structure and rotation of

the atmosphere.

Supercritical phenomena occur in many engineering applications as well.

In the pursuit of higher efficiency, the propulsion systems of aircrafts and rocket

launch vehicles have progressed towards operating conditions characterized by

higher pressures. At such conditions, the reactants can exist in their supercritical

states.

1.2 Rocket propulsion systems

Liquid rocket engines (LRE) remain the primary mode of propulsion in space

launch vehicle configurations. LREs offer larger specific impulse (ratio of total

thrust to weight of propellant) compared to solid rocket motors [68]. The higher
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Class pchamber Fuel/Ox TOxinj (K) T Fuelinj (K) ∼ Zreac

Vulcain 115 bar LH2 − LOx 95 K 34 K 0.71
Merlin 2 100 bar RP-1 −LOx 55 K 302 K 0.53
Raptor 300 bar CH4 − LOx 90 K 90 K 1.17

Table 1.1: Operating conditions of common rocket engines. Data from [61].

attainable exhaust velocity in LREs is preferred for space launch applications. Solid

rocket motors find application as a set of boosters for a primary liquid rocket

engine. In a typical hybrid rocket configuration, the main LREs are supplemented

by solid booster rockets during the initial part of the ascent, when a larger amount

thrust is needed to escape the Earth’s gravitational influence. In the final stages

of ascent, fine tuning of thrust becomes necessary to achieve target orbits with

precision. In addition, rocket motors must have the ability to be restarted at will to

correct orbits or move to different orbits. LREs can also be throttled, turned off, or

restarted arbitrarily, unlike solid rocket motors, where they have to be specifically

pre-programmed to do so [68].

Liquid propellants can be classified into mono-propellants, like hydrazine, and

bi-propellants, which involves a fuel and oxidizer combination. Unlike hydrazine

or heavier hydrocarbon fuels like RP-1 (refined Kerosene), that are liquids at room

temperatures, cryogenic propellants such as O2, H2 and CH4 require liquification,

under low temperatures and high pressures, to keep the propellant tank sizes small.

In a liquid rocket engine with cryogenic bi-propellants, fuel and oxidizer are

stored as cryogenic liquids in their respective tanks. During ignition, the propellant

valves are opened and the fuel and oxidizer are injected into the combustion cham-

ber at low temperatures and high pressures. Table 1.1 lists the typical injection

conditions in some common rocket engines. Table 1.2 lists the critical points of

commonly used bi-propellants. At injection, the thermodynamic state of the pro-
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Species Critical
Temperature Tc

Critical
Pressure Pc

H2 33.18 K 13.0 bar
CH4 190.6 K 46.1 bar
RP-1 658.2 K 18.3 bar
O2 154.6 K 50.4 bar

Table 1.2: Critical points of select bi-propellants. RP-1 is approximated by n-dodecane (C12H26).
Data from Linstrom and Mallard [33].

Figure 1.3: Generalized compressibility chart showing the operating points of liquid rocket engines
(symbols). The dashed black lines represent isotherms of compressibility factor Z.

pellants is close to their respective critical points, and the ideal gas assumptions

are no longer valid at such high pressures. Figure 1.3 shows the generalized

compressibility chart along with estimated compressibility factor for several rocket

configurations, assuming the respective propellants at injection conditions and

present in stoichiometric proportions. The large deviations of Z from unity indi-

cate that real gas effects can be important at the conditions typical of cryogenic

liquid propellants. To accurately model the physical processes occurring in liquid

rocket engines, it is necessary to replace the ideal gas model with high-fidelity

thermodynamic and transport models.
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1.3 Motivation for studying premixed flames

In non-premixed combustion, the fuel and oxidizer are injected via separate

streams, and the burning rate is determined by how fast the reactants mix with

each other. In premixed combustion, fuel and oxidizer are mixed at a molecular

level before being ignited, and hence the burning rate is controlled by a balance

between the chemical reaction rates and the diffusion timescale. In a liquid

rocket engine, the predominant mode of burning at steady-state is non-premixed

combustion, and most studies into transcritical combustion in rocket engines focus

on this configuration [7, 39, 46]. However, as we will discuss shortly, the ignition

phase exhibits considerable regions of premixed flames. The premixed flame

dynamics during the ignition phase can sometimes lead to explosive pressure levels,

potentially damaging the combustion chamber. Hence the premixed regime is

important to study.

Apart from potential relevance to the ignition processes in liquid rocket en-

gines, we intend for this study to be a fundamental investigation into the physics

of premixed combustion at supercritical conditions. Furthermore, modern combus-

tion devices increasingly favor higher-pressure regimes and premixed burning for

reasons of combustion efficiency.

1.3.1 Ignition in liquid rocket-engines

Laser-ignition tests of liquid oxygen - gaseous hydrogen (LOX −GH2) flames

in LRE-like configurations performed using the M3 micro-combustor at DLR Lam-

poldshausen [57, 16, 47] show that the ignition process is composed of several

phases, as illustrated in Figure 1.4. The primary ignition phase begins with the

firing of the laser pulse and the formation of the flame kernel, followed by the
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Figure 1.4: Sketch of the four phases during the ignition in a LOX − GH2 rocket. Figure from
Gurliat et al. [16]

flame kernel propagating downstream due to convection by the shear layer, and

ends when the flame kernel reaches the edge of the shear layer. In this phase,

the flame speed is largely determined by the degree of premixedness of the shear

layer. In the second phase, termed the flame propagation phase, the flame expands

into the recirculation zone consuming all the propellants that have already been

premixed. The end of this phase is characterized by a rapid rise in the chamber

pressure. The pressure rise could be smooth or strong, depending on the availability

of premixed propellants. When the premixed propellants in the recirculation zone

have been consumed, the flame moves downstream until the convection velocity

and the flame speeds are balanced. This is termed the flame lift-off phase. In the

final phase, the flame anchoring phase, the flame slowly moves upstream until

steady-state conditions have been attained.

The important parameter determining the nature of the ignition is the dura-

tion of time elapsed between the opening of the propellant valves and the firing

of the igniter [47]. This determines how much time the fuel and oxidizer have
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to mix. If the mixing time is too short, the reactants are insufficiently mixed and

the flame consumption/ propagation speed is smaller than the convective speed

in the chamber. As a result, the ignited flame kernel is blown downstream and

extinguishes [28]. In the standard ignition scenario, a ’smooth ignition’, the mixing

time is just sufficient for the flame front to anchor itself close to the injectors. For

excessive mixing times, the flame speed is considerable compared to the convective

speeds. This leads to a ’strong ignition’ characterized by a rapid upstream expansion

of the flame kernel and rapid consumption of the propellants. This causes a sudden

rise of the chamber pressure and the nozzle getting choked, causing a backflow of

hot gases into the injector dome [47] and damage to the combustor. The sharp rise

in pressure during the ignition is an important factor determining the safety of the

rocket motor. Understanding the dynamics of premixed flames at engine-relevant

conditions can help with the prediction of such hazardous conditions.

1.4 Previous work

Most of the efforts in the modeling of supercritical effects in rocket engines

have gone towards studying non-premixed flames and cold-flow mixing processes.

Since the focus of the present study is in premixed flames, we offer only a brief

introduction into the studies in high-pressure mixing processes and non-premixed

flames. For a comprehensive survey on this topic, the reader is referred to works by

Candel et al. [7] and Masquelet [39].

The key difference in cold flow studies of transcritical coaxial injection from

the subcritical case is the absence of liquid-gas interface due to non-existent surface

tension and a zero latent heat of vaporization. It is characterized by an absence of

droplet formation and a smooth dissolution into the ambient fluid. There have been

a number of studies on the mixing characteristics in non-reacting coaxial jets, with
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operating conditions resembling those found in liquid rocket engines. The injection

into the ambient fluid occurs at supercritical pressures. The main effort has been

towards relating the potential core length with a characteristic non-dimensional

parameter like the momentum flux ratio between the outer stream and the inner

stream. Further details can be found in [7].

Oefelein and Yang [46] were among the first to model the real gas effects

in the mixing and combustion mechanisms occurring in rocket engines. They

investigated high-pressure spray dynamics at ambient pressures of up to 400 atm.

Hickey and Ihme [20] also developed a numerical framework to study high-pressure

mixing and combustion processes typical of rocket propulsion. The study computed

flamelets from high-pressure H2 −O2 mechanisms and used them to study the real

gas effects in a high-pressure reacting GO2 −GH2 single-injector configuration.

In contrast to the number of studies on high-pressure mixing and non-

premixed reacting flows, the effects of critical phenomena on laminar premixed

flames have been studied much less widely. To our knowledge, there have been

only five studies on this topic.

El-Gamal et al. [10] were the first to investigate the structure of laminar

premixed H2 − air flames at high pressures (up to 100 MPa). This study used

high-pressure models for thermodynamics, transport, and chemical kinetics. This

study found that real gas effects start to become significant at ambient pressures

exceeding 10 bar. The study also found that the major contribution to the real gas

effects was from the equation of state. High-pressure transport properties were

found to be the second biggest contributing factors, while the effect of non-ideal

chemical kinetics was found to be considerably less. Giovangigli et al. [11] studied

the structure of transcritical laminar premixed H2−air flames in much more detail.

This study reaffirmed the finding from [10] that the real gas equation of state was
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Study Reactants Operating
Conditions

Focus of Study

El-Gamal et al.
[10] (2000)

H2 − air p = 10− 1000 bar,
Tu = 298K

Fundamental

Marchionni et al.
[38] (2007)

CH4 − air p = 1− 150 atm,
Tu = 298 K

Fundamental

Giovangigli et al.
[11] (2011)

H2 − air p = 100− 1000
atm, Tu = 100K

Fundamental

Ribert et al. [53]
(2017)

CH4 −O2,
CH4 − air

p = 67 bar,
Tu = 140− 300 K

Flamelet
computation

Guven and
Ribert [17]
(2018)

H2 −O2 p = 100 bar,
Tu = 150K

Flamelet
computation

Table 1.3: Survey of previous computational studies of laminar premixed flames that model real gas
thermodynamics.

the biggest contributing factor, followed by high-pressure transport properties. The

study used non-ideal chemical production rates to ensure non-negative entropy

production, and found the non-ideal kinetics to be significant only at extremely high

pressures (1000 bar). Marchionni et al. [38] studied real gas effects in CH4 −O2

premixed flames at pressures of up to 150 atm. While this study explored real

gas effects on flames with varying equivalence ratios and pressures up to 140

atm, it did not explore the low-temperature cryogenic conditions typical of rocket

combustion. The study used an ambient temperature of 298 K, where the effects of

critical phenomena are expected to be less important. Ribert et al. [53] computed

flamelets for a laminar premixed CH4−O2 flame using real gas property estimation.

The study explored the parameter space in more detail compared to [38]. Guven

and Ribert [17] assessed the effect of non-ideal binary mass diffusion coefficients

on H2 − air flamelets at transcritical conditions. In Chapter 3, we will discuss the

findings from the reference studies for transcritical laminar premixed flames in

greater detail.
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1.5 Objectives

1. Develop real gas combustion framework

The primary goal of this work is to develop predictive numerical capability

for transcritical laminar premixed flames. To this end, we start out with the

development and verification of a compressible, reacting-flow solver in 1D. The

solver was initially developed with low-pressure thermodynamic and transport

models, and has been extended to incorporate real gas property estimation.

2. Study transcritical laminar CH4 −O2 premixed flames

After sufficiently verifying and validating the reacting flow solver, and the

implementation of real gas property estimation, we analyze the effects of

high-pressure thermodynamic and transport phenomena on the structure and

propagation of laminar premixed CH4 −O2 flames at rocket-like conditions.

We also intend to study the constituent effects of real gas thermodynamic

models separately.

1.6 Computational considerations and the development of mul-

tiple solvers

To study laminar premixed flames using computational methods, we have

two options. The simplest option is to take the set of compressible Navier-Stokes

expression and time-advance until the flame has reached steady state. While the

most popular option is to assume that flame front is stationary at stead-state, and

solve the boundary value problem described by the steady-state, compressible, low-

Mach formulation of the Navier-Stokes equations using the Newton root-finding

method. Due to the wide range of time scales involved, combustion is a stiff
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problem and solving a steady-state problem is far cheaper than a transient solver.

Typical software packages for simulating laminar premixed flames, namely Chemkin

[26] and Cantera [14] use the steady-state approach. The primary drawback of

this method is that the imposed initial condition must lie within the domain of

convergence of the steady-state solver. This is expected to be an issue in achieving

a solution for flames with real gas effects.

Hence, we started this study by building a transient compressible solver,

where the convergence process is less dependent on the choice of initial conditions.

This is detailed in Appendix A. However, due to the need for higher computational

efficiency, we also implemented real gas property estimation into the steady-

state solver available in Cantera. This integrated solver has been widely used in

generating most of the results presented in this dissertation and is described in

Chapter 4.
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Chapter 2: Physical model

This chapter will describe the governing equations and the associated thermo-

dynamic and transport properties required for numerical simulations of reacting

flows at transcritical conditions.

2.1 Conservation equations

The physics of compressible reacting flows in one-dimension are governed by

the compressible Navier-Stokes equations along the axial direction (x-direction),

with the addition of a conservation equation for every species present in the reacting

mixture. The terms in the equations are written in the conservative form, except

for the chemical source term in the species conservation relations. The form of the

equations used here is elaborated in Poinsot and Veynante [49]. The conservation

of mass along the axial direction can firstly be expressed in an aggregate form as

∂ρ

∂t
+ ∂(ρu)

∂x
= 0, (2.1)

and secondly, accounting for individual species product and transport in the reactive

mixture, we can write

∂(ρYk)
∂t

+ ∂(ρuYk)
∂x

= −∂jk
∂x

+ ω̇k. (2.2)
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The conservation of momentum takes the familiar form

∂(ρu)
∂t

+ ∂(ρu2)
∂x

= ∂(σSxx)
∂x

= −∂p
∂x

+ ∂(τSxx)
∂x

. (2.3)

Lastly, the conservation of total energy accounts for the balance of energy due

to heat conduction, mass diffusion, viscous dissipation, and pressure work, written

as
∂(ρet)
∂t

+ ∂(ρuet)
∂x

= −∂q
∂x

+ ∂

∂x

(
σ
S
xxu

)
. (2.4)

The terms appearing in equations 2.1 through 2.4 will be described in the next few

paragraphs.

The state variables ρ, u, Yk and et represent the mixture density (kg/m3), the

axial velocity (m/s), the mass fraction of species k, and the total energy per unit

mass (J/kg) respectively.

The mass diffusion of species k in Eqn. 2.2 is represented by the divergence

of the species mass flux jk. The species mass flux jk is simply the product of species

mass ρYk and "diffusion velocity" Vk

jk = ρVkYk. (2.5)

With the assumption of mixture-averaged mass transport and negligible thermal

diffusion (Soret) effects, the diffusion velocity can be approximated using the

Hirschfelder-Curtiss form as

Vk = −Dk
∇Xk

Xk

+ Vc, (2.6)

where Xk and Dk are the mole fraction and mixture-averaged mass diffusivity for
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species k. The species transport equation (Eqn. 2.2) may not necessarily sum up to

the aggregate conservation of mass expression (Eqn. 2.1), necessitating a correction

velocity term Vc in the mass flux term to ensure that mass is conserved. Details

about the form of correction velocity in use and transport coefficient estimation are

described in Section 2.4.1.2 - Mass diffusion model and diffusion coefficients.

The final term in the species conservation equation (Eqn. 2.2) is the species

production rate ω̇k (kg/m3 − s). This study uses the detailed chemical kinetic

mechanism to model the species production rate, which is detailed in Section 2.5 -

Chemical kinetics model.

In the conservation of momentum expression, Eqn. 2.3, the diffusion of

momentum is expressed by the divergence of the stress tensor along the axial

direction σSxx. For an isotropic, Newtonian fluid, the total stress tensor in three-

dimensional space, σSij is expressed as the sum of the normal and shear stress

components

σ
S
ij =

(
−p+ µv

∂uk
∂xk

)
δij︸                      ︷︷                      ︸

Normal Stress

+µ

(
∂ui
∂xj

+ ∂uj
∂xi

)
︸                  ︷︷                  ︸

Shear Stress

, (2.7)

where p is the thermodynamic pressure, δxx is the Kronecker delta function, µ is the

dynamic viscosity (N − s/m2), and µv is the so-called second coefficient of viscosity.

In contrast to the thermodynamic pressure p, we can also define a "mechanical

pressure" P as the mean of the normal stress components

−P = 1
3(σxx + σyy + σzz),

= −p+
(
µv + 2

3µ
)

︸           ︷︷           ︸
κ

∂uk
∂xk

,
(2.8)

where κ =
(
µv + 2

3µ
)

is the bulk viscosity of the mixture. The bulk viscosity is neg-

ligible for flows where the relaxation time for attaining local equilibrium is much
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smaller than the characteristic time scales of the flow. This is true for monoatomic

gases which do not have rotational and vibrational modes, and therefore have

shorter relaxation times. In such cases, the mechanical and thermodynamic pres-

sures are equivalent, and µv = −2/3. This is known as the Stokes’ assumption. In

compressible reacting flows, however, we typically consider a variety of polyatomic

gases, where this assumption does not strictly hold due to the presence of rota-

tional and vibrational modes of energy. However, numerical studies of compressible

mixing layers have found the even effects of large bulk viscosities on the flow field

to be minimal [39].

Substituting the Stokes’ assumption of µv = −2/3 in Eqn. 2.7, the expression

for the stress tensor along the axial direction is

σxx = −p+ 4
3

(
µ
∂u

∂x

)
(2.9)

In the total energy balance equation (Eqn. 2.4), the divergence of the heat

flux term q accounts for the heat transfer due to heat conduction and the changes

to the chemical potential due to mass diffusion. Fourier’s law relates the heat

conduction flux to the gradient of temperature T as

qc = −λ∂T
∂x

(2.10)

where λ represents the mixture-averaged thermal conductivity (W/(m − K)).

Considering the transport of chemical potential energy due to species mass diffusion,

the total heat flux term becomes

q = −λ∂T
∂x

+ ρ
∑
k

hkYkVk. (2.11)
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In the above expression, hk (J/K) is the partial enthalpy of species k in mass units.

We neglect the transfer of heat due to radiation. In previous numerical studies of

real gas flames (Juanós and Sirignano, 2017), the rate of radiative heat transfer

was found to be two orders of magnitude less than the heat transfer rate due to

conduction and the energy conversion rate [23].

Having described the details of the diffusion and source terms in the con-

servation equations 2.1 through 2.4, we still need to describe the thermodynamic

relations to close the system of equations. In particular, we need:

(1) A relation between the primary thermodynamic state variables - pressure,

temperature, and density. This is known as the thermodynamic equation of

state, and is further described in Section 2.2 - Thermodynamic equation of

state - for ρ, p, T .

(2) Expressions for caloric quantities, such as internal energy, enthalpy and heat

capacities, as a function of the primary thermodynamic variables. This is

sometimes referred to as the caloric equation of state. This is described in

Section 2.3 - Caloric equation of state - for e, cp, h.

2.2 Thermodynamic equation of state - for ρ, p, T

An equation of state (EOS) provides a semi-empirical relation between the

thermodynamic state variables - pressure, temperature, and density. A generalized

EOS of a multi-component mixture, explicit in pressure, is a function of temperature

T , molar volume V , and mixture composition (mole fraction Xk)

p = f(T, V,Xk). (2.12)
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Figure 2.1: Plot of the Lennard-Jones potential well.

The fidelity of equations of state depends on how they model interactions between

randomly colliding molecules and the volume occupied by molecules. Before we

describe the development of equations of state, it can be helpful to develop a

qualitative view of the intermolecular interactions by means of a model formulated

by Lennard-Jones in 1924 [22]. Lennard-Jones expressed the intermolecular

potential energy ϕ(r) of a pair of non-polar, non-bonding molecules as a function

of the distance of separation r between the molecules

ϕ(r) = 4ε
[(
σ

r

)12
−
(
σ

r

)6
]
, (2.13)

where σ represents the characteristic diameter of the molecules, called the collision

diameter. The characteristic energy is represented by potential well-depth ε and

it is defined as the maximum energy of attraction between a pair of molecules

[2]. The variation of the L-J potential ϕ(r) as a function of intermolecular distance

r is illustrated in Figure 2.1. As the intermolecular potential is expressed as a

function of distance, the intermolecular force F is simply the negative of the slope,

F (r) = −dϕ/dr. At an infinite distance of separation, the molecules do not interact
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with each other. At a large, but finite r, the molecules experience attractive forces

and approach each other until they reach an equilibrium distance, at which point

the force of attraction ceases. In this state, the potential energy is minimum,

signifying that this is the stable configuration. If the molecules are brought even

closer together (with an expense of energy), they experience a repulsive force.

With this model of intermolecular interactions laid out, we introduce the

thermodynamic equations of state applicable to pure fluids in Sections 2.2.1 through

2.2.4. To determine the aggregate thermodynamic properties of a multi-component

mixture, a set of mixing rules would need to be applied to pure fluid properties.

This is explained in Section 2.3.3 - Mixing and combination rules.

2.2.1 The ideal gas model

The simplest model for describing the thermodynamic properties of a fluid

is the ideal gas (IG) law. In an ideal gas, molecules behave like point particles

undergoing random elastic collisions, with no intermolecular attractions between

the molecules. The pressure-explicit form of the ideal gas law is

pV = RuT, (2.14)

where Ru is the universal gas constant. These assumptions hold well for non-

polar molecules at low pressures and moderate temperatures. The L-J fluid model

described in the previous section is incompatible with the assumptions of an ideal

gas. While the ideal gas law is a practical assumption for many combustion

applications, it does not capture the drastic variation of thermodynamic quantities

close to the critical point, which is characterized by low temperatures and extremely

high pressures. At high pressures, the total volume occupied by the molecules is

comparable to the total volume, and the point particle assumption is no longer valid.
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Moreover, the intermolecular forces can no longer be ignored in such confined

spaces.

2.2.2 Brief history of real models

In 1873, van der Waals developed the first major improvement over the ideal

gas law. van der Waals took the effects of attractive forces and a finite molecular

size into consideration with two fluid-specific parameters a and b. Intermolecular

forces represented by a affect the effective pressure of the system. Similarly, the

co-volume parameter b serves to reduce the total volume available for collisions.

The van der Waals (vdW) equation of state takes the form

(p+ a/V 2)(V − b) = RuT. (2.15)

The vdW EOS is a cubic equation with respect to the molar volume V , while actual

pV T data has been observed to take a fourth-order form [71]. Nevertheless, a

cubic equation can be solved directly using the Cardan’s formula [45], avoiding

the need for expensive iterative methods to solve for V . While the van der Waals

EOS is not an accurate model for modern uses in fluid-phase equilibria, it spawned

the development of hundreds of cubic equations of state with vastly improved

prediction capabilities.

To obtain constitutive relations for parameters a and b, van der Waals applied

the conditions of zero slope and inflexion point to the critical isotherm at the critical

point
∂p

∂V

∣∣∣∣∣
T=Tc

= ∂2p

∂V 2

∣∣∣∣∣
T=Tc

= 0, (2.16)

which yielded

Tc = 8a
27Rub

, pc = a

27b2 , Vc = 3b. (2.17)
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The van der Waals parameters a and b can thus be expressed as a universal functions

of the critical temperature Tc, critical pressure pc, and critical volume Vc of a pure

fluid

a = 27
64

(RuTc)2

pc
, b = RuTc

8pc
. (2.18)

This implies that the pV T behavior for a wide variety of fluids follow a universal

scaling law, if the thermodynamic state of each fluid is scaled with respect to its

critical properties. This universality is realized in the compressibility factor Z,

defined as

Z = pV

RuT
. (2.19)

Figure 1.2 shows the plots of compressibility factor Z vs the reduced pressure Pr for

different values of the reduced temperature Tr. It is remarkable that the compress-

ibility factor Z of a wide range of substances collapse on to the same set of curves.

This universality allows for the estimation of fluid phase equilibrium properties

with just the data from a reference fluid. This is known as the Corresponding States

Principle (CSP), and is regarded as the "most useful byproduct of van der Waals’

equation of state" [15].

The realization of universality resulted in the creation of a new category

of equations of state based on the CSP. Pitzer (1939) developed an EOS based

on the CSP as a function of the two intermolecular potential parameters. The

two-parameter CSP formulations were found to hold well for noble gases (Ar,

Xe), but had varying levels of success for more complex fluids. Pitzer, in 1955,

included a third parameter to account for the effect of molecular structure and

orientation on intermolecular potential [30]. Pitzer parameterized the difference

in the reduced vapor pressure of normal fluids from the noble gases, at pr = 0.1
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and Tr = 0.7, as the acentric factor ω

ω = −log10(pr)|Tr=0.7 − 1.

The acentric factor has since found importance in improving the accuracy of cubic

equations of state, as well.

Apart from equations of state based on van der Waals EOS and the correspond-

ing state principle, models based on series expansions found popularity. Kamerlingh

Onnes (1901) developed the virial equation of state, which expresses the pressure

as a power series in terms of density

p(T, ρ)
ρRuT

= Z(T, ρ) = 1 +B(T )ρ+ C(T )ρ2 +D(T )ρ3 + ...,

where coefficients B,C and D are the second, third and fourth virial coefficients

respectively, and are functions of temperature alone. While originally intended

for empirical correlations, the virial coefficients were later linked to theoretical

understanding of statistical thermodynamics [70]. Parameters B, C and D signify

the interactions between a pair of molecules, a triad of molecules, a tetrad of

molecules and so on. Empirically-determined virial coefficients of many fluids are

widely available. However, virial expansions do not typically work well near the

liquid phase.

Among the class of virial-type equations with empirically-determined coeffi-

cients, the one proposed by Benedict, Webb, and Rubin (BWR) in 1940, remains

important. The BWR equation involves eight parameters, and was subsequently

extended to mixtures. Modified forms of the BWR equation of state (mBWR), with

up to 32 fluid parameters, have been used as reference equations of state.
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The biggest improvements to the multi-parameter reference equations of

state in the last several decades came from advancements in optimization methods,

improving predictions by a factor of three in many cases [64]. The other important

development has been the introduction of equations based on the Helmholtz free

energy. Equations of state explicit in pressure p(T, ρ) or the compressibility factor

Z(T, ρ) are not considered "fundamental equations of state" as they do not provide

information about caloric properties such as heat capacities and ethalpies [64].

However, an EOS explicit in the Helmholtz free energy a(T, ρ) can provide complete

information about the thermodynamic state of a substance, including the caloric

properties. At the time of writing, Helmholtz energy equations of state are some of

the most popular reference equations of state available.

The viability of such methods in computational simulations are limited due

to computational complexity. In Section 2.2.5 - Computational considerations,

we compare the performance of Helmholtz energy EOS with Peng-Robinson. In

addition to computational complexity, it is also challenging to generalize the

Helmholtz energy EOS across fluids. Since the Helmholtz energy EOS depends on

empirical data, extending them to mixtures would be limited by the availability

of experimental data on mixtures. For a multi-component mixture with a large of

number of species, this would be a challenge.

In our study, we use the cubic equations of state due to their computational

effectiveness. We use the high-accuracy Helmholtz energy equation of state in

order to validate our property estimation with the cubic methods. Hence we

use the open-source thermodynamic property estimation suite, Coolprop [1], for

this purpose. Coolprop implements the Helmholtz energy EOS for many fluids of

interest, thereby making the validation process much simpler.

The van der Waals EOS inspired the development of hundreds of cubic equa-
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Figure 2.2: Pure-fluid density for CH4 using Soave-Redlich-Kwong EOS ( ), Ideal gas law ( )
and Coolprop-HEOS ( ) at different pressures. Coolprop [1] uses the Helmholtz energy form for
CH4 from [59].

tions. The essential among them are the Redlich and Kwong, Soave modification

to Redlich and Kwong, and Peng Robinson. Soave-Redlich-Kwong (SRK) and

Peng-Robinson (PR) equations of state are the most widely used cubic EOS for

computational simulations and optimization [71]. They will be explored further in

the next few sections.

2.2.3 Soave-Redlich-Kwong equation of state

Redlich and Kwong (1949) drastically improved the accuracy of the van

der Waals EOS for gaseous systems by adding a temperature dependency to the

parameter a, with an alpha function.

α(T ) = 1√
Tr
. (2.20)

While the Redlich-Kwong (RK) EOS provided good results for gases, it was not

designed for liquid or supercritical phases. Wilson [75] first proposed including
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the acentric factor in the α-function to account for effects of molecular shape and

orientation, and tying it with the corresponding states principle. Soave (1972)

[63] further modified the α-function based on Wilson’s proposal, using the Redlich-

Kwong equation of state. This took the form

α(Tr, ω) = (1 + f(ω)[1−
√
Tr])2 (2.21)

where

f(ω) = 0.480 + 1.574ω − 0.176ω2 (2.22)

The pressure-explicit form of the Soave-Redlich-Kwong EOS is

p = RuT

V − b
− A′α(Tr, ω)

V (V + b) , (2.23)

where the parameters A′ and b are functions of the critical properties Tc, Pc

A′ = 0.42747R
2
uT

2
c

pc
b(Tc) = 0.08664RuTc

pc
(2.24)

Figure 2.2 compares the density of pure CH4 obtained from the Soave-

Redlich-Kwong EOS with predictions from the Helmholtz energy EOS implemented

in Coolprop [1]. The predictions from the Soave-Redlich-Kwong equation are

quantitatively very similar to HEOS in the gaseous and supercritical regions, despite

slightly under predicting density near the critical point. However, the Soave-Redlich-

Kwong EOS, or any cubic equation of state, is not capable of accurately predicting

the vapor-liquid transition or the liquid-phase properties.
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2.2.4 Peng-Robinson equation of state

The Peng-Robinson EOS was developed as an enhancement to the Soave-

Redlich-Kwong EOS to improve the accuracy in the critical region. Peng and

Robinson modified the volume dependency of the attractive term, and provided

a modified version of the α(Tr, ω) function. The pressure-explicit form of the

Peng-Robinson EOS is

p = RuT

V − b
− A′α(Tr, ω)
V 2 + 2bV − b2 , (2.25)

where the parameters A′ and b are functions of the critical properties Tc, Pc

A′ = 0.45724R
2
uT

2
c

pc
, b(Tc) = 0.0778RuTc

pc
, (2.26)

and α(Tr, ω) function is based on Soave’s modification

α(Tr, ω) = (1 + f(ω)[1−
√
T/Tc])2. (2.27)

For Peng-Robinson, the expression for f(ω) is

f(ω) = 0.37464 + 1.54226ω − 0.26992ω2. (2.28)

Peng-Robinson provides more accurate estimations of density for heavier

hydrocarbons near the critical point. Despite the development of higher-accuracy

equations of state and correlations, Peng-Robinson still remains a very popular

choice for the equation of state [34]. The critical compressibility factor predicted by

Peng-Robinson is around 0.301 and is closest to the observed critical compressibility

factors around 0.27.

Figure 2.3a) compares the compressibility factor of CO2 obtained from the
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Figure 2.3: Pure-fluid a) compressibility factor for CO2 b) density for O2 using Peng-Robinson EOS
( ), Ideal gas law ( ) and Coolprop-HEOS ( ) at different pressures. Coolprop [1] uses the
Helmholtz energy form for CO2 from [65], and O2 from [56] [66].

Peng-Robinson EOS with the Coolprop reference. Above the vapor-liquid equi-

librium envelope, Peng-Robinson captures the qualitative effects near the critical

point very well, and the quantitative agreement is also sufficient considering that

we are using a generalized two-parameter cubic EOS. Figure 2.3b) compares the

density of O2 obtained from the Peng-Robinson EOS with the Coolprop reference.

The Peng-Robinson density diverges from expected at extremely low temperatures,

but this is still satisfactory for the cryogenic conditions considered in this study.

2.2.5 Computational considerations

The first consideration in choosing an appropriate EOS to model thermody-

namics in a computational study is whether to use pre-computed thermodynamic

tables or runtime thermodynamic computations. While pre-computed tables lets us

use pV T data from reference equations like the Helmholtz EOS, they require that

the thermodynamic tables be loaded in memory. Due to restrictions on program

memory, this would only be feasible if the degrees of freedom, such as the number

of species, thermodynamic quantities of interest, or the range of temperatures and
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Species CPU time -
PREOS (µs)

CPU time -
HEOS (µs)

PREOS
Speedup

H2 0.369942 20.2743 55

O2 0.341154 37.1312 109

CH4 0.333462 47.8969 144

CO2 0.330636 93.5946 283

Table 2.1: Computational costs involved in estimating ρ(T, p) for several fluids, using the Peng-
Robinson and Helmholtz energy EOS (HEOS). We use the HEOS implemented in Coolprop [1].

pressures, are kept low. In the present study, however, none of these conditions

hold true and pre-tabulated thermodynamics is not computationally viable.

Considering only runtime thermodynamic calculations, Cubic EOS are prefer-

able in numerical simulations due to the fewer parameters in use and the on-the-fly

computational performance. Table 2.1 shows the computational costs associated

with the Peng-Robinson EOS implementation in the present work and HEOS imple-

mentation in Coolprop [1] for several pure-fluids. In this test, we measure the mean

CPU time associated with each call to ρ(T, p). The same compiler optimization was

used in both cases. The speedup associated with using Peng-Robinson (or cubic

EOS) varies from a factor of 55 for H2 to around 283 for CO2.

2.2.6 Properties of unstable species

Chemically unstable species like radicals and ions do not have measurable

critical point properties due to thermodynamic instability. However, cubic EOS

require data on critical points to predict the thermodynamic properties of the fluid.

Since the Lennard-Jones parameters of many species are widely available with the

help of molecular dynamics simulations, there have been many efforts to relate

cubic equations of state to phase equilibrium data from molecular dynamics simu-
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lations via L-J parameters. A review of these studies can be found in Harismiadis

et al. [18], and Cabral et al. [5]. In this study, we use the critical properties of a

L-J fluid from Cañas-Marín [6]

Tc = 1.316 ε

kB
,

Vc = 3.29NAσ3,

(2.29)

where NA is the Avogadro number in mol−1. This is also the approach followed by

[11]. For Peng-Robinson EOS, the parameter b can be expressed in terms of the

collision diameter σ as

b = 0.8326σ3. (2.30)

It is to be noted, however, that these rules are considered an approximation

and so are only used for the chemically unstable species.

2.3 Caloric equation of state - for e, cp, h

Having investigated different methods to relate the primary thermodynamic

variables, f(p, V, T ), we now look at methods for estimation of caloric quantities

required to close the energy equation (Eqn. 2.4), such as the internal energy e, the

enthalpy h, entropy s, and the constant-pressure specific heat capacity cp. Unlike

pV T data and the ideal gas cop, which are measurable in experiments, e, h and s

are just conceptual quantities. Conceptual quantities are state quantities, and do

not depend on the exact path of the process, just the initial and final states. Such

quantities do not have an absolute value, and only the difference in such quantities

can be related to the measurable thermodynamic quantities.
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2.3.1 The thermally perfect assumption for an ideal gas

If the internal energy is expressed as a function of temperature and volume

e(T, V ), a differential change in internal energy is given by

de =
(
∂e

∂T

)
V

dT +
(
∂e

∂V

)
T

dV (2.31)

However, it can be shown that
(
∂e
∂V

)
T

= 0 for an ideal gas, and so the internal

energy is only a function of temperature in an ideal gas. This is also true for other

derived thermodynamic variables like enthalpy and heat capacities. This is also

known as the thermally perfect assumption.

To estimate the extended thermodynamic quantities, e, cp, h, we make use of

the NASA thermodynamic database [41]. The NASA thermodynamic database ex-

presses these properties as a polynomial function of temperature. These coefficients

are obtained for a range of stable species, radicals, and ions using experiments and

regression analysis, and is a well-established dataset. The ideal gas heat capacity at

constant pressure cop is expressed as

cop(T )
Ru

=
4∑
i=0

aiT
i = a0 + a1T + a2T

2 + a3T
3 + a4T

4, (2.32)

where a0...a4 are the coefficients of the polynomial obtained using regression

analysis in McBride et al. [41]. Two sets of polynomial coefficients are available,

one for each temperature interval. Knowing cop, the ideal gas enthalpy ho can be

32



easily obtained with knowledge of basic thermodynamic relations, as

dho(T ) = cop(T )dT,

ho(T ) =
∫ T

298
cop(T )dT + ∆fh

o
298,

ho(T )
RuT

=
∫
cop(T )dT
RuT

+ a5

T
= a0 + a1

2 T + a2

3 T
2 + a3

4 T
3 + a4

5 T
4 + a5

T
,

(2.33)

where ∆fh
o
298 is the standard enthalpy of formation, taken to be equal to ho(298)

for convenience. For the reference elements (O2, H2, C, etc), ∆fh
o
298 = ho(298) = 0.

Similarly, the ideal gas entropy so can be written in terms of ho or cop with the

assumption that the system is in thermodynamic equilibrium. The expressions are

dso(T ) = dho(T )
T

=
cop(T )dT

T
,

so(T ) =
∫ T

298

(
cop(T )
T

)
dT + so(298),

so(T )
Ru

=
∫ (

cop(T )
RuT

)
dT + a6 = a0 lnT + a1T + a2

2 T
2 + a3

3 T
3 + a4

4 T
4 + a6,

(2.34)

where a5, a6 are the constants of integration, also published in the NASA thermody-

namic database [41].

2.3.2 Real gas: departure functions

In the previous section, the caloric quantities were shown to be purely func-

tions of only temperature in an ideal gas case with the thermally-perfect assumption.

When the deviations from the ideal gas model are significant, the caloric quanti-

ties have a drastic pressure dependence which have to be accounted for. This is

typically accounted for by the addition of a pressure-dependent component to the
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Figure 2.4: Comparison of (a) specific heat capacity for O2 and (b) speed of sound for CH4 from
Peng-Robinson ( ) with the ideal gas model ( ) and Coolprop-HEOS ( ).

low-pressure ideal gas component

f(T, p) = f o(T ) + fdep(T, p) f ∈ {cp, cv, e, h, s...}.

The pressure-dependent term fdep(T, p) is commonly known as the departure func-

tion. The temperature-dependent term f o(T ) is estimated using NASA polynomials

(Eqn. 2.34) as described in the previous section.

Considering the internal energy e(T, V ),
(
∂e
∂V

)
T
, 0 for a real gas. The internal

energy for a real gas is given by

e(T, p) =
∞∫
T

cV dT +
∞∫
V

(
∂e

∂V

)
T

dV,

e(T, p) = eo(T ) +
 ∞∫
V

(
T

(
∂p

∂T

)
V

− p
)
dV

 .
(2.35)

The final term is the expression for the departure function of internal energy. Given

an analytical expression for f(p, V, T ) = 0, an exact expression for the departure

function can be obtained. For the Peng-Robinson EOS, the exact expressions for
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estimating internal energy, enthalpy and heat capacities are of the form

e(T, p) = eo(T ) +K1

(
Am − T

∂Am
∂T

)
,

h(T, p) = ho(T ) + pV −RuT +K1

(
Am − T

∂Am
∂T

)
,

cp(T, p) = cop(T )− T
(∂p/∂T )2

V,X

(∂p/∂V )T,X
−Ru − T

∂2Am
∂T 2 K1,

(2.36)

where K1 is a function of the Peng-Robinson cubic EOS parameters

K1 = 1
2
√

2bm
ln
[
V + (1−

√
2)bm

V + (1 +
√

2)bm

]
.

Figure 2.4a compares the specific heat capacity of O2 obtained from Eqn. 2.36

for Peng-Robinson with the Coolprop reference. Except for the Cp 30 bar isobar at

low temperature, which is in the liquid region, the derivatives of the Peng-Robinson

EOS show excellent agreement in other regions. Figure 2.4b) compares the speeds

of sound for CH4 with reference. The general trends compare reasonably well with

the reference values, however the accuracy of Peng-Robinson is very limited at

lower temperatures.

2.3.3 Mixing and combination rules

The previous sections have described the details of thermodynamic property

estimation for a pure species. To extend the Peng-Robinson EOS (Eqn. 2.25) to

predict the properties of a multi-component mixture, we can write

p = RuT

V − bm
− Am
V 2 + 2bmV − b2

m

, (2.37)

where Am and bm are the cubic equation parameters averaged over the entire

mixture. To obtain these aggregate EOS parameters, we would need expressions
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known as mixing rules. The choice of mixing rules can be a crucial factor in

determining the accuracy of the property estimation. The common choice for

mixing rules for many cubic equations of state are from the van der Waals one-fluid

(vdW1f) theory. We use the vdW1f-type mixing rules from Harstad et al. [19],

which is derived from work by Wong and Sandler [76]. With these rules, the

mixture EOS parameters are given by

Am =
Ns∑
i

Ns∑
j

XiXjAij

bm =
Ns∑
i

Xibi

(2.38)

where Xi denotes the mole fraction of the component i in the mixture. Quantities

Aij and bi denote the pure-species parameters corresponding to the binary species

pair (i, j). These can be related to the critical properties of the binary species pair

as

Aij = 0.457236(RuTc,ij)2

pc,ij
α(Tr,ij, ωij)

bi = 0.077796RuTc,ij
pc,ij

α(Tr,ij, ωij) =
(

1 + f(ωij)
(

1−
√

T

Tc,ij

))2

(2.39)

where f(ωij) is similar in form to Eqn. 2.28. To relate the binary species-pair

properties to pure-fluid properties, the following combination rules are used

Tc,ij =
√
Tc,iTc,j(1− kij)

pc,ij = Zc,ij
RuTc,ij
Vc,ij

ωij = 1
2(ωi + ωj)

(2.40)
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The binary interaction parameter kij accounts for the effects of attractive or re-

pulsive forces between molecules of different species. This is an empirical value,

specific to the EOS used, and is obtained by fitting experimental observations to

the EOS state. Data on binary interaction parameters are scarce. This study as-

sumes kij to be zero, except in the validation tests described below. The remaining

combination rules necessary to close the above system of equations are

Vc,ij = 1
8((Vc,i)1/3 + (Vc,j)1/3)3

Zc,ij = 1
2(Zc,i + Zc,j)

(2.41)

We validate our implementation of the mixing rules with experimental data for

a ternary mixture of methane (CH4), ethane (C2H6) and propane (C3H8) from

Cristancho et al. [9]. Further, we compare our results with computational data from

Masquelet [39], which also implements the Peng-Robinson EOS with mixture rules

from Harstad et. al [19]. The results presented in the following tests use a mixture

containing 0.095039 moles of methane, 0.03961 moles of ethane and 0.01000 moles

of propane. The following tests also make use of empirically-determined binary

interaction parameters as specified in [9]. The binary interaction parameters

for methane–ethane, methane–propane, and ethane–propane pairs are −0.0021,

−0.0029, and 0.008 respectively.

Both the present work and the Peng-Robinson reference implementation

in Masquelet [39] use identical expressions for mixing rules, partial molar vol-

umes, and partial molar enthalpies. In addition, the values of the numerical

Peng-Robinson constants, the value of the universal gas constant, and the critical

properties of the test species are also identical.

First, we compare the partial molar volumes for the reference mixture at
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Molar volume
(×10−3 m3/mol)

PREOS Reference Relative
Error %

Vmix 0.5464 0.5534 -1.26

VCH4 0.5510 0.5584 -1.33

VC2H6 0.4703 0.4718 -0.32

VC3H8 0.4044 0.4072 -0.69

Table 2.2: Partial and mixture molar volumes of a mixture containing 0.095039 moles of CH4,
0.03961 moles of C2H6, and 0.01000 of C3H8 at T = 350 K, p = 4.998 MPa. PREOS - Present
study, Reference - Masquelet[39].

T
(K)

p
(MPa)

ρPREOS
(kg/m3)

ρref
(kg/m3)

Relative
Error %

300 4.965 37.7504 37.1883 1.51
300 8.002 64.6633 63.0133 2.62
350 2.002 11.9344 11.8745 0.50
350 4.998 30.893 30.4957 1.30

Table 2.3: Densities of a mixture containing 0.095039 moles of CH4, 0.03961 moles of C2H6, and
0.01000 of C3H8 at specified p, T . PREOS - Present study, Reference - Masquelet[39]

T = 350 K, p = 4.998 MPa with the numerical implementation in Masquelet

[39]. The results are tabulated in Table 2.2, and show very good agreement

with the reference values. Our implementation under predicts molar volumes by

' 1%. Next, we compare the mixture densities at several different temperatures

and pressures, tabulated in Table 2.3. The average deviation remains relatively

small. Finally, we compare the mixture densities over a range of pressures for

several different temperatures with the experimental data from Cristancho [9]

and numerical implementation in Masquelet [39]. Figure 2.5 shows that the

Peng-Robinson implementation in the present work appears to slightly over-predict

mixture densities compared to the reference. However, we find the margin of error

to be acceptable.
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Figure 2.5: Densities of a mixture containing 0.095039 moles of CH4, 0.03961 moles of C2H6,
and 0.01000 of C3H8 at T = 300, 350, 400 Kelvins using the present implementation (Solid lines),
reference numerical data [39] (Dashed) and experimental data [9] (Symbols).

2.4 Transport properties

In chemically reacting flows with multiple species, there are multiple modes

for the diffusion of fluid properties. There is diffusion of momentum due to the

viscosity of the fluid. Thermal diffusion or the diffusion of thermal energy is

brought about by the fluid’s thermal conductivity. In a multi-component mixture,

there is also the differential diffusion of individual species based on concentration

gradients, pressure gradients, temperature gradients (Soret effect) or electric

fields [51]. This study is limited in scope to the species mass diffusion due to

concentration gradients.

The following subsections describe the estimation of transport coefficients for

the diffusion of mass, momentum and heat, which are required to close the system

of equations 2.1 through 2.4. The low-pressure property estimation methods are

described first, followed by methods for high-pressure estimation.
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2.4.1 Low-pressure transport coefficients

Low-pressure property estimation methods are based on the kinetic theory

of gases, and subsequent modifications by Chapman and Enskog. Chapman and

Enskog extended formulations for viscosity and thermal conductivity from hard

spheres to a model with intermolecular forces. The Lennard-Jones potential well,

previously introduced in Section 2.2, is a popular semi-empirical model for the

intermolecular potential. The property estimations make use of Lennard-Jones

parameters σ is the collision diameter, and ε is the well depth.

The Chapman-Enskog theory provides integral expressions for transport prop-

erties at low densities, and monoatomic gases as a function of the intermolecular

potential energy ϕ(r).

2.4.1.1 Coefficient of viscosity

Using the kinetic theory of gases and mean free paths, Maxwell (1860)

derived a basic expression for the coefficient of viscosity for a monoatomic gas,

comprised of rigid spheres of diameter d and mass m, without any intermolecular

forces between them, to be

µo = 2
3π

√
πmkBT

πd2

[
g

cm− s

]
, (2.42)

where kB is the Boltzmann constant. The above expression features a square

root dependence on temperature, which does not adequately capture the true

temperature dependence of viscosity. To develop a more accurate kinetic theory of

monoatomic gases, Enskog accounted for the intermolecular forces of attraction

between the molecules. The viscosity of a pure monoatomic gas can be expressed
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as a function of the Lennard-Jones parameters as

µo = 5
16

√
πmkBT

πσ2Ωv

= 2.6693(WT )1/2

σ2Ωv

× 10−6
[

kg

m− s

]
, (2.43)

where W is the molecular mass (g/mol), σ is the collision diameter in Å (10−10

m), and the temperature T is in K. The collision integral Ωv is a dimensionless

function of the reduced temperature T ∗ = kBT/ε, and represents the deviation

from a rigid-sphere model. The collision integral is equal to unity for a gas with

rigid spheres of diameter σ and without any intermolecular forces. We use the

collision integral by Monchick and Mason as found in Poling [51]

Ωv = A[(T ∗)−B] + C[e−DT ∗ ] + E[e−FT ∗ ].

Constants A through E are given in [51]. Despite Eqn. 2.43 having been developed

from the kinetic theory for monoatomic gases, it has been found to hold well for

polyatomic gases as well [2].

To estimate the mixture-averaged viscosity, the Wilke’s mixing rule, modified

by Bird [2], is employed. It is of the form

µomix =
Nsp∑
k=1

Xkµ
o
k

Nsp∑
j=1

XjΦkj

,

where

Φjk = 1√
8

(
1 + Wj

Wk

)−1/2
1 +

(
µoj
µok

)−1/2 (
Wk

Wj

)1/4
2

,

and Wj is the molecular mass of species j.
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Figure 2.6: Illustration of mass diffusion process. Figure from Poling et al. [51].

2.4.1.2 Mass diffusion model and diffusion coefficients

For a binary mixture, Fick’s first law of diffusion relates the diffusive flux jk of

species k to its concentration gradient ∇Xk by means of the binary mass diffusion

coefficient Dkj [27]

jk = −ρDkj∇Xk. (2.44)

Consider a binary mixture of species A and B, where A and B are diffusing

across the plane RR′, as illustrated in Figure 2.6. If jA represents the net mass flux

of A , then

jA = −ρDAB
∂XA

∂z
,

jB = −ρDBA
∂XB

∂z
,

(2.45)

and since jA + jB = 0, we get

DAB = DBA.

The mass diffusivity for a species j in species k is a function of the temperature

T and pressure p. The Chapman-Enskog expression for binary mass diffusivity is of

the form

Do
jk = 3

16

√
2πk3

BT
3/mjk

pπσ2
jkΩD(T ∗jk)

[
m2

s

]
, (2.46)
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where p is the pressure in bar, the temperature T is in K, ΩD is the non-dimensional

collision integral for mass diffusion, and is a function of the reduced temperature

T ∗jk = kBT/εjk. The combination rules for the reduced mass mjk (kg), collision

diameter σjk (m) and well-depth εjk (J) of the (j, k) species pair are expressed as

mjk = 1
NA

WjWk

Wj +Wk

, σjk = σj + σk
2 , εjk = (εjεj)1/2 .

This study uses the diffusion collision integral ΩD from Neufield (1972), which is

of the form

ΩD(T ∗jk) = A

(T ∗jk)B
+ C

exp(DT ∗jk)
+ E

exp(FT ∗jk)
+ G

exp(HT ∗jk)
.

Constants A through H can be found in [51].

Before we describe the averaged mass diffusion coefficients, we introduce the

concept of mass diffusion velocities by re-expressing the Fickian mass flux from

Eqn. 2.44 as

jk = −ρXkVk (2.47)

where the diffusion velocity Vk is given by the Hirschfelder-Curtiss approximation

Vk = − 1
Xk

Dk∇Xk (2.48)

where Dk is the mixture-averaged molecular diffusivity for species k

Dk = 1− Yk∑
j,kXj/Djk

(j, k) ∈ S|j , k (2.49)

Due to local variations in the species mass fractions because of diffusion, a correc-

tion velocity is necessary. This also ensures that the species conservation equations

correctly add up to give the continuity equation. There are several ways to ensure
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mass conservation. In the first approach, we add an artificial correction velocity

Vc to ensure that the species conservation equations essentially reduce the mass

continuity equation

Vc =
∑
k

Dk
Wk

W

∂Xk

∂x
.

The diffusion velocity of species k is then given by

Vk = −Dk
∇Xk

Xk

+ Vc.

In the second approach, the composition of the diluent species (typically Ar or N2)

is artificially manipulated to ensure that the total mass fraction is equal to 1 after

every Runge-Kutta sub-step

Ydiluent = 1−
∑
k

Yk k ∈ S \ {diluent}.

In this case, Vc is set to zero. We use the second approach for all computations of

premixed flames.

2.4.1.3 Coefficient of thermal conductivity

Using the kinetic theory for monoatomic gases, the expression for thermal

conductivity of a non-attracting rigid-sphere molecule can be derived as Bird et al.

[2],

λmono = 2
3π

√
πmkBT

πd2 cv,trans, (2.50)

where the specific heat at constant volume for a monoatomic gas cv,trans = 3
2kB/m.

The Chapman-Enskog theory extends this to account for intermolecular forces
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of attraction, and expresses the thermal conductivity in terms of the L-J parameters.

λmono = 25
32

√
πmkBT

πσ2Ωv

cv,trans = 5
2µcv,trans. (2.51)

For a polyatomic gas molecule, the thermal conductivity is the sum of the transla-

tional, rotational and vibrational components. We use the form given by Warnatz

[72] as

λo = µo ((ftranscv,trans + frotcv,rot + fvibcv,vib) ,

where

ftrans = 5
2

(
1− 2

π

A

B

cv,rot
cv,trans

)
,

frot = fvib

(
1 + 2

π

A

B

)
,

fvib = ρDo
kk

µo
.

(2.52)

In the above expressions, Dkk is the self-diffusion coefficient, and is estimated by

Eqn. 2.46. Parameters A and B are given by the following expressions

A = 5
2 − fvib,

B = Zrot + 2
π

(5
3
Wcv,rot
Ru

+ fvib

)
.

The rotational relaxation number Zrot represents the number of collisions necessary

to transfer a quantum of energy from the rotational mode to translational mode.

The functional form of Zrot is described in Kee [25].

The total specific heat capacity at constant volume, cv, is available through

experimental data regressed in the form the NASA polynomial coefficients. The

vibrational component of cv can be estimated as

cv,vib = cv − cv,trans − cv,rot. (2.53)
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To obtain mixture-averaged thermal conductivities, the following mixing rule is

used

λo = 1
2


Ns∑
k=1

Xkλ
o
k + 1

Ns∑
k=1

Xk/λok

 .

2.4.2 High-pressure transport models

The Chapman-Enskog theory provides theoretical expressions for the transport

coefficients of gases as functions of temperatures at low pressures only. At higher

pressures characteristic of supercritical combustion, we would need better models

to estimate viscosity, thermal conductivity and molecular diffusivities.

A good high-pressure transport model must accurately capture the dense-

fluid effects at high pressures and low temperatures, while being able to smoothly

transition to the predictions of low-pressure transport models at low pressures

and/or high temperatures. Transport models based on the corresponding states

model express the high-pressure properties as a factor of the corresponding low-

pressure properties, and consequently transition well to the low-pressure model.

In addition to the above requirements, it’s also important to predict the correct

viscosity and thermal conductivity of water at high temperatures. Any property

estimation method must be extensible to a multi-component mixture as well.

Among the dense-gas viscosity estimation based on the corresponding states

method, the methods due to Reichenberg (1979), Lucas (1984), Chung (1988) are

popular. The Reichenberg was designed for organic gases, and does not work for

non-organic and polar gases. While the Lucas method converges to low-pressure

values at ideal conditions, it does not handle polar molecules including water.

However, it can handle quantum fluids like H2, He.
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The TRAPP method is also a corresponding states method for the estimation

of viscosity and thermal conductivity. It gives the properties as a factor of the low-

pressure value for propane. While TRAPP gives the correct thermal conductivity of

mixtures at low pressures and high temperatures, it does not account for polarity

of molecules. As a result, the viscosity of water is poorly predicted.

For this study, we use the high-pressure viscosity and thermal conductivity cor-

relations of Chung et al. (1988) [8]. For the high-pressure molecular diffusivities,

we use the Takahashi correlation [69].

2.4.2.1 Chung correlation: for µ and λ

Chung et al. [8] extended the Chapman-Enskog theory to develop semi-

empirical correlations for dense-gas viscosity and thermal conductivity as functions

of temperature and density. Firstly, Chung et al. [8] extended Eqn. 2.43 to polar

and non-polar polyatomic gases by accounting for molecular shapes, electrostatic

molecular forces and hydrogen bonding using a correction factor Fc, which is given

by the expression Fc = 1−0.2756ω+0.059035µ4
r+κ, and is a function of the acentric

factor ω accounts for molecular shape, κ is an empirically-determined correction

factor for hydrogen-bonding substances such as alcohols, acids and water. µr is

the dimensionless dipole moment, expressed as µr = 131.3µ/
√
VcTc. With this the

corrected expression for viscosity becomes

µoc = (26.69)(WT )1/2

V
2/3
c Ωv

Fc, (2.54)

For the low-pressure thermal conductivity, Chung developed the following expres-

sion

λoc = µoc
3.75Ru

W
Ψ (2.55)
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Figure 2.7: Comparison of the a) viscosity and b) thermal conductivity for H2O using the original
Chung correlation [8] ( ), modified Chung correlation ( ), low-pressure Chapman-Enskog
correlations ( ) and reference data ( ).

where

Ψ = 1 + α

(
0.215 + 0.28288α− 1.061β + 0.26665Zcoll

0.6366 + βZcoll + 1.061αβ

)

α = cvW

Ru

− 3
2

(2.56)

where Zcoll measures the number of collisions required to convert the internal

energy to translational energy. At high temperatures, the internal energy is the

dominant mode of energy, and the system requires an extremely large number of

collisions to convert it to translational energy. Hence the model for Zcoll used here

is

Zcoll = 2.0 + 10.5T 2
r . (2.57)

The parameter β is the same as (fvib)−1, and is empirically correlated with the

acentric factor ω for non-polar hydrocarbons.

β = 0.786231− 0.710907ω + 1.31683ω2 (2.58)

For polar compound, see Chung et al. [8] for experimentally determined values for

β. This correction is not extensible to mixtures however.
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Chung et al. [8] then extended the low-pressure formulation to account for

dense-fluid effects. The real gas viscosity can be written as the sum of the correct

low-pressure viscosity µoc (Eqn. 2.54) and a dense-gas contribution µp, resulting in

µc = µoc (1/G2(Ai) + A6y) + µp (2.59)

where µp is the dense-gas contribution, given by

µp = 36.34× 10−6
√
WTc

V
2/3
c

A7y
2G2(Ai) exp

(
A8 + A9

T ∗
+ A10

T ∗2

)
(2.60)

Similarly, the real gas thermal conductivity λc can be expressed as a function of the

low-pressure thermal conductivity λoc (Eqn. 2.55) and a dense-gas contribution λp,

resulting in

λc = λoc (1/G2(Bi) +B6y) + λp (2.61)

with the dense-gas contribution taking the form λp

λp = 3.58× 10−3
√

Tc
WV 3

c

B7y
2G2(Bi)

√
Tr (2.62)

For the above expressions, the reduced density number y is given by

y = ρVc
6 , (2.63)

and G1, G2 are expressed as

G1 = 1− 0.5y
(1− y)3 ,

G2(Ei) = E1[1− exp(−E4y)]/y + E2G1exp(E5y) + E3G1

E1E4 + E2 + E3
.

(2.64)

The function G2 tends to unity at low densities, making µp, λp negligible and the
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effective viscosity and thermal conductivity tending to the corresponding low-

pressure values µoc and λoc. At high densities, G2 sharply increases thereby making

µp and λp dominant. Parameters E1 through E10 are linear functions of the acentric

factor ω , reduced dipole moment µr, and association factor κ

Ei = ai + biω + ciµ
4
r + diκ Ei ∈ {Ai, Bi} (2.65)

See Chung et al. [8] for the coefficients tabulated for viscosity and thermal conduc-

tivity.

Chung et al. [8] provided mixing and combination rules in order to extend

the above pure-fluid property estimation to mixtures. See Chung et al. [8] for the

detailed set of rules.

Figures 2.7, 2.8 and 2.9 compare the performance of the Chung correlation

with the reference data. A more comprehensive assessment of the Chung correlation

for the species prominent in this study (chemistry set) can be found in Appendix

C. The Chung correlation is overall sufficiently accurate in the dense-gas region.

With the exception of CH4 viscosity, the transport properties of reactant species O2

and CH4 have an average error (AAD) of less than 9% in both the low-temperature

and high-temperature ranges. The deviation in CO2 properties is also acceptably

small (. 8%). While the low-temperature λ deviation of H2O is 28%, it is the

high-temperature µ and λ deviations of 18 and 8 percentages compared to the

respective Chapman-Enskog AADs of 5 and 9 than concern us. Since the dynamics

of flame is dependent on the thermal conductivity in the pre-flame region and the

reaction zone, it is necessary to estimate the correct value of transport properties

at moderate to high temperatures. Considering that water vapor is a major product

of the reaction, it is important to obtain correct transport properties of water at
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moderate to high temperatures.

The second consideration is that to investigate the effect of high-pressure

property estimation systematically, it’s preferable for the high-pressure correlations

to smoothly attain the values of the low-pressure correlations. One option is to use

the Chung (1984) correlation for our low-pressure simulations so that the real gas

flames will transition smoothly. The issue with this is threefold. First, it is much less

accurate than Enskog predictions at high temperatures for Water. Secondly, it is not

the standardly used low-pressure transport method for combustion simulations and

does not help us validate low-pressure results with widely available low-pressure

data. Thirdly, Chung correlation cannot handle property estimation for H2 at

moderate to high temperatures.

Since, Chapman-Enskog provides reasonable values of H2 and H2O transport

properties at high temperatures, and is the established transport property method

at low pressures, we investigate replacing the Chung high-pressure correlation to

scale up from the CE low-pressure method. Replacing the low-pressure viscosity in

equations 2.59 and 2.61 with equations 2.43 and 2.52, resulting in the expressions

µ′c = µo (1/G2(Ai) + A6y) + µp

λ′c = λo (1/G2(Bi) +B6y) + λp

(2.66)

The results from the above modification are tabulated in Appendix C. We find

acceptably low AADs in high-temperature ranges for H2O and H2 of . 11% and

. 10%, compared to 18% and 23% using Chung. The high-pressure AADs of the

species are comparable to the original Chung high-pressure estimation, with the

exception of H2.

We had also considered a blending function to smoothly transition from

51



102 103

Temperature (K)

10−5

10−4

1 bar

20 bar

50 bar

100 bar

250 bar

µO2(Pa− s)

(a)

102 103

Temperature (K)

10−2

10−1

1 bar

20 bar

50 bar

100 bar

250 bar

λO2(W/(m−K))

(b)

Figure 2.8: Pure-fluid a) viscosities and b) thermal conductivities of Oxygen using the low-pressure
correlation ( ), the original ( ) and modified ( ) Chung correlation and the reference values
( ).

high-pressure property estimation at low temperatures to the default low-pressure

property estimation at high temperatures. This is a less elegant solution, but it

also serves to affect the shape of the high-pressure correlations and ultimately we

decided against it.

2.4.2.2 Takahashi correlation: for DAB

Binary mass-diffusion coefficients vary inversely with pressure at low pres-

sures. This behavior can also be seen from the models for low-pressure mass

diffusivity described in Section 2.4.1.2. However, this behavior is not valid at high

pressures and we need a more accurate model for binary diffusion coefficients.

Predictive methods for the binary mass-diffusion coefficients of dense gases

can be roughly classified into three categories: methods based on the Stokes-

Einstein formula, methods based on Rough-Hard-Sphere model and the corre-

sponding states principle. For a comprehensive treatment of this topic, see Medina

[42]. The state of the art in binary diffusion coefficient estimation is the work
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Figure 2.9: Pure-fluid a) viscosities and b) thermal conductivities of Methane using the low-pressure
correlation ( ), the original ( ) and modified ( ) Chung correlation and the reference values
( ).

from Magalhães [35, 36]. However, this is more computationally involved than is

desired for the present study.

A corresponding states approach to estimating the binary diffusivity is prefer-

able for two reasons. Firstly, such methods are simple and computationally efficient,

give qualitatively correct values. Secondly, these methods involve a multiplicative

factor which tends to the correct low-pressure values.

For the purposes of this study, we model the dense-gas mass diffusivity

using the Takahashi method [69]. This work is based on the corresponding states

principle, and relates the ratio of the high-pressure and low-pressure diffusivities

to the critical properties of the species in the mixture.

Djkp

(Djkp)o
= f(Tr, Pr) (2.67)

Takahashi published a generalized chart for estimating the correction factor f(Tr, Pr)

as a function of reduced temperatures and pressures for self-diffusion and binary-

diffusion coefficients. According to Takahashi, the average deviation between the
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observed values and the chart for several binary mixtures over 102 isotherms is

around 4.1%.

The reduced temperature and pressure are estimated with respect to the

pseudo-critical temperature and pressure of the binary species pair (j, k), as Tr =

T/T
′
c and pr = T/p

′
c, where

T
′

c = xjTc,j + xkTc,k

p
′

c = xjpc,j + xkpc,k

(2.68)

For ease of chart lookup simpler, Takahashi provided curve fits estimated

using the method of least squares. In our experience, however, the correction

factors estimated using the fitted correlation were not smooth, and had significant

jumps at low reduced temperatures. In this study, we were able to obtain smoother

functions by digitizing the plot of the correction factor chart in Takahashi. To get

the correction factors at intermediate values of Tr, pr, a bilinear interpolation is

performed on the set of two-dimensional digitized data. When the operating states

fall outside the bounds of the chart, we enforce a set of rules for the boundary

cases. If the reduced binary pressure Pr < 0.05, the Takahashi factor f is set to

unity. This ensures agreement with low-pressure mass-diffusivities at sufficiently

low pressures. At the other extreme, if Pr ≥ 4.8, the Takahashi factor is set to the

last available data point for a given temperature (interpolation, if needed). For

intermediate cases of pressure, if the reduced binary temperature Tr < 0.9, we

use the interpolated value of f on the Tr = 0.9 isotherm. If Tr > 5, we use the

interpolated value on the Tr = 5 isotherm. In the interior of the domain, we use a

simple bilinear interpolation.

This study’s implementation of the Takahashi correlation is validated with
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Figure 2.10: Comparison of binary mass diffusivity in a CO2 − C2H4 mixture at 323.23K using the
Takahashi correlation( ) with the reference Poling[51]( ).

Poling[51], for a binary carbon dioxide-ethylene system at 323.23 K (Figure 2.10).

Real-gas binary mass-diffusivities have a stronger inverse dependence on pressure

(around 25−100 bar) compared to the low-pressure expressions from the Chapman-

Enskog theory, which have a constantDABp. Note that for real gas mass diffusivities,

DAB , DBA at higher pressures. We find our implementation to be in good

agreement with Poling[51].

2.5 Chemical kinetics model

In this section, we provide a brief survey of the categories of models available

to close the chemical production term ω̇ in the species conservation equation (Eqn.

2.2). Chemical kinetics models can be broadly classified into fast chemistry models

and finite-rate chemistry models [27]. Fast chemistry models are based on the

assumption that the chemical reactions take place instantaneously, or that the

chemical time scales are much shorter than the timescales of transport processes.

The assumption of infinitely fast timescales allows for faster computation of reacting

flows, as the range of timescales that needs to be resolved is drastically reduced
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Figure 2.11: Hierarchy of chemical kinetics models. Adapted from Kee et al. [27]

and the problem becomes less stiff. Flamelet models commonly used in numerical

simulations of turbulent reacting flows are one subtype of such models, involving an

infinitely fast one-step global reaction. Another subtype are models which assume

chemical equilibrium at every point in the flow field, and hence the equilibrium

mixture composition is determined by minimizing the Gibbs free energy for a given

mixture fraction, temperature and pressure. The assumption of fast chemistry in the

above models allows for a fast and reasonable estimation of product temperature,

major species composition and even flame speeds in some cases. However, such

models are unable to predict the composition of minor species like NOx, and the

extinction properties of the flames.

For accurate modeling of the intricacies of reacting flows, the time scales of

the reactions must be modeled. Such models are classified as finite-rate chemistry

models. Depending the range of time scales and species modeled, there are different

types of finite-rate models. Global one-step kinetics consider the whole reaction as

proceeding from reactants to products in a single step, in a finite amount of time,
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without the formation or destruction intermediate products. Global multi-step

kinetics improve upon the accuracy of one-step mechanisms by considering the

most significant intermediate reactions. Detailed chemistry models on the other

hand are comprised of a number of elementary reactions, with the intention of

modeling the reactions as they occur on a molecular level. The complexity of

such detailed kinetic models have a logarithmic dependence on the number of

carbon atoms in the fuel, ruling out the use of such models for turbulent reacting

flow simulations. Analytical methods are a subtype of finite-rate models that

deploy algorithms to reduce global reaction kinetics to the most important skeletal

chemistry pathways. One such method is the intrinsic low dimension manifold

(ILDM) method, which uses concepts from dynamical methods to reduce the state

space of a reaction system, allowing for tabulation and later use in a turbulent

combustion simulation.

In order to model the flame properties with the greatest accuracy, the present

study uses detailed chemical kinetics. To simplify the process of implementation of

detailed kinetics in the solver, we integrate the pre-verified kinetics routines from

the open-source combustion utility, [14].

2.5.1 Detailed chemical kinetics

Consider the following elementary, bimolecular reaction,

a�+ b�⇔ c�+ d�,

where a, b, c, d are the stoichiometric coefficients of species �,�,�,� respectively.

Reactants � and � are in equilibrium with products � and �, with the reaction

proceeding in both forward and reverse directions. The law of mass action states

that the rate of a chemical reaction is directly proportional to the activities or
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concentrations of the reactants. The rate of formation of the product � is expressed

as
d [�]
dt

= kf (T ) [�]a [�]b ,

where [�] , [�] indicate the molar concentrations of species �,�, expressed as

[�] = ρX�/W

and kf is the forward rate constant, expressed using the Arrhenius form

kf (T ) = AT β exp(−Ea/RuT ).

Here A is the pre-exponential factor, β is the temperature exponent, and Ea is the

activation energy. Similarly, the rate of change of concentration of � is expressed

as
d [�]
dt

= kr(T ) [�]c [�]d ,

where kr is the reverse rate constant. The forward and reverse rate coefficients are

related by the expression

kr = kf
Kc

,

with Kc being the equilibrium constant based on concentrations

Kc = Kp(T )
(
patm
RuT

) K∑
k=1

νk

.

Kp(T ) is the equilibrium constant based on partial pressures

Kp(T ) = exp
(

∆so
Ru

− ∆ho
RuT

)
,
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where the quantities ∆so and ∆ho signify the change in entropy and enthalpy

during the process of conversion from reactants to products.

Any arbitrarily detailed chemical mechanism set consisting of I elementary

reactions involving S major and minor species, and reaction intermediates can be

expressed using a compact notation,

∑
k∈S

υ′kiχk ⇔
∑
k∈S

υ′′kiχk i ∈ I

where υki represents the stoichiometric coefficient for species k and reaction i, and

the symbol for the kth species is represented by χk. The superscripts ′ and ′′ to

υki represent forward and reverse stoichiometric coefficients respectively. The net

production rate ω̇k for the kth species is expressed as the following sum

ω̇k =
∑
i∈I

υkiQi k ∈ S,

where υki = υ′′ki − υ′ki, and Qi is the rate of progress (ROP) variable for the ith

reaction, given by

Qi = kfi
∏
k∈S

[χk]υ
′
ki − kri

∏
k∈S

[χk]υ
′′

ki

where kfi and kri are forward and reverse rate constants for the ith reaction.

Giovangigli [11] used the non-ideal form of the chemical rate of progress

to ensure non-negative entropy production. Giovangigli found that the standard

Arrhenius formulation is insufficient at extremely high pressures of 1000 atm, but

is still applicable at pressures of up to 100 atm. Hence, we use the standard ideal

gas Arrhenius formulation for the rate of progress Qoi for the ith reaction:

Qoi = kfi
K∏
k=1

[χk]υ
′
ki − kri

K∏
k=1

[χk]υ
′′

ki (2.69)
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Figure 2.12: Ignition delays of a methane-oxygen-nitrogen mixture with a) stoichiometric conditions
(φ = 1) and b) φ = 3.0 (20% CH4 , 13.3% O2 , 66.7% N2) using mechanisms from Huang [21]
and Petersen [48] respectively. Solid lines are from present study, dashed lines and symbols are
computational and experimental data from the respective references.

With regards to the species molar concentration, [χk], Giovangigli found that

using the ideal gas density (or molar volume) for the concentration leads to more

accurate results than the real gas densities, when compared to the non-ideal ROP

formulation. In this study, we use the ideal gas density in the expression for the

species molar concentration

[χk] = ρXk

W
(2.70)

2.5.2 Verification of kinetics - Ignition delay test

To verify the correctness of the chemistry routines in use, we use a constant-

volume combustor with the ideal gas EOS to measure the ignition delay times. In

this work, the ignition delay time (τ) is defined as the time of occurrence of the

maximum pressure-rise rate. This is implemented in the code as the time at which

the maximum of the normalized time-derivative of pressure occurs

τ = arg max
t

{
1
p

∂p

∂t

}
. (2.71)
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For the following tests, we use the detailed, high-pressure CH4 oxidation

mechanisms from Huang [21] and Petersen [48]. The Huang [21] mechanism

contains 38 species and 192 reactions, and is designed for high-pressure combustion.

Figure 2.12 a shows the results from this test, performed at pressures of 16 and 40

atmospheres with a stoichiometric mixture of CH4, O2, N2 with a O2 in N2 dilution

ratio of 21%. The estimated ignition delays agree fairly well with the computational

results in the reference.

The second test, presented in Figure 2.12 b, uses the NG1 CH4 oxidation

mechanism from Petersen [48]. This mechanism contains 118 species and 663

reactions, and is also designed for high-pressure combustion. The test is performed

at pressures of 40,85 and 140 atmospheres with a fuel-rich mixture of CH4, O2, N2

at an equivalence ratio φ = 3 (20% CH4 , 13.3% O2 , 66.7% N2). The present work

shows excellent agreements with the computed ignition delay times published in

the reference.
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Chapter 3: Theory of laminar premixed flames and

previous studies at elevated pressures

3.1 Structure of a canonical premixed flame

In premixed combustion, fuel and oxidizer are perfectly mixed at a molecular

level prior to the process of burning. The region of maximal chemical reaction and

heat release is concentrated in a thin region, called the flame region. The flame

propagates through the unburnt fuel and oxidizer mixture, with a flame speed

sL, leaving behind the burnt products of combustion. The energy released in the

process of conversion of reactants to products shows up in the burnt gas region as

the adiabatic flame temperature Tad.
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Figure 3.1: Structure of a laminar premixed flame. Figure from McAllister et al. [40]

The flame region can be considered to be comprised of two zones - the pre-

heat zone and the reaction zone (Figure 3.1). Most of the chemical reactions and

heat release occur in a thin region called the reaction zone. Heat released in the

reaction zone diffuses into the unburnt mixture, thereby raising the temperature

of the reactants. This region ahead of the reaction zone is the preheat zone, and

the extent of it depends on the flame temperature, the thermal conductivity λ and

heat capacity cp of the unburnt mixture. The preheat zone is much larger than the

reaction zone. The intermediate products formed as a result of the reaction diffuse

into the preheat zone as a result of concentration gradients.

To simplify the computation of the flame, the reference frame is fixed to the

flame front. So the flame itself is stationary, while the fuel and oxidizer mixture

enters the inlet with a velocity equal to the flame speed sL. The burnt gases leave

the outlet with a velocity higher than the flame speed. This is due to the energy
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released within the flame.

Equations 2.1 through 2.4 describe the physics of reacting flows. In the next

section we consider a simplified analysis of a laminar premixed flame - the thermal

theory of flame propagation.

3.2 Simplified analysis

3.2.1 Thermal theory of flame propagation

The thermal theory of flame propagation is originally due to Mallard and

Le Chatelier [37]. They introduced the notions of the preheat zone and reaction

zone, and postulated that the reaction zone begins at the point where the reactant

temperature attains a certain value, termed as the ignition temperature. While the

ignition temperature is not a measurable flame quantity, it identifies the regions

having different opposing effects. Heat released from the reaction zone diffuses

into the unburnt mixture, thereby raising the temperature of the reactants to the

ignition temperature. Most of the chemical reactions driving the flame occur within

the reaction zone, and any reactions in the preheat region are ignored. They only

considered the problem of heat transport by conduction, and ignored any mass

diffusion.

Assuming the flame has reached steady-state, the rate of change of enthalpy

in the pre-heat zone is matched by the heat flux diffusing from the flame region

into the pre-heat region

∫ x∗

xu

∂(ρuh)
∂x

dx =
∫ x∗

xu

∂

∂x

(
λ
∂T

∂x

)
dx. (3.1)

where T∗ is the ignition temperature at x∗ in the flame.
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We apply the fact that the mass flux is conserved throughout the flame,

ρu = ρuSL, and the temperature gradient at the inlet is zero, dT/dx|u = 0, leading

to

ρuSL(h∗ − hu) = λ∗
dT

dx

∣∣∣∣∣
∗
. (3.2)

Approximating dT/dx|∗ ≈ (Tb − T∗)/δr, where δr represents the reaction zone

thickness, we get

ρuSL(h∗ − hu) ≈ λ∗
Tb − T∗
δr

. (3.3)

The expression for flame speed is

SL ≈
λ∗
ρu

Tb − T∗
h∗ − hu

1
δr
. (3.4)

The reaction zone thickness δr and ignition temperature T∗ are not known at this

point. To close this, we realize that the steady-state mass flux ρSL must be matched

by the mass rate of consumption, given by the chemical production rate ω̇ times

the reaction zone thickness δ

ρuSL ≈ ω̇δr. (3.5)

Substituting δr back in the expression for flame speed, we get:

SL ≈
[
λ∗
ρu

Tb − T∗
h∗ − hu

ω̇

ρu

]1/2

(3.6)

The classical Mallard and Le Chatelier [37] expression for flame speed can be

obtained by assuming a constant specific heat cp and thermal conductivity λ

SL ≈
[
λ

ρucp

Tb − T∗
T∗ − Tu

ω̇

ρu

]1/2

(3.7)

While (Tb − T∗)/(T∗ − Tu) is still not known, we can see that the flame speed is
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proportional to the thermophysical and kinetics properties as

SL ∼
[

1
α

ω̇

ρu

]1/2

(3.8)

where α = λ/(ρcp) is the thermal diffusivity.

Linan and Williams’ [31] review of Mikhelson’s [43] work provided an alter-

native derivation for the thermal flame theory. Their expression for the total flame

thickness is

δL =
(
λ

cp

1
ω̇

)1/2

. (3.9)

The expression for flame speed is obtained using ρuSL = ω̇δL, to get

SL =
(

λ

ρucp

ω̇

ρu

)1/2

(3.10)

The flame speed expressions provided by Mallard and Le Chatelier [37] (Eqn.

3.7) and Mikhelson [43] (Eqn. 3.10) differ by the term
√

(Tb − T∗)/(T∗ − Tu) ,

which remains indeterminable due to the unknown value of ignition temperature

T∗. This term can also be expressed as the ratio of the total flame thickness δL to

the reaction zone thickness δr. Linan and Williams [31] termed it the Zeldovich

number Ze
δL
δr

= Ze =
(
Tb − T∗
T∗ − Tu

)1/2
. (3.11)

As Zeldovich number Ze approaches infinity, the reaction zone thickness is negligi-

ble for practical applications.

3.2.2 Theory of Zeldovich, Frank-Kamenetskii, and Semenov

Zeldovich and Frank-Kamenetskii [77] and Semenov [58] considered the

problem introduced by the Mallard and Le Chatelier [37] theory, namely the
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ignition temperature T∗. They used activation energy asymptotics to eliminate T∗

from the thermal flame theory. This assumed that the ignition temperature is close

to the burnt gas temperature. They found that they could replace

(
Tb − T∗
T∗ − Tu

)1/2
= RT 2

b

Ea(Tb − Tu)
(3.12)

where Ea is the activation energy. This implies

Ze = δL
δr

= RT 2
b

Ea(Tb − Tu)
(3.13)

Unlike the Mallard and Le Chatelier [37] theory, who only considered thermal

diffusion, Zeldovich, Frank-Kamenetskii, and Semenov also consider the process

of species diffusion to be important to the flame propagation. At first, they derive

expressions for the case where the thermal diffusivity is matched by the species

mass diffusivity

α = λ

ρcp
= D (3.14)

which leads us to the definition of the non-dimension Lewis number Le, which is

defined as the ratio of thermal diffusivity to mass diffusivity

Le = α

D
= λ

Dρcp
. (3.15)

With the Lewis number Le = 1 initially, they used the procedure of activation

energy asymptotics to derive an expression for flame speed. A full treatment of this

derivation can be found in Glassman et al. [12], Williams [74], and Law [29]. The

expression for the flame speed of a one-step unimolecular reaction comes to

SL =
[

2
au

λ

ρcp
(Z ′e−Ea/RTb)

(
RT 2

b

Ea(Tb − Tu)

)]1/2

(3.16)
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where Z ′ is the pre-exponential term in the Arrhenius expression (ω̇ = Z ′e−Ea/RTb)

and au/pu is the inlet mass fraction of the reactant.

3.3 Previous numerical studies of premixed flames using real

gas EOS

3.3.1 Hydrogen flames

El-Gamal et al. [10] investigated the structure of planar laminar premixed

H2 − air flames at high pressures ( up to 100 MPa). This study used high-pressure

thermodynamic and transport properties formulated in terms of molecular interac-

tion parameters such as σ and ε, originally due to Saur [55]. . El-Gamal et al. [10]

used non-ideal equilibrium coefficients Kp to capture the effect of high pressures

on chemical equilibrium. The study used the H2 − air mechanism from Warnatz

et al. [73].

All the flames considered in this study were computed with a fresh-gas

temperature Tu = 298K. This study found that real gas effects start to become

significant at ambient pressures exceeding 10 bar (Figure 3.2a). At 100 bar, the real

gas flame speed is lower than the ideal gas equivalent by approximately 2%, while

at 100 bar, the drop in real gas flame speeds is around 50%. The real gas models

also lower the flame thicknesses at higher pressures (Figure 3.2b).

El-Gamal et al. [10] also studied the relative importance of the different real

gas modifications. Figure 3.3 plots the relative deviation of flame speeds from

the ideal gas flame speeds for each of the modification, and the net effect. They

found that the effect of the real gas equation of state (curve A) was the most

significant, closely followed by real gas transport properties (curve B). The real
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(a) (b)

Figure 3.2: a) Flame speeds and b) flame thickness for ideal ( ) and real ( ) stoichiometric
laminar premixed H2 − air flames as functions of pressure at a fresh gas temperature Tu = 298K.
Figures from El-Gamal et al. [10].

gas modifications to the chemical kinetics (Curve C) was found to be of much less

importance on relative terms.

El-Gamal et al. [10] was one of the first studies to explore high-pressure

effects on planar laminar premixed flames and provided the relative significance of

various real gas property modifications. This study, however, did not explore lower

temperature regions where real gas effects are expected to be more significant.

Giovangigli et al. [11] studied the structure of transcritical laminar premixed

H2 − air flames in greater detail. This study used the Soave-Redlich-Kwong (SRK)

cubic equation of state to predict the thermodynamics of pure species. For unstable

species, it used combination rules based on Lennard-Jones potential. This study

used a multi-component mass diffusion model along with thermal diffusion (Soret)

effects. They used the Chung et al. [8] correlation to estimate high-pressure

transport coefficients. Like [10], this study used non-ideal chemical production

rates to ensure non-negative entropy production. This study also used the H2 − air

mechanism of Warnatz et al. [73], while noting the insufficiency of this mechanism
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Figure 3.3: Relative deviation from ideal gas flame speeds for flame speeds with each of the
individual modifications, Real gas equation of state (Curve A ), Real gas transport properties
(Curve B ), Real gas chemical kinetics (Curve C ), and the net effect ( ). Figure from
El-Gamal et al. [10].

at high pressures.

Giovangigli et al. [11] reaffirmed the findings from [10] regarding the relative

importance of the different real gas modifications. They too found that the real gas

equation of state had the single largest effect on flame structure and propagation,

and that non-idealities in the chemical kinetics had the least effect. Giovangigli

et al. [11] found the effect of transport properties to be minimal, contrary to the

findings from [10]. Giovangigli et al. [11] also found the non-ideal kinetics to be

significant only at extremely high pressures (1000 bar).

Figure 3.4a shows the effect of the Soave-Redlich-Kwong equation of state on

a stoichiometric H2−air flame at Tu = 100K and p = 100bar. The fresh-gas density

shows the most significant effect of the real gas EOS. It can also be observed that

the real gas post-flame temperature is reduced. This is expected due to the effect

of the enhanced fresh-gas enthalpy. This will be further discussed in Chapter 5.

In Figure 3.4b, we see that the primary effect of including the thermal

diffusion (Soret) effect is to enhance the diffusion of lighter of species towards the

hotter zones, and heavier species towards the colder zones.
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(a) (b)

Figure 3.4: a) Effect of EOS and b) Effect of thermal diffusivity (Soret effect) on a stoichiomet-
ric laminar premixed H2 − air flame at for Tu = 100K and p = 100bar. Profiles of density ρ
(gcm−3), temperature T (K), and species mole fractions Xi with real gas ( ) and ideal gas ( )
assumption. Figures from Giovangigli et al. [11].

Figure 3.5a shows the effect of the real gas thermal conductivity. The main ef-

fect is the enhanced diffusion of heat into the fresh-gas region, leading to smoother

gradients in temperature and therefore density profiles. The effect on flame speeds

was found to be minimal, nevertheless.

The effect of high-pressure mass diffusivities is shown in Figure 3.5b. The

enhanced binary mass diffusivity is marked by the presence of more H2O, HO2 and

H2O2 in the pre-heat region. Giovangigli et al. [11] found that the other species

profiles remain largely unaffected, however.

3.3.2 Methane flames

Marchionni et al. [38] used the Redlich-Kwong equation of state to study

real gas effects in CH4 −O2 premixed flames at pressures of up to 150 atm. This

study used low-pressure transport properties and real gas corrections to Arrhenius

kinetics. It used the GRI-MECH 3.0 CH4 oxidation mechanism [60]. All the
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(a) (b)

Figure 3.5: Effects of high-pressure a)thermal conductivity and b) binary mass diffusivity on a
stoichiometric laminar premixed H2 − air flame at for Tu = 100K and p = 100bar. Profiles of
density ρ (gcm−3), temperature T (K), and species mole fractions Xi with high-pressure ( ) and
low-pressure ( ) coefficients. Figures from Giovangigli et al. [11].

computations were performed with a fresh-gas temperature of 298 K.

Marchionni et al. [38] observe that deviations from ideal gas flame speeds

increase with pressure. At a pressure of 150 atm, the deviation in flame speeds

is about 13%. They ascribe this difference to the pressure effect on specific heat

capacity. They observe the maximum deviation in the compressibility factor Z to

be ∼ 2%, and the real gas density shows a correspondingly minimal difference.

Marchionni et al. [38] was the only study in our purview to compare their

computational results with experimentally measured unstretched flame speeds for

CH4 − O2 −He mixture from Rozenchan et al. [54]. Two cases were compared,

the first case at 40 atm with 17% O2 - 83% He and the second case at 60 atm with

15% O2 - 85% He. The computations deviate from the measurements in both the

rich and lean regions, but the real gas model captures the trends in flame speed

better than the ideal gas model. The rest of the discrepancy is probably due to the

low-pressure kinetics being used.
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Figure 3.6: Flame speeds from computation via Marchionni et al. [38] (IG ( ), RG ( )) and
experimental results [54] (Symbols) for premixed CH4 −O2 −He flames at 40 atm and 60 atm.
Figure from [38].

While this study explored real gas effects on flames with varying equivalence

ratios and pressures up to 150 atm, it used a fixed fresh-gas temperature of 298 K,

and hence did not explore the thermodynamic state space where non-ideal effects

are more significant. They found the real gas heat capacity to have the largest

effect on flame speeds. We will show that this conclusion cannot be generalized for

a real gas flame operating under significantly non-ideal conditions.

Ribert [53] computed flamelets for a laminar premixed CH4−O2 flame using

the Soave-Redlich-Kwong cubic equation of state. It used the Chung correlation

[8] for high-pressure viscosities and thermal conductivities, and the high-pressure

binary mass diffusivities were estimated using the Takahashi correlation [69].

Mixture-averaged transport model is used for mass diffusion. The study explored

the parameter space in more detail compared to Marchionni et al. [38]. The

focus of this study, however, was towards computing flamelets for use in turbulent

combustion simulations.

Figure 3.7 shows the temperature variation in real gas flame speeds compared

to the ideal gas equivalent at 75 bar. The difference in flame speeds is minimal

at higher temperatures and exhibits the largest difference at lower temperatures.

In addition, the variation of the real gas flame speed near the critical point is not
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Figure 3.7: Computed laminar flame speeds SL and flame temperatures Tb for premixed CH4 −O2
flames at 67 bar. Ribert et al. [53] assumes Lek = 1 and low-pressure transport. Figure from [53].

linear, reflecting the non-linearity of the real gas thermodynamics. The effect of

real gas enthalpy is also reflected in the adiabatic flame temperatures.
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Chapter 4: Cantera-RealGas: steady-state solver

4.1 Shortcomings of the transient reacting flow solver

The simplest procedure for the computation of planar laminar premixed

flames at steady-state involves time-evolving the set of unsteady, fully-compressible

Navier-Stokes equations using explicit time-integration until the flame front and the

flow field have reached steady state [52]. This also requires that flow controllers be

employed to ensure that the inlet velocity matches the flame speed at steady-state.

An alternative method is to assume that flow has reached steady-state, and solve

the boundary value problem described by the steady-state, low-Mach formulation

of the Navier-Stokes equations [62]. The Newton root-finding algorithm is typically

used to solve such type of problems. Transient solvers have a much larger domain

of convergence compared to Newton solvers, and the process of convergence in

a transient solver is much less affected by the choice of initial conditions for the

flow field. A Newton solver, however, is typically very sensitive to the choice of

initial guesses, and is not expected to converge if the initial guess is not sufficiently

close to the actual solution. Since combustion is a "stiff" problem, involving a

wide range of length and time scales, an explicit time-integration scheme would

need extremely small time steps to avoid numerical instability. On the other hand,

Newton solvers are expected to converge quadratically when the provided guess is

close to the solution.
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At the beginning of this study, we opted for the development of the time-

unsteady solver, as providing good initial guess with the real gas EOS was expected

to be a bigger challenge than the longer solver runtime. The development and

validation of this solver are detailed in the Appendix A. The transient solver was able

to achieve reliable convergence over hundreds of premixed flames tested. However,

the total time for computing a premixed flame, including the grid refinement

process, turned out to be computationally prohibitive. While premixed flame

solutions for simple chemical systems like H2 −O2 can converge within minutes of

CPU time, even simpler hydrocarbons like CH4 can take anywhere from several

hours up to a few days depending upon the choice of equation of state and

the transport properties in use. Despite MPI parallelization of the domain, and

additional measures to accelerate the code, including local time stepping, the total

solution time was larger than acceptable.

As fundamental studies of laminar premixed flames require parametric sweeps

involving hundreds of flame computations, we made the decision to move away

from the transient solver and port the previously implemented property estimation

routines into the steady-state solver implemented in Cantera [14]. Cantera follows

the hybrid approach where the Newton solver is coupled with an implicit time

integration scheme to nudge the intermediate state into the domain of convergence

of the Newton solver. The algorithm tries to solve the Newton solver with the given

state, and upon failure solves the pseudo-transient problem for a fixed number of

several steps, and this process is repeated until a converged solution is found. This

is illustrated in the schematic in Figure 4.1.
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Figure 4.1: Illustration of the hybrid approach to computing laminar premixed flames. Figure by
Goodwin [13].

4.2 Solver architecture

The overall architecture of the integration follows the schematic in Figure

4.2. The real gas property estimation routines originally developed for use with

the transient solver is packaged interfaced with the hybrid steady-state/transient

solver available in Cantera.
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Figure 4.2: Schematic of Cantera integration.

4.3 Governing equations

We consider an unstretched, planar, freely-propagating flame in one dimen-

sion at steady-state. The following assumptions are used to simplify the set of

governing equations used to compute the one-dimensional premixed flames:

1. At steady-state, the flame front is stationary and fixed to the laboratory frame

of reference.

2. The Mach number is assumed to be small, and hence the pressure drop across

the flame can be neglected. The viscous diffusion of momentum is assumed

negligible due to the relatively small kinetic energy (cf. Williams [74]), and

thus the momentum conservation equation is not solved.

The expressions are written out in terms of axial coordinate z in Eqn. 4.1.

∂(ρu)
∂z

= 0,

ρu
∂Yk
∂z

= −∂jk
∂z

+ ω̇k, k = 1...Ns,

ρucp
∂T

∂z
= ∂

∂z

(
λ
∂T

∂z

)
−
(∑

k

cpkjk

)
∂T

∂z
−
∑
k

hkWkω̇k.

(4.1)
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The species diffusive mass flux jk is estimated according to the mixture-

averaged formulation and is given by

jk = ρDk
Wk

W

∂Xk

∂z
(4.2)

where Dk is the mixture-averaged mass diffusivity of species k given by equation

Eqn. 2.49

It is to be noted that enthalpy is a function of both temperature and pressure

for a real gas, and hence the commonly used substitution dh = cpdT in the energy

equation is valid only for an ideal gas in the context of the thermally-perfect

gas assumption [23]. The assumption of constant pressure in the present study,

however, means that ∂h/∂z = cp∂T/∂z, and hence the form of the convection and

species diffusion terms in the energy equation in Eqn. 4.1 are valid under the

assumptions made here.

4.4 Numerical method

As described earlier, the hybrid solver in Cantera is a combination of a steady-

state Newton solver and implicit time-advancement.

4.4.1 Damped Newton method

Let us express the system of governing equations (Eqn. 4.1) by F(Φ) = 0,

where the current state of the dynamical system at time i is given by Φi. If the

subsequent state Φi+1 is close enough to Φi, we can expand F(Φi+1) in Taylor series
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around Φi, and neglect the higher order terms

F(Φi+1) ' F(Φi) +
N∑
j=1

∂F(Φ)
∂Φj

∣∣∣∣∣
Φ=Φi

(
Φi+1
j − Φi

j

)
. (4.3)

This can be rewritten as

F(Φi+1) = F(Φi) + Jij
(
Φi+1
j − Φi

j

)
(4.4)

where J is the Jacobian. Knowing the current state, and the ability to estimate the

Jacobian at the current state, the next state can be approximated by

Φi+1
j = Φi

j − [Jij]−1F(Φi) (4.5)

This resembles the standard Newton root-finding formula and the solution to

F(Φi+1) = 0 is found by iterating the above expression until a predefined conver-

gence criterion is met. Cantera’s implementation of the Newton solver uses the

step-norm criterion

‖Φi+1
j − Φi

j‖ ≤ εrel‖Φi+1
j ‖+ εabs, (4.6)

where εrel and εabs are the relative and absolute error tolerances respectively. The

Newton-Raphson method converges quadratically when close to the root, however,

convergence is not guaranteed if the initial guess is located far from the root.

The chief computational complexity of this method is due to the need to

estimate and invert the Jacobian during every iteration. An analytical estimation

of the Jacobian is not possible, and it is instead computed by the method of finite

differences. This will be explained in the next subsection. To estimate the inverse

of the Jacobian, the method of LU factorization is used.

If the magnitude of the current Newton step [Jij]−1F(Φi) is too large, it can
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lead to

‖F (Φi+1
j )‖ > ‖F (Φi

j)‖, (4.7)

which implies the iteration has overshot the root. To prevent overshooting, a

damping coefficient λ can be used to find the maximum step length that also avoids

overshoots. This is known as the damped Newton method and is expressed as

Φi+1
j = Φi

j − λ[Jij]−1F(Φi). (4.8)

The damping coefficient λ is an unknown quantity and needs to be determined as

part of the method. At the start, a damping coefficient of unity is used, resembling

the conventional Newton algorithm. After the first step, if ‖F (Φi+1
j )‖ ≤ ‖F (Φi

j)‖,

then the new iterate Φi+1
j is accepted and the algorithm continues. If ‖F (Φi+1

j )‖ >

‖F (Φi
j)‖, then the value of the damping coefficient is reduced by a factor of

√
2

and the process is repeated again. The damped Newton method enhances the

domain of convergence of the original Newton algorithm.

4.4.2 Pseudo time-stepping

If the damped Newton algorithm fails, then the hybrid solver attempts an

implicit time-evolution for a fixed number of iterations. This implicit time-stepping

scheme is constructed by adding time-dependent terms to the conservation equa-

tions solved by the steady-state solver.

∂Φ
∂t

= F(Φ)

F(Φi+1)−
Φi+1
j − Φi

j

∆t = 0
(4.9)
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The above implicit expression can be re-expressed as

F(Φi) + Jij
(
Φi+1
j − Φi

j

)
−

Φi+1
j − Φi

j

∆t = 0, (4.10)

which simplifies to (
Jij − I/∆t

) (
Φi+1
j − Φi

j

)
= −F(Φi), (4.11)

where I is the identity matrix. The effective Jacobian in the time-evolution case,

Jij − I/∆t, is the same as the steady-state case except for the diagonal entries. Due

to the addition of the time-dependent terms, the convergence is less sensitive to

the choice of initial conditions.

4.5 Spatial discretization

Cantera uses a simple first-order upwind scheme for convective terms. The

spatial derivative of any arbitrary convective term f at the jth index is expressed

as: (
∂f

∂z

)
j

= fj − fj−1

zj − zj−1
uj > 0(

∂f

∂z

)
j

= fj+1 − fj
zj+1 − zj

uj ≤ 0
(4.12)

Cantera treats diffusive terms with a second-order central difference scheme. The

heat flux term in the energy equation is discretized as:

[
d

dz

(
λ
dT

dz

)]
j

= 2
zj+1 − zj−1

(
λj−1(Tj − Tj−1)

zj − zj−1
− λj(Tj+1 − Tj)

zj+1 − zj

)
(4.13)

The Jacobians necessary for the Newton solver are approximated with a finite
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difference formula. For example, the Jacobian Jij is

Jij = ∂F(Φ)
∂Φj

' F(Φj + ∆Φj)− F(Φj)
∆Φj

(4.14)

4.6 Boundary and initial conditions

The governing equations represented by Eqn. 4.1 constitutes a boundary

value problem. At the inlet boundary, the temperature Tu, species mass fractions

Yk,u, and mass flow rate ṁu = ρuuu are required to be specified. To account for the

upstream diffusion of some species into the inlet, the inlet composition cannot be

fixed but should account for the mass diffusion at the inlet [27]. This results in the

expressions

T (z0) = Tu

ṁuYk,u − jk(z0) = ρ(z0)u(z0)Yk(z0)

ρ(z0)u(z0) = ṁu

(4.15)

At the outlet boundary, Neumann boundary conditions on axial velocity,

temperature and species mass fraction are applied.

∂u

∂z

∣∣∣∣∣
zN

= 0, ∂T

∂z

∣∣∣∣∣
zN

= 0, ∂Yk
∂z

∣∣∣∣∣
zN

= 0 (4.16)

We also need an estimated value for the outlet temperature (Tb), density

(ρb) and axial velocity (ub) in order to set the initial flame profile. The outlet

temperature is determined by equilibrating a constant enthalpy-pressure reactor

in Cantera, and picking the value of the equilibrated temperature. With this value

83



of the final temperature (Tb), an estimated outlet density (ρb) can be obtained.

Applying the mass conservation at inlet and outlets, the outlet velocity can be

obtained as

ub = ρuuu/ρb (4.17)

To obtain axial profiles of the initial conditions from the boundary conditions,

a hyperbolic tangent blending function is used to smoothly interpolate from the

inlet values of density, temperature, velocity, species compositions to the respective

outlet values. The blending function requires the position and an initial flame

width, both of which are specified in the input file.

4.7 Computational grids

Discretization errors affect the flame speeds computed. Discretization errors

behave like numerical dissipation enhancing the physical diffusion process and

artificially causing a higher flame speed than is physical. To obtain flame compu-

tations independent of the resolution of the grid, the computational grid must be

sufficiently resolved.

4.7.1 Adaptive refinement

The classic approach to grid refinement is to have sufficiently small grid-

spacing everywhere in the grid. However, this approach is not computationally

efficient as computational time scales super-linearly with the number of grid points.

To minimize computational complexity while ensuring grid-independent solutions,

we need only refine the grid in the region of strongly varying physical quantities

around the flame front.
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The second problem is that starting computations with a sufficiently resolved

grid would take the high-frequency errors a long time to leave the domain. Instead,

it is efficient to start with a highly-dissipative coarse grid by which the highest

frequency errors will quickly dissipate. After this more grid points are successively

added to the regions requiring refinement until grid independence is achieved.

Cantera uses an adaptive grid refinement process to refine the grid near

the flame front. The refinement algorithm employs the following user-defined

parameters;

• Ratio: Species the maximum ratio of consecutive grid spacings.

• Slope: Maximum fractional change in the value of each solution component

between adjacent grid points

• Curve: Maximum fractional change in the derivative of each solution compo-

nent between adjacent grid points

• Prune: Threshold for removing unnecessary grid points.

A sample grid refinement for the case with ratio=2.0, slope=0.01, and

curve=0.01 is shown in Figure 4.3.
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Figure 4.3: Sample stretched grid with ratio=2.0, slope=0.01, curve=0.01, prune=-0.1.

4.8 Data input and pre-processing

The solver accepts data for an arbitrary number of species. To perform all the

necessary property estimation, the solver requires the following input data:

• Critical thermodynamic data (Tc, pc, Vc) and acentric factors (ω) for every

species

• Lennard-Jones or Stockmeyer potential well parameters (σ, ε).

• NASA polynomial coefficients (a0..a6 in Eqn. 2.34)

• Arrhenius rate coefficients for each elementary reaction.

• Miscellaneous species data (Molecular weights, Dipole moments)

To enhance the computational efficiency of the property estimation routines,

certain intensive properties like the collision integral Ωv (Eqn. 2.43) are computed

for an interval of temperatures during the pre-processing step, and made available
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to the time-advancement section of the code through a curve fit that is cost-effective

to compute at runtime.

4.9 Validation of premixed flames at low pressures

To validate the implementation of the integrated steady-solver, laminar pre-

mixed H2 − O2 − Ar flames are computed at a range of fresh-gas temperatures,

ambient pressures, and equivalence ratios. The Burke high-pressure hydrogen

oxidation mechanism [4] is used as the chemistry set. Figure 4.4 shows the laminar

flame speeds from the ideal gas EOS and Peng-Robinson simulations, alongside

results from CHEMKIN [26]. The low-pressure flame speeds using ideal gas and

Peng-Robinson agree well with the CHEMKIN reference values for the parametric

variations in Tu and φ. For variable pressure case, the ideal gas flame speeds match

favorably with CHEMKIN. However, the real gas flame speeds are lower than the

ideal gas values with increasing ambient pressures. In the next chapter, we will

discuss why this makes physical sense.
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Figure 4.4: Laminar flame speeds for H2−O2−Ar mixtures at a range of a) Fresh-gas temperatures
b) Ambient pressures and c) Equivalence ratios using ideal gas (Blue Crosses), Peng-Robinson (Red
solid line), and CHEMKIN ideal gas reference (Triangles). Computations default to p = 1 bar,
Tu = 300K and φ = 1.0, unless otherwise specified.
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4.10 Verification of grid convergence

An important step in the process of verification is to ensure the computed

flame is independent of the choice of grids used. Numerical dissipation errors

artificially enhance the computed values of flame speed over the true flame speed,

and it is important that the grids be sufficiently refined. Since a first-order upwind

scheme has been used to discretize the convective terms, the errors in flame speed

and other flame quantities are also expected to go down linearly as the grid spacing

∆x is reduced, or as inverse function of the number of grid points N .

SL,observed ≈ SL,true + C1∆x

SL,observed ≈ SL,true + C2/N

(4.18)

In Figure 4.5, we plot the computed flame speeds for stoichiometric premixed

CH4 − O2 flames, at 75 bar, 170 K using the Peng-Robinson EOS, for a series

of successively refined grids with uniform spacing. We also fit Eqn. 4.18 to the

observed flame speeds and see that it follows the first-order trends well. In addition,

we are able to estimate the asymptotic value of the observed flame speed asN →∞,

which is essentially the true flame speed. The stretched grid used in the results

presented in the later sections is also plotted. The absolute error between the flame

speed with the stretched grid and the estimated true flame speed is less than 0.06%.

For a more rigorous estimation of errors in the grid-refinement process, we

need a measure for the axial profile of the quantities and not just the flame speeds.

We define an error norm for an arbitrary discrete function f on a grid with variable
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Figure 4.5: Computed laminar flame speeds with uniform grids ( ) and stretched grid (N),
non-linear least squares fit of Eqn. 4.18 ( ), and the estimated true flame speed ( ) for a
premixed CH4 −O2 flame at 75 bar, Tu = 170K, Lek = 1 using Peng-Robinson EOS.

grid spacing ∆xi as

‖f c − f ref‖2 =

√√√√ 1
L

Nc∑
i=1

(f c(xci)− f ref (xci))
2∆xci , (4.19)

where L is the length of the domain, expressed as

L =
Nc∑
i=1

∆xci ,

and superscripts c and ref denote that the quantities are from the coarse grid and

reference grid respectively.

Since the flame position differs between different computations, we normalize

the flame coordinates using the axial coordinate at which the flame temperature

crosses 1000 K. The L2 norm of the absolute error in the quantities of interest

(u, T, YCO) is plotted as a function of average grid spacing (Figure 4.6). The

absolute error is measured with respect to the reference solution from a 4096-point

uniform grid. First-order convergence behavior is realized for the quantities of
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Figure 4.6: Estimated error norms for temperature T , and CO mass fraction with uniform grids
( ) and stretched grid (N) for a premixed CH4−O2 flame at 75 bar, Tu = 170K, Lek = 1 using
Peng-Robinson EOS. Dashed line ( ) represents first-order convergence.

interest. In addition, the error in stretched-grid flame computations also converge

at the same rate. The stretched grid computation incurs an absolute error of∼ 0.6K

in a temperature profile that reaches beyond 3000K. Similarly, the absolute error

in YCO is 6 × 10−6, which is negligible compared to peak CO mass fractions of

∼ 0.2. We find this margin of error acceptable for the purposes of this study and

use similar levels of grid refinement for the computations presented in this work.

4.11 Validation of premixed flames at elevated pressures

4.11.1 CH4−O2−He flames - validation with experiment and computation

Experimental data on unstretched laminar premixed flames at high pressures

is scarce. There have been methods developed to extract laminar flame speeds

from experimental data by systematically correcting for the effects of flame stretch.

This method, however, fails at high pressures due to the presence of other modes
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Figure 4.7: Experimentally observed (N - Rozenchan et al. [54]) and computed ( - Present Study,
- [38] ) laminar flame speeds for CH4 −O2 −He mixtures at a) (17%O2 − 83%He) at 40 atm

and b) (15%O2 − 85%He) at 60 atm for a range of equivalence ratios.

of instabilities which cannot be corrected for. Rozenchan et al. [54] developed a

windowed, dual-chambered bomb apparatus to study high-pressure combustion

phenomena CH4 − air mixtures up to 60 atm. Helium is used as diluent instead of

Nitrogen so as to delay the onset of instabilities. Beyond this maximum pressure,

however, flame instabilities mark their onset with the formation of flame cells.

Rozenchan et al. [54] published the corrected laminar flame speeds of CH4−

O2 −He premixed flames at pressures of 40 and 60 atm. Figure 4.7 compares the

results from the present study with experimental results from Rozenchan et al.

[54]. In addition, we also compare with the numerical results from [38]. Both

sets of computations used the GRI-MECH 3.0 CH4 oxidation mechanism [60].

The computational results from the present study compare favorably with the

numerical reference [38], and even the experimental results at lower values of

pressure. However, both the present study and Marchionni et al. [38] show a wide

discrepancy with the observed flame speeds at high equivalence ratios, especially

for the 60 bar case. This is likely a consequence of using the GRI-MECH 3.0

mechanism, which does not model the reactions at high pressures accurately.
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Figure 4.8: Laminar flame speeds of stoichiometric premixed CH4 −O2 mixtures using the ideal
gas law with the present work ( ), Ribert [53] ( ) and Chemkin reference [26]( ) at unity-
Lewis number (Blue) and variable-Lewis numbers (Red). Fresh-gas temperature is 300K, and the
mechanism used is due to Lindstedt [32].

4.11.2 CH4 −O2 flames - validation with computations

We compare the results from our real gas implementation with the computed

laminar premixed CH4 − O2 flame speeds from Ribert et al. [53]. We check the

implementations of both the Peng-Robinson and Soave-Redlich-Kwong EOS with the

reference flame speeds which used SRK EOS. For high-pressure transport property

estimation, both studies use the Chung correlation for thermal conductivities, and

Takahashi correlation for mixture-averaged mass diffusivities. Both studies use the

CH4 oxidation mechanism from Lindstedt [32] [24], containing 29 species, 141

reactions.

First, we check the results of ideal gas flame computations with Ribert et al.

[53] and CHEMKIN [26] in Figure 4.8. Our solver shows good agreement with

CHEMKIN for both variable and unity Lewis number cases, while having slightly

lower flame speeds compared to Ribert et al. [53].

In Figure 4.9, we validate our implementation of the real gas equation of

states, at a pressure of 67 bar, assuming unity Lewis number and low-pressure
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transport. The results from our Peng-Robinson and Soave-Redlich-Kwong imple-

mentation show good agreement with the SRK EOS implementation in Ribert

et al. [53]. The real gas laminar flame speeds have a stronger dependence on

temperature compared to the ideal gas, and vary non-linearly around the reactant

mixture’s critical point. At 140 K, the real gas SL is smaller than the ideal gas SL

by a factor of about 5. The variations in the real gas flame temperatures Tb are

much less pronounced, but also exhibit non-linearity near the critical point due to

the non-linear variation of caloric properties (cp, h, e) in the vicinity of the critical

point.

The flame temperature Tb, which shows the best agreement with the reference,

largely depends on the thermodynamic properties estimated in the pre-flame and

post-flame regions. Hence, the better agreement of flame temperatures implies that

the real gas thermodynamics are correct. The flame speeds, however, depend also

on the transport properties and to a larger extent on the computational grid. The

computational results presented in this study are adaptively refined near the flame

region, and use 1600− 2300 grid points across the flame front. The extremely fine

grids used in this study ensure that the effects of numerical errors are limited. The

results from the present study’s Peng-Robinson implementation also show good

agreement with the other real gas EOS implementations.
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Figure 4.9: Comparison of a) laminar flame speeds b) flame temperatures of stoichiometric premixed
CH4 −O2 mixtures at 67 bar using the ideal gas (Blue) and real gas (Red) equations of state with
the present work (IG,PR , SRK ), Ribert [53] ( ). Assumes low-pressure transport and
Lek = 1. Mechanism from Lindstedt [32].
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Chapter 5: Real gas effects in high-pressure laminar

CH4 −O2 premixed flames

We present the results from numerical studies of transcritical laminar CH4−O2

premixed flames. The first section explores the effects of the real gas equation of

state with the assumption of low-pressure transport, followed by the contributions

of high-pressure transport properties, and lastly, the effects of several high-pressure

methane oxidation mechanisms are studied.

5.1 Effect of real gas thermodynamic models

We first assess the effects of the Peng-Robinson equation of state on a CH4−O2

flame at unity Lewis number with low-pressure transport. The CH4 oxidation

mechanism used in this study is from Lindstedt [32], containing 29 species and 141

reactions. This is consistent with the mechanism used in [53].

5.1.1 Structure of a transcritical laminar CH4−O2 premixed flame at Le = 1

Figure 5.1 plots the structure of a laminar premixed CH4 − O2 flame at a

pressure of 75 bar and unburnt temperature of 170 K. Under such conditions, the

reactant mixture exhibits a significant level of non-ideality. The most apparent

effect of the real gas equation of state is the significantly enhanced mixture density
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Figure 5.1: Profiles of mixture density ρ, temperature T , species mass fractions Yk, specific heat
capacity cp, and thermal diffusivity αth for a transcritical premixed CH4 − O2 flame at 75 bar,
Tu = 170K, Lek = 1 with Peng-Robinson ( ) and ideal gas ( ) EOS.

ρ and heat capacity cp compared to their corresponding ideal gas profiles in the

unburnt and pre-heat zones. This is to be expected since the inflow condition

of the reactants was chosen to be near the critical points of CH4 (Tc = 190 K,

pc = 46 bar) and O2 (Tc = 155 K, pc = 50 bar). It is also clear that flame quantities

exhibit real gas effects in the fresh-gas and pre-flame regions only until a certain

temperature threshold (' 500 K), after which the real gas mixture density, thermal

diffusivity, heat capacity, and species mole fractions regain their ideal gas behavior.

This is consistent with the theory of corresponding states, as the compressibility

factor Z tends to unity at high temperatures regardless of pressure levels. The real

gas post-flame temperature is lower than the corresponding ideal gas value due

to the lowered real gas reactant enthalpy and consequently smaller conversion of
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chemical energy into thermal energy.

The real gas flame exhibits a less diffuse temperature profile, with a smaller

pre-heat region compared to the ideal gas flame. This is due to the drastically

reduced thermal diffusivity (α=λ/(ρcp)) in the pre-flame region. In this section,

we only modify the EOS leaving the transport properties at their low-pressure

values. Hence the thermal conductivity can be considered to be approximately

the same in both cases. The enhanced reactant density and heat capacity lower

the thermal diffusivity by an order of magnitude, leading to a sharper transition

in the temperature profile. With the assumption of unity Lewis number, the mass

diffusion coefficients are also correspondingly reduced leading to a sharper rise

in the composition of reaction intermediates and products in the pre-heat region.

Figure 5.1 shows the delayed rise in the production of major products H2O and

CO2, and also minor products such as CO, OH and HO2. Despite the reduction

in the thermal and mass diffusion layer thickness, it is important to note that the

thickness of the real gas flame’s inner layer does not show much of a deviation

from its ideal gas value.

5.1.2 Energy production and transport

To better understand the underlying flame physics, we revisit the energy equa-

tion as the balance between the convective transport of heat Q̇conv, the diffusion of

heat due to the prevailing temperature gradient Q̇cond, the transport of chemical

energy due to species mass diffusion Q̇diff and most importantly, the conversion of

chemical energy to thermal energy Q̇src.

ρucp
∂T

∂z︸       ︷︷       ︸
Q̇conv

= ∂

∂z

(
λ
∂T

∂z

)
︸            ︷︷            ︸

Q̇cond

−
(∑

k

Cpkjk

)
∂T

∂z︸                  ︷︷                  ︸
Q̇diff

−
∑
k

hkWkω̇k︸            ︷︷            ︸
Q̇src

(5.1)
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Figure 5.2: Fluxes of heat release rates through convection Q̇conv, the conduction Q̇cond, species
mass diffusion Q̇diff , and chemical reaction Q̇src for a transcritical premixed CH4 −O2 flame at 75
bar, Tu = 170K, Lek = 1 with Peng-Robinson ( ) and ideal gas ( ) EOS.

Figure 5.2 plots the energy budgets of the transcritical flame from the previous

section (75 bar, Tu = 170K). Firstly, we observe that the real gas flame exhibits

lowered peak heat release and consequently diminished heat transfer rates. Since

the peak of chemical heat release Q̇src lies at a temperature ∼ 3000K, the flame

region itself is close to ideal. The real-gas effects from the fresh-gas and pre-heat

region, however, affect the heat release in the flame region. As discussed in the

previous section, the lowered reactant enthalpy leads to a lowering of the adiabatic

flame temperatures. This consequently lowers not only the species production rate

ω̇k, but also the values of the product enthalpies. The combined effect leads to

lower chemical heat release rates in the flame region for the real gas case.

The ideal gas flux profiles of heat conduction Q̇cond, and convection Q̇conv

are smooth and monotonic in the pre-heat region. In contrast, we see that the

corresponding profiles for real gas are marked by a sharp jump in heat transfer

rates, corresponding to the point in the flame where the real gas heat capacity

peaks. In the pre-heat region, the values of the profiles are determined by the

balance between Q̇cond, Q̇conv, and to a much lesser extent, Q̇diff . By definition,
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Figure 5.3: Variation of a) laminar mass burning rates and b) reaction zone thickness for stoichio-
metric premixed CH4 −O2 flames at a range of temperatures and pressures using Peng-Robinson
EOS ( ) and ideal gas law ( ). Assumes low-pressure transport and Lek = 1.

the specific heat capacity cp is the amount of energy (J) required to raise the

temperature of 1 kg of the fluid by 1 K. Due to the sharp rise in real gas cp near

the critical point, a larger heat transfer rate is required to sustain a fixed amount

of thermal diffusion. Hence, the fluxes of conductive heat transfer jump sharply,

followed by the convective fluxes to maintain the energy balance. In addition, flux

of chemical energy transport due to species mass diffusion Q̇diff also shows a spike

due to the unity Lewis number assumption.

5.1.3 Effect on mass burning rate and flame thickness

The mass burning rate ṁ and the reaction zone thickness δL are two pa-

rameters governing the dynamics of laminar premixed flames. The mass burning

rate is the eigenvalue of the flame propagation, and is indicative of the balance

between mass consumed by the flame as a response to kinetics, transport, and

thermodynamic factors. The real gas mass burning rate is close to its ideal gas value
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at low pressures. At increasing pressures, the real gas ṁ drops substantially below

the ideal gas value. And this effect is especially prominent at low temperatures.

Considering the thermal flame theory expression for the mass burning rate

(Eqn. 3.6),

ρuSL ≈
[
λ∗
Tb − T∗
h∗ − hu

ω̇
]1/2

(5.2)

The ignition temperature is expected to remain approximately the same in both

cases. And since the real gas flame computations in this section assume low-

pressure transport, and the real gas thermal conductivity is a function only of

temperature like in the ideal gas case, and so we can expect that the axial profiles

of thermal conductivity λ are approximately the same in both real gas and ideal

gas cases, which also fix the real gas h∗ and λ∗ to approximately their ideal gas

values. The real gas flame temperature Tb remains virtually unmodified. Therefore,

the lowered real gas reactant enthalpy hu alone lowers the rate of mass burning.

In Figure 5.3b, we see that the flame thickness δL remains largely unchanged

with the real gas equation of state. The Peng-Robinson and ideal gas flame thickness

collapse on top of each other. The flame thickness δL is estimated from the flame

computation using the formula

δL = Tb − Tu
max(dT/dx) . (5.3)

Since Tb and max(dT/dx) are obtained from the region in the flame where the

temperature is too large to have any considerable non-ideal effects, we do not

expect significant real gas effects on the flame thickness either.
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Figure 5.4: Variation of a) laminar flame speeds and b) flame temperatures for stoichiometric
premixed CH4 − O2 flames at a range of temperatures and pressures using Peng-Robinson EOS
( ) and ideal gas law ( , ◦). Assumes low-pressure transport and Lek = 1. Mechanism from
Lindstedt [32].

5.1.4 Effect on laminar flame speeds

We investigate the effect of fresh-gas temperatures and pressures on the

laminar flame speeds SL and flame temperatures Tb. In Figure 5.4a, the ideal gas

flame speeds decrease consistently with lowered reactant temperatures, regardless

of the operating pressure. In the case of a real gas, we first observe that the

flame speeds decrease much more drastically with pressure, and have a stronger,

non-linear dependence on fresh-gas temperature Tu. At 75 bar and 140 K, the real

gas SL is a factor of ∼ 5 smaller than the ideal gas SL. Secondly, the decrease with

pressures at low temperatures is not monotonic. It is apparent that the 75 bar and

100 bar flame speed isobars crossover at a sufficiently low temperature.

Figure 5.4b shows that the flame speeds collapse when plotted against re-

actant density, implying that the effect of real gas density is the most important
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factor in determining laminar flame speeds. The non-linear variation of real gas

flame speeds with temperature, and the crossover behavior of the flame speed

isobars, are also due to the non-linearity in the reactant densities. Since Figure

5.4b is expressed in a log-log scale, we can check the flame speeds for a power-law

behavior. We observe that the slopes of flame speeds (vs ρu) of both the ideal gas

and real gas cases in the log-log scale are approximately −1, implying an inverse

proportionality to ρu. This is consistent with the fundamental thermal flame theory

due to Mallard and Le Chatelier [37]. The thermal flame theory connects the

laminar flame speed to the flame’s thermodynamic, transport and kinetic quantities

as

SL ≈
[
λ∗
ρu

Tb − T∗
h∗ − hu

ω̇

ρu

]1/2

. (5.4)

Since the flame speeds approximately follow the ρ−1 dependence, it suggests that

the pressure dependence of the real gas hu, and consequently Tb and ω̇, have a

smaller effect on the flame speed compared to reactant density. This will be further

clarified in the coming sections.

5.1.5 Effect on flame temperatures

Figure 5.5a plots the post-flame temperatures as a function of fresh-gas

temperatures at various pressures. As we observed in the previous sections, the

real gas flame temperatures are consistently lower than their ideal gas equivalents,

with the margin of reduction appearing to increase with pressure. Secondly, there

is a non-linear variation in flame temperatures near the critical region.

Just like in the case of the flame speeds, we can hope to determine the

largest causal factor by scaling the flame temperatures with an appropriate quantity.

Since we expect this variation in flame temperatures to be largely a consequence

of the enhanced reactant enthalpies hu at non-ideal conditions, we plot flame
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Figure 5.5: Scaling of a) laminar flame speeds with reactant density and b) flame temperatures with
reactant enthalpy for stoichiometric premixed CH4 − O2 flames at a range of temperatures and
pressures using Peng-Robinson EOS ( ) and ideal gas law ( ). Assumes low-pressure transport
and Lek = 1. Mechanism from Lindstedt [32].

temperatures as functions of hu in Figure 5.5b. We find that the isobars for both

cases are coincident, and vary linearly with reactant enthalpies. The reactant

enthalpy is thus the largest factor in affecting post-flame temperatures in an ideal

gas or real gas flame alike.

5.1.6 Effect of thermodynamic departure functions

In Section 5.1.4, we showed that the real gas reactant density has the largest

influence on the laminar flame speeds, and in Section 5.1.5 we saw that it was the

reactant enthalpy that had the most influence on flame temperatures. Our next

step is to assess the influence of real gas enthalpy and heat capacities on flame

dynamics. Since the physics of laminar flame propagation is governed by a coupled

set of PDEs, it is not straightforward to isolate just the effect of departure functions.

However, we can leverage the power of a computational study in turning models

on or off. We perform another set of simulations with the departure functions set
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Figure 5.6: a) Laminar flame speeds and b) mass burning rates for stoichiometric premixed CH4−O2
flames using Peng-Robinson EOS for ρ and departure functions ( ), Peng-Robinson EOS only for ρ
without departure functions ( ) and ideal gas (◦) . Assumes low-pressure transport and Lek = 1.

to zero, while using the real gas density. The results are shown in Figure 5.6.

The mixture heat capacities and enthalpies, species enthalpies are only a

function of temperature, like in the case of ideal gas computations.The results are

shown in Figure 5.6 a).

In Figure 5.6a, it is seen that the overall effect of real gas enthalpies and

heat capacities is to lower the flame speeds by a few percent, while not affecting

the larger non-linear effects driven by the reactant density. This drop in flame

speeds is higher at elevated pressures and low temperatures. The departure

functions lower the flame speeds by two mechanism; Firstly, reactant enthalpies for

a real gas are lower than the ideal gas equivalent, which decreases the adiabatic

flame temperature and the associated chemical heat release and production rates

and hence lowered flame speeds. Secondly, the enhanced reactant heat capacity

lowers the thermal diffusivity, which slows the heat diffusion into pre-flame region
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lowering flame speeds.

Figure 5.6b shows that without the departure functions, the mass burning

rates recover their ideal gas values. As explained previously, the mass burning rates,

in the presence of departure functions, are affected by both the lowered thermal

diffusivity and lowered flame temperatures. It will be shown in later sections that

the departure functions have the largest effect on real gas mass burning rates.

5.1.7 Equivalence ratio φ effects

Next, we investigate real gas effects with varying reactant composition. Figure

5.7 plots the flame speeds for this parametric study at low (175 K) and moderate

(300 K) reactant temperatures, and a high pressure of 75 bar using the Peng-

Robinson EOS. It is clear that the low and moderate temperature cases exhibit

flame speeds that are qualitatively quite different. As first seen in Section 5.1.4,

there is a sharper drop in flame speeds with increasing pressures in the low-

temperature case. We also observe the crossover of flame speed isobars after a

pressure > 70 bar, which was explained in Section 5.1.4 to be a consequence of

non-linearities in real gas densities.

In the 300 K case, we can see the point of maximum flame speeds is shifted

consistently to the right. In the low-temperature case, however, we observe that

this behavior is only true until a pressure of 25 bar, after which the point of maxi-

mum flame speeds are shifted leftward (towards leaner mixtures) with increasing

pressures. This trend continues until around 80 bar, beyond which the maximum

flame speeds seem to have regained their high-temperature behavior. When the

mass burning rate is plotted (Figure 5.8), we observe that the low and moderate

temperature cases exhibit similar behavior, with the peaks shifting slightly towards

richer mixtures with increasing pressures. The fact that the mass burning rates
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have equivalent behavior is indicative of the dominant effect of reactant density in

determining the laminar flame speeds.

Figure 5.9 plots density and heat capacities of pure methane and oxygen

and several intermediate mixture compositions at 175 K. It is simpler now to see

that the density of methane experiences drastic jumps as it undergoes a phase

transition just after 25 bar. At low values of φ, the reactant mixture is fuel-lean

and is dominated by the thermodynamic properties of the oxidizer O2, and at large

values of φ it’s the fuel species CH4 which is dominant.

5.1.8 Differential diffusion effects (Lek , 1)

With the real gas EOS and low-pressure transport, the thermal diffusivity

α is dramatically reduced due to the combined effects of real gas density and

heat capacity. This value of thermal diffusivity is not entirely physical due to the

low-pressure thermal conductivity in use. Until this far, the species Lewis number

was assumed to be unity, which constrained the real gas mass diffusivity to the

artificially low value of mixture thermal diffusivity.

In this subsection, we relax the unity Lewis number constraint and explore

differential diffusion effects with real gas EOS and low-pressure transport. Figure

5.10 shows the significantly enhanced mass diffusivity in the differential diffusion

case. The mass-diffusion layer thickness is correspondingly enhanced in many

of the reaction intermediates and products, but the diffusion layer thicknesses of

H2O, CO and CO2 are especially enhanced in the pre-flame and fresh-gas region.

This enhancement of mass diffusivity very visibly affects the profile of mixture

density. Unlike the Lek = 1 case, the density profile with differential diffusion does

not decrease monotonically across the flame. The density in the pre-flame region

first experiences a steady reduction followed by a prominent bump just before the
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Figure 5.7: Variation of laminar flame speeds with equivalence ratio φ for stoichiometric premixed
CH4 − O2 flames at fresh-gas temperatures of a) 175 K and b) 300 K. Both computations use
Peng-Robinson EOS with Lek = 1 and low-pressure transport.
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Figure 5.8: Variation of laminar mass burning rates with equivalence ratio φ for stoichiometric
premixed CH4−O2 flames at fresh-gas temperatures of a) 175 K and b) 300 K. Both computations
use Peng-Robinson EOS with Lek = 1 and low-pressure transport.
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Figure 5.9: Densities and heat capacities of pure methane and oxygen and several intermediate
mixture compositions at 175 K

flame front. The temperature profile across the flame also changes more steeply in

response to these changes.

As this bump in density occurs only in real gas flames (with Lek , 1), it

is important to check if it’s a consequence of non-linearity in thermodynamic

property variation near the critical point of the reactants. However, since the

thermal diffusivity is significantly reduced in the pre-flame region, the temperature

profile is remarkably flat until very close to the flame front. With pressure and

temperature fixed in the pre-flame region, the only other reason for abnormal

behavior in density is likely to be the changes in mixture composition.

In the unburnt and preheat region, the changes in composition arise primarily

due to the enhanced diffusion of H2O, CO and CO2 into the fresh-gas and pre-heat

regions and the diffusion of O2 and CH4 into the flame region. The depletion of

very-dense O2 and CH4 in the pre-heat region leads to the drop in mixture density

that is observed before the start of density bump. Closer to the flame region, the

enhancement of density (the density "bump") is primarily due to the enhanced

diffusion of extremely-dense H2O into the pre-flame region. At the conditions
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Figure 5.10: Profiles of mixture density ρ, temperature T , species mass fractions Yk, thermal
diffusivity α, and species mass diffusivity Dk for a transcritical premixed CH4 − O2 flame at 75
bar, Tu = 170K, with Lek , 1 Peng-Robinson ( ) and Lek = 1 ( ). Low-pressure transport
assumed.

of low temperatures and high pressures prescribed by the pre-flame region, the

density of H2O is extremely high. Figure 5.11 shows the axial profiles of partial

molar volumes for some major species in this region. The partial molar volume of

each species is a measure of the change in mixture molar volume upon the addition

of unit mole of the species. Out of all the species, H2O has the most negative partial

molar volume in the pre-flame region indicating that the mixture molar volume is

bound to reduce, and the mixture density to go up, if the fraction of H2O in the

mixture were to go up. Looking at the plot of mass fraction in Figure 5.10, we see

that this is indeed the case.

To investigate this further, we compute another flame with the exact similar
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Figure 5.11: Profiles of species partial molar volumes Vk and mixture density ρ for a transcritical
premixed CH4 − O2 flame at 75 bar, Tu = 170K, with Lek , 1 ( ) and Lek = 1 ( ). Peng-
Robinson EOS is used with low-pressure transport is used.

conditions with the exception of Le of H2O set to unity. If the bump in density

largely depends on the enhanced diffusion of H2O, then the new computation

would yield a flame similar in all aspects to the previous case, with the exception of

the density bump. In Figure 5.12, we see that this is the case. The density profile of

the new computation matches the decreasing trends in the unburnt region and does

not exhibit the bump as in the case the variable H2O Lewis number. This confirms

that the enhanced diffusion of H2O is the reason for the bump in density. This

effect is not completely physical, and is a deficiency of using differential diffusion

effects with low-pressure transport in the context of the real-gas equation of state.

We will show in the next section that enabling high-pressure transport causes this

density bump to vanish.
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Figure 5.12: Profiles of mixture density ρ, temperature T , species mass fractions Yk, thermal
diffusivity α, and species mass diffusivity Dk for a transcritical premixed CH4 − O2 flame at 75
bar, Tu = 170K, with Lek , 1 Peng-Robinson ( ) and Lek , 1, LeH2O = 1 ( ). Low-pressure
transport assumed .

5.2 Effect of real gas transport models

5.2.1 Flame structure

Now we look at the effect of high-pressure transport models with differential

diffusion (Figure 5.13). Noticeably, the density bump vanishes from the pre-flame

region. To understand why, it is useful to look at the the axial profiles of species

Lewis number Lek. The Lewis number in the fresh-gas region is much higher for

the high-pressure transport compared to the low-pressure transport, indicative of

the significantly reduced real gas mass diffusion. The mass diffusivity of H2O in
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Figure 5.13: Profiles of mixture density ρ, temperature T , species mass fractions Yk, thermal
diffusivity α, and species Lewis number Lek for a transcritical premixed CH4 − O2 flame at 75
bar, Tu = 170K, with high-pressure transport ( ) and low-pressure transport ( ). The Peng-
Robinson EOS is used with differential diffusion effects.

the fresh-gas region is restored to a physically correct value, preventing excessive

diffusion into the pre-flame region, and consequently a bump in density. The

lowering of mixture density in the fresh-gas and the pre-flame region is also absent

due to lower mass diffusion of CH4 and O2.

The thermal conductivity in the high-pressure transport case is more enhanced

in the pre-flame region, and marginally larger than than the corresponding low-

pressure value in the flame and post-flame regions. The enhanced real gas thermal

conductivity is noticeable in the pre-flame region, however, since the flame thermal

conductivities are about the same, the effect on flame velocities is minimal.
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Figure 5.14: a) Laminar flame speeds and b) Mass burning rates of stoichiometric premixed
CH4 −O2 mixtures with high-pressure transport ( ) , low-pressure transport ( ) and ideal gas
( ).

5.2.2 Flame speed trends

Figure 5.14 plots the flame speeds and mass burning rates with the influence

of high-pressure transport. It is evident that the high-pressure transport models

make minimal difference to these two quantities. Our hypothesis is that laminar

flame speeds and mass burning rates are a function of the thermal conductivity and

mass diffusivity around the flame center. And since the temperature at the flame is

sufficiently high, the low-pressure transport behavior tends to dominate. And any

effect of the flame propagation velocities is marginal.

5.3 Effect of high-pressure chemical mechanisms

Experimental data and reaction mechanisms on CH4 oxidation at high-

pressures and low-temperatures are not available. However, several high-pressure

CH4 oxidation mechanism sets have been published. In Section 2.5.2, we per-
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Figure 5.15: Profiles of mixture density ρ, temperature T , mass fractions Yk of major and minor
species, and chemical heat release rates Q̇src for a transcritical premixed CH4 −O2 flame at 75 bar,
Tu = 170K, using the mechanisms from Lindstedt [32] ( ), Huang et al. [21] ( ) and [48]
( ). Assumes Peng-Robinson EOS with high-pressure transport and Lek , 1.

formed tests of kinetics implementation using the high-pressure mechanism from

Huang et al. [21] and Petersen et al. [48]. In this section, we investigate the effects

of the two mechanisms on transcritical flames.

Figure 5.15 shows the effect of the Huang et al. [21] and Petersen et al. [48]

mechanisms on the flame structure. The Petersen et al. [48] mechanism has a

less diffuse temperature profile, and higher peak heat release rates compared to

Lindstedt [32] and Huang et al. [21]. The enhanced rate of oxidation of CO to

CO2, which is an exothermic reaction, is responsible for the heat release rates in

Petersen et al. [48].

The difference in heat release rates has consequences for the laminar flame
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Figure 5.16: a)laminar flame speeds and b)mass burning rates for stoichiometric premixed CH4−O2
flames at 75 bar using the kinetic mechanisms from Lindstedt [32] ( ), Huang et al. [21] ( )
and [48] ( ). Assumes Peng-Robinson EOS with high-pressure transport and Lek , 1.

speeds and mass burning rates. In Figure 5.16a, we see that Huang et al. [21]

predicts the lowest flame speeds, whereas Lindstedt [32] and Petersen et al. [48]

yield largely similar flame speeds. Lindstedt [32] and Petersen et al. [48] exhibit

consistently larger chemical production rates compared to Huang et al. [21].
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Chapter 6: Conclusions and future directions

This dissertation describes the development of a computational methodology

to investigate real gas effects in laminar premixed flames and then systematically

investigates premixed CH4 −O2 flames with reactant thermodynamic states near

the critical point. The Peng-Robinson equation of state has a strong non-linear effect

on the laminar flame speeds, especially at lower temperatures and high pressures.

The real gas laminar flame speeds SL are lowered by a factor of 5 for reactant

thermodynamic states near the critical point. However, real gas laminar mass

burning rates ρuSL are lowered by just around 10%, implying that the enhanced

real gas reactant densities have the largest effect on flame speeds. The burnt-gas

temperatures are lowered by 1% at the most, even near the critical point. We find

the effect on laminar flame thickness to be negligible.

We find that real gas effects are largely important in the fresh-gas and pre-

flame regions. At the point in the flame where the temperature reaches∼ 500K, the

thermodynamic non-idealities have largely subsided. We are also able to identify

specifically which modifications to the equation of state have the largest effect on

flame parameters. The enhanced real gas reactant density has the single largest

effect on flame speeds, whereas deviations in real gas mass burning rates and flame

temperatures depend mostly on the effect of real gas departure functions.

We illustrate the importance of using high-pressure transport in flame com-
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putations with differential diffusion effects. When differential diffusion effects

are used in conjunction with the real gas EOS and low-pressure transport, the

artificially enhanced mass diffusivity of H2O causes highly-dense H2O to diffuse

into the pre-heat region, thereby causing a non-physical bump in density. This

non-physical effect is reversed when high-pressure transport properties are used,

and mass diffusivities are reverted back to physically-correct low values. High-

pressure transport properties, however, have only minimal effects on laminar flame

speeds and mass burning rates. The mass burning rates are enhanced by ∼ 5% as a

consequence of high-pressure thermal conductivities and mass diffusivities.

We find that the qualitative trends in the real gas laminar flame speeds and

mass burning rates remain unaffected between different chemistries. The low-

pressure Lindstedt [32] and high-pressure Petersen et al. [48] mechanisms exhibit

enhanced overall reaction and heat release rates compared to the high-pressure

Huang et al. [21] mechanism. The effect on the overall laminar flame structure is

not substantial.

6.1 Publications and presentations
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1. (To be submitted) Gopal, A., Volpiani, P.S., Yellapantula, S. and Larsson, J.,
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flames. Journal of Supercritical Fluids
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Conference publications

1. Gopal, A., Volpiani, P.S., Yellapantula, S. and Larsson, J., 2019, March. Numer-

ical investigation of real gas effects in premixed CH4 −O2 flames at cryogenic

conditions. Proceedings of 11th US National Combustion Meeting, Pasadena,

CA.

Conference presentations

1. Gopal, A., Yellapantula, S. and Larsson, J., 2017, November. Investigating the

effects of critical phenomena in premixed methane-oxygen flames at cryogenic

conditions. APS Division of Fluid Dynamics, Denver, CO.

2. Gopal, A., Yellapantula, S. and Larsson, J., 2015, November. Quantifying

real-gas effects on a laminar n-dodecane-air premixed flame. APS Division of

Fluid Dynamics, Boston, MA.

6.2 Future directions

Based on the findings that real gas effects are important mainly in the fresh-

gas region, and that the enhanced fresh-gas density, enthalpy, and heat capacities

have a large effect on flame propagation, it may be worthwhile exploring the

possibility of developing a model for real gas flame speeds based on ideal gas flame

speeds. In the fresh-gas region, the thermodynamic states are known with certainty,

and so the fresh-gas density, enthalpy and heat capacities may be estimated a priori

using the equation of state. The real gas flame speeds can be obtained by the

knowledge of how ideal gas flame speeds scale with the fresh-gas properties.

This study considered several high-pressure chemical mechanisms to better
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understand the role of kinetics at transcritical conditions. However, there is a need

for chemical mechanisms that are specifically constructed for low-temperature,

high-pressure regimes. This is one possible avenue for further exploration as

low-temperature mechanisms become available.
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Appendix A

UnsteadyFlame: transient solver

The numerical methods used to implement the time-unsteady, compress-

ible, reacting flow solver are described here. This solver uses a second-order

finite-volume discretization in space and a fourth-order Runge-Kutta (RK4) time

integration scheme. To prevent pressure fluctuations from affecting the domain,

we use characteristic boundary conditions at the inlet and outlet, coupled with

controllers tasked with keeping the flame stationary.

Transient solvers will converge to the correct values as long as the time

step size meets the stability criterion. As we are interested only in the steady-state

solution from transient solvers and so instantaneous solutions are not required to be

correct. This allows us to accelerate the solution process using local time-stepping.

This is the approach used in the present study.

A.1 Governing equations

The conservation equations for fully-compressible, reacting flows in one-

dimension ( Eqn. 2.1 through Eqn. 2.4) can be rewritten for clarity in terms of the
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conserved variable Q, and the convective C, diffusive D and source S terms

∂Q

∂t
= −∂C

∂x
+ ∂D

∂x
+ S, (A.1)

where Q

Q =
[
ρ ρu ρY1 ... ρYk ρet

]T
,

C and D are the vectors containing the convective and diffusive terms, respectively,

C =
[
ρu ρu2 + p ρ(u+ Vc)Y1 ... ρ(u+ Vc)Yk ρuet + pu

]T
,

D =
[

0 4
3µ

∂u
∂x

ρD1
W1
W

∂X1
∂x

... ρDk
Wk

W
∂Xk

∂x
− λ∂T

∂x
+ ρ

∑
k
hkYkVk + 4

3µu
∂u
∂x

]T
,

and S is the vector representing the source terms

S =
[

0 0 ω̇1 ... ω̇k 0
]T
.

A.2 Finite volume formulation

Integrating Eqn. A.1 over a grid cell with volume V , and area A, we get

$
V

∂Q

∂t
dV =

$
V

[
−∂C
∂x

+ ∂D

∂x
+ S

]
dV.

Using Gauss’s divergence theorem, the volume integral is transformed into a surface

integral as
∂Q

∂t
V =

"
A

[−C +D]n.dA+ SV,
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where n represents the normal vector to the cell face. The above expression can be

simplified for a one-dimensional computational cell as

∂Q

∂t
= 1

∆x [(C)w − (C)e] + 1
∆x [(D)e − (D)w] + S.

Subscripts e and w indicate that the flux vectors C and D are evaluated at the

east and west faces, respectively. This spatial discretization used is second-order

accurate.

In the present approach, the cell-centered values of the state vector Q and all

the associated variables are stored in memory. To obtain face-centered quantities

from their cell-centered equivalents, a linear interpolation is used

φfi = (1− ri)φci−1 + riφ
c
i i ∈ 0, 1, ...Nfaces,

where φf and φc are the face-centered and cell-centered quantities, respectively,

and ri is the linear interpolation coefficient

ri = xfi − xci−1
xci − xci−1

,

and has a value of 1/2 for a uniform grid.

A.3 Computational grids

While a uniform grid is simple to implement, there are several advantages to

using a grid with non-uniform grid spacing that uses finer resolution around the

stronger physical features. Firstly, fewer grid points are required to achieve the

same level of accuracy, relative to a uniform grid, thus saving computational time.

Secondly, the controllers achieve convergence much faster in the case of a stretched
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Parameter Description

N Total number of grid points

βfine Fraction of the total domain length
to be refined

Nfine Fraction of the total grid points to be
allocated towards the finer mesh

Xfine Axial position of the midpoint of the
finer mesh

Table A.1: Grid stretching parameters

mesh. Thirdly, the computational time is accelerated with local time stepping.

The grid refinement process is fairly trivial as the flame front represents the

region needing refinement. The grid is generated prior to the solver initialization,

as a pre-processing step. Due to the presence of the flame controllers, adaptive

meshing is not necessary. An extremely-fine uniform mesh is used around the flame

region, flanked by variably-spaced grids extending to the inlet and exit plane. The

algorithm to generate the stretched grid accepts four parameters as listed in Table

A.1.

After the initial stretched grid is generated, a filtering function is run ∼ 200

times to smoothen the abrupt variation in grid spacing from the finer central mesh

to the flanks.

xface[i] = 1
4xface[i− 1] + 1

2xface[i] + 1
4xface[i+ 1]

Figure A.1 represents a sample stretched grid with parameters, N = 256, βfine = 0.2,

Nfine = 0.67.
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Figure A.1: Sample stretched grid with N = 1024, βfine = 0.4, Nfine = 0.8 and Xfine = 0.45

A.4 Time advancement

This code uses the fourth-order Runge-Kutta scheme to advance the solution in

time. The upper bound on the time-step size for the solver to be stable is determined

by the CFL criterion. We need to estimate the maximum spectral radius from each

physical process present in the simulation. In order, the terms are convection,

viscous diffusion, thermal diffusion, species diffusion, and species production.

However, estimating the species production spectral radius is computationally

intensive, and is skipped from the definition of the maximum spectral radius.

Smax = max(Sconv, Sν , Sλ, SD, Sω),

where Sx represents the spectral radius of the xth term. Knowing the maximum

spectral radius, the largest allowed time-step size can be estimated as

∆t = C

Smax
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where C is the Courant number, and typically C ≤ 2 for the RK4 scheme.

A.5 Boundary conditions

With the choice of a compressible solver, acoustic waves are present in the

domain throughout the process of attaining steady state. Because the solver uses

unphysical guesses for the initial conditions, there are especially pronounced

pressure transients right after the initial few time steps These pressure fluctuations,

if not properly allowed to leave the domain, affect the flame front and in turn

produce more pressure fluctuations. Further, a coupling between the heat release

term and the pressure fluctuation can result in combustion instabilities. To get a

solution without the interference of acoustic waves, the inlet and outlet boundaries

must allow acoustic waves to leave the domain.

Compressible codes often use a sponge layer at the boundaries, with artificially-

high dissipation to remove the high-frequency pressure oscillations. However, this

involves extending the computational domain by a considerable amount and can

be computationally inefficient. Further, this method does not allow us to control

the flame drift velocity. Instead, we use the method of characteristics to decompose

the information traveling into and out of the domain.

A.5.1 Characteristic non-reflecting boundary conditions

In the present work, we use a set of characteristic non-reflecting boundary

conditions similar to the work by Poinsot and Lele [50]. The method of charac-

teristics allows a solution for a set of hyperbolic PDEs by converting them to a

set of ODEs, which lend themselves to an easier solution process. Neglecting the

effects of diffusion and chemistry at the boundaries, we can convert the governing
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equations at the boundaries from the Navier-Stokes relations to the inviscid Euler

equations. Further, the small perturbation assumption allows us to linearize the

set of equations around a local flow condition. Diagonalizing the resulting matrix

yields, we can construct a Local One-Dimensional Inviscid (LODI) set of ODEs in

which the eigenvectors of the matrix (Riemann invariants) are advected by the

corresponding eigenvalues (characteristic speeds). Our implementation differs

from [50] in its application to a finite volume formulation.

The characteristic variables traveling with speeds u, u+c, u−c are respectively

w1, w2, and w3. In terms of the fluid properties, these variables can be expressed as

w1 = ρ− p1

c2

w2 = 1/2(p+ (ρavcav)u)

w3 = 1/2(p− (ρavcav)u)

(A.2)

With knowledge of the characteristic variables at the interior grid cell or at the

externally-imposed conditions, it is straightforward to determine the fluid prop-

erties at the boundary (inlet or outlet) planes. Assuming the flow of reactants

from the inlet to the outlet, we can decide whether the characteristic variables

at the boundaries need to be taken from the interior points or from the imposed

values. At the inlet, the characteristics are taken from the imposed values for posi-

tive characteristic velocities, and from the interior for the negative characteristic

velocities,

w1|inlet = w1|imposed uinlet > 0

= w1|x1
uinlet <= 0

w2|inlet = w2|imposed

w3|inlet = w3|x1
.

(A.3)

Similarly, at the outlet plane, the characteristics are taken from the interior points
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for positive characteristic velocities,

w1|outlet = w1|xN

w2|outlet = w2|xN

w3|outlet = w3|imposed .

(A.4)

Once the characteristic variables at the boundary planes are known, we can

get the state variables using the expressions

ρbnd = w1|bnd + w2|bnd + w3|bnd
c2
av

ubnd = w2|bnd − w3|bnd
cavρav

pbnd = w2|bnd + w3|bnd

Yk|inlet = Yk|imposed

Yk|outlet = Yk|interior

(A.5)

A.5.2 Boundary controllers

In addition to allowing pressure fluctuations to leave the computational

domain, the boundary conditions must allow the laminar premixed flame to attain

a zero-drift velocity at steady state. Further, the outlet pressure and the inlet

temperature must return to their respective prescribed values before steady-state.

This process has to necessarily be smooth so as to not affect the stability of the

convergence process.

This is accomplished by adding a correction term to the incoming characteris-

tics at the inlet and exit planes and making sure that the correction terms tend to

zero at steady-state. The correction terms essentially act as proportional controllers.
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Three controllers are used in the present study, an inflow velocity controller and

temperature controller at the inlet and pressure controller at the outlet plane. For

each controller, a constant parameter known as the tuning constant needs to be

set. The tuning constant is found by trial and error so as to achieve the fastest

convergence with the most stable flame movements.

The inflow boundary condition is a non-reflecting boundary condition coupled

with inlet controllers to ensure that the inlet temperature and velocity do not drift

away from the target. To do this, we add correction terms to the characteristics

coming from outside the domain to the inlet like

w1|imposed = ρimposed −
pimposed
c2 + ∆ w1|imposed

w2|imposed = 1/2(pimposed + (ρavcav)uimposed) + ∆ w2|imposed

w3|imposed = 1/2(pimposed − (ρavcav)uimposed).

(A.6)

The correction terms are of the form

∆ w1|imposed = kT∆t(Tinlet − Timposed)(
pavWav

ZimposedRT 2
av

)

∆ w2|imposed = ku∆t(0− ufc)(
ρavcav

2 ),
(A.7)

where kT and ku are the tuning constants for the temperature and velocity con-

trollers, respectively.

Similarly, at the outlet, we have

w1|imposed = ρimposed −
pimposed
c2

w2|imposed = 1/2(pimposed + (ρavcav)uimposed)

w3|imposed = 1/2(pimposed − (ρavcav)uimposed) + ∆ w3|imposed ,

(A.8)

130



with the pressure correction term

∆ w3|imposed = kP∆t(pinf − poutlet)2

Here kP is the tuning constant for the pressure controller.
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Appendix B

Real-gas thermodynamics – partial molar

properties

To close the system of governing equations represented by Eqn. 2.1 through

Eqn. 2.4, we need to estimate the partial molar properties for the molar volume,

enthalpy, and specific heat capacities given the respective mixture-averaged quan-

tities. In general, for an arbitrary thermodynamic quantity A, the partial molar

property for the lth species is the change in the quantity as a result of a unit change

in the number of moles of the lth species, fixing the temperature, pressure, and all

the other species compositions. Mathematically, this results in the expression

A,l =
(
∂A
∂Nl

)
T,p,Nk,k,l

(B.1)

For the partial molar volume of the lth species V,l, this expression becomes

V,l =
(
∂V
∂Nl

)
T,p,Nk,k,l

. (B.2)

As many equations of state are explicit in pressure, we convert the above expression
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to partial derivatives of pressure using the chain rule as,

V,l =
(
∂V

∂Nl

)
T,p,Nk,k,l

=
(
∂V

∂p

)
T,N

(
∂p

∂Nl

)
T,V,Nk,k,l

. (B.3)

Expressing the Peng-Robinson EOS (Eqn. 2.37) in terms of the number of moles N ,

and the specific volume V (1/ρ),

p = NRuT

V −Nbm
− N2Am
V2 + 2NbmV −N2b2

m

(B.4)

We proceed to estimate the partial derivatives of p required in Eqn. B.3

(
∂p

∂V

)
T,N

= NRuT

(V −Nbm)2 −
N2Am(2V + 2Nbm)

(V2 + 2NbmV −N2b2
m)2 ,(

∂p

∂V

)
T,N

= 1
N

(
∂p

∂V

)
T,N

.

(B.5)

(
∂p

∂Nl

)
T,V,Nk,k,l

= RuT

V −Nbm
− blNRuT

(V −Nbm)2

− 2∑Ns
k=1AlkNk

V2 + 2NbmV −N2b2
m

+ (2VBl − 2Nbmbl)N2Am

(V2 + 2NbmV −N2b2
m)2

(B.6)

In the derivation of the expression given by Eqn. B.6, we need additional partial

derivatives,

Nbm = N
Ns∑
k=1

Nk

N
bk =

Ns∑
k=1

Nkbk = Nlbl +
Ns∑
k=1
k,l

Nkbk, (B.7)

then

(
∂Nbm
∂Nl

)
T,V,Nk,k,l

=
(
∂Nlbl
∂Nl

)
T,V,Nk,k,l

+
���

��
���

���
��:0∂

∑Ns
k=1
k,l

Nkbk

∂Nl


T,V,Nk,k,l

= bl

(B.8)
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Similarly,

N2Am = N2
Ns∑
j=1

Ns∑
k=1

Nj

N

Nk

N
Ajk =

Ns∑
j=1

Ns∑
k=1

NjNkAjk

= 2
Ns∑
j=1

NjNlAjl +
Ns∑
j=1
j,l

Ns∑
k=1
k,l

NjNkAjk

(B.9)

and

(
∂N2Am
∂Nl

)
T,V,Nk,k,l

=
(
∂2∑Ns

j=1NjNlAjl

∂Nl

)
T,V,Nk,k,l

+
��

���
���

���
���

���
�:0

∂
∑Ns
j=1
j,l

∑Ns
k=1
k,l

NjNkAjk

∂Nl


T,V,Nk,k,l

= 2
Ns∑
j=1

NjAjl

(B.10)

So the expression for species molar volume becomes

Vl = −1(
∂p
∂V

)
T,n

(
RuT

V − bm
+ RuTbl

(V − bm)2 −
∑
j NjAjl

V 2 + 2V bm + b2
m

+ 2Am(V − bm)bl
(V 2 + 2V bm + b2

m)2

)
.

(B.11)

In terms of mole fractions, the expression is

Vl = −1(
∂p
∂V

)
T,n

(
RuT

V − bm
+ RTbl

(V − bm)2 −
∑
j XjAjl

V 2 + 2V bm + b2
m

+ 2Am(V − bm)bl
(V 2 + 2V bm + b2

m)2

)
(B.12)

The expression for the partial molar enthalpy for each species can similarly
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be obtained to be

hPRk =
∑j XjAjk − T

∑
j Xj

∂Ajk

∂T√
2bm

−

(
Am − T ∂Am

∂T

)
bk

2
√

2b2
m

 ln(V + (1−
√

2)bm
V + (1 +

√
2)bm

)

+ pVi −RuT

+
(
Am − T ∂Am

∂T

2
√

2bm

)(
2
√

2(bmVk − bkV )
(V + (1 +

√
2)bm)(V + (1−

√
2)bm)

)
+ hok

(B.13)
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Appendix C

Assessment of Chung correlation for

transport property estimation

As discussed in Section 2.4.2.1 - Chung correlation: for µ and λ, high-pressure

transport property estimation routines must not only be sufficiently accurate in

the dense-gas region, but also fallback to corresponding low-pressure values at

high temperatures. In this section, we conduct two types of assessments for several

property estimation methods over the low-temperature and high-temperature

ranges. The low-temperature range for each species is chosen so that it covers the

phase envelope or the region of liquid-gas transition or the region of significant non-

ideality. The high-temperature region is the region of relatively low non-ideality.

The accuracy in the low-temperature range is important for the reactant species

and pre-flame region intermediates which are expected to be fairly non-ideal like

O2 and CH4, while the high-temperature range is for the species like CO2, H2O,

and H2, which are expected to follow only the temperature dependence for the

transport properties. For the low-temperature interval, a supercritical pressure is

used according to the species in question (Table C.1). For high-temperature ranges,

a low-pressure of 1 bar is used.

To assess the accuracy, we tabulate the results as an Averaged Absolute
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Species Low-temp range High-temp range Pressure

H2O (274-1000)K (1000-3500)K p = 250bar
CH4 (100-600)K (600-3000)K p = 100bar
O2 (100-600)K (600-3000)K p = 100bar
CO2 (266-800)K (800-1100)K p = 250bar
H2 - (130-1100)K p = 100bar

C12H26 (266-700)K (500-700)K p = 150bar

Table C.1: Low- and high-temperature intervals for evaluated species

Deviations (AADs), defined as

AAD = 1
N

N∑
i=1

abs(yi − yi,ref )
yi,ref

. (C.1)

The AADs at estimated with respect to the reference fluid properties available in

Coolprop [1].

Firstly, we compare the low-pressure Chapman-Enskog theory correlations

given by Eqn. 2.43 and Eqn. 2.52 with the reference values . The high-temperature

region is of primary importance for the purposes of this correlation. Water shows

the highest deviation from reference values in the high-temperature region, with

AADs of ∼ 5% and ∼ 9% for viscosity and thermal conductivity respectively.

Secondly, we compare the original Chung correlation (Eqn. 2.59 and Eqn.

2.61) and the modified form of the Chung correlation (Eqn. 2.66) with the reference

values at a supercritical isobar. The two methods perform approximately the same

in both temperature intervals for some species, with the modified Chung correlation

show improved accurracy in some cases. The modified Chung correlation improves

the high-temperature accuracy of H2O viscosity, while degrading the accuracy in

the case of thermal conductivity. However, the high-temperature values obtained

using the modified correlation blend well with Chapman-Enskog values (Figure C.1

through Figure C.6), and is the basis of the adoption in the present study.

137



Species
Chapman-Enskog Chung et al. (1988) Modified Chung
Low High Low High Low High

H2O - 0.045 0.078 0.179 0.076 0.020
CH4 - 0.029 0.202 0.039 0.212 0.030
O2 - 0.027 0.085 0.017 0.093 0.032
CO2 - 0.007 0.056 0.031 0.069 0.048
H2 - 0.026 - 0.168 - 0.079

C12H26 - 0.009 0.174 - 0.134 -

Table C.2: AADs in viscosities computed in the low- and high-temperature intervals with respect to
reference properties from Coolprop [1].

Species
Chapman-Enskog Chung et al. (1988) Modified Chung
Low High Low High Low High

H2O - 0.088 0.277 0.073 0.299 0.110
CH4 - 0.020 0.090 0.055 0.060 0.021
O2 - 0.009 0.055 0.029 0.061 0.005
CO2 - 0.012 0.077 0.067 0.058 0.017
H2 - 0.042 - 0.233 - 0.096

C12H26 - 0.020 0.159 - 0.186 -

Table C.3: AADs in thermal conductivities computed in the low- and high-temperature intervals
with respect to reference properties from Coolprop [1].
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Figure C.1: Pure-fluid a) viscosities and b) thermal conductivities of Water using the low-pressure
correlation ( ), the original ( ) and modified ( ) Chung correlation and the reference values
( ).
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Figure C.2: Pure-fluid a) viscosities and b) thermal conductivities of Methane using the low-pressure
correlation ( ), the original ( ) and modified ( ) Chung correlation and the reference values
( ).
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Figure C.3: Pure-fluid a) viscosities and b) thermal conductivities of Oxygen using the low-pressure
correlation ( ), the original ( ) and modified ( ) Chung correlation and the reference values
( ).
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Figure C.4: Pure-fluid a) viscosities and b) thermal conductivities of CO2 using the low-pressure
correlation ( ), the original ( ) and modified ( ) Chung correlation and the reference values
( ).
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Figure C.5: Pure-fluid a) viscosities and b) thermal conductivities of Hydrogen using the low-
pressure correlation ( ), the original ( ) and modified ( ) Chung correlation and the
reference values ( ).

140



103

Temperature (K)

10−5

10−4

10−3

1 bar

20 bar

50 bar

100 bar

150 bar

µC12H26(Pa− s)

(a)

103

Temperature (K)

10−2

10−1

1 bar

20 bar

50 bar

100 bar

150 bar

λC12H26(W/(m−K))

(b)

Figure C.6: Pure-fluid a) viscosities and b) thermal conductivities of n-Dodecane using the low-
pressure correlation ( ), the original ( ) and modified ( ) Chung correlation and the
reference values ( ).
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