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 To characterize the self-propagating, high-temperature exothermic alloying 

reactions of Ni/Al nanoscaled multilayered films induced by laser pulse shock loading, 

classical molecular dynamics simulations were performed.  In the current work, a novel 

technique was developed to facilitate the energy input and distribution into nanolaminate 

thin films.  The laser pulse shock loading technique enables the initial shock response of 

the material to be captured as well as the late-time mass diffusion controlled alloying 

reaction and Ni3Al formation.  Shock compression raises the temperature, pressure, and 

density of the Ni and Al layers which triggers the Ni to diffuse into the Al and initiate the 

self-propagating alloying reaction.  Thermodynamic states, enthalpy of reaction, and 

global reaction rates of the laminated films were obtained.  It was determined that the 

series of complex rarefaction and reflection waves play a significant role in altering the 



thermodynamic state of the laminate.  Attributes of the rarefaction and reflection waves 

are controlled by the geometry and thickness of the alternating layers.  The dependence 

of layer thickness on the temperature, pressure, enthalpy of reaction, and global reaction 

rate was investigated and characterized. 
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CHAPTER 1 

INTRODUCTION TO INTERMETALLIC COMPOUNDS 

1.0 Introduction 

Intermetallic compounds are defined as solid phases containing two or more 

metallic elements, with optionally one or more non metallic elements, whose crystal 

structure differs from that of the other constituents [1].  Much attention is focused on 

studying intermetallic compounds due to their enhanced material properties and thus 

potential application for highly specialized machine applications.  Self-propagating high-

temperature synthesis (SHS) is a relatively new method of manufacturing intermetallic 

compounds.  This relatively low cost manufacturing method has accelerated the 

widespread use of intermetallic compounds in the fields of commercial industry, 

aerospace, and defense.  The SHS process is attractive to material manufacturers because 

it involves relatively simple equipment and requires low energy input and therefore 

drastically reduces the cost of production [2, 3].  It is known that the combustion 

synthesis of TiNi powders is used to produce sheets, tubes, and wires with shape memory 

characteristics [40] that will one day be integrated into commonly manufactured products 

such as automobiles and electrical circuit components.  The high energy release and fast 

burn rates that are demonstrated by SHS of intermetallic compounds have potential for 

applications in the defense and aerospace  industries.  They show promise for underwater 

applications since the combustions temperature is extremely high and no additional 

oxidizer is needed for the reaction.  These reactions do not produce gas products due to 

their condensed states.  This makes them good candidates for applications that require 

low volume expansion such as propellants and initiators. 
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 It is of particular interest to fully understand the reaction mechanisms behind the 

alloying process of intemetallics.  Often, reaction mechanisms may be controlled to alter 

the characteristics of the global reaction so that a desired output in material properties is 

achieved.  For example, the energy release rate, product species formation, and 

thermodynamic output can be influenced by controlling the reaction rates, combustion 

temperature, or combustion pressure of the synthesis process. 

 

1.1 Current Research of Intermetallic Compounds  

 Currently, there is a fair amount of research in the field of intermetallic 

compounds.  It is impractical to attempt to cover all research efforts involving 

intermetallics.  The goal of this section is to introduce the reader to some general areas of 

research in the field.  Combinations of experimental and simulation efforts have been 

carried out to acquire a deeper understanding of the complex physical and chemical 

processes that govern the behavior of intermetallic materials.  Scores of experiments have 

been devoted to the investigation and study of thermodynamic properties and processes, 

diffusion processes, viscosity, mechanical properties, and effects of alloy composition.  

Although many aspects of intermetallic materials have been characterized by 

experimental efforts, many aspects of the fundamental physical and chemical processes 

that are involved with intermatallic compounds are largely unknown.  Simulation, 

especially at the molecular and atomistic levels, offers unique insight into physical and 

chemical phenomenon of intermatallic materials. 

 

 



 3 

1.1.1 Research of Thermodynamic Properties of Inermetallic Compounds  

 A fair amount of work has been done to develop simulation techniques that are 

able to characterize the thermodynamic and reaction behavior of these materials.  

Specifically, much attention has been dedicated to developing embedded-atom potentials 

(EAM) for metal alloy systems [6, 7, 8].  Embedded-atom potentials have been used in 

first-principles calculations to investigate thermodynamic properties of Ni, Al, NiAl, and 

Ni3Al [9].  One study has used the EAM potential to study the vibration thermodynamic 

properties of ordered and disordered Ni3Al [10].  The most common simulation technique 

that has been used to study the Ni/Al system is molecular dynamics with EAM potentials.  

Molecualar dynamics simulation methods have been used to investigate structural, 

thermodynamic, and atomic-transport properties of liquid Ni/Al alloys [11].  Simulations 

have been carried out to investigate the pressure dependence of melting temperatures of 

Al and Ni [12, 13].  Simulations have also been used to study the effects of pressure on 

reactive multilayer thin foil joining as well as other reactive materials [14, 15].  There is 

immense interest in the combustion of Ni and Al at the nanoscale.  Molecular dynamics 

simulations have been performed to determine the combustion characteristics of Ni 

coated Al nanoparticles [16].  Several efforts, including this work, have focused on 

developing simulation techniques that allow for the investigation of shock induced 

diffusion-controlled, alloying reactions of intermetallic materials [17, 18, 19]. 

1.1.2 Research of Diffusion, Viscosity, and Alloy Composition of Inermetallics

 Insight into the diffusion mechanisms of reactive alloy systems is essential for 

understanding the chemical reaction mechanisms of these systems.  Experimental efforts 

have been conducted to obtain viscosity data of the liquid Ni/Al system [20-23].  In these 
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studies, the effect of Ni concentration on the viscosity has been examined in detail.  Some 

works have focused on calculating the diffusion coefficients from the viscosity data [21].  

Other works have concentrated on calculating the diffusion coefficients using molecular 

dynamics simulations [23].  Many works are centered on mathematical analytical 

solutions to Fick’s second law of diffusion with eroding material interfaces (Stefan 

problems) [24-27].  It is the author’s opinion that much is to be gained from further 

studies of metallic alloy systems in the areas of diffusion, viscosity, and alloy constituent 

concentrations. 

1.1.3 Research of Mechanical Properties of Inermetallic Compounds  

 In addition to thermodynamic properties and reaction characteristics of 

intermetallic systems, mechanical properties of intermetallics are also of great interest.  

Some current research efforts of intermetallic mechanical properties deal with creep, 

fatigue, solution and defect hardening, and strain hardening.  Shah and Lee in [28] 

dedicate a chapter to the assessment of our current understanding of creep behavior of 

intermetallics and intermetallic-based multiphase alloys.  The principal objective of their 

work is to compare creep behavior of intermetallics with ordered structures, to that of 

disordered materials, and bring forth any unique aspects that contribute to the 

enhancement of creep resistance.  Stoloff, also in [29], reported works concerned with 

fatigue of intermetallic materials.  In this work, the response of intermetallic compounds 

to cyclic deformation is investigated.  These works are particularly concerned with the 

progression of fatigue damage during the early stages of cyclic loading and the influence 

of numerous experimental and material variables on fatigue life and crack growth rates.  

Fleischer, in [30], has researched solution and defect hardening of intermetallic 
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compounds.  In this work some basic results in solid solution hardening of intermetallic 

compounds are summarized.  Gray III and Pollock in [31] give an overview of the 

phenomenon of strain hardening in ordered intermetallic compounds. 

 

1.2 Introduction to Combustion Synthesis of Intermetallic Compounds  

 Combustion synthesis is a manufacturing method used to create or produce 

materials, usually used in highly specialized machines such as turbine engines and 

aerospace applications.  Self-propagating high-temperature synthesis (SHS) is the most 

commonly used combustion synthesis method.  In this method, the product is created 

from an exothermic autowave reaction of the reactant species.  The chemical reaction is 

initiated by heating a very small region, usually at the surface of a sample.  Often, the 

sample is comprised to two or three metal powders that are premixed.  The liberated 

chemical energy from the initial heated region is enough to initiate a reaction wave that 

propagates through the entire sample.  Combustion synthesis of intermetallic compounds 

is a relatively new manufacturing method used for producing exotic metal alloys.  

Methods of producing intermetallics by combustion synthesis were first documented in 

1970.  Many conventional manufacturing methods have been used to produce 

intermetallics.  Some examples include reactive sintering or reactive hot isostatic 

compaction, crystallizing molten metallic compounds by vacuum melting with directional 

cooling, and mechanical alloying followed by vacuum hot pressing [32, 33].  These 

manufacturing methods are too costly for today’s global competition.  The production of 

intermetallic compounds using these traditional methods requires expensive equipment 

and large amounts of energy.  Thus, combustion synthesis is an advantageous method for 
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the production of these types of materials in many ways.  Combustion synthesis of 

intermetallic compounds does not require large amounts of energy, uses relatively simple 

and inexpensive equipment, and has a much shorter processing time compared to that of 

traditional manufacturing methods [2, 3].  Over the past twenty years, two classes of 

alloying reactions have been the center of attention: nickel aluminides and titanium 

aluminides.  The current study focuses on combustion synthesis of the nickel aluminide 

intermetallic compound Ni3Al. 

 

1.3 Introduction to Modeling and Simulation of Combustion Synthesis 

 Mathematical models of the combustion synthesis process have been developed to 

supplement experimental efforts designed for characterizing intermetallic alloying 

reactions.  The most basic mathematical model of the SHS process was developed by 

Novozhilov in [34] and was designed to model combustion of liquids and solids at the 

continuum level.  The model depicts the combustion wave propagating through the 

intermetallic mixture.  Equation (1.1) represents the temperature distribution of a two 

dimensions system involving a single exothermic chemical reaction. 
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Equation (1.2) models the species distribution of the deficient reactant. 
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Here, x, is the primary coordinate that spans the length of the sample, y is the transverse 

coordinate, t is time, T is the temperature, ? is the density, C is the heat capacity, and ? is 

the thermal conductivity.  ?HRXN represents the amount of energy liberated from the 
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alloying reaction, Ea is the activation energy of the reaction, k0 is called the frequency 

factor, and R is the gas constant.  The term ? (a) accounts for the reaction rate’s 

dependence on the concentration of species a.  The term u represents the velocity of 

propagation of the combustion wave.  The solution of the system of equations is obtained 

through numerical methods where the equations are discritized using finite difference 

methods.  Solutions to this system yield temperature profiles, species distribution 

profiles, and combustion wave velocities.  Figure 1.1 shows an example of output 

obtained from this level of analysis. 

 

 

Figure 1.1 - Temperature contour snapshots of a combustion synthesis wave 
propagating through a sample (top). Temperature-time history of a point in the 

domain (bottom) [34]. 
 

The model given above is extensively used to analyze combustion synthesis at the 

continuum level.  Although this type of analysis is extremely important in the design and 

production of intermetallic compounds, it is not the focus of the current research effort.  

This model can only be applied to systems whose alloying chemical reactions and 

material properties are well characterized.  In many cases a system’s chemical and 
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material properties are difficult, if not impossible to obtain through experiment.  Often, 

the fidelity of the mathematical model used to describe the combustion synthesis of these 

systems strongly depends on results obtained from molecular scale modeling. 

Molecular scale modeling, such as molecular dynamics simulation methods, can 

be used to obtain system properties that are used as inputs to continuum level models.  

Molecular dynamics simulations are often used to fully characterize reaction mechanisms 

of chemical systems.  Thus, reaction rates and species concentrations can be determined.  

Additionally, molecular dynamics simulation methods provide a pathway to ascertain 

material properties of exotic intermetallic compounds that are not well characterized.  

Material and chemical properties that are commonly obtained from molecular dynamics 

simulation methods include density, heat capacity, coefficient of thermal expansion, mass 

diffusion coefficient, thermal diffusion coefficient, coefficient of thermal conductivity, 

heat of reaction, and activation energy. 

Part of the current research effort is to develop a molecular dynamics simulation 

model that simulates shock wave induced combustion synthesis of intermetallic 

compounds such as Ni3Al.  The purpose of the model is to produce chemical and material 

properties of the alloying reactions.  A major objective in developing the model is to 

design the simulation such that a relatively inexpensive experiment could be constructed 

to verify it.  This is where existing molecular dynamics models fail.  Most molecular 

dynamics models designed to simulate shock wave response of materials accurately 

capture the physics of the shock wave phenomenon, but fall short of accurately modeling 

the long-time diffusion controlled mechanism.  These models are severely restricted to 

small simulation times that are governed by the shock wave velocity and system length.  
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In most cases the failure to capture the long time diffusion phenomenon is due to the 

treatment of the boundary conditions.  Models generated to simulate long-time scale 

phenomena caused by shock wave loading are able to accurately simulate the state of the 

system after the attenuation of the shock wave, but the initial loading is modeled non-

physically.  These molecular dynamics models and there shortcomings are briefly 

described in [17], where an alternative model that captures short-time scale shock loading 

and long-time scale phenomenon is proposed.  The proposed model simulates the initial 

shock loading by colliding two adjacent slabs of material together.  Each slab of material 

is comprised of laminated (alternating) metallic layers.  The collision results in the 

generation of two shock waves propagating in opposite directions from the center 

(collision point).  When the shock waves reach the outer boundaries, (up to this point the 

spatial boundaries are modeled with shrink-wrapped boundary conditions and the 

transverse boundaries are modeled with periodic boundary conditions) the shrinking 

boundary conditions are replaced with periodic boundary conditions.  Thus, at the end of 

the equilibrium molecular dynamics simulation, the entire system is in a shocked state 

and there is minimal translational motion.  The equilibrium molecular dynamics 

simulation is carried out using a constant number of particles, volume, and energy (NVE) 

process. 

Although this innovative model is able to simulate short-time and long-time 

phenomenon of a shock loaded sample, it possess a fundamental physical flaw.  The 

problem arises from the application of periodic boundary conditions in the spatial 

coordinate during the equilibrium phase of the simulation.  The accuracy of the shock 

wave physics that govern the series of complex reflected shock and relief waves, 
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generated by the shock impedance mismatch, is compromised.  Also, an experiment that 

closely resembles this model would be extremely difficult and expensive to execute with 

success.  The model that is developed in the current research effort uses a unique and 

innovative methodology to accurately capture the short-time and long-time physical and 

chemical phenomenon associated with the combustion of intermetallic systems. 

 

1.4 The Ni/Al System 

 The Ni/Al system is comprised of several intermetallic compounds ranging from 

Al rich species such as Al3Ni, Al3Ni2, and NiAl to Ni rich species such as Ni3Al and 

Ni5Al3.  The large majority of current research efforts have been focused on the NiAl and 

Ni3Al species due to the enhanced mechanical properties.  Figure 1.2 shows the phase 

diagram for the nickel aluminum system. 

 

Figure 1.2 – The Ni/Al system phase diagram [35]. 
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1.4.1 Enhanced Properties of Ni3Al 

 The many beneficial characteristics of nickel aluminide compounds promote their 

use in modern, highly specialized machines.  For most applications, the density is 

considered to be low and the raw material is relatively inexpensive.  Ni3Al based alloys 

show excellent resistance to oxidation at temperatures exceeding 900 °C, they have good 

high-temperature ductility for nickel-rich compositions, and they possess high-

temperature strength up to temperatures approaching 1100 °C.  They have good 

resistance to carburization and they show an increase in yield strength for temperatures 

around 850 °C [36].  Disadvantages of nickel aluminides include poor ductility and high 

propensity of fracture due to the brittle nature of the polycrystalline structure [37].  It is 

known that these shortcomings can be overcome through the use of additive dopants.  It 

was shown that the ductility of Ni3Al dramatically improved with the addition of small 

amounts boron [38]. 

1.4.2 Some Current Applications of the Ni3Al Intermetallic Compound 

Sikka and Deevi have compiled a detailed list of intermatallic compounds used in 

structural applications for general use [39].  The following applications and objectives are 

taken from their work.  Ni3Al based alloys are used for radiant burner tubes in heat-

treating furnaces.  Here, the application of Ni3Al helps to increase the life of the furnace 

due to its higher creep, oxidation, and carburization resistance properties.  Ni3Al based 

alloys are also used extensively for die tools, especially dies that are designed for hot-

forging processes and for hot pressing of permanent magnet materials.  The life cycle of a 

Ni3Al based die is increased mainly due to the peak in yield strength that exists at 850 °C 

and good oxidation resistance.  Ni3Al powder is used as a binder for tungsten and 
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chromium carbide tools and dies.  In this application, Ni3Al improves hardness, wear 

resistance, and aqueous corrosion resistance in certain acid solutions. 

1.4.3 Self-Propagating High-Temperature  Combustion Synthesis of Ni3Al 

 In general, nickel aluminide reactions are of interest for various applications.  The 

current study concentrates on the formation of the Ni3Al nickel aluminide compound.  

Experimental efforts using the SHS method of combustion synthesis for characterizing 

the Ni3Al nickel aluminide system have been carried out with some success.  Varma and 

Mukasyan reported that the adiabatic combustion temperature of the reaction is 1586 K 

and that the maximum measured combustion temperature was 1690 K [40].  Table 1.1 

shows simple combustion properties of Ni/Al systems. 

Table 1.1 - Combustion properties of nickel aluminide systems [40]. 

System Adiabatic 
temperature (K) 

Product melting 
point (K) 

Combustion velocity 
(cm/s) 

Combustion 
regime 

Ni + 3Al 1396 1127 0.09 Strong pulsating 
2Ni + 3Al 1867 1405 0.93 Weak pulsating 
Ni + Al 1911 1911 1.24 Steady state 
3Ni + Al 1586 1753 0.22 Pulsating 

 

It is interesting to note that the combustion temperature of Ni3Al is higher than the 

melting point of aluminum and the aluminum-rich intermediate species of the reaction, 

lower than the melting point of nickel, and roughly equivalent to the melting point of the 

product species.  The physical mechanism describing the reaction 3Ni + Al à Ni3Al is 

still somewhat unknown.  Varma and Mukasyan offer a fairly good description of the 

SHS diffusion controlled reaction based on experimental findings. 

“Aluminum melts and rapidly spreads around the Ni particles, with simultaneous 

formation of Al-rich phases (Ni2Al3 and probably even NiAl3).  The diffusion of metals 
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through the layer of the intermediate product appears to be the limiting stage of the 

combustion process.  A study of reactions in the Ni-Al system showed that diffusion in this 

case occurs mainly due to migration of Ni in molten Al [41].  Thus the reaction proceeds 

by the diffusion of Ni through intermediate layer (NiAl3 and Ni2Al3), whose thickness 

remains essentially constant during the reaction [42].  The final product (Ni3Al) 

crystallizes in the volume of the melt after saturation.” 

Using this model, researchers have been able to develop a kinetic expression for the 

diffusion-controlled rate and an analytical expression for the combustion wave velocity 

[43, 44].  These observations describe, in a general way, a basic mechanism for how the 

3Ni + Al à Ni3Al reaction progresses through time.  However, they are qualitative, 

unproven, and largely incomplete.  Much work is needed to validate and verify these 

results.  Also, quantitative research efforts would give much needed insight into the entire 

chemical reaction mechanism (e.g. the rate formation and deformation of intermediate 

species as well as the formation of product species).  Philpot, Munir, and Holt made an 

attempt at characterizing the chemical reaction mechanism for volume combustion 

synthesis (VCS) methods (relatively slow heating rates) [45].  They proposed the 

following mechanism: 

(1)  The following solid-solid reaction initiates the mechanism: 

3Al + Ni à NiAl3    -?H = 260cal/g 

(2)  Formations of other Al-rich species occur through the following intermediate  

       reactions: 

3Al +Ni à Ni2Al3    -?H = 324cal/g 

Al3Ni + Ni   à Ni2Al3    -?H = 324cal/g 
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(3)  Traces of NiAl and Ni3Al species appear by weak exothermic reactions between Ni 

and Al-rich species. 

Ni2Al3 + 7Ni à 3Ni3Al   -?H ˜ 0cal/g 

Ni2Al3 + Ni   à 3NiAl   -?H ˜ 0cal/g 

(4)  The solid-liquid reaction of Al-rich and Ni 

Ni + NixAly à Ni3Al      

Experimental efforts have shown that the enthalpy of reaction is [46, 47]: 

3Ni + Al à Ni3Al   -?H = 192.91cal/g 

Further experimental efforts are required to test and prove proposed reaction mechanisms 

such as this.  Often, experiments are costly and have a limited range of visibility for 

obtaining the desired measurements.  Modeling and simulation can observe what is 

undetectable to experiment.  Thus, modeling and simulation gives much needed insight 

into the inner workings of the chemical reaction. 
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CHAPTER 2 

INTRODUCTION TO MOLECULAR DYNAMCIS SIMULATION METHODS 

2.0 Introduction 

 Molecular dynamics methods serve as instruments for modeling and predicting 

material response to some external stimulus, often mechanical in nature.  Material 

responses are characterized by observing consecutive particle arrangements and particle 

interactions in time.  Each arrangement is obtained by integrating Newton’s laws of 

motion that describe the previous arrangement.  The end result is a list of particle 

trajectories that illustrate the motion of the system.  A particle’s trajectory can be thought 

of as a reaction or a series of reactions due to an initial action or stimulus.  A system’s 

reaction to an initial action is characterized by changes in mechanical and thermodynamic 

properties.  Properties are calculated from the particle trajectories through the use of 

kinetic theory, statistical thermodynamics, and sampling theory.  Static system property 

functions, such as temperature, internal energy, and pressure, are calculated from 

averages of either the Hamiltonian or it’s spatial and momentum derivatives.  Dynamic 

system properties, such as viscosity, thermal conductivity, and diffusion coefficients, are 

calculated through the use of time correlation functions [48]. 

 

2.1 Fundamental Equations  of Motion 

2.1.1 Newton’s Equations of Motion 

The fundamental governing equations used in molecular dynamics are Newton’s 

equations of motion.  Newton’s three laws of motion for a multibody system are stated as 

follows [49]: 
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1. An object at rest remains at rest and an object in motion will continue in 
motion with a constant velocity (that is, constant speed in a straight line) 
unless it experiences a net external force. 

 

Const
dt
rd i =
r

     (2.1) 

 
where ir

r
 is the vector that determines the ith atom’s or molecule’s location relative to the 

origin of the Eulerian (fixed) coordinate system. 

2. The acceleration of an object is directly proportional to the net force acting 
on it and inversely proportional to its mass. 

 

2

2

dt
rd

mF i
ii

rr
=      (2.2) 

 
where mi is the mass and iF

r
 is the net external force acting on the ith atom or molecule. 

3. If two bodies interact, the force exerted on body 1 by body 2 is equal to and 
opposite the force exerted on body 2 by body 1. 

 

21 FF
rr

−=      (2.3) 
 

In classical dynamics, a particle’s kinetic energy is defined as the work required to move 

the particle from rest to velocity
dt
rd i
r

. 

2

2
1





⋅=

dt
rd

mE i
iki

r
    (2.4) 

2.1.2 Hamilton’s Equations of Motion 

 The Hamiltonian H~  is a function of the particles’ positions and velocities whose 

value is constant with respect to time. 

( ) ConstprH NN =
rr

,~     (2.5) 
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The notation { }NN rrrrr
rrrrr

,...,,, 321= is the set of vectors that locate the atomic centers of 

mass.  { }NN ppppp
rrrrr

,...,,, 321=  is the set of vectors that lists the momentum of each 

atom.  Here, momentum for an individual atom or molecule is defined as: 

dt
rd

mp
r

r
⋅=      (2.6) 

For isolated systems, the Hamiltonian is recognized as the total energy of the system.  

The total energy of an isolated system is defined as the sum of the kinetic and potential 

energies of each atom. 
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where the potential energy UP.E. is defined for particle interactions.  The equations of 

motion are obtained from the total time derivative of the Hamiltonian. 
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Note that the Hamiltonian is constant with respect to time and has no explicit time 

dependence.  So, the general expression becomes: 
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Taking the total time derivative of (2.7) for an isolated system yields: 
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Comparing (2.9) with (2.10) and using the definition of momentum given by (2.6), it is 

observed that 
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    (2.11) 



 18 

i

EP

i r
U

r
H

rr
∂

∂
=

∂
∂ ..      (2.12) 

Substituting (2.11) into (2.9) yields 
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Due to the fact that all the velocities are independent from one another and the result 

(2.12), (2.14) is satisfied only if, for each molecule i 

dt
pd

r
U i

i

EP
r

r −=
∂

∂ ..      (2.15) 

Using (2.15), (2.6), and Newton’s second law, the following conclusion of obtained: 

i

EP
i r

U
F r
r

∂
∂

−= ..      (2.16) 

Equations (2.11) and (2.15) are known as Hamilton’s equations of motion and represent 

six equations for each atom.  They are first order in nature; where as Newton’s three 

equations of motion are second order in nature.  Result (2.16) is an important relation that 

is the main driving force behind molecular dynamics.  The derivation of Hamilton’s 

equations of motion is taken from Haile [48]. 

 

2.2 Modeling Molecular Interactions  

 In molecular dynamics, molecular interactions must be accounted for.  

Interactions between molecules or atoms are described by intermolecular potentials 

which define the potential energy between molecules or atoms as a function of the 

separation distance.  The strong majority of intermolecular potentials are pairwise 
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additive or at least include a pairwise additive term.  It is assumed that in pairwise 

additive potentials tha t the interaction energy among n  atoms is the sum of each two-

body contribution.  There are two fundamentally different types of models used for 

simulating particle interactions; those for hard spheres, for which the potential energy 

between two particles is discontinuous, and those for soft spheres, for which the potential 

energy between two particles is a continuous function of separation distance. 

2.2.1 Hard Sphere Model 

 In the hard sphere model for simulating molecular interactions, the pairwise 

potential energy function is a delta function. 

( )




>
≤∞

=
η
η

r
r

rU EP 0..         (2.17) 

A plot of the delta function representing the intermolecular potential versus separation 

distance is shown in Figure 2.1.  The plot shows that there are no interactions between the 

atoms except when they collide. 

 

Figure 2.1 – The pair potential energy function for the hard sphere model. 

 

Collisions of the atoms or particles are taken to be perfectly elastic.  The particles behave 

like colliding billiard balls.  No particle deformation is experienced during collisions.  
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Also, the internal state of the particles remains constant.  The kinematic equations that 

govern the motion of hard sphere interactions are derived from the conservation of linear 

momentum and the conservation of energy. 
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2
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      (2.19) 

Here, the equations of motion are nothing more than algebraic equations.  Unlike 

Newton’s equations of motion, these equations can be easily solved without numerically 

solving differential equations.  Another advantage of the hard sphere model is that 

particle interactions range over relatively short distances.  Short distance interactions 

reduce the computational time by a significant amount.  Results generated from the hard 

sphere model are reasonably consistent with other simulation methods such as Monte 

Carlo simulations [50].  Although the hard sphere model presents several advantages and 

short cuts, there are many severe drawbacks to using it.  It is extremely difficult to 

accurately simulate phase transitions for most models that use the hard sphere method.  

Simulations that use the hard sphere model exhibit a high level of dependence on number 

of atoms.  Also, there are several computational difficulties associated with the model 

when used to simulate complex systems.  Assessing statistical and systematic errors as 

well as detecting system equilibrium can be very arduous. 

Given the availability of computational resources with modern computer systems 

and the advancements made in the field over the past thirty years, the hard sphere model 

for simulating molecular interactions serves more as a learning tool rather than an actual 

method that is used in current molecular dynamics simulations. 
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2.2.2 Soft Sphere Models 

In soft sphere models for simulating molecular interactions, the pairwise additive 

potential energy function is of the form 

( ) ( )∑∑
<

=
JI

ijEP
N

EP rUrU ....
r

     (2.20) 

where rij is the scalar distance between the centers of atom i and atom j.  Here, 

instantaneous multiple body interactions are ignored.  The functional form of UP.E.(rij) is 

continuous and differentiable for all values of rij > 0.  Given this form, it is clear why 

result (2.16) is critical to molecular dynamics simulation methods.  It relates molecular 

interactions to Newton’s second equation of motion. 
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The Lennard-Jones (12, 6) potential energy model is commonly used to 

demonstrate qualitative aspects of soft sphere potentials [51]. 
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where s is the distance to the bottom of the energy well and e is the energy well depth.  

These parameters can be obtained by curve fitting experimental data or by quantum 

chemistry simulation results.  The resulting intermolecular force is 
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Here, the convention is that attractive forces are negative and repulsive forces are 

positive.  The Lennard-Jones model, as well as most soft sphere models, captures short-

range, repulsive forces as well as long-range attractive forces.  Repulsive forces occur as 
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a result of overlapping of the atoms’ electron clouds; this is known as Pauli’s repulsion.  

The attractive forces are a consequence of London dispersion interactions. 

r (A)
2 3 4 5 6

0

Potential Energy
Force

Attractive ForceRepulsive Force

 

Figure 2.2 – The Lennard-Jones (12, 6) pair potential and pair force representing 
interactions between hydrogen atoms. 

  

For systems containing a large number of atoms, the number of unique pair 

interactions is rather sizeable and can severely increase the computation time.  For a 

system containing n  atoms, the number of unique pair interactions is 

( )
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nn −=−⋅     (2.24) 

Hence, the number of interactions increases with the square of the number of atoms.  In 

order to deal with this problem, many potential functions include a cutoff distance where 

pair interactions beyond this distance are neglected. 
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This method of modeling molecular interactions can significantly reduce the 

computational expense and can make a simulation feasible that, without it, was 

impractical.  Figure 2.2 shows that the force acting between two hydrogen atoms 

becomes negligible at relatively short separation distances.  Thus, this approximation is 

valid for many potentials and systems. 

Due to its simple form, the Lennard-Jones (12, 6) potential function serves as an 

excellent qualitative learning tool.  Many other types of intermolecular potential 

functions that are used in molecular dynamics simulations are more robust than the 

Lennard-Jones potential function.  A few other potentials that are commonly used in 

molecular dynamics simulations are the Buckingham potential, Embedded Atom Method 

potential, and the Morse potential.  Each potential function has its strengths and 

weaknesses and some potential functions are specifically designed to model exact 

physical phenomenon.  For example, the Embedded Atom Method is explicitly designed 

to model metals and metal alloys and the Buckingham potential is used to model 

Coulombic interactions. 

 Using soft sphere models to simulate molecular interactions has tremendous 

advantages over the hard sphere model.  Currently, almost all molecular dynamics 

simulations are executed using some type of soft sphere intermolecular potential function.  

The functional form of soft sphere models enables the forces acting on each atom to be 

readily calculated and substituted into Newton’s second law so that the atom 

accelerations can be determined. 
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2.3 Computational Algorithm 

 Typically, in molecular dynamics simulations, Newton’s equations of motion are 

numerically solved using a finite-difference method known as Verlet’s algorithm.  The 

algorithm is a third-order Störmer algorithm and was proposed by the French physicist 

Loup Verlet in 1967 [52].  The algorithm is comprised of two Taylor series expansions 

that represent the atom’s position.  The first series expansion marches forward in time. 
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The second series expansion marches backward in time. 
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The odd-ordered terms are eliminated when the two series expansions are added together. 

( ) ( ) ( ) ( ) ( )42
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This very simple, yet powerful result is Verlet’s algorithm for atom positions.  The term 

on the left hand side of the equation represents the next position of the atom.  The first 

term on the right hand side of the equation is two times the current position of the atom.  

The second term corresponds to the previous position of the atom.  The third term on the 

right hand side is the current acceleration of the atom times the square of the time step.  

Here, the acceleration is calculated from the intermolecular forces and Newton’s second 

law.  The equation has third order truncation error.  Because the algorithm calculates the 

next position based on the current and previous positions, an additional equation is 

needed to solve for the previous position at time zero.  This can be done by truncating 

(2.27) after the first-order term. 
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( ) ( ) ( )
t
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tdx

txttx ∆−=∆−        (2.29) 

This is known as the backward time marching Euler method.  It states that the previous 

atom position is equal to the current position minus the current velocity times the time 

step.  It is only used in the first step to initiate the simulation. 

Since (2.28) does not contain the velocity, a variety of schemes have been 

contrived to fill in this gap.  The simplest being a first-order central difference estimator, 

which is obtained by further truncating (2.26) and (2.27) to get: 
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Subtracting (2.31) form (2.30) yields: 
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Accuracy of the velocity is critical in determining system properties.  Both the system 

kinetic energy and temperature depend highly on atom velocities.  Therefore, it is vital to 

use an algorithm that is of high fidelity.  The algorithms shown in this section form the 

basic foundation of most integration methods used in molecular dynamics simulations.  

More robust versions of Verlet’s algorithm have been developed that are currently in use.  

This section is only meant to serve as an introduction to integration in molecular 

dynamics simulations. 
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2.4 Timestep and Algorithm Stability 

 The timestep in numerical methods used to solve differential equations is often 

determined from rigorous stability analysis.  Von Neumann developed a seemingly 

elegant way of performing stability analysis for finite difference equations of partial 

differential equations.  Unfortunately, most finite difference equations used in molecular 

dynamics are nonlinear.  The following example demonstrates this point.  Consider the 

two-body, one-dimensional system shown in Figure 2.3. 

 

Figure 2.3 – A two-body, one-dimensional system that is modeled using the  
Lennard-Jones (12, 6) potential and Verlet’s algorithm. 

 

Using Verlet’s algorithm and the Lennard-Jones (12, 6) potential function, the governing 

finite difference equation is obtained as: 
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The nonlinearities in (2.33) stem from the Lennard-Jones (12, 6) potential.  Thus, the 

analytic stability analysis described by von Neumann’s method does not apply.  

However, for general nonlinear equations, approximate stability analysis can be 

performed by linearizing the equation or using the methods of Lyapunov [53].  

Unfortunately, both of these methods are not a viable option when applied to the 

equations of motion used in molecular dynamics.  Therefore, there is no simple analytical 

way to obtain an appropriate value for a timestep.  Typically, the timestep is determined 

though performing a series of trial simulations. 
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2.5 Boundary Conditions  

 The objective of most molecular dynamics simulations is to obtain bulk properties 

that are representative of macroscopic phenomena.  In atomistic simulations, boundary 

effects influence a significant portion of the system which can cause the system 

properties to resemble surface phenomena rather than bulk phenomena.  A simple 

example that Leach gives illustrates this point [54]. 

 “Suppose we have a cube of volume 1 liter which is filled with water at room 

temperature.  The cube contains approximately 3.3×1025 molecules.  Interactions with 

the walls can extend up to 10 molecular diameters into the fluid.  The diameter of the 

water molecule is approximately 2.8 Å and so the number of water molecules that are 

interacting with the boundary is about 2.0×1019.  So, only about one in 1.5 million water 

molecules is influenced by interactions with the walls of the container.  The number of 

particles in a Monte Carlo or molecular dynamics simulation is far fewer than 1025 – 

1026 and is frequently less than 1000.  In a system of 1000 water molecules most, if not all 

of them, would be within the influence of the walls of the boundary.  Clearly, a simulation 

of 1000 water molecules in a vessel would not be an appropriate way to derive bulk 

properties.  The alternative is to dispense with the container altogether.  Now, 

approximately three-quarters of the molecules would be at the surface of the sample 

rather than being in the bulk.  Such a situation would be relevant to studies of liquid 

drops, but not to studies of bulk phenomena”. 

 Thus, appropriate boundary conditions are essential to modeling atomistic 

behavior.  There is a wide variety of boundary conditions used in molecular dynamics 
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simulations.  The more commonly used boundaries are periodic, fixed, shrink wrapped, 

and perfectly/partially reflective. 

2.5.1 Periodic Boundary Conditions  

 Periodic boundary conditions make it possible for a small collection of atoms to 

be representative of bulk material.  The schematic shown in Figure 2.4 illustrates that 

atoms contained within a small volume experience forces similar to those found in bulk 

material.  The entire system volume is comprised of a primary cell, located in the center, 

surrounded by exact replicas of itself.  The replica cells, also known as image cells, 

contain the exact number of atoms as the primary cell.  Also, atoms within the image 

cells have the same position and momentum as the corresponding atoms within the 

primary cell.  When a particle translates outside of the primary cell, it is replaced by a 

particle from an adjacent image cell that enters from the opposite side.  Hence, the 

number of particles remains constant throughout the simulation. 

 

Figure 2.4 – Periodic boundary conditions in two dimensions. 
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When periodic boundary conditions are used, an atom located inside the primary cell has 

molecular interactions with atoms inside image cells as well as atoms inside the primary 

cell.  As a result, surface effects are eliminated from the primary cell. 

2.5.2 Fixed Boundary Conditions  

 The fixed boundary condition is non-periodic, so that particles do not interact 

across the boundary.  Also, they do not move from one side of the cell to the other.   

In three dimensions, the boundary is represented by a planer surface.  If an atom moves 

across the planer surface boundary, then it is lost to the system.  Consequently, the mass 

is not conserved throughout the length of the simulation. 

 

Figure 2.5 – Snapshots of a system using fixed boundary conditions; once the atom 
leaves the boundary, it is no longer part of the simulation. 

 

2.5.3 Shrink Wrapped Boundary Conditions  

The Shrink Wrapped boundary condition is also non-periodic, so that particles do 

not interact across the boundary and do not move from one side of the cell to the other.   

In three dimensions, the boundary is represented by a planer surface.  If an atom moves 

across the planer surface boundary, then the planer surface is translated such that the 
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atom is still contained within the system.  Unlike the system with fixed boundary 

conditions, the mass is conserved throughout the length of the simulation. 

 

Figure 2.6 – Snapshots of a system using shrink wrapped boundary conditions; 
when the atom leaves the boundary, the boundary is extended. 

 

 

2.5.4 Perfectly/Partially Reflective Boundary Conditions 

 Perfectly reflective boundary conditions are also non-periodic, so that particles do 

not interact across the boundary and do not move from one side of the cell to the other.  

They bound the initial simulation domain with one or more walls which reflect particles 

when they attempt to move thru them.  Here, reflection is defined as follows: when an 

atom translates thru the fixed boundary on a time-step by some distance ? X, it is 

perfectly reflected about the fixed boundary back inside the domain and the velocity 

component, perpendicular to the boundary, is flipped.  This is illustrated in Figure 2.7. 
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Figure 2.7 – An illustration of perfectly reflective boundary conditions.  Step 1 
shows the atom just before leaving the boundary.  Step 2 shows the atom outside the 

boundary by a distance ?X with velocity V in the positive direction.  Step 3 shows 
the atom is place back inside the boundary by a distance ?X with a velocity ? in the 

negative direction. 
 

In addition to perfectly reflecting boundary conditions, there are partially reflecting 

boundary conditions.  Essentially, they act in the same manner as the perfectly reflecting 

boundary condition with the exception that the magnitudes of the displacement and 

velocity are reduced by some fraction when placed back inside the domain.  Note that 

these boundaries are not used with constant volume, energy, and number of particles 

(NVE) simulations due to the energy loss associated with a partial reflection. 

2.6 Initial Conditions  

 Assigning initial conditions to the system entails assigning initial atom positions, 

initial atom velocities, and possibly, initial values for higher derivatives of the atom 

positions.  Initial positions are not assigned in a random fashion due to the artificially 

large amount of overlap that occurs between two neighboring atoms.  Instead, initial 

positions are often assigned in accordance with a lattice structure or are taken from a 

previous simulation.  Initial velocities are randomly assigned using a random number 

generator with the specified seed as the specified temperature.  Often, the initial 
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velocities are randomly assigned in a Gaussian distribution.  They can also be assigned 

by reading in a file from a previous simulation. 

 

2.7 Equilibration and Production 

 After initialization of the simulation is completed, the numerical algorithm can 

begin computing the system of equations.  Molecular dynamics simulations are broken up 

into two phases.  The first phase, called equilibration, relaxes the system from somewhat 

arbitrarily assigned initial positions and velocities to an equilibrium state.  Adjustments to 

the system temperature by rescaling the velocities are typically performed in this phase of 

the simulation.  For example, a simulation of solid aluminum may begin at 0 K where 

each atom is located at a crystal lattice sight.  During the equilibration phase of the 

simulation, the aluminum lattice may be heated to 300 K (room temperature) by rescaling 

the atom velocities at a prescribed interval.  The end result is that the aluminum has 

reached an equilibrium state with a temperature of 300 K.  During the equilibration phase 

of the simulation, property averages are unstable, especially if velocity rescaling is used.  

Although the system properties of the equilibration phase are not used for calculating 

bulk material properties, they are used to monitor the system and to identify when the 

system reaches equilibrium.  Haile lists five necessary conditions that an isolated system 

at an equilibrium state should satisfy [48]. 

1. The total number of molecules n  and total energy ET should be constants, 

independent of time.  Since ET is constant, fluctuations in the kinetic energy and 

potential energy must be equal in magnitude but out of phase with one another. 
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2. Each Cartesian component of the velocities should, on a time average, describe a 

Maxwell distribution.  If velocity rescaling is performed with a Gaussian 

distribution, then the velocities are ensured to have a Maxwell distribution. 

3. Thermodynamic properties, such as the temperature, configurational internal 

energy, and pressure, should be fluctuating about table average values.  These 

averages should be independent of how the equilibrium state was attained.  Thus, 

at a specified state condition, averages should be reproduced when a run is 

repeated from different assignments of initial positions and initial velocities.  The 

magnitudes of the fluctuations depend on the system size, that is, on the number 

of atoms n ; in particular, the fluctuations decrease as n 1/2.  Thus, when we 

increase the number of atoms from 108 to 500, the magnitude of fluctuations are 

roughly halved. 

4. Property averages should be stable to small perturbations.  If the state is 

disturbed, for example by momentarily adding then removing a small amount of 

heat, thermodynamic properties should recover their equilibrium values.  Such 

small perturbations often can disrupt metastable states, which otherwise may 

exhibit some features of equilibrium. 

5. If the system is divided into macroscopic parts, time averages for each property 

should be the same in each part.  For example, imagine that we arbitrarily divide 

the system in half.  When averaged over a finite duration, the number of 

molecules, temperature, total energy, and pressure in the two halves should each 

be the same. 
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Once equilibrium is reached, the production phase of the simulation can begin.  Nothing 

about the algorithm has changed; the only difference is that system properties are used to 

calculated material characteristics.  Note that in current molecular dynamics simulations 

it is common practice to change boundary conditions at this point in the simulation. 

 

2.8 Calculating Basic System Properties 

 The goal of many molecular dynamics simulations is to characterize a substance 

or material by calculating macroscopic system properties from molecular interactions.  

Calculating system properties from a simulation of molecules or atoms involves analysis 

of trajectories.  The output of the simulation is a file containing the phase-space 

trajectories (time, position, and velocity) of all the atoms.  From the phase-space 

trajectories, all thermodynamic and static structure quantities can be calculated. 

 Molecular theory of matter states that macroscopic properties are a consequence 

of molecular interactions.  Furthermore, for an isolated system with a fixed volume at 

thermodynamic equilibrium, any measurable macroscopic property can be represented by 

a mathematical function that depends only on the phase-space trajectories of the system 

atoms.  Thus, over the time period from t0 to t0 + t, the measurable property is represented 

by the expression: 
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It is assumed that at thermodynamic equilibrium the measurable property, which is 

averaged over the period t0 to t0 + t, is representative of the average property over an 

infinite time period. 
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MeasuredAA =           (2.35) 
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Here, the equations used to calculate basic thermodynamic properties from simulation 

phase-space trajectories are shown.  Many more property functions are defined and are 

available but are beyond the scope of the current work and will therefore not be 

considered here. 

 The internal energy of an isolated system is comprised of two components; the 

kinetic (sensible) energy and the potential (configurational) energy.  In thermodynamics, 

the kinetic energy contribution to the internal energy encompasses molecular translation, 

rotation, and vibration, as well as electron translation, electron spin, and nuclear spin.  In 

classical molecular dynamics, atoms have spherical symmetry defined by an average 

radius.  The potential energy function describes all the internal characteristics of the 

molecule (atom).  That is to say, the potential function accounts for the interactions of the 

electrons and protons as well as other coulumbic interactions (van der Waals forces) 

using a single potential energy surface.  This is a consequence of the Born-Oppenheimer 

approximation [55].  Thus, in classical molecular dynamics, while using a potential 

function to describe molecular interactions, the kinetic energy contribution to the internal 

energy is simply the translational motion of the molecules.  If the simulation models 

molecules with individual atoms, then the translational energy of the atoms account for 

the translational, rotation, and vibrational energy of the molecules. 
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All other forms of thermodynamic sensible energy, such as electron translation, electron 

spin, and nuclear spin, are accounted for in the potential energy function. 
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So, as stated in section 2.2, the total internal energy for an isolated system is defined by: 
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Analysis of the microcanonical ensemble (fixed number of particles, volume, and 

energy) using statistical thermodynamics reveals that the absolute temperature of a pure 

substance is proportional to the average kinetic energy [56]. 

kb E
n

Tk
3
2

=           (2.40) 

Here, kb is Boltzmann’s constant, T is the absolute temperature, and n  is the number of 

particles. 

Pressure, assuming a pairwise additive potential, is obtained from the ideal gas 

law and the virial equation of state [48]. 
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where V is the volume.  The first term on the right hand side is the ideal gas contribution, 

and the second term is the virial contribution, which accounts for intermolecular 

interactions. 

The constant volume heat capacity is a measure of how the internal energy 

changes due to an isometric change in temperature and can be calculated by the 

expression: 
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Here, TT EE −  represents the fluctuation of the internal energy about its average value. 

 

2.9 Summary 

 The basic underling methods used in molecular dynamics simulations to model 

and predict material response to external stimuli have been discussed.  The fundamental 

equations of motion of Newton and Hamilton were developed and related to the motion 

of atoms.  A brief discussion of intermolecular potential functions and their connection to 

Newton’s second law was given.  The fundamental governing equations of molecular 

motion were derived and converted into a finite difference form that is suitable for 

molecular dynamics simulations.  Also, various boundary conditions and initial 

conditions were highlighted.  A short, yet sufficient discussion about calculating system 

properties was given.  In this discussion, equations for kinetic, potential, and total internal 

energy, temperature, pressure, and constant volume heat capacity were shown. 

Although these methods are simple in nature, they are an extremely valuable tool 

to the scientist or engineer attempting to gaze into the sub-macroscopic world of material 

behavior. 
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CHAPTER 3 

MOLECULAR DYNAMICS SIMULATIONS OF LASER INDUCED SHOCK 
RESPONSE OF REACTIVE NICKEL-ALUMINUM LAMINATED THIN FOILS 

 

3.0 Introduction 

 To characterize the self-propagating, high-temperature exothermic alloying 

reactions of Ni/Al nanoscaled multilayered films induced by laser pulse shock loading, 

classical molecular dynamics simulations were performed.  In the current work, a novel 

technique was developed to facilitate the energy input and distribution into nanolaminate 

thin films.  The laser pulse shock loading technique enables the initial shock response of 

the material to be captured as well as the late-time mass diffusion controlled alloying 

reaction and Ni3Al formation.  Shock compression raises the temperature, pressure, and 

density of the Ni and Al layers which triggers the Ni to diffuse into the Al and initiate the 

self-propagating alloying reaction.  Thermodynamic states, entha lpy of reaction, and 

global reaction rates of the laminated films were obtained.  It was determined that the 

series of complex rarefaction and reflection waves play a significant role in altering the 

thermodynamic state of the laminate.  Attributes of the rarefaction and reflection waves 

are controlled by the geometry and thickness of the alternating layers.  The dependence 

of layer thickness on the temperature, pressure, enthalpy of reaction, and global reaction 

rate was investigated and characterized. 

 Numerous efforts have been carried out to develop accurate empirical 

intermolecular potentials of the Ni/Al binary system [6-8].  Fortunately, the success of 

these efforts has lead to the wide spread use of molecular dynamics to investigate the 

Ni/Al system.  Previous molecular dynamics simulations using these potentials have 
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characterized the thermodynamics of the Ni/Al system [11, 14, 16].  Molecular dynamics 

simulations have been performed to investigate the role that pressure and material voids 

play in the alloying reaction process [16, 17].  Although results of prior work have been 

verified indirectly through experiment, there has been little effort to develop a simulation 

model that can be directly verified through experiment.  The laser pulse modeling 

approach offers a realizable system that, with minimal effort, could be configured into an 

experiment.  Figure 3.1 shows a schematic of an experimental configuration of a 

nanolaminated thin film system. 

 

Figure 3.1 - A schematic that illustrates the physical system that is modeled with the 
laser pulse shock loading technique  in the current work. 

 

3.1 Simulation Approach 

 Classical molecular dynamics simulation methods, with an embedded-atom-

method (EAM) potential, are used to investigate the SHS reaction that results in the 

formation of Ni3Al.  The simulation results, particularly the enthalpy of reaction, 
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adiabatic combustion temperature, and density, are compared to experimental data to 

validate the simulation methods. 

 The simulations were carried out using the Large-scale Atomic/Molecular 

Massively Parallel Simulator (LAMMPS) software package [57].  It was developed at 

Sandia National Laboratories, a US Department of Energy (DOE) facility, with funding 

from the DOE.  It is an open-source code, distributed freely under the terms of the GNU 

Public License (GPL).  The simulations require 3.25 days running on 125 single core 

1.66GHz Intel Itanium processors to complete one nanosecond of simulation time. 

 

3.2 The Embedded-Atom-Method Interatomic Potential 

The majority of previous molecular dynamics modeling efforts involving the 

Ni/Al system have used the EAM potential parameters developed by Mishin et al to 

simulate the atomic interactions [6].  It was pointed out in [16] that these potential 

parameters are inadequate for predicting melting temperatures of the individual Ni and Al 

species.  A more accurate description of Ni/Al interactions, using the Finnis-Sinclair 

EAM potential [58], was developed by Angelo, Moody, and Baskes [7] using empirical 

data from Chen [59, 60] and was employed in this work.  Here, the energy of atom i 

embedded in the host is a function of the energy required to embed atom i plus one-half 

times the sum of the short-range pairwise interactions.  Note that all atoms are viewed as 

being embedded in the host consisting of all other atoms. 
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Here, a and ß are atom species, rij is the separation distance between atoms i and j, ?a is 

the contribution to the electron charge density from atom j at the location of atom i but 
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without atom i actually being present, αβφ  is the short-range pairwise potential function, 

and Fa is an embedding function that represents the energy required to place atom i of 

type a into the electron cloud. 

Like the Lennard-Jones potential function, the EAM potential is an approximation 

that describes the energy state of atoms.  However, unlike the Lennard-Jones potential, 

which is purely pairwise additive, the EAM and its variants are multibody potentials.  

The multibody structure of the potential comes from the electron charge density 

contribution term.  As stated above, ?a is the contribution to the electron charge density at 

the location of atom i from atom j.  It can be shown that the electron charge density 

contribution at the location of atom i from atom j strongly depends on the configuration 

of neighboring atoms.  Thus, the energy level between atom j and atom i is not 

independent of all other atoms and therefore termed multibody dependant.  Consequently, 

these models are particularly well suited for metallic systems where atoms are in close 

proximity to one another. 

 Seven functions are required to fully define the EAM potential for binary alloy 

systems such as Ni/Al.  Three of the functions define pairwise interactions (Ni-Ni, Al-Al, 

Ni-Al), Two of them describe the embedding process, and the last two functions 

represent the electron cloud contributions.  These functions can be established 

empirically from the physical properties of the solids or from detailed quantum chemistry 

calculations.  The functions used for the current simulations are stored in a tabularized 

format and interpolated by splines. 
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Figure 3.2 - Potential energy functions used to define pairwise interactions between 
Ni and Al for the EAM potential defined by Angelo et al [7]. 
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Figure 3.3 - Functions used to define the electron density for the  EAM potential 
defined by Angelo et al [7]. 
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Figure 3.4 - Embedding functions used to define the embedding process for the  
EAM potential defined by Angelo et al [7]. 

 

Figures 3.2 through 3.4 show the seven input functions (tabulated data sets) that define 

the EAM potential that is employed by LAMMPS for the current investigation.  It is 

interesting that, like all natural chemical processes, the SHS alloying reaction is driven by 

energy minimization.  Figure 3-2 shows that the lowest energy well occurs for Ni-Al 

interactions at a separation distance of about 2.5 Å. 

This potential model accurately predicts the thermodynamic states during the 

solid- liquid phase transition of the Ni, Al, and Ni3Al species, which is of significant 

importance for calculating the enthalpy of reaction for the given systems in this work. 

 

3.3 Initial Configuration and System Equilibration 

 In total, three simulations were performed.  Each simulation consists of 

approximately 775,000 atoms that are arranged in alternating Ni/Al layers.  Additionally, 

the dimensions of each system are 888 Å in the Y coordinate, 100 Å in the X coordinate, 
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and 100 Å in the Z coordinate.  The laminate is configured in such a way to ensure that 

each bilayer has 3 Ni atoms for every Al atom.  Thus, a 3 Ni to 1 Al overall ratio in the 

laminated region is guaranteed.  The first simulation is comprised of 12 total layers, 6 

layers of each metal species.  The layer thicknesses in the first simulation are 

approximately 65 Å and 30 Å for Ni and Al, respectively.  The second simulation 

contains 20 total layers, 10 layers of each metal species and the thicknesses of the Ni and 

Al layers are 36 Å and 18 Å, respectively.  The third simulation features layer thicknesses 

for Ni and Al equal to 26 Å and 12 Å, respectively.  This simulation features 28 total 

layers, 14 layers of each metal species.  Figure 3.5 shows a comparison of the three 

geometries.  Each simulation contains a thick aluminum region that precedes the 

laminate.  The role of the thick aluminum region is to absorb the energy given off by the 

laser pulse.  Because the aluminum absorption region is long and continuous, a nice 

planner shock wave forms.  Compressive heating, due to shock wave interactions, acts as 

the trigger mechanism for the exothermic alloying reaction. 

 

Figure 3.5 - A schematic depicting the relative geometric differences of the three 
molecular dynamics simulations performed in the current work. 
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 To monitor the time evolution of the localized system properties, the sample was 

discretized along the Y coordinate into 180 fixed cells, each with dimensions of 4.93 Å 

by 100 Å by 100 Å.  After the initial shock compression, each cell is comprised of 

approximately 3,500 to 5,500 atoms, depending on the compression state and Ni 

concentration.  The cell properties are obtained by averaging over all the atoms within the 

cell.  The properties that are calculated within each cell are the kinetic, potential, total 

(internal) energies, pressure, temperature, enthalpy, number density, and mass fraction 

(concentration). 

 At the outset of the simulation, the system was initialized at 0 K before being 

equilibrated to 300 K.  The equilibration process was carried out by rescaling the atom 

velocities using a Gaussian distribution.  During this stage of the simulation, periodic 

boundary conditions were used in the X (into the page) and Z coordinates.  A shrink-

wrapping boundary condition was used in the Y coordinate to allow the system to expand 

while being equilibrated to room temperature.  After the atom velocities were rescaled 

such that the system temperature reached 300 K, an additional simulation without any 

system constraints was performed and the energy levels were monitored to ensure 

thermodynamic equilibrium. 

 

3.4 Laser Pulse Heat Addition 

 This work features an innovative modeling technique that was specifically 

developed to facilitate the energy input and distribution into the nanolaminate film.  The 

laser pulse shock loading technique enables the initial shock response of the material to 

be captured as well as the late-time mass diffusion controlled alloying reaction and Ni3Al 
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formation.  This technique uses a laser pulse to rapidly heat the aluminum energy 

absorber.  In turn, the rapid heating of the aluminum produces a planner shock wave that 

propagates through the entire sample and triggers the SHS alloying reaction.  Figure 3.6 

shows a pressure and temperature contour of the shock wave formation and initial 

propagation. 

 

Figure 3.6 - A temperature and pressure contour plot that captures the initial shock 
wave formation and propagation. 

 

3.4.1 Laser Pulse Characteristics 

 The characteristics of the laser pulse used in the current study were obtained from 

experimental efforts conducted by Juhasz, Smith, Metha, Harris, and Bron.  In [61], an 

experimental arrangement, using a CW pumped, actively mode- locked, Nd: YAG master 

oscillator and a Kiton Red gain dye, was configured to produce a laser that is tunable 

between 590 nm to 645 nm and delivers 3 ps duration pulses at 80mW.  It is assumed for 

the current model that the 3 ps laser pulse has a wavelength equal to 645 nm and a power 

output of 80 mW. 
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3.4.2 Transient Absorption of Laser Radiation 

 The output intensity of a YAG laser pulse on the fs to ps timescale is usually 

treated with a Gaussian distribution because the temporal intensity distribution often 

takes a hyperbolic-secant-squared pulse shape [61].  The laser output intensity is then 

expressed as: 
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where tp is the characteristic time of the laser pulse and I0 is the laser intensity which is 

defined as the total energy carried by the laser pulse per unit cross section of the laser 

beam.  The distribution of transient absorbed energy density is expressed by an 

exponential absorption law [62]. 
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where d is the material absorption depth and Rs f is the surface reflectivity.  This 

expression represents the pulse energy source in the film.  The material absorption depth 

is a function of material type and incident wavelength.  The wavelength of the laser pulse 

in air is 645 nm.  The wavelength of the laser pulse changes as it travels through different 

medium.  Changes in wavelength for the given system are governed by (3.5) and (3.6). 

CCAirAir NN λλ =          (3.5) 

AlAlCC NN λλ =          (3.6) 



 48 

where N is the refractive index and ? is the wavelength.  It was determined that NAir, NC, 

and NAl are equivalent to 1.002926, 2.650000, 1.110000 at wavelengths ?Air, ?C , and ?Al 

of 645 nm, 243.47 nm, and 582.64 nm, respectively [63].  The laser intensity I0 and 

reflectance Rsf of the aluminum surface are determined from the reflectance and 

transmittance. 
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Figure 3.7 - A schematic depicting the change in laser beam properties as the pulse 
penetrates different material layers. 

 

Work done by Hagemann, Gudat, and Kunz in [64] shows that aluminum, at a 

wavelength of 582.64 nm, has an absorption depth of 66.7 Å (d=1/µ).  The distribution of 

transient absorbed energy density is plotted in Figure 3.9 for values of tp=3 ps, 

Rsf=0.16775, I0=1909.8 J/m2, d=66.7 Å. 
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Figure 3.8 - Data from Hagemann et al [64 was used to determine the absorption 
depth of the laser pulse in aluminum (d=1/µ). 

 

 

Figure 3.9 - Absorbed energy density distribution in the aluminum absorber due to 
the 3 ps laser pulse. 

 

Here, Y=0 signifies the diamond-aluminum surface.  The plot shows that most of the 

energy is absorbed within the first 150 Å of the aluminum absorber.  The timescale was 

chosen for simplicity, -3.0 ps on the plot corresponds to the simulation time of 120 ps, 

which is the beginning of the laser heating portion of the simulation.  The temperature as 
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a function of space and time is obtained from the integration of (3.4) and serves as the 

energy input mechanism for the molecular dynamics simulation.  The ensemble of atoms 

that make up the aluminum absorber is partitioned into several groups.  Each group of 

atoms is heated at a rate that corresponds to the temperature profile obtained form the 

integration of (3.4).  Again, the group temperatures are controlled by rescaling their 

velocities with a Gaussian distribution. 

3.4.3 Boundary Conditions and Justifications  

A change in boundary conditions is necessary in order to effectively model the 

combustion synthesis process.  Boundary conditions in the X and Z coordinates remain 

periodic.  Fixed, perfectly reflective boundary conditions are used in the Y coordinate.  

The fixed, perfectly reflective boundary condition on the right side of the system models 

the interactions between the system and the tungsten anvil depicted in Figure 3.1.  The 

boundary condition on the left side is also fixed and perfectly reflective.  It models 

interactions between the system and the diamond lens.  The fixed, perfectly reflective 

boundary condition does not allow any mass or energy to transfer across the boundary.  

The application of a perfectly reflective boundary condition at the aluminum-tungsten 

interface can be justified by investigating the shock wave physics at the material 

boundary.  Figure 3.10 shows a simple system where the initial shock wave is traveling 

through the aluminum and impacts the material interface.  Here, shock waves are 

assumed to be square waves with no attenuation and are represented by the bold arrows.  

The material interface shown in the x-t diagram is represented by the dotted line.  Note 

that the tungsten anvil has a much higher shock impedance (density times the sound 

speed) than aluminum.  When the initial shock reaches the material interface, a shock 
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wave is transmitted into the tungsten and another shock wave is reflected back into the 

aluminum.  All three shock waves have different speeds as indicated by the different 

slopes shown in the x-t diagram.  The areas shown on the x-t diagram are called fields 

and represent thermodynamic states of the materials.  The pressure and particle velocities 

are equivalent within each field. 

 

 

Figure 3.10 - (Left) Depiction of a square shock wave traveling towards the Al-W 
interface. (Center) The shock impacts the interface which produces a shock 

reflection back into the Al material. (Right) The corresponding Al-W x-t diagram. 
(The figure was taken from [65]). 

 

Impedance matching is a commonly used solution technique to calculate the pressure 

magnitudes of the transmitted and reflected shock waves at material boundaries [65].  

Additionally, this method is used to calculate particle motion of the fields shown on the 

x-t diagram.  The pressure versus particle velocity curves (Hugoniots) of the aluminum-

tungsten boundary system are plotted in Figure 3.11 for initial shock wave pressures of 

80 and 25 GPa.  According to shock wave physics, to conserve mass, momentum, and 

internal energy, shock waves must produce states that fall on the forward or backward 

facing Hugoniot P-up curves [65].  Note that when a shock wave crosses a material 

boundary the pressures and particle velocities of both materials must be the equivalent.  
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The only point where this condition is met is where the reflected aluminum Hugoniot 

curve intersects the forward facing tungsten Hugoniot curve (at states c and d).  For an 

initial shock pressure of 80 GPa, the reflection off of the tungsten surface produces a 

pressure of 153 GPa, just 4% lower than the pressure produced from a perfect reflection.  

For an initial shock pressure of 25 GPa, the reflection off of the tungsten surface 

produces a pressure of 46 GPa, just 8% lower than the pressure produced from a perfect 

reflection.  Thus, it is demonstrated that the perfectly reflective boundary applied to the 

aluminum-tungsten interface predicts the reflected shock wave pressure reasonably well 

for high and relatively low initial shock wave pressures. 

A less desirable result is obtained when this analysis technique is applied to the 

boundary condition that models the aluminum-diamond interface.  Because diamond has 

a much lower density than tungsten, and therefore lower shock impedance than tungsten, 

the slope of its forward facing Hugoniot is much lower.  Figure 3.12 shows the Hugoniot 

P-up plot of the aluminum-diamond interaction.  This result shows that for initial shock 

pressures of 80 GPa and 25 GPa the perfectly reflective boundary condition over predicts 

the reflected shock pressures by 63% and 61%, respectively. 
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Figure 3.11 - Shock Hugoniot plots representative of a shock wave impacting an Al-
W interface.  (The shock Hugoniot data was obtained from [66]). 
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Figure 3.12 - Shock Hugoniot plots representative of a shock wave impacting an Al-
CDiamond interface.  (The shock Hugoniot data was obtained from [66]). 

 

However, the over prediction of reflected shock wave pressure at the left 

boundary has a minimal effect on the global process, especially in the laminated region.  
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As the shock wave travels through the system it transfers energy to the atoms via 

collisions.  Figure 3.13 shows that the peak pressure of the shock wave rapidly reduces 

during the first oscillation period.  This implies that the shock wave has delivered most of 

its energy to the system during this period.  It is interesting to note that most of the 

energy of the shock wave is expended in the laser pulse absorption region that is 

comprised of superheated aluminum.  In fact, the peak pressure has been reduced to such 

a relatively small value by the time the shock reflects off the diamond-aluminum 

interface that over predicting the shock reflection by 63% is insignificant.  Additionally, 

the energy that the system would loss by applying more accurate boundary conditions is 

extremely small in comparison to the total system energy.  Thus, the application of the 

perfectly reflective boundary conditions for the given model is justified. 

 

Figure 3.13 - Snapshots of the shock wave traveling through the system during the 
first oscillation period. 

 

3.5 Constant NVE Molecular Dynamics Simulation 

 After the 3 ps laser pulse has delivered its energy to the system, the simulation is 

transitioned into a molecular dynamics simulation where the number of atoms, system 
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volume, and system energy are held constant (NVE).  Here, the boundary conditions are 

equivalent to the boundary conditions used in the laser pulse heat addition portion of the 

simulation.  Figure 3.14 shows a plot of the kinetic, potential, and total energy of the 

entire system versus time.  This plot demonstrates that the total system energy is 

conserved during this phase of the simulation. 
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Figure 3.14 - Kinetic, potential, and total energy of the entire  10 bilayer system. 

3.5.1 Monitoring System Properties 

Local thermodynamic properties are calculated from the history cells shown in 

Figure 3.15 for the 10 bilayer simulation.  The locations of these cells were chosen to be 

far from the laser absorption region so that the reaction characteristics could be studied 

without influence of the superheated aluminum, yet far enough away from the aluminum-

tungsten interface to avoid boundary effects. 
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Figure 3.15 - Locations of the Ni and Al history cells in the 10 bilayer sample used 
for calculating thermodynamic and reaction properties. 

 

Once the initial shock wave has traveled through the first period (the length of the 

system and back), a series of complex rarefaction and reflection waves, as well as 

mechanical forces, begin to dominate the system response and trigger the alloying 

reaction.  The system undergoes a continuous series of compression and expansion 

periods, which cause further heating of the metal layers.  This accordion- like 

compression-expansion behavior of the nanolaminate is the source of oscillatory 

fluctuations in local thermodynamic properties.  Due to the fixed nature of the history 

cells and the oscillatory motion of the system, special care needs to be taken in the 

analysis of the local thermodynamic properties.  Figure 3.16 shows the pressure-time 

history plotted on top of the number of atoms-time history for the Al history cell.  Close 

inspection of this plot reveals that the thermodynamic properties are representative of Al 

in an expanded state and nickel in a compressed state.  It should be noted that the history 

cells are only 4.8 Å wide and when in a compressed state, the width of the thinnest Al 

layer is less then 4.8 Å. Thus, in order to obtain thermodynamic data that is representative 

of pure Al, this work uses the thermodynamic data in expanded states. Data that is 

representative of pure, individual chemical species is crucial for calculating accurate 

enthalpy of reaction data. 
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Figure 3.16 - Pressure-time history plotted on top of the number of atoms-
time history for the Al history cell. This plot demonstrates that the thermodynamic 
output is representative of Al in an expanded state and Ni in a compressed state. 

 

3.6 System Response of the 10 Bilayer Simulation 

3.6.1 Calculating Thermodynamic Properties 

 This section is intended to provide a simple overview of how the thermodynamic 

properties shown in this section were calculated. A more in depth discussion was given in 

chapter 2. A consequence of explicitly modeling individual atomic interaction is that the 

translational energy of the atoms account for the translational, rotation, and vibrational 

energy of the molecules. Thus, the kinetic energy is calculated from: 
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         (2.37) 

The potential energy is obtained from the sum of the EAM interatomic potential that was 

discussed in detail in section 3.2 [7]. 
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So, as stated in section 2.2, the total internal energy for an isolated system is defined by: 
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       (2.39) 

Recall from section 2.8 that the temperature is related to the average kinetic energy from: 

kb E
n

Tk
3
2

=           (2.40) 

The pressure is calculated from the trace of the stress tensor, which is defined by: 
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           (3.9) 

 

The first term is a kinetic energy contribution for atom i. The second term is a pairwise 

energy contribution where n loops over the Np neighbors of atom i, r1 and r2 are the 

positions of the 2 atoms in the pairwise interaction, and F1 and F2 are the forces on the 2 

atoms resulting from the pairwise interaction. The third term is a bond contribution of 

similar form for the Nb bonds which atom i is part of. There are similar terms for the Na 

angle, Nd dihedral, and Ni improper interactions atom i is part of. Finally, there is an 

optional term for the applied internal constraint forces. 

The enthalpy is calculated by: 

PVEH T ∆+∆=∆          (3.10) 
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3.6.2 Thermodynamic Response and Reaction Rate 

 Further inspection of Figure 3.16 shows that at 200 ps no Ni atoms have migrated 

into the history cell and at 235 ps, one oscillation period later, the Ni has started to 

diffuse into the Al.  Thus, the alloying reaction begins at 200 ps.  Figure 3.17 shows five 

snapshots of the 10 bilayer molecular dynamics simulation that captures the initial 

configuration, combustion synthesis wave propagation, and final Ni3Al intermetallic 

formation.  The figure also depicts reaction initiation and propagation stemming from 

both ends of the laminated region.  The combustion synthesis wave on the left side of the 

laminate is initiated from the extremely high temperature of the superheated aluminum 

laser energy absorber.  The reaction on the right side of the laminate is initiated from the 

shock wave reflection at the aluminum-tungsten interface.  Due to the impedance 

mismatch at the interface, the pressure in the Al doubles for a short period of time.  This 

high pressure peak causes the temperature to spike which, in turn, accelerates the 

diffusion of the Ni species in the local region.  Figure 3.18 shows that the initial shock 

wave reaches a peak pressure of over 1,000 kbar.  It also reveals that the pressure in the 

expanded Al gradually increases from 92 kbar to 175 kbar as the reaction progresses.  

Similarly, the temperature in the Al increases from 1,000 K to 2,400 K during the 

alloying reaction process, which matches well with the experimental range of 1873 K to 

2573 K, reported by Sikka and Deevi [39]. 
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Figure 3.17 - Snapshots in time illustrating the combustion synthesis wave 
propagation and final Ni3Al product formation. 
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Figure 3.18 - Pressure-time history of the Al history cell defined in Figure 3.15. 
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Figure 3.19 - Temperature-time history of the Al history cell defined in Figure 3.15. 
 

The Ni migration into the cell and the Al migration out of the cell are monitored 

by tallying each species at every expansion period (Figure 3.20).  Also, to investigate the 

global reaction rate, the Ni-to-Al ratio is calculated and is plotted in Figure 3.21.  This 

figure demonstrates that for the given energy input mechanism, the 10 bilayer system has 

a global reaction rate of about 600 ps.  e.g. the entire laminated region of Ni and Al reacts 

to form the product Ni3Al within 600 ps.  The initial and final (NVE) density contours are 

shown in Figure 3.22 and serve as further evidence of Ni3Al formation.  The figure shows 

the existence of a large density gradient in the forward section of the laminate.  This is 

due to the large Ni concentration gradient between the laminate and the Al absorber 

region.  It also shows the existence of a small density gradient near the aluminum-

tungsten interface.  The final density of the material within the history cells (700 Å-800 

Å) is approximately equal to 7.33 g/cc, which is consistent with the accepted value of 

7.26 g/cc for Ni3Al [36]. 
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Figure 3.20 - Atom species-time history of the Al history cell defined in Figure 3.15. 

 

Time (ps)

N
iA

to
m

s
/A

lA
to

m
s

200 300 400 500 600 700 800 900

0.5

1.0

1.5

2.0

2.5

3.0

3.5

4.0

 

Figure 3.21 - Ni-to-Al atom ratio-time history of the Al history cell defined in Figure 
3.15. 
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Figure 3.22 - Density contours of the initial and final 10 bilayer system 
configurations. A large gradient exists at the left side due to the pure aluminum 
energy absorber. A smaller gradient exists on the right side due to the boundary. 

Local thermodynamic properties are calculated between 700 Å and 800 Å. 
 

3.6.2 Constant Volume Process 

 During the first 70 ps of the NVE simulation, the laminated region undergoes two 

shock loading oscillation periods.  During this initial loading phase, each layer 

experiences significant plastic deformation and energy transfer.  However, after the first 

two loading periods, the laminated region displays elastic behavior.  Due to the perfectly 

reflective boundary condition at the aluminum-tungsten interface, the layer volumes 

return to their same values during the expansion phase of each oscillating period.  

Therefore, very little mechanical energy is being transferred to each bilayer.  

Additionally, any temperature gradients that exist across bilayers are very small and can 

be neglected.  Thus, after the initial loading period, there is zero net energy transfer to 

each bilayer and a constant volume process can be assumed in going from one expanded 

state to another expanded state in time. 
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Figure 3.23 - Snapshots in time of the right end of the laminate demonstrate that 

after the initial loading period, the volumes of the bilayers remain constant. 
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3.6.3 Enthalpy of Reaction 

 The enthalpy of reaction is calculated using enthalpy values, for all species, in 

expanded states.  The enthalpies of the reactants, Al and Ni, are obtained from Figures 

3.24 and 3.25 at a time of 197 ps.  The enthalpy of Ni3Al is obtained from Figure 3.24 at 

a time of 901 ps (note that this value could be obtained form either figure).  The 

temperature and pressure values of the Al at 197 ps are used as the reference state for the 

calculation and are listed in Table 3.1. 
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Figure 3.24 - Enthalpy-time history of the Al history cell defined in Figure 3.15. 
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Figure 3.25 - Enthalpy-time history of the Ni history cell defined in Figure 3.15. 
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For incompressible substances, both the constant-pressure and constant-volume specific 

heats are identical [67]. 

CCC pv ≡≅           (3.10) 

The change in internal energy and enthalpy of incompressible substances that undergo 

phase change from a solid to liquid are given by: 
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Thus, for the reaction 

AlNiAlNi 33 →+          (3.14) 

the enthalpy of reaction is given by: 

acodRXN HHH RePr −=∆         (3.15) 

where 
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 From (3.9) through (3.19), along with the thermodynamic data listed in Table 3.1 

and Table 3.2, the enthalpy of reaction, ?HRXN, is calculated to be -151.93 kJ mol-1, which 

is in good agreement with experiment.[40, 46, 47] 

Table 3.1 – Reference data of initial and final thermodynamic states used to 
calculate the enthalpy of reaction for the system containing 10 bilayers . 

 

Species 
Time 
(ps) 

Temperature 
(K) 

Pressure 
(kPa) 

Cell Volume 
(m3) 

Ni 
Atoms  

Al 
Atoms  

Enthalpy 
(kJ mol-1) 

Al 197.25 1283.88 9182238.00 4.9333E-26 43 3351 -192.41 
Ni 197.25 1273.96 8994668.00 4.9333E-26 5353 0 -336.88 

Ni3Al 901.50 2391.69 17506430.00 4.9333E-26 3735 1222 -945.73 

 

Table 3.2 – Thermodynamic data[68, 69] used for calculating the enthalpy of reaction. 
Table was taken from [46]. 

 

Species Tm (K) 
? Hm 

(kJ mol-1) 
Specific Heat Capacity (J mol-1 K-1) 

Ni 1728 17.6 )630298(1058.51080.160.32 253
, KKTTTC sp −=×−×+= −−  

   )1728630(1032.91018.468.29 253
, KKTTTC sp −=×−×+= −−  

   87.38, =lpC  

Al 933 10.9 TC sp
3

, 1037.1265.20 −×+=  

   77.31, =lpC  

Ni3Al 1668 50.0 
26253

, 10001.010001.01022.3249.88 TTTC sp
−−− ×−×+×+=  

   00.142, =lpC  

 

3.7 Concentration and Diffusion Coefficient 

The oscillatory nature of this system presents difficulties in calculating the 

diffusivity directly.  Instead, diffusivity is studied by relating the calculated Ni 

concentration to viscosity functions that are correlated to experiment [21].  In turn, the 

diffusion coefficient is obtained from the viscosity through the Stokes-Einstein equation. 

This approach has many shortcomings and as a whole, lacks completeness.  One 

drawback to this approach is that there is little chance that simulation results would be 

consistent with the viscosity correlations (i.e. it is unclear if the atoms in the simulation 
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really behave in a way that is described by the viscosity correlation).  Another drawback 

of this approach is that the experimental data may contain error that is not accounted for 

by the viscosity correlations (measuring viscosity of molten metals is not a trivial task). 

Even though this approach has many shortcomings and may lack accuracy, it does 

give valuable insight into the diffusion process of this system.  The goal of this section is 

to provide a qualitative understanding of the diffusion mechanisms that drive the 

chemical alloying reaction.  Figure 3.26 shows the Ni mass fraction (concentration) 

versus the special coordinate, Y and time for a small portion of the domain in the 10 

bilayer system.  The plot is representative of the Ni concentration of a single Al layer 

packed in between two one-half layers of Ni.  The plot also shows the temperature 

contour plotted on top of the concentration surface.  Here, the concentration data is 

obtained from the simulation data.  It is interesting that, initially, the diffusion mechanism 

is controlled by the erosion of the Ni interface and that the Al fails to penetrate the solid 

Ni lattice.  However, it is observed that as the remainder of the Ni lattice melts (t˜500 ps) 

Al rapidly diffuses into the Ni regions. 

 
Figure 3.26 - Ni mass fraction versus length and time of a layer of Al packed 

between two one-half layers of Ni. The temperature contour is plotted on top of the 
Ni mass fraction surface. 
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It was demonstrated through experiment that the viscosity of the Ni/Al binary 

system behaves according to the Arrhenius law (experiments were conducted at 

temperatures up to 2100 K) [21]. 
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where R is the gas constant and T is the absolute temperature.  Here, the asymptotic 

viscosity, µ8 , and the activation energy, Ea, depend on the Ni concentration, Niχ .  With 

the Ni concentrations obtained from the molecular dynamics simulation results, the 

viscosity for the Ni/Al binary system is defined with (3.20).  The diffusion coefficient, D, 

is obtained from the Stokes-Einstein relation. 
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where kb is Boltzmann’s constant and rNi is the Ni atomic radius.  Figure 3.27 shows a 

plot of the diffusion coefficient versus Ni concentration for various temperatures.  Figure 

3.28 shows a plot of the diffusion coefficient versus the special coordinate Y and time.  

This plot demonstrates that there is a lot of variation in the diffusion coefficient, 

especially early in time when Ni concentration gradients are high.  Although there is 

much variation locally, the overall range in diffusivity is somewhat small.  The diffusion 

coefficient ranges form 0.00 Å2/ps to 0.75 Å2/ps over the entire system during the 900 ps 

of simulation time.  Only a difference of 0.75 Å2/ps exists between the area with the 

highest diffusivity and the area with the lowest diffusivity. 
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Figure 3.27 - The diffusion coefficient versus Ni mass fraction is plotted for various 
temperature values. Experimental data describing the viscosity as a function of Ni 

concentration from [21] was used to generate the curves. 
 
 
 
 

 
Figure 3.28 - Diffusion coefficient versus length and time for a layer of Al packed 

between two one-half layers of Ni. 
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3.8 Effects of Layer Thickness 

 Figure 3.29 shows that the system with 10 total bilayers reaches the highest 

pressure.  The systems with 12 and 28 bilayers share a similar pressure rise in early time.  

In late time the system with 12 bilayers reaches a higher pressure than the system with 28 

bilayers.  The highly complex behavior of the shock wave reflections and system 

configuration makes it difficult to investigate trends in system pressure.  Judging from 

Figure 3.29, it is unclear if any trend in pressure exists due to the layer thickness size.  

Figure 3.30 shows the temperature versus time comparison of the three systems.  It is 

evident by comparing Figure 3.30 to Figure 3.31 that a correlation exists between 

temperature and reaction rate.  The system with 28 total bilayers, and thus the smallest Ni 

and Al thicknesses, has the highest temperature early in time and possesses the fastest 

reaction rate, while the system with 12 bilayers, and thus the largest Ni and Al layer 

thicknesses, has the lowest early time temperature and the slowest reaction rate.  All three 

systems have a similar late-time reaction temperature, which is also shown in Figure 

3.30.  This result is somewhat intuitive due to the diffusion controlled nature of the 

reaction where larger layer thicknesses imply longer diffusion times and hence, slower 

reaction rates.  Figure 3.32 shows the enthalpy of the Al for the three systems.  Similarly, 

Figure 3.33 shows the enthalpy of the Ni for the three systems.  The enthalpy-time 

histories are used to calculate the enthalpy of reaction of each of the three systems.  The 

? HRXN values of the three systems all fall within the range of -173.82±4.51 cal g-1, which 

demonstrates a good leve l of precession and accuracy [40, 46, 47].  Thus, it appears that 

the enthalpy of reaction is unaffected by the layer thickness size of the laminate. 
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Figure 3.29 - Pressure-time history comparison of the three simulations performed 
in this work. Data is taken from the Al history cells defined section 3.5.1. 
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Figure 3.30 - Temperature-time history comparison of the three simulations 
performed in this work. Data is taken from the Al history cell defined section 3.5.1. 
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Figure 3.31 - Reaction rate comparison of the three simulations performed in this 
work. Data is taken from the Al history cell defined section 3.5.1. 
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Figure 3.32 - Enthalpy-time history comparison of the three simulations performed 
in this work. Data is taken from the Al history cell defined section 3.5.1. 

 
 

Time (ps)

E
nt

ha
lp

y
(c

al
/g

)

0 250 500 750 1000 1250-2500

-2000

-1500

-1000

-500 12 Layer Laminate
20 Layer Laminate
28 Layer Laminate

 

Figure 3.33 - Enthalpy-time history comparison of the three simulations performed 
in this work. Data is taken from the Ni history cell defined section 3.5.1. 

 

 

Table 3.3 - Reference temperatures and pressure used to calculate the enthalpy of 
reaction of each of the three systems. The adiabatic combustion temperatures are 

listed as well as the calculated enthalpy of reaction values. 
 

Bilayer Thickness (Å) TRef (K) PRef (bar) TMax (K) ? HRXN (cal g-1) 
95 1066.92 51048.08 2497.11 -169.31 
54 1283.88 91822.38 2391.69 -178.32 
38 1306.17 58251.95 2252.83 -175.43 
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CHAPTER 4 

CONCLUSIONS AND FUTURE WORK 
 

4.0 Conclusions  of Work 

 Classical molecular dynamics simulations, using an embedded-atom-method 

potential, were performed to investigate laser induced shock responses in reactive Ni/Al 

nanolaminates.  An innovative technique was developed to facilitate the energy input and 

distribution into the nanolaminate systems.  The laser pulse shock loading technique 

enables the initial shock response of the material to be captured as well as the late-time 

mass diffusion-controlled alloying reaction and Ni3Al formation.  In total three 

simulations, each with unique Ni and Al layer thicknesses, were completed.  Using this 

modeling technique, important aspects of the self-propagating, high-temperature 

exothermic alloying reaction of the Ni/Al nanoscaled multilayered films were 

characterized. 

 Thermodynamic data, including temperature, pressure, density, enthalpy, and 

enthalpy of reaction was obtained for each simulation.  Also, the global reaction rate of 

Ni3Al formation was determined for each simulation.  The temperature, density, and 

enthalpy of reaction results were compared to experimentally obtained data of Ni/Al 

reactions.  It was shown that the initial densities of Ni and Al (8.86 g/cc and 2.63 g/cc, 

respectively) and final density of Ni3Al (7.33 g/cc) compared well with measured results 

(8.908 g/cc, 2.70 g/cc, and 7.26 g/cc, respectively).  The adiabatic combustion 

temperatures of the three systems, 2253 K, 2392 K, and 2497 K, all fall within the 

experimental range reported by Sikka et al [39].  Additionally, the enthalpy of reaction 

values obtained from simulation (-169.31 cal g-1, -178.32 cal g-1, and -175.43 cal g-1), 
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compared well with experimentally determined values ranging from -180.0 cal g-1 to -

183.0 cal g-1 reported by Barin et al and Varma et al [68, 69, 40].  These results were also 

used in a comparison study between the three simulations to detect the effects of layer 

thickness.  Results from this study indicated that a trend exists between layer thickness 

and reaction rate, which correlated well with temperature rise.  The system with the 

smallest bilayer thickness had the fastest reaction rate and highest early- time temperature 

rise; whereas the system with the largest bilayer thickness had the slowest reaction rate 

and lowest early- time temperature rise.  The comparison study also showed that little 

variation in enthalpy of reaction exists among the three systems.  Therefore, it was 

concluded that the bilayer thickness, in the range of 38 Å to 95 Å, has little influence on 

the amount of energy that is liberated by the Ni3Al reaction. 

 A diffusion study, based on the Ni concentration of a single bilayer of the 10 

bilayer simulation and correlated viscosity relations obtained from experiment, was 

performed.  Results of this analysis revealed that, initially, the diffusion mechanism is 

controlled by the relatively slow erosion of the solid Ni interface.  The results also 

showed that the Al atoms were unable to penetrate the Ni interface until melting 

occurred.  It was determined that the diffusion coefficient has a range of only 0.75 Å2/ps 

for the entire laminated region. 

 In many ways, the general results of this work support the description of the SHS 

diffusion controlled reaction mechanism given by Varma and Mukasyan [40].  It was 

demonstrated that aluminum melts and rapidly spreads around the solid Ni interface.  It 

was shown that diffusion of the Ni species in molten Al is the limiting stage of the 

combustion process.  One aspect of their description was not supported by the results 
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obtained in this work.  No evidence was found that supports the existence of a layer, 

whose thickness remains constant during the reaction, comprised of the intermediate 

species NiAl3 and Ni2Al3.  With this aside, the results of this work strongly support their 

description of the Ni3Al reaction. 

 

4.1 Future Work and Concluding Thoughts 

 Although the current work provides a unique window into the atomistic processes 

that govern alloying reactions between Ni and Al, much more work is required in this 

field to obtain a fully characterized chemical reaction mechanism.  Advancements in 

reactive force fields, particularly the ReaxFF potential model, have enabled molecular 

dynamicists to monitor the formation and destruction of chemical species by modeling 

the formation/destruction of individual chemical bonds.  Even though ReaxFF molecular 

dynamics is much more labor intensive and requires more computational resources (due 

to the fact that each bond is accounted for at all times during the simulation), a detailed 

analysis of intermediate chemical species can be executed with accuracy.  Thus, accurate 

formulations of complex chemical reaction mechanisms can be developed.  This level of 

analysis would also provide the means to carry out a much more accurate diffusion study 

of the Ni/Al system.  The current laser pulse shock loading technique, applied to a 

molecular dynamics simulation with the ReaxFF model, would provide the means of 

obtaining a fully characterized reaction mechanism of the Ni/Al system that could easily 

be validated with experiment.  Additionally, other metallic systems of interest should be 

investigated using these methods.  For example, their has been much interest expressed in 

the TiAl, TiNi, CuAl, and TiFe systems for various reasons, all of these systems could be 
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studied with these methods.  In some cases, the macroscopic modelers have much to gain 

from these types of results.  There is much interest in applying reactive burn models into 

Navier-Stokes/hydrocode type computer codes.  It is of this author’s opinion that, at this 

point in time, much is to be gained from applying these analysis methods to the H2O/Al 

and H3Al/H2O systems. 
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