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The dynamics of wildland fires involve multi-physics phenomena occurring at

multiple scales ranging from sub-millimeter scale representative of small vegetation

particles to several kilometers representative of meteorological scales. The objective of

this research is to develop an advanced physics-based computational tool for detailed

modeling of the coupling between the solid-phase and the gas-phase processes that

control the dynamics of flame spread in wildland fire problems. This work focuses

on a modeling approach that resolves processes occurring at flame and vegetation

scales, i.e., the formation of flammable vapors from the porous biomass vegetation

due to pyrolysis, the subsequent combustion of these fuel vapors with ambient

air, the establishment of a turbulent flow because of heat release and buoyant

acceleration, and the thermal feedback to the solid biomass through radiative and



convective heat transfer. A modeling capability called PBRFoam is developed in this

dissertation based on the general-purpose Computational Fluid Dynamics (CFD)

library OpenFOAM and an in-house Lagrangian Particle Burning Rate (PBR) model

that treats drying, thermal pyrolysis, oxidative pyrolysis, and char oxidation using

a one-dimensional porous medium formulation. This modeling capability allows

the description of fire spread in vegetation fuel beds comprised of mono- or poly-

dispersed porous particles including thermal degradation processes occurring during

both flaming and smoldering combustion.

The modeling capability is calibrated for cardboard and pine wood using

available micro- and bench-scale experimental data obtained. Then it is applied to

simulate the fire spread across the idealized fuel beds made of laser-cut cardboard

sticks that have been studied experimentally at the Missoula Fire Sciences Laboratory.

The simulations are conducted with prescribed particle and environmental properties

(i.e., fuel bed height, fuel bed packing, particle size, moisture content, and wind

velocity) that match the experimental conditions. The model is first validated against

experimental measurements and observations such as the rate of spread of the fire

and the flame residence time. The modeling capability is then used to provide

insights into local as well as global behavior at the individual particle level and the

fuel bed level with variations of the fuel packing.

The modeling capability is also applied to simulations of fire spread across

idealized vegetation beds corresponding to mixed-size cylindrical-shaped sticks of pine

wood under prescribed wind conditions. Depending on the particle size distribution,

the simulations feature complete fuel consumption with a successful transition



from flaming to smoldering combustion or partial fuel consumption with no or

limited smoldering. These simulations show the existence of either a mixed mode

of heat transfer through convection and radiation for small particles or a radiation-

dominant heat transfer mode for larger particles. The results are interpreted using

a novel diagnostic called the Pseudo Incident Heat Flux (PIHF) and 2-D maps

that characterize single particle response as a function of the PIHF and the flame

residence time.
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ṁ′′′ solid-phase volumetric mass reaction rate
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1 Introduction

Wildland fires are a natural phenomenon that can occur in any region of the

world where there is sufficient vegetation (e.g., forest fires, grassland fires, etc.) and

a favorable climate (e.g., hot dry weather and high wind conditions). These fires

can be caused by unintended actions such as lightning strikes and human activities.

Wildland fires also include prescribed burns that intend to clean dense forests and

manage the wildland. Uncontrolled wildland fires can spread rapidly, driven by

strong winds and/or inclined terrains, and can quickly consume large areas of forest,

grassland, or other types of vegetation, and sometimes lead to catastrophic disasters.

The impacts of wildland fire disasters can be severe, including damage to

property, loss of wildlife habitat, the displacement of people from their homes, as well

as economic losses. According to the National Interagency Fire Center (NIFC) [1],

wildfires have increased in occurrence by 223% since 1983, with 68,988 wildfires

that burned 7,577,183 acres in the United States (U.S.). In 2022 alone, 4.5 million

U.S. homes were identified to be at high or extreme risk of wildfire. Moreover,

approximately 4.4 billion U.S. dollars were spent on fire suppression costs in 2021 [1].

In addition to these immediate impacts, wildland fires can also have long-term effects

on the environment, including changes to soil fertility and water quality.
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The increase in wildland fire risk in recent years is due mainly to: 1) climate

change: the rising temperatures and prolonged drought conditions make it easier

for fires to ignite and spread quickly; 2) improper land management practices: the

accumulation of fuel in many forests makes fires more intense when they occur; and 3)

urbanization: the expansion of urban communities to the wildland increases the risk

of fires caused by human activities as well as exposes communities at the wildland-

urban interface (WUI) to fire risk. As a result of the increasing wildland fire risk,

advanced wildland fire behavior modeling tools are critical to help land managers,

firefighters, and other responders plan and implement strategies to effectively predict,

control, and mitigate wildland fire risks.

This dissertation work is part of a larger research program sponsored by the

U.S. Forest Service that aims at developing an advanced dynamical fire spread model

in replacement of classical models and an operational tool for the real-time prediction

of wildland fires. We describe in the following section the categories of wildland fire

behavior models and how the current work compares to existing models and further

model developments.

1.1 Wildland fire behavior modeling

Wildland fire behavior refers to the physical and chemical processes that govern

the ignition, growth, and spread of wildfires [2]. These processes include the heat

transfer from the flame to the vegetation fuel or from a vegetation particle to another

within the vegetation fuel bed; the production of flammable vapors due to thermal
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degradation of individual fuel particles (known as pyrolysis); the reaction of these

flammable vapors with ambient air to release heat, produce luminous turbulent

buoyant flames and smoke (known as combustion); the reaction of the charred

particles with ambient oxygen (known as glowing or smoldering); and the interaction

of the turbulent buoyant flames with the surrounding environment, including the

vegetation fuel, topography, and weather. Wildland fire behavior is affected by

various factors, including the characteristics of the fuels, such as fuel material, fuel

moisture content, and fuel arrangement, as well as weather conditions, such as

temperature, humidity, wind speed and direction, and atmospheric turbulence. The

topography of the landscape (e.g., flat or sloped terrain) also affects fire behavior, as

it can significantly influence the rate of spread of the fire and its direction.

Wildland fire behavior research is critical to understand the complex behavior

of wildfires and their interactions with the surrounding environment. The modeling

of wildland fire behavior combines various disciplines, including atmospheric science,

ecology, physics, and computer science, to develop comprehensive models that can

simulate the behavior of wildfires in different environments. These models are

essential for developing effective wildfire management strategies, reducing the risk of

wildfire damage, and protecting the safety of firefighters and local communities.

1.1.1 Scales of wildland fire behavior dynamics

Before reviewing the approaches to model wildland fire behavior, it is important

first to recognize that the dynamics of wildland fires involve multi-physics phenomena
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occurring at multiple scales and different length scales are believed to play a role

in fire behavior. As shown in Fig. 1.1 the wildland fire behavior can be studied at

different scales: the vegetation scale characterized by the geometry of the biomass

fuel particles; the flame scales represented by a characteristic flame height and width,

as well as the length of the fire line that characterize the combustion and heat transfer

processes; the geographical scales that characterize the terrain topography and land

cover; and the meteorological scales represented by the depth of the atmospheric

boundary layer that characterizes atmospheric conditions.

Vegetation scales 
O(1 mm – 1 cm)

Flame scales O(1 m)

Geographical scales 
O(10s-100s m)

Meteorological scales 
O(1 km)

Figure 1.1: Scales of the wildland fire problem. Images sources: Smithsonian’s

National Zoo & Conservation Biology Institute [3]; Josh Edelson via Getty Images;

Greenpeace International [4]; and NASA Earth Observatory [5].

In wildland fire problems, the vegetation scale is on the order of a few millimeters

or centimeters; the flames scales are the order of a few meters; the geographical scales
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are typically on the order of a few tens or hundreds of meters; and the atmospheric

boundary layer is on the order of kilometers. We focus in this dissertation on the

wildland fire behavior at the vegetation-to-flame scales.

1.1.2 Semi-empirical approach to wildfire behavior modeling

The first approach to wildland fire behavior modeling uses a semi-empirical

technique that combines empirical observations with simplified mathematical equa-

tions to describe fire behavior based on input data such as weather conditions, terrain,

and fuel load. Details of this approach are outside the scope of this dissertation,

but interested readers are invited to review the description of relevant tools such as

BEHAVE [6], FARSITE [7], ELMFire [8], and FlamMap [9]). In short, these models

rely on a classical empirical model that was proposed by Rothermel in 1972 [10]

to estimate the rate of spread of the fire. These models can also use Geographic

Information System (GIS) to create maps at regional scales that show areas at risk

of wildfire.

There are some limitations and drawbacks to the semi-empirical approach

which makes its application in a variety of scenarios questionable [11]. For example,

The Rothermel model is based on laboratory-scale observations of certain classes

of fuels and may not accurately predict fire behavior under extreme conditions,

such as very high winds, extreme slopes, or unusual fuel structures. Moreover, the

Rothermel model treats the fuel bed as a uniform entity that burns at a constant rate

to complete consumption. However, fire behavior, in reality, can be highly variable
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depending on the characteristics of the fuel particles and the spatial heterogeneity of

the fuel bed. Therefore, there is a strong interest to replace the Rothermel model

with an advanced dynamical model based on physical principles [12].

1.1.3 Physics-based approach to wildfire behavior modeling

The second approach to wildland fire behavior modeling relies on the phys-

ical description of the governing processes of fluid dynamics, heat transfer, and

combustion. This physics-based approach has potential advantages over the semi-

empirical modeling approach, including reducing model-related errors in predictions

(by contrast to errors introduced from data or users) and explaining rather than

just correlating fire behaviors. Physics-based models are also expected to better

describe phenomena outside the range of current semi-empirical models, such as

spread/no spread thresholds, acceleration/deceleration, fluctuating wind conditions,

discontinuous and heterogeneous fuel beds, and conditions outside current laboratory

and field data sets (very strong winds, large flame dimensions, etc.).

The physics-based modeling has the potential to provide detailed information

on the interactions between physical phenomena occurring at any of the wildland

fire scales by means of Computational Fluid Dynamics (CFD). However, because

of computational cost, the domain of application of 3D CFD-based tools is limited

to a particular range of scales. Thus, current 3D CFD-based wildland fire models

are scale-specific and belong to one of the following three classes (see Fig. 1.2):

combustion solvers aimed at describing the coupling between pyrolysis, combustion,
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radiation, and flow occurring at the vegetation and flame scales; wildfire solvers

aimed at describing the coupling between combustion and flow occurring at the

fire line scales and/or geographical scales; and atmospheric boundary layer (ABL)

solvers aimed at describing the coupling between combustion and flow occurring at

the meteorological scales.

W
flame

L
flame

L
fireline

L
topography

L
ABL

O(1 km)O(1 m) O(10s-100s m)

ABL solvers:
WRF-SFIRE, WRF-Fire
MESO-NH/ForeFire

Combustion solvers:
FDS, FIRESTAR3D,
OpenFOAM

WildfIre solvers:
FIRETEC, WFDS

L
vegetation

O(1 mm)
O(1 cm)

L
land_cover

CFD

A multi-scale problem

Figure 1.2: The different classes of CFD models used for simulating wildland fire

behavior: combustion solvers resolve dynamics at the vegetation and flame scales;

wildfire solvers resolve dynamics at the fireline and geographical scales; atmospheric

boundary layers (ABL) solvers resolve dynamics at the meteorological scales.

Examples of combustion solvers that have been developed for wildland fire

dynamics applications include a group of models known as multiphase models

[13–16]. These solvers provide a relatively fine-grained treatment of the fuel bed, the

combustion, and the heat transfer processes that are responsible for flame spread.

Simulations with these solvers are typically performed in small domains equivalent to

a field scale. There are, however, simplifications in existing solvers which we would
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like to improve in our modeling approach. Particularly, we would like to include a

more sophisticated description of the in-depth thermal degradation processes through

a porous medium treatment of the solid fuel. Other examples of combustion solvers

include FDS [17] and FireFoam [18]; these solvers are well-established fire modeling

tools that are primarily used for building fire applications.

Examples of wildfire solvers include FIRETEC (see Refs. [19–21]) and WFDS

(see Ref. [22] and the recent development in Refs. [23,24]). These solvers provide a

coarse-grained treatment of unresolved vegetation-scale and flame-scale processes

through a simplified (but physics-based) combustion model. Simulations with these

solvers are typically performed in relatively larger domains (e.g., 1 km in size).

Examples of atmospheric boundary layer (ABL) solvers that have been de-

veloped for wildland fire dynamics applications include WRF-SFIRE and WRF-

Fire [25–28], and MESO-NH/ForeFire [29]. These ABL solvers typically provide a

macroscopic level treatment of unresolved vegetation-scale, flame-scale, fireline-scale,

and geographical-scale processes through a parameterized rate of spread model based

on the Rothermel model or simplified physical models of surface fire spread (e.g. [30]),

which may have uncertainty in their application to a variety of scenarios. Simulations

with ABL solvers are typically performed in arbitrary-size field-scale domains (from a

few kilometers to several tens of kilometers and beyond). A strength of ABL solvers

is that they are integrated with research-level or operational-level numerical weather

prediction capabilities (i.e. WRF and MESO-NH) and therefore incorporate detailed

descriptions of the fuel maps, topographic maps, and weather conditions.
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1.2 Motivation and scope of this dissertation

As described in the previous section, the existing operational tools rely on sim-

plified semi-empirical models that are questionable, while there is a major challenge

in the ability to span a wide range of scales with physics-based models due to the

computational burden. Motivated by these challenges, this dissertation work is part

of a larger project sponsored by the Missoula Fire Science Laboratory that aims

to produce a dynamic physics-based dynamical fire spread model as a replacement

for the classical Rothermel model and to deploy this model into an operational

tool for real-time wildland fire simulations using Deep Learning (DL) techniques.

Figure 1.3 shows the chain of model development in this project. As described in

Fig. 1.3, there are three pieces in this project that are connected together. The first

piece is a high-fidelity physics-based 3-D solver called PBRFoam that resolves the

dynamics of wildland fire behavior at vegetation-flame scale using the Large Eddy

Simulations approach (LES). The development of PBRFoam is the main objective of

this dissertation and will be discussed in detail in the following chapters. In short, the

tool PBRFoam supports the development of the second piece by providing simulation

data and detailed diagnostics of the parameters needed to drive the dynamical 1-D

fire spread model. For example, we would like to understand how the local gas

condition around an individual particle inside a fuel bed varies with the packing of

the fuel bed so that a reasonable boundary condition can be set in the dynamic 1-D

model. The second piece is a dynamic 1-D fire spread model called LIHTFire [31].

This model aims at providing burning rates, heat transfer, and ignition with explicit
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accounting of heterogeneous fuels and time-varying weather. This tool uses the

Particle Burning Rate (PBR) model that we developed throughout this dissertation

work to describe the thermal degradation of individual fuel particles. It accounts for

the coupling between the solid particles and the gas-phase through a set of boundary

conditions imposed at the fuel particle surface given estimates of the conditions of

the gas-phase around the fuel bed. LIHTFire solves a single 1-D fire line spanning

domains of about 50− 100 m in less than a minute, but this is still considered too

slow to be implemented directly in real-time simulations of large fires. This takes us

to the third piece which aims at using advanced Artificial Intelligence techniques to

embed the fire model LIHTFire inside a Deep Learning (DL) model that accounts for

combinations of fuel, weather, and topographical conditions (see Finney et. al. [32]).

Boundary 

conditions
Data

High-resolution 

3-D physics-

based tool 

(PBRFoam)

Dynamical 1-D 

fire spread 

model 

(LIHTFire)

Deep learning 

operational tool

Figure 1.3: The larger framework of this project: chain of model development.

1.3 Literature review of relevant experimental/modeling work in the

vegetation-flame scale

As we are interested in developing a computational tool for detailed modeling

of wildland fire behavior at the vegetation-flame scale, we present here a literature

review of the experimental and modeling efforts that have been carried out to study

wildland fire behavior in this regime.
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Vogel and Williams [33] found that the rate of flame propagation over horizontal

arrays of vertically oriented matchsticks in quiescent air depends on the spacing,

the length of the matchsticks, and whether the matchsticks are ignited from the

bottom or the top. Wolff et al. [34] investigated fire spread across fuel beds made

of arrays of toothpicks of uniform or mixed sizes in a movable ceiling wind tunnel.

They identified a relationship between the rate of spread of the fire and the ratio

between the wind speed to the fuel loading (i.e., the mass of fuel particles per unit

bed area). They also highlighted some important effects in wind tunnel testing of

fire spread such as the effect of flow circulation in closed ceiling tunnels, the edge

effects, and the inability to obtain an asymptotic one-dimensional fire front. More

importantly, they found the burnout time of individual fuel particles to vary linearly

with the fuel loading and to be independent of the wind speeds considered in their

tests. More recently, Di Cristina et al. [35] identified three regimes of flame spread

across discrete wooden dowels under different particle spacing and wind speeds in

the range of 2.2 to 3.4 m/s: 1) a continuous flame spread regime at a low spacing

in which a flame covers multiple fuel particles; 2) a discrete flame spread regime

at a high spacing in which a flame is only attached to an individual particle; 3) a

quenching regime at large spacing at which a flame could not be sustained. A more

practical technique to experimentally study flame spread in fuel beds comprised of

discrete particles at a larger scale was introduced by Finney et al [36]. In these

experiments, the fire spread over fuel beds made of laser-cut cardboard of different

arrangements was tested in the Missoula wind tunnel at wind speeds up to 1.34 m/s.

Similar to the observations made by Wolff et al. [34], these fire spread experiments
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showed a linear relationship between the fuel packing ratio and the flame residence

time. Using the same experimental technique, He et al. [37,38] conducted fire spread

experiments in a smaller wind tunnel and at wind speeds between 1 and 3.8 m/s.

They found that the flame residence time increases linearly with the fuel packing

ratio. However, their data suggest that there is also a dependence of the residence

time on wind speed.

On the computational modeling side, the studies concerning the fire behavior

in fuel beds comprised of discrete particles with different fuel bed characteristics

are very limited. For example, Frangieh et al. [39] studied the flame structure of

the cardboard fires that have been studied experimentally at the Missoula Fire

Sciences Laboratory [36]. They were mainly interested in simulating the coherent

flame structure observed in line fires (i.e., the peaks and troughs) using numerical

simulations in a wind tunnel and in an open field. Awad et al. [40] conducted 2-D

simulations to investigate the fuel moisture content (FMC) threshold for spread and

no-spread conditions in grassland fires under different fuel bed loads (i.e., packing)

and wind speeds. They found a correlation between the threshold FMC and the

Byram number.

In summary, there are a number of studies that aimed at characterizing the

burning behavior of discrete fuel particles through experiments of fire spread in

idealized fuel beds of thin discrete particles. However, the behavior of fire spread in

mixed-size class fuel beds has received little to no examination to this point in the

wildland fire literature. Moreover, existing experimental diagnostics and modeling

efforts are very limited and there is a need for more studies concerning the burning
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behavior in terms of the flame residence time, individual particle response, the degree

of fuel consumption, the dependence on fuel bed characteristics such as fuel particle

size and packing, the respective weights of radiative and convective heating, and the

modes of flaming and smoldering combustion.

1.4 Objectives and contributions

1.4.1 Objectives

The general objective of this project is to develop an advanced computational

modeling capability that simulates wildland fire behavior at vegetation and flame

scales with detailed descriptions of thermal degradation processes occurring during

both flaming and smoldering combustion. Our main focus here is on the development,

validation as well as testing of the computational modeling capability in canonical

configurations. As described in the previous section, this modeling capability will

serve in two ways: 1) providing data for the development of operational tools, and

2) developing our fundamental understanding of the wildland fire behavior through

setting the basis for parametric studies and sensitivity analyses.

Our specific objectives in this dissertation are to:

1. develop a particle burning rate (PBR) model that describes the thermal

degradation of individual solid biomass/vegetation fuel particles and implement

it as an object-oriented C++ tool

2. couple the model into a multiphase solver using an open-source library called
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OpenFOAM [41] which allows the utilization of advanced models previously

developed in our group at the University of Maryland, as well as an easy

implementation of new models

3. validate the model against available experimental measurements and observa-

tions

4. simulate flame spread across surrogate vegetation beds comprised of mono-

/poly-dispersed particles with prescribed particle and environmental properties

(i.e., bed height, surface-to-volume ratio, packing ratio, moisture content, and

wind velocity)

5. study the global fire behavior in terms of flame structure, fire intensity, global

fuel consumption, and the individual particle response as a function of the

fuel packing and the duration of the thermal loading process, and the flame

residence time.

On the route to achieve these objectives, there are important intermediate steps

discussed in the following chapters. These steps focus primarily on evaluating the

ability of the models adopted and developed in this work to accurately describe two

main drivers of fire spread: 1) pyrolysis and oxidation of isolated biomass particles

at both micro- and bench-scales; 2) heat feedback in canonical fire flames in terms

of thermal radiation and flame structure.
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1.4.2 Author’s contributions

The present work is part of a project sponsored by the U.S. Forest Service that

aims at two objectives: 1) developing a dynamical 1-D fire spread model, and 2)

studying the wildland fire behavior dynamics through high-fidelity 3-D simulations

of spreading line fires in vegetation fuel beds. Past work conducted at the University

of Maryland by Dr. Salman Verma [42] on high-fidelity 3-D simulations was focused

on studying the structure of non-spreading laboratory-scale line fires produced

from stationary gaseous burners in the presence of external wind or on inclined

surfaces. On the other hand, the previous version of the dynamical 1-D fire spread

model developed by Mr. Jason Forthofer at the Missoula Fire Sciences Laboratory

included a particle burning rate (PBR) model that describes only the drying and

the pyrolysis of thermally-thick non-porous particles, and it did not account for

smoldering combustion.

The present study extends the previous work by developing a model of thermal

degradation of porous biomass fuel particles, which includes a description of both

flaming and smoldering combustion, that can be implemented in the 1-D dynamical

fire spread model as well as in the high-fidelity 3-D simulations of spreading fires.

Several implementations and code development were conducted during this

Ph.D. work. The candidate started first by developing an early MATLAB version

of the PBR model that was originally created by Dr. Arnaud Trouvé to describe

the drying and pyrolysis of thermally-thin as well as thermally-thick rectangular-

shaped particles. The candidate extended this MATLAB code to account for the
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thermal degradation of 1-D axisymmetric cylindrical- and spherical-shaped particles.

The candidate then used this MATLAB code as a stand-alone solver to simulate

the unsteady response of charring and non-charring biomass particles (in terms of

ignition, mass loss rate, and burnout) when exposed to conditions of the surrounding

gas that are fluctuating in time (i.e., surrounding gas temperature, velocity, and

irradiance) [43].

Following the work of Lautenberger and Fernandez-Pello [44], the MATLAB

version of the PBR model was then further developed by Dr. Arnaud Trouvé and

the candidate to account for smoldering combustion by treating the particles as a

porous-medium that includes in-depth oxygen diffusion. The candidate used this

new solver to generate 2-D maps that describe the burning behavior of individual

particles under prescribed thermal loads (Chapter 5).

The candidate created an object-oriented C++ code as stand-alone software

for the PBR model of porous biomass particles. The candidate also assisted with

the coupling of the C++ PBR code with the dynamical 1-D fire spread model

developed by Mr. Jason Forthofer at the Missoula Fire Science Laboratory. The

candidate is also the developer of the 3-D multi-phase fluid dynamics solver PBRFoam

that is based on the PBR code and the multi-purpose open-source C++ library

OpenFOAM [41] (Chapter 2 and Appendix A). The candidate constructed a two-way

coupling interface between the Lagrangian particle tracking library of OpenFOAM

and the newly developed PBR solver. This interface exchanges information that

allows the solid particles to evolve under the given gas-phase conditions and in

turn modify the gas-phase by exchanging information about the contribution of the
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solid-phase to the mass, momentum, energy, and radiation of the gas-phase. To

construct the gas-phase solution algorithm in the PBRFoam solver, the candidate

adopted a similar approach to that has been adopted in the well-established fire

modeling tool FireFoam developed at FM Global [18], particularly, the description

of the pressure-velocity coupling using the PIMPLE algorithm [45].

Additionally, the candidate conducted intermediate model developments and

code implementations using the OpenFOAM library toward more accurate fire

modeling as part of the Measurement and Computation of Fire Phenomena (MaCFP)

working group. These efforts aimed at evaluating the accuracy of different fire

modeling approaches in predicting thermal feedback in non-sooting and sooting

buoyant turbulent diffusion flames. The candidate developed a modified version of

the Eddy Dissipation Model (originally proposed by Magnussen and Hjertag [46])

using laminar diffusion theory to dynamically estimate the rate of fuel consumption

based on laminar diffusion in fire regimes where laminar diffusion is dominating

over turbulent mixing such as near the flame base (see Appendix B). The candidate

also developed and implemented an extension of the Laminar Smoke Point (LSP)

soot model (originally proposed by Yao et al. [47]) to account for subgrid-scale

turbulent fluctuations in LES description of soot formation and oxidation rates using

a probability density function called β−PDF (Appendix C). Furthermore, based

on an original code implementation of a Weighted-Sum-of-Gray-Gases (WSGG)

framework implemented in the OpenFOAM library by Sikic et al. [48], the candidate

implemented a new version that uses a WSGG model proposed by Cassol et al. [49]

that accounts for soot radiation (Appendix D).
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In terms of model verification and calibration, the candidate conducted a series

of benchmark tests to evaluate the accuracy of the implemented models and to check

the establishment of a reliable computational framework (Chapter 3).

As part of the MaCFP workshop, the candidate performed Large Eddy Simula-

tions (LES) using FireFoam solver in two configurations that have been identified as

target experiments by the MaCFP working group for validation of fire models. The

emphasis in these simulations was on evaluating the ability of the EDM combustion

model, the Prescribed Global Radiant Fraction model (PGRF), and the WSGG

radiation modeling approach to predict thermal feedback in, first, a non-sooting

methanol pool fire, then in a sooting ethylene burner (Chapter 4).

Using the newly developed modeling capability (PBRFoam), the candidate

performed LES simulations of fire spread in fuel beds made of vertically-oriented

engineered cardboard sticks that have been studied experimentally at the Missoula

Fire Sciences Laboratory [36] (Chapter 6). The candidate created a C++ script to

generate the population of the cardboard particles inside the fuel beds using the

given information about the separation distances between arrays of particles. The

candidate constructed 3-D configurations of two experimental burns called Burn 53

and Burn 67, as well as 7 configurations corresponding to fuel beds with different

particle separation and fuel bed packing. The emphasis in these simulations was

on validating the model by comparing the simulated fire behavior in terms of ROS,

flame structure, and residence time with available experimental measurements and

observations.

The candidate also performed LES simulations of fire spread in surrogate fuel
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beds comprised of cylindrical-shaped pine wood particles using PBRFoam. The

candidate constructed configurations that have either a uniform fuel bed of the same-

size particles or a fuel bed that features a patch of mixed-size particles (Chapter 7).

The focus of this study was on studying the degree of consumption of the particles,

the respective weights of convective and radiative heating, and the transition from

flaming to smoldering combustion.

1.4.3 Organization

In chapter 2, the computational framework is described in detail. The governing

equations for the thermal degradation of porous biomass particles are first introduced,

followed by a description of the multi-phase formulation that we adopted in our

implementation to describe the coupling between the solid biomass particles and

the gas-phase. The chapter also provides details of the physical sub-models adopted

to describe the convective heat transfer at the surface of the solid particles, the

multi-phase radiation transport, the gas-phase combustion, as well as the sub-grid

scale turbulence. This chapter is concluded with a summary of the implementation

of the computational framework.

In chapter 3, a series of benchmark test cases are presented to verify, calibrate

and evaluate the computational modeling framework. This chapter first discusses

verification test cases through simplified configurations where analytical solutions

can be derived at both the particle level as well as the fuel bed level. Then,

the calibration of the thermal degradation model with micro-scale experiments is
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discussed. A discussion about the ability of the stand-alone PBR solver to predict

thermal degradation of bench-scale experiments is presented, followed by a discussion

for representative cases of particles that feature complete consumption (i.e. through

smoldering) and particles that feature volume-change (i.e., shrinking or swelling).

Chapter 4 presents numerical studies of flame structure and thermal feedback

in two canonical pool fire configurations. This chapter first presents LES results

from a medium-scale pool fire that is fueled by a non-sooting ethylene fuel, followed

by LES results from a turbulent buoyant flame produced from a circular burner

(called the FM-burner) that is fueled by sooting ethylene fuel under controlled coflow

conditions.

In chapter 5, a numerical study of the response of the biomass vegetation

particles to external heating conditions imposed at their exposed surface is presented.

The chapter discusses first the response of a selection of particles, including thin,

thick, charring, and/or non-charring particles, in terms of ignition and mass loss

rate due to pyrolysis to either steady or oscillatory external gas conditions. Then

the chapter presents 2-D maps that characterize the thermal degradation of porous

flaming and smoldering particles in terms of the degree of completion of the drying,

the pyrolysis, and the char oxidation processes as a function of the external thermal

load and the ambient wind.

Chapter 6 focuses on LES simulation results of fire spread in engineered fuel

beds made of cardboard sticks that have been studied experimentally at the Missoula

Fire Sciences Laboratory. The chapter first discusses the model predictions of the

fire behavior against experimental observations of two burns corresponding to a
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buoyancy-dominated or a wind-dominated fire regime. The rest of the chapter focuses

on fire diagnostics related to the flame residence time and the rate of spread and

their variation with the packing of the fuel bed.

Chapter 7 presents LES simulation results of fire spread in idealized fuel beds

comprised of vertically-oriented cylindrical-shaped pinewood sticks under two wind

speeds corresponding to either a buoyancy-dominated fire or a wind-dominated fire.

The chapter discusses first the fire propagation in uniform fuel beds comprised of

small particles that are on the order of 1 mm-scale. Then, results from fire spread

simulations in fuel beds that feature a patch with larger particles (on the order of

1 cm-scale) that are added to the smaller ones. The last part of the chapter focuses

on an interpretation of the LES results regarding the degree of completion of thermal

degradation of the fuel bed using the 2-D maps constructed in chapter 5.

Chapter 8 presents a summary of the work conducted in this dissertation and

provides some concluding remarks. The chapter also discusses recommendations and

suggestions for a continuation of this work in the future.
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2 The Computational Modeling Framework

2.1 Overview

We model the fuel bed as a population of porous particles with different

arrangements and with either unique or mixed sizes and geometries. Each porous

particle is described as a system with a solid-phase and a gas-phase, which allows

for a detailed treatment of the particle-to-external-gas outflow of volatile mass and

the external-gas-to-particle diffusion of oxygen mass; this detailed treatment is

required to account for in-depth oxidative pyrolysis and char oxidation. We consider

here thermally-thick and composition-thick particles featuring in-depth variations of

temperature and composition. The particle’s geometry can be modeled as rectangular

(leaves or sticks), cylindrical (needles or stems), or spherical (embers or firebrands).

This chapter discusses the development and implementation of a Lagrangian

Particle Burning Rate (PBR) solver to describe the thermal degradation of individual

solid fuel particles, and a coupled multiphase solver to describe the interaction between

a solid vegetation fuel bed and the surrounding gases in simulations of wildland fire

spread at flame scale.

In terms of exchange of information, the PBR solver uses estimates of the
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gas-to-solid heat flux onto a population of particles as input quantities and produces

in return estimates of the particle mass, size, and energy as well as the production

rate of combustible gaseous volatiles and other gaseous products inside the fuel bed

as output quantities to the coupled multiphase solver. More precisely, the input

quantities to the PBR model are:

q̇′′g→s = h(Tg,∞ − Tp,surf ) + ϵp,surf (G− σT 4
p,surf ) (2.1)

and

ṁ′′
g→s,O2

= hmass(Yg,O2,∞ − Yg,O2,surf ) (2.2)

where h is the convective heat transfer coefficient, Tg,∞ the external gas temperature

in the vicinity of the particle under consideration, Tp,surf the temperature of the

exposed surface of that particle, ϵp,surf the particle surface emissivity (treated as an

opaque solid), G the averaged radiation heat flux incident on the particle external

surface (G designates the irradiation due to distant hot sources, e.g., the flame,

the plume, other particles, etc., as well as the irradiation due to ambient gas), σ

the Stefan-Boltzmann constant, hmass is the convective mass transfer coefficient

hmass = (h/c̄p,g) with c̄p,g the heat capacity of the gas at constant pressure, where

Yg,O2,∞ is the mass fraction of oxygen in the external gas in the vicinity of the particle,

and where Yg,O2,surf is the mass fraction of oxygen gas at the exposed surface of the

particles.

In the expression for q̇′′g→s, the input quantities are the external gas temperature

Tg,∞, the convective heat transfer coefficient h (treated through Nusselt-number-

correlations as a function of the external flow velocity and temperature, ug,∞ and
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Tg,∞ and the irradiation G. In the expression for ṁ′′
g→s,O2

, the input quantity is

the external oxygen mass fraction in the gas in the vicinity of the particle Yg,O2,∞.

These quantities are functions of spatial location inside the fuel bed, i.e., presumably

functions of both the distance along the direction of fire spread and the vertical

elevation. We refer to these quantities as "external gas conditions" and we describe

their variations using the coupled multiphase formulation described in section 2.3.

2.2 Particle Burning Rate (PBR) Model

Thermal degradation of individual solid fuel particles exposed to the external gas

conditions is tracked individually in space and time following a Lagrangian viewpoint.

In a one-way coupled formulation, the external gas conditions are imposed, and the

model calculates the time-dependent response of the fuel particle to the heat loading

from the gaseous environment. In a two-way coupled formulation, the external

gas conditions (i.e., composition, velocity, temperature, and radiation) are updated

with terms representing the effects of the fuel particles. The description of the fuel

particle model presented in this section applies to both one-way and two-way coupled

formulations.

We follow the work of Lautenberger and Fernandez-Pello [44, 50] by describing

the fuel particle as a matrix of pores featuring a solid-phase and a gas-phase. We

consider each porous particle to experience four heterogeneous (gas/solid) reactions:

a drying reaction (Rd); a thermal pyrolysis reaction (Rp); an oxidative pyrolysis

reaction (Rop); and a char oxidation reaction (Rco):
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[wet solid] −→ ηH2O,Rd [H2O] + ηds,Rd [dry solid] (Rd)

[dry solid] −→ ηv,Rp [fuel1] + ηc,Rp [char] (Rp)

[dry solid] + ηO2,Rop O2 −→ ηv,Rop [fuel2] + ηc,Rop [char] (Rop)

[char] + ηO2,Rco O2 −→ ηCO2,Rco CO2 + ηa,Rco [ash] (Rco)

where ηH2O,Rd and ηds,Rd are the mass yields of water vapor and dry solid in

reaction Rd, respectively, ηH2O,Rd + ηds,Rd = 1, where ηv,Rp and ηc,Rp are the mass

yields of volatile and char in reaction Rp, respectively, ηv,Rp+ηc,Rp = 1, where ηO2,Rop

is the oxygen-to-dry-solid mass ratio, and ηv,Rop and ηc,Rop are the mass yields of

volatile and char in reaction Rop, respectively, ηv,Rop + ηc,Rop = 1 + ηO2,Rop, and

where ηO2,Rco is the oxygen-to-char mass ratio, and ηCO2,Rco and ηa,Rco are the mass

yields of CO2 and ash in reaction Rco, respectively, ηCO2,Rco + ηa,Rco = 1 + ηO2,Rco.

Note that these reactions are written per unit kg of the reactant.

Consistent with the model proposed in Ref. [44], we do not differentiate between

the char products of the thermal and oxidative reactions Rp and Rop. While the

gaseous fuel produced from Rp and Rop may have different chemical compositions

noted as [fuel1] and [fuel2], we use a single lumped chemical species with an average

heat of combustion to represent the external gas-phase combustion of these two

fuels (see section 2.6). Note that, we focus here on the heterogeneous reactions

that produce fuel for gaseous combustion and implicitly assume that this fuel will

burn externally, i.e., outside of the particles. Therefore, the homogeneous (gas/gas)

reactions that may take place inside the particle pores are ignored.
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The composition of the solid-phase of the particle is described in terms of the

following four mass fractions:

Ys,ws =
ms,ws

ms

; Ys,ds =
ms,ds

ms

; Ys,c =
ms,c

ms

; Ys,a =
ms,a

ms

(2.3)

wherem is the mass, the subscript s refers to the solid-phase, and where the subscripts

ws, ds, c, and a refer to the wet solid, dry solid, char, and ash, respectively. We

have by definition: (Ys,ws + Y s,ds + Ys,c + Ya,c) = 1.

At the initial time, the composition of the particle is assumed uniform, and its

moisture content (FMC) is expressed as the ratio of the mass of water vapor divided

by the mass of dry solid obtained after the drying reaction Rd. In other words, the

water vapor yield ηH2O,Rd is considered as an input quantity related to the moisture

content:

ηH2O,Rd =
FMC

1 + FMC
(2.4)

We follow the work of Khan et al. [51] and we consider the properties of the

wet solid to be dependent on the moisture content through the following relations:

ρws,bulk = ρds,bulk × (1 + FMC) (2.5)

cws,bulk = cds,bulk × (1 + 2.1× FMC) (2.6)

kws,bulk = kds,bulk × (1 + 5× FMC) (2.7)

where c and k are the heat capacity and thermal conductivity, respectively.

In the following, we adopt the approach proposed in Ref. [50] and treat the

particle as a porous medium featuring a solid phase and a gas phase (i.e., the particle

is considered as a matrix of pores). The proportions of solid and gas inside the
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particle are described through a porosity variable, noted ψ̄ = Vg/Vp, where Vp is the

total volume of the particle (Vp = Vs + Vg), and where the subscript g refers to the

gas-phase occupying the pores of the particle. Neglecting the contribution of the

gases to the total particle’s mass (i.e. mg ≪ ms), we write the bulk mass density of

the particle as

ρ̄bulk =
ms

Vs + Vg
=
ms

Vs
× Vs
Vs + Vg

= ρ̄s × (1− ψ̄) (2.8)

Following the approach proposed in Ref. [50], we introduce special values of the

porosity obtained for reference particle compositions (i.e., reference states): ψk is the

value taken by ψ̄ for the vector composition Ys,i = δik with δik the Kronecker symbol.

In this framework, ψws designates the porosity of a solid particle in its original state,

i.e., with moisture and no char and no ash; ψds designates the porosity of a particle

after drying and prior to pyrolysis and char oxidation, i.e., with no moisture, no char

and no ash; ψc designates the porosity of a char particle after drying and pyrolysis,

and prior to char oxidation, i.e., with no virgin solid (wet or dry) and no ash; and ψa

designates the porosity of an ash particle after drying, pyrolysis and char oxidation,

i.e., with no virgin solid and no char. The parameters (ψws, ψds, ψc, and ψa) are

simply treated as input data to the model.

Consider one of the reference states of the particle introduced above, Ys,i = δik,

k = ws, ds, c or a. Assume a particle with a solid mass ms,k. This particle occupies

a volume (Vs,k + Vg,k) that can be calculated as a function of the mass density ρs,k,

the porosity ψk and the mass ms,k:

Vs,k + Vg,k =
Vs,k + Vg,k

Vs,k
× Vs,k
ms,k

×ms,k =
1

1− ψk

× 1

ρs,k
×ms,k (2.9)
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The bulk mass density of the particle (in its reference state k) is expressed as

ρk,bulk =
ms,k

Vs,k + Vg,k
= ρs,k × (1− ψk) (2.10)

Note that in this expression, the contribution of the gaseous mass mg,k has been

neglected, mg,k ≪ ms,k. The porosity ψk is treated as a pseudo material property

and the linear relationship between total (solid and gas) volume occupied by a species

k and the mass of that species is assumed to hold for any particle containing k:

Vs,k + Vg,k =
ms,k

ρk,bulk
=

ms,k

ρs,k (1− ψk)
(2.11)

Let us now consider a particle with an arbitrary composition characterized by

(Ys,ws, Ys,ds, Ys,c, Ys,a) and a solid mass ms. We introduce volume fraction variables

defined as the ratio of the total (solid and gas) volume occupied by species k divided

by the total volume occupied by the particle:

Xk =
Vs,k + Vg,k
Vs + Vg

=
(ms,k/ρk,bulk)

Vs + Vg
=

(Ys,k ×ms/ρk,bulk)

Vs + Vg

=
Ys,k
ρk,bulk

× ms

Vs + Vg
=

Ys,k
ρk,bulk

× ρ̄bulk (2.12)

We can write:

Xk =
ρ̄bulk
ρk,bulk

× Ys,k =
ρ̄s × (1− ψ̄)

ρs,k × (1− ψk)
× Ys,k (2.13)

and

ρ̄bulk =
∑

k=ws,ds,c,a

ρk,bulk Xk =

(∑
k

Ys,k
ρk,bulk

)−1

(2.14)

ψ̄ =
∑
k

ψk Xk = 1− ρ̄bulk
ρ̄s

(2.15)
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In the following, we will use the volume fraction (Xk) instead of the mass fraction

(Yk) to characterize the particle composition with the understanding that these

variables contain information on the solid-phase composition as well as information

on the solid/gas proportion. In the general case with drying, thermal/oxidative

pyrolysis, and char oxidation, the composition vector Xk = (Xws, Xds, Xc, Xa) is

variable and evolves with time t and distance ζ across the particle. The variations

in the particle composition are calculated through the mass conservation equations

presented in the next section.

Finally, we note that if the reactions occur without a net change in the total

volume of the particle, Vp = Vs + Vg =constant, then there are relationships that

hold between the bulk mass densities and the species yields. For instance, if reaction

Rp occurs at constant volume, then we have:

ρc,bulk = ηc,Rp ρds,bulk (2.16)

The issue of volume change will be further discussed in section 2.2.2.

2.2.1 Conservation equations for species/total mass inside the solid

phase of an individual particle

Let us consider an elementary control volume noted dV inside a given porous

(solid/gas) particle. The particle is discretized into an ensemble of computational

cells introduced to describe variations of heat and mass in the direction normal to

the exposed surface of the particle. In that case, dV denotes the volume of a given

computational cell such that
∫
Vp
dV = Vp. The reader can refer to appendix A for a
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detailed description of the particle’s geometry and computational grid.

We write the mass conservation equations for the wet solid, dry solid, char,

and ash inside dV as follows:

∂

∂t
(ρws,bulk Xws dV ) = −ṁ′′′

RddV

∂

∂t
(ρds,bulk Xds dV ) = ηds,Rd ṁ

′′′
RddV − ṁ′′′

RpdV − ṁ′′′
RopdV

∂

∂t
(ρc,bulk Xc dV ) = ηc,Rp ṁ

′′′
RpdV + ηc,Rop ṁ

′′′
RopdV − ṁ′′′

RcodV

∂

∂t
(ρa,bulk Xa dV ) = ηa,Rco ṁ

′′′
RcodV (2.17)

where ṁ′′′
Rd, ṁ′′′

Rp, ṁ′′′
Rop and ṁ′′′

Rco are the volumetric mass reaction rates for the drying,

thermal pyrolysis, oxidative pyrolysis, and char oxidation reactions, respectively.

Using the classical Arrhenius model, we write:

ṁ′′′
RddV =

(
ρws,bulk XwsdV

(ρws,bulk Xws dV )Σ

)nRd

(ρws,bulk Xws dV )Σ × ARd exp (
−ERd

RTp
)

ṁ′′′
RpdV =

(
ρds,bulk XdsdV

(ρds,bulk Xds dV )Σ

)nRp

(ρds,bulk Xds dV )Σ × ARp exp (
−ERp

RTp
)

ṁ′′′
RopdV =

(
ρds,bulk XdsdV

(ρds,bulk Xds dV )Σ

)nRop

(ρds,bulk Xds dV )Σ

× (
Yg,O2

Yg,O2,air

)nO2,Rop × ARop exp (
−ERop

RTp
)

ṁ′′′
RcodV =

(
ρc,bulk XcdV

(ρc,bulk Xc dV )Σ

)nRco

(ρc,bulk Xc dV )Σ

× (
Yg,O2

Yg,O2,air

)nO2,Rco × ARco exp (
−ERco

RTp
) (2.18)

where A,E, and n are the pre-exponential factors, activation energies, solid-

phase reactant exponents, and gas-phase oxygen exponents associated with reactions
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Rd-Rco, where Tp is the particle temperature (we assume here local thermal equilib-

rium and Tp designates both the local temperature in the solid and gas-phases of the

particle, Tp = Ts = Tg), where Yg,O2
designates the mass fraction of gaseous oxygen

inside the gas-phase (i.e., the pores) of the particle, and where we use the following

time-integrated quantities:

(ρws,bulk Xws dV )Σ = (ρws,bulk Xws dV )t=0 (2.19)

(ρds,bulk Xds dV )Σ = (ρds,bulk Xds dV )t=0 +

∫ t

0

(ηds,Rdṁ
′′′
RddV )dt (2.20)

(ρc,bulk Xc dV )Σ = (ρc,bulk Xc dV )t=0 +

∫ t

0

(ηc,Rpṁ
′′′
RpdV + ηc,Ropṁ

′′′
RopdV )dt (2.21)

In the expressions of the chemical reaction rates, the values of A,E, and n

are external input parameters that are determined using calibration tests against

micro-scale measurements through Thermogravimetric Analysis (TGA) [52] (see

chapter 3).

We construct the conservation equation for the total particle mass by adding

Eqs. 2.17 as follows:

∂

∂t
(ρbulkdV ) = −ṁ′′′

sg dV (2.22)

where

ṁ′′′
sg = (1− ηds,Rd) ṁ

′′′
Rd + (1− ηc,Rp) ṁ

′′′
Rp + (1− ηc,Rop)ṁ

′′′
Rop + (1− ηa,Rco)ṁ

′′′
Rco

(2.23)

31



2.2.2 Rate of change of the particle volume (constant/shrinking/swelling)

By dividing Eqs. 2.17 by the corresponding mass density, respectively, and

by adding the resulting equations, we get an evolution equation for the elementary

volume dV :

∂

∂t
(dV ) = −V̇ ′′′

sg dV (2.24)

where

V̇ ′′′
sg = (

1

ρws,bulk

− ηds,Rd

ρds,bulk
)ṁ′′′

Rd + (
1

ρds,bulk
− ηc,Rp

ρc,bulk
)ṁ′′′

Rp

+ (
1

ρds,bulk
− ηc,Rop

ρc,bulk
)ṁ′′′

Rop + (
1

ρc,bulk
− ηa,Rco

ρa,bulk
)ṁ′′′

Rco (2.25)

This equation shows that the total volume of the particle does not change

provided that ηds,Rd = ρds,bulk/ρws,bulk, ηc,Rp = ηc,Rop = ρc,bulk/ρds,bulk, and ηa,Rco =

ρa,bulk/ρc,bulk.

Sines the bulk mass density of any solid constituent is related to its solid mass

density and porosity (ρk,bulk = ρs,k(1 − ψk)), we can see from the relations above

that an evolution at constant volume requires a change in the mass density of the

solid-phase, a change in the porosity of the particle, or a combination of both. In

general, the particle expands or contracts to a finite size. In the special case of

a non-charring material, ηc,Rp = ηc,Rop = 0 and ṁ′′′
Rco = 0, the particle completely

vaporizes and its size, δ or Rp, decreases to 0.

While the coupled fire spread simulations presented in this dissertation are

limited to particles with constant volume change, the computational solver can handle

the volume change using a deforming mesh and a re-meshing capability (see section
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A.4 in appendix A). Additionally, representative scenarios of thermal degradation

of isolated particles with and without volume change are presented in chapter 3 to

demonstrate this effect.

2.2.3 Conservation equations for species/total mass inside the gas phase

of an individual particle

Let us consider again an elementary control volume dV located inside a porous

particle. We write mass conservation equations for gaseous oxygen mass inside dV

as follows:

∂

∂t

(
ρ̄gYg,O2ψ̄dV

)
+

1

ϕ

∂

∂ζ

(
ϕṁ′′

ζYg,O2

)
dV

=
1

ϕ

∂

∂ζ

(
ϕψ̄ρ̄gD̄g

∂Yg,O2

∂ζ

)
dV − ηO2,Ropṁ

′′′
RopdV − ηO2,Rcoṁ

′′′
RcodV (2.26)

where ρ̄g is the gas-phase mass density, Yg,O2 the oxygen mass fraction in the gas-

phase, and D̄g a mass diffusivity coefficient. The formulation is one-dimensional and

ζ designates the coordinate normal to the exposed surface of the particle, 0 ≤ ζ ≤ δ

(rectangular slabs) or 0 ≤ ζ ≤ Rp (cylindrical- or spherical-shaped particles); ζ = 0

is the location of the center of the particle; ζ = δ or ζ = Rp is the location of the

exposed surface. The second term on the left-hand side of Eq. 2.26 represents the

transport of oxygen mass by convection: ṁ′′
ζ designates the convective mass flux in

the direction normal to the exposed surface of the particle; for a rectangular shape,

ζ = x and ϕ = 1; for a cylindrical shape, ζ = r and ϕ = r; and for a spherical shape,

ζ = r and ϕ = r2. The first term on the right-hand side of Eq. 2.26 represents the

transport of oxygen mass by molecular diffusion. The second and third terms on the
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right-hand side of Eq. 2.26 are the volumetric rates of oxygen mass consumption

due to the heterogeneous reactions Rop and Rco, respectively.

We consider the gas-phase mass diffusivity D̄g as input data, and assume unity

Schmidt numbers, i.e., we treat D̄g as being equal to the dynamic viscosity of the

gas, D̄g = νg.

Equation 2.26 also requires a boundary condition at the particle surface:(
ψ̄ρ̄gD̄g

∂Yg,O2

∂ζ

)
surf

= ṁ′′
g→s,O2

(2.27)

where the left-hand-side is the oxygen mass flux due to diffusive transport

occurring inside the porous particle and evaluated at the exposed surface, and where

the right-hand-side is the gas-to-solid oxygen mass flux due to both convective and

diffusive mass transfer from the surrounding gas (based on the external gas condition

described in Eq. 2.2).

The boundary condition at the center of the particle is simply:(
∂Yg,O2

∂ζ

)
ζ=0

= 0 (2.28)

We can also write a mass conservation equation for the gas mass inside dV :

∂

∂t
(ρ̄gψ̄dV ) +

1

ϕ

∂

∂ζ

(
ϕṁ′′

ζ

)
dV = +ṁ′′′

sgdV (2.29)

As expected from mass conservation considerations, the right-hand sides of Eqs. 2.22

and 2.29 are identical in magnitude and have opposite signs.

Equation 2.29 is turned into an equation for pressure. First, we invoke Darcy’s

law that describes the flow in porous media as a function of the pressure gradient:

ṁ′′
ζ = −K̄

νg
× ∂p

∂ζ
(2.30)
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where K̄ is the permeability and p is the pressure. For K̄, we treat the

permeability as a weighted average of values obtained for reference compositions and

treated as pseudo material properties:

K̄ =
∑

k=ws,ds,c,a

KkXk (2.31)

where Kk is the value of the permeability of the solid constituent k and is treated as

an external input parameter.

Next, using the ideal gas law we obtain an evolution equation for pressure

inside the particle:

∂

∂t
(
Mg

RTg
pψ̄dV ) =

1

ϕ

∂

∂ζ
(ϕ
K̄

νg

∂p

∂ζ
)dV + ṁ′′′

sgdV (2.32)

The solution of Eq. 2.32 provides a description of the variations of the convective

mass flux inside the particle, ṁ′′
ζ .

The corresponding boundary conditions at the exposed surface and at the

center of the particle are:

psurf = p∞ ,

(
∂p

∂ζ

)
ζ=0

= 0 (2.33)

where p∞ is the external ambient pressure.

2.2.4 Conservation equation for energy inside an individual particle

Let us consider again an elementary control volume dV located inside a porous

particle. We can write a temperature equation for the solid-phase inside dV , as

follows
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ρ̄sc̄s
(
1− ψ̄

) ∂Ts
∂t

dV =
1

ϕ

∂

∂ζ
(
(
1− ψ̄

)
k̄sϕ

∂Ts
∂ζ

)dV + q̇′′′hrr dV + q̇′′′gs dV (2.34)

where c̄s is the heat capacity, k̄s the heat conductivity and Ts the temperature of

the solid-phase. The first term on the right-hand side of the temperature equation

represents the transport of heat by conduction; this term can also include transport by

radiation across the pores of the particle. The second term on the right-hand side of

the temperature equation is the volumetric rate of heat consumption/production due

to the heterogeneous reactions (moisture evaporation, thermal/oxidative pyrolysis,

and char oxidation). The third term on the right-hand side of the temperature

equation is the volumetric rate of heat transfer between the gas and solid-phases.

The volumetric rate of heat consumption/production is expressed as:

q̇′′′hrr = (1− ηds,Rd)ṁ
′′′
Rd∆HRd + (1− ηc,Rp)ṁ

′′′
Rp∆HRp

+ (1− ηc,Rop)ṁ
′′′
Rop∆HRop + (1− ηa,Rco)ṁ

′′′
Rco∆HRco (2.35)

where ∆HRd is the heat of drying (per unit mass of water evaporated), ∆HRp

and ∆HRop the heats of the thermal and oxidative pyrolysis reactions (per unit mass

of gas produced), and ∆HRco the heat of the char oxidation reaction (per unit mass of

gas produced). In this expression, the heats of reaction are positive (negative) when

the corresponding reaction is exothermic (endothermic). These heats of reaction

are typically obtained using Differential Scanning Calorimetry (DSC) analysis of

the heat flow in micro-scale samples [53] (see chapter 3 for the values of these input

parameters adopted in this dissertation).
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We can also write a temperature equation for the gas-phase inside dV , as

follows:

ρ̄g c̄p,gψ̄
∂Tg
∂t

dV + ṁ′′
ζcp,g

∂Tg
∂ζ

dV =
1

ϕ

∂

∂ζ
(ϕ ψ̄k̄g

∂Ts
∂ζ

)dV − q̇′′′gs dV (2.36)

where k̄g the heat conductivity. The second term on the left-hand side of the

temperature equation represents the transport of heat by convection. The first term

on the right-hand side of the temperature equation represents the transport of heat

by conduction. The second term on the right-hand side of the temperature equation

is the volumetric rate of heat transfer between the gas and solid-phases (this term

has an opposite sign in the equations for Ts and Tg).

We assume a local thermal equilibrium, Ts = Tg, and denote Tp the local

solid/gas temperature. By combining the equations for Ts and Tg presented above,

one gets:

(
ρ̄sc̄s(1− ψ̄) + ρ̄g c̄p,gψ̄

) ∂Tp
∂t

dV + ṁ′′
ζ c̄p,g

∂Tp
∂ζ

dV =

1

ϕ

∂

∂ζ

(
((1− ψ̄)k̄s + ψ̄k̄g)ϕ

∂Tp
∂ζ

)
dV + q̇′′′hrr dV (2.37)

This equation describes the transport of heat across the porous particle and is

coupled to the mass conservation equation 2.17 through the source term q̇′′′hrr as well

as through the specification of the thermal properties of the particle, (ρ̄sc̄s) and k̄s.

Equation 2.37 provides in turn the space-time variations of the particle temperature

that determine the rates of evaporation, pyrolysis, and char oxidation across the

particle.

In Eq. 2.37, the solid-phase thermal properties, (ρ̄sc̄s) and k̄s, are simply

calculated as weighted averages of the corresponding properties of individual species,
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using volume fractions as weight coefficients:

ρ̄sc̄s
(
1− ψ̄

)
= ρ̄bulk c̄s =

∑
k=ws,ds,c,a

(ρk,bulk cs,k) Xk

k̄s
(
1− ψ̄

)
=

∑
k=ws,ds,c,a

ks,k Xk (2.38)

where cs,k and ks,k are input data to the model and are temperature-dependent

such that

cs,k = c0,k(
Tp
T0

)
nc,k

ks,k = k0,k(
Tp
T0

)
nk,k

+ γkσT
3
p (2.39)

where c0,k, nc,k, T0, k0,k, nk,k and γk are prescribed model coefficients and

where the γk-term represents an effective heat conductivity due to pore radiation

(γk is in units of length). We also estimate the gas-phase thermal properties c̄p,g and

k̄g inside the particle pores using tabulated temperature-dependent data [54].

Equation 2.37 requires a boundary condition at the particle surface:(
((1− ψ̄)k̄s + ψ̄k̄g)

∂Tp
∂ζ

)
surf

= q̇′′g→s (2.40)

where the left-hand-side is the heat flux due to conduction (and possibly due to

radiation across the pores) occurring inside the porous particle and evaluated at the

exposed surface, and where the right-hand-side is the gas-to-solid heat flux due to

both convective and radiative heat transfer from the surrounding gas (based on the

external gas condition described in Eq. 2.1):

The boundary condition at the center of the particle is simply:(
∂Tp
∂ζ

)
ζ=0

= 0 (2.41)
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2.2.5 Outputs of the PBR model

As shown in the previous sections, the PBR model calculates the spatial and

temporal variations of the solid particle’s constituents, the solid particle’s temperature

as well as the oxygen concentration and the pressure inside the solid particle’s pores

in response to the gas-to-solid heat flux q̇′′g→s and oxygen mass flux ṁ′′
g→s,O2

. A

quantity of interest that is commonly used in the literature is the total mass loss

rate of the particle (MLR, in units of kg/s), which we calculate as:

MLR =

∫
Vp

ṁ′′′
sg dV (2.42)

with

ṁ′′′
sg = (1− ηds,Rd)ṁ

′′′
Rd +(1− ηc,Rp)ṁ

′′′
Rp +(1− ηc,Rop)ṁ

′′′
Rop +(1− ηa,Rco)ṁ

′′′
Rco (2.43)

The model also provides the mass production (or consumption) rates of gaseous

species (i,e., water vapor (H2O), oxygen (O2), carbon dioxide (CO2), and gaseous

fuel (noted as fuel)) due to reactions Rd-Rco as follows:

ṁs,H2O =

∫
Vp

(1− ηds,Rd)ṁ
′′′
Rd dV

ṁs,fuel =

∫
Vp

((1− ηc,Rp)ṁ
′′′
Rd + (1− ηc,Rop)ṁ

′′′
Rop) dV

ṁs,CO2 =

∫
Vp

(1 + ηO2,Rco − ηa,Rco)ṁ
′′′
Rco dV

ṁs,O2 = −ṁ′′
g→s,O2

Ap (2.44)

where Ap is the area of the particle’s exposed surface.
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As noted earlier, we assume in the above expressions that the combustible

volatiles produced from reactions Rp and Rop are similar and are lumped into a

single chemical species. We also assume that the oxidation of char in Rco does not

produce any flammable gaseous fuel that can burn outside the particle, and if any

flammable gaseous products are produced during this process (e.g., CO), they are

assumed to be completely consumed within the particle pores.

2.2.6 Particle burning state

In order to track the state of each individual particle during thermal degradation,

we developed different criteria based on the particle’s instantaneous composition,

size, the rate of production of gaseous fuel, and the particle’s heat release rate. We

describe the state of the particle as follows:

• Drying: the particle is losing moisture, and some pyrolysis gas may be emitted

but it is below the set threshold for flaming ignition [55], such that

(Xws|ζ=0 > 0.1%) and (ṁs,fuel/Ap < 1 g/m2/s)

• Pyrolyzing: the particle is dry, and some pyrolysis gas may be emitted but it

is below the set threshold for flaming ignition, such that

(Xds|ζ=0 > 99.9%) and (ṁs,fuel/Ap < 1 g/m2/s)

• Flaming: the particle is releasing pyrolysis gas at a rate higher than the ignition

threshold, and charring could also be occurring, such that

(ṁs,fuel/Ap ≥ 1 g/m2/s)
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• Charring: the particle has some residual dry solid, but insignificant amounts of

pyrolysis gas are being released and insignificant oxidation is occurring, such

that

(Xc|ζ=0 > 0.1%) , (ṁs,fuel/Ap < 1 g/m2/s) and (q̇hrr ≤ 0)

• Glowing: the particle has some char, and it may have some residual dry solid

but insignificant amounts of pyrolysis gas are being released, and significant

oxidation is occurring

(Xc|ζ=0 > 0.1%) , (ṁs,fuel/Ap < 1 g/m2/s) and (q̇hrr > 0)

• Ashed: charring and pyrolysis rates are insignificant and the particle is mostly

composed of ash

(Xa|ζ=0 > 99.9%)

While the ashed particles may collapse due to structural failure and contribute

to some boundary layer heat transfer and drag, we remove these ashed particles

from the calculation.

• Consumed: the particle is completely consumed to an insignificant size relative

to its initial size

(δp/δp,0 < 0.01) or (Rp/Rp,0 < 0.01)

Note that in this case, the particle is completely removed from the system and

no further calculations of this particle are carried out.

The above criteria are also used to identify different zones of the fuel bed in

fire spread simulations (see Fig 2.1). The state of each particle is tracked and the
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front and back edges of the drying, pyrolysis, and smoldering fronts are identified

based on the corresponding state of the rearmost and the foremost particles in the

spread direction. Note that the flame front is identified based on the heat release

rate of the homogeneous gas-phase reaction.

fl
am

e 
h
ei

g
h
t

dryingflamingglowing

smoldering zone depth

flame zone depth

Figure 2.1: A schematic of fire spread in a fuel bed showing the characteristic

length-scales of the flame and the different zones identified based on the particle

burning state.

2.3 Fuel bed model and the coupled Lagrangian-Eulerian formulation

In order to describe gas-solid mass, momentum, and energy exchanges in

simulations of fire spread across a set of fuel patches comprised of discrete porous fuel

particles under ambient air conditions and for a given terrain, we developed PBRFoam,

a finite-volume Large Eddy Simulation (LES) solver that couples the PBR model

presented in the previous section with the open-source C++ library OpenFOAM [41].

The PBRFoam solver leverages various features from the OpenFOAM library such as

the flexibility to implement and build new models using object-oriented inheritance,

the existence of various discretization schemes and iterative algorithms, the advanced
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meshing capabilities (structured/unstructured polyhedral mesh), and the massively

parallel computing capability using Message Passing Interface (MPI) technique.

These features include mesh generation, boundary conditions, discretization schemes,

and matrix solvers. The structure of the computational solver is described in section

2.10.

The PBRFoam solver adopts a coupled multiphase formulation following the

work proposed by Porterie et al. [13] and Morvan and Dupuy [14,15]. We use here a

low Mach number formulation of the Favre-filtered reactive-radiative Navier-Stokes

equations. We write the conservation statements for a control volume, hereinafter

referred to as “bed”, comprised of solid particles and gases per unit total volume

of the bed, Vbed = (Vs,bed + Vg,bed), where Vs,bed designates the volume occupied by

the population of particles inside the control volume Vbed and Vg,bed designates the

corresponding volume occupied by the gas. A schematic of a typical fuel bed is

presented in Fig. 2.2.

2.3.1 Conservation equations for species/total mass in the gas-phase

We write for the conservation of total mass:

∂

∂t
(ρ̄(1− βs)) +

∂

∂xj
(ρ̄(1− βs)ũj) = ṁ′′′

s,bed (2.45)

where ρ̄ is the mass density of the gas, ρ̄ = (mg/Vg,bed), and where ũj the gas flow

velocity in the xj direction.

For clarity, we introduce the quantity Xp which represents the volume fraction

occupied by a specific class of particles in a fuel bed comprised of poly-dispersed
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fuel patches

patches separation particles separation

Figure 2.2: Schematic side view of a typical fuel bed showing fuel patches separated

by a given distance (left). The computational grid is shown in the background. Each

fuel patch is modeled by a collection of mono- or poly-dispersed particles described

at the sub-grid level (right). The thermal degradation of each particle is tracked

using the PBR solver through the computational grid shown in the inset.

particles:

Xp = Vp/Vbed (2.46)

The packing ratio of the fuel bed can then be constructed from

βs =

∑
particles

Vp

Vbed
=

∑
particles

Xp (2.47)

Using the previous expression, we write:

ṁ′′′
s,bed =

1

Vbed

∑
particles

∫
Vp

ṁ′′′
sg dV

=
∑

particles

(
Xp

∫
Vp
ṁ′′′

sg dV

Vp

)
(2.48)

Similarly, we write for the conservation of chemical species mass:

∂

∂t

(
ρ̄(1− βs)Ỹk

)
+

∂

∂xj

(
ρ̄(1− βs)ũjỸk

)
=

∂

∂xj
(ρ̄(1− βs)(Dk +DTurb)

∂Ỹk
∂xj

) + ṁ′′′
s,k,bed + ω̇′′′

k (2.49)
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where Ỹk is the mass fraction of (gaseous) species k, Ỹk = (mk,g/mg), Dk andDTurb the

mass diffusivity of species k due to molecular transport and to subgrid-scale turbulent

convective transport, respectively, where ṁ′′′
s,k,bed is the mass production/consumption

of species k due to drying, pyrolysis and/or char oxidation, and ω̇′′′
k the mass

production/consumption of species k due to homogeneous (gas-phase) combustion.

Using the previous section, we write:

ṁ′′′
s,k,bed =

1

Vbed

∑
particles

∫
Vp

ṁ′′′
s,k dV

=
∑

particles

(
Xp

∫
Vp
ṁ′′′

s,k dV

Vp

)
(2.50)

where ṁ′′′
s,k designates the mass production/consumption of species k (due to drying,

pyrolysis, and/or char oxidation) for an individual particle.

In Eq. 2.49, we neglect differential diffusion, we assume that the molecular

diffusivities of all species are equal (i.e., equidiffisivity) and we assume a unity

Schmidt number

Sc =
νk
Dk

=
νm
Dm

= 1 (2.51)

where νk is the kinematic viscosity of species k, Dm the molecular diffusivity of the

mixture, and where νm is the kinematic viscosity of the mixture of gases.

We model the kinematic viscosity of the mixture, νm, using Sutherland’s model

µm = A0

√
T

1 + T0/T
(2.52)

where νm = µm/(ρ̄(1−βs)), A0 = 1.67212× 10−06 kg/m.s.K0.5, and T0 = 170.672 K.
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2.3.2 Conservation equations for momentum in the gas-phase

We write for conservation of momentum in the xi direction:

∂

∂t
(ρ̄ (1− βs) ũi) +

∂

∂xj
(ρ̄ (1− βs) ũjũi)

=
∂

∂xj
(ρ̄ (1− βs) (νm + νTurb) (

∂ũi
∂xj

+
∂ũj
∂xi

− 2

3
δij
∂ũk
∂xk

))

− ∂

∂xi
((1− βs) p̄) + ρ̄ (1− βs) gi + F ′′′

i (2.53)

where νTurb is the kinematic viscosity due to subgrid-scale turbulent convective

transport, where p̄ is the gas pressure, gi the gravity acceleration in the xi direction,

and where F ′′′
i is the aerodynamic force (per unit volume) due to the solid particles

(see section 2.5 for additional details). The conservation statement is again written

per unit volume of fuel bed, Vbed = (Vg,bed + Vs,bed).

2.3.3 Conservation equation for energy in the gas-phase

We write for the conservation of energy:

∂

∂t

(
ρ̄ (1− βs) h̃th

)
+

∂

∂xj

(
ρ̄ (1− βs) ũjh̃th

)
=

∂

∂xj
(ρ̄ (1− βs) (αm + αTurb)

∂h̃th
∂xj

) + q̇′′′comb + q̇′′′rad + ḣ′′′th

+ ṁ′′′
s,bedh̃th,surf (2.54)

where h̃th is the thermal enthalpy of the gas, αm and αTurb the heat diffusivity

due to molecular transport and to subgrid-scale turbulent convective transport,

respectively, where q̇′′′comb the heat release rate associated with homogeneous (gas-

phase) combustion, q̇′′′rad the net radiative power density in the gas-phase due to
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radiation absorption and emission (scattering effects are neglected), and ḣ′′′th the

volumetric rate of (convective and radiative) heat transfer between the gas and the

solid particles. The last term on the right-hand side of Eq. 2.54 represents the

energy gain in the gas-phase associated with the addition of vapor mass due to

drying, pyrolysis, and char oxidation; in the expression of that term, h̃th,surf is the

thermal enthalpy of the vapors taken at the release conditions, i.e., at the particle

surface conditions; note that it is not clear whether this term plays any significant

role in the overall heat transfer. The gas-phase heat release rate q̇′′′comb and the net

radiative power density q̇′′′rad are computed from the gas-phase combustion model and

the radiation model discussed in the following.

In Eq. 2.54, we obtain thermal diffusivity of the mixture αm assuming a unity

Lewis number

Le =
αm

Dm

= 1 (2.55)

The expression for ḣ′′′th in Eq. 2.54 is:

ḣ′′′th =
1

Vbed

∑
particles

(
−q̇′′g→sAp

)

=
∑

particles

σpXp

(
−h(T̃ − Tp,surf )− ϵp,surf (G− σT 4

p,surf )
)

(2.56)

where σp is the surface area to volume ratio of an individual solid particle.

2.3.4 Radiation transfer in the multiphase fuel bed

We adopt the Multiphase Radiative Transfer Equation (MRTE) proposed by

Consalvi et al. [56] to account for the radiation absorption and emission by the solid
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fuel particles and by the hot gases. We write the MRTE as follows:

d

ds
((1− βs)I) = (1−βs)κm

(
σT̃ 4

π
− I

)
+
∑

particles

(
σpXp ϵp,surf

4

(
σT 4

p,surf

π
− I

))
(2.57)

where κm is the Planck mean absorption coefficient due to the mixture of gas species

and soot inside the fuel bed, T the gas temperature, and Tp,surf the characteristic

surface temperature of the particles. The first term on the RHS of Eq. 2.57

corresponds to radiation emission and absorption by gas species and soot (note

that subgrid-scale turbulence-radiation interactions are neglected); the second term

corresponds to radiation emission and absorption by the solid particles.

From the MRTE we can approximate the characteristic radiation length scale

of a fuel bed as ((1− βs)κm +
∑

particles

σpXsϵp,surf/4)
−1

. This length scale must be

resolved by the computational grid.

The expression for q̇′′′rad in Eq. 2.37 comes from the integration over angular

space of the source/sink terms appearing in the MRTE:

q̇′′′rad = (1−βs)κm(

∫
4π

IdΩ− 4σT̃ 4)+
∑

particles

σpXsϵp,surf
4

(

∫
4π

IdΩ− 4σT 4
p,surf ) (2.58)

Also, the irradiation incident on the solid fuel particles G is obtained from

G =

(∫
4π

IdΩ

)
/4 (2.59)

From the previous section, we re-write the expression of ḣ′′′th as

ḣ′′′th = −
∑

particles

(σpXp)×h
(
T̃ − Tp,surf

)
−
∑

particles

(σpXpϵp,surf )× (

∫
4π
IdΩ

4
−σT 4

p,surf )

(2.60)
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Interestingly, the radiative contributions of solid particles in the expressions

for q̇′′′rad and ḣ′′′th cancel out and we obtain:

q̇′′′rad + ḣ′′′th = (1− βs)κm(

∫
4π

IdΩ− 4σT̃ 4)−
∑

particles

(σpXpϵp,surf )× h
(
T̃ − Tp,surf

)
(2.61)

with the first term on the RHS representing the radiation contribution from the

hot gases and soot to the energy of the multiphase control volume (i.e., the fuel

bed), and the second term on the RHS representing the contribution of convective

heating/cooling from the solid particles. See section 2.8 for additional details about

the treatment of the radiation terms.

2.4 Convective transfer model

The convective heat and mass transfer between an individual solid fuel particle

and the external gas surrounding it is modeled through the convective heat transfer

coefficient h and the convective mass transfer coefficient hmass = (h/c̄p,g). These

coefficients are obtained from empirical correlations for the Nusselt number under

no blowing conditions:

h0 = NuD
kg
Deff

(2.62)

where h0 is the convective heat transfer coefficient under no blowing condition, NuD

is the Nusselt number, Deff the effective diameter of the particle (for rectangular-

shaped particles, Deff = 2δ × 2/
√
π, while for cylindrical- and spherical-shaped

particles, Deff = 2Rp).

For rectangular- and cylindrical-shaped particles, we use a comprehensive
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empirical correlation developed by Churchill and Bernstein [57] for applications to

convective heat transfer over cylinders and valid over a wide range of Reynolds

numbers:

NuD =
h×Deff

kg
= 0.3 +

0.62×Re0.5D × Pr1/3(
1 + (0.4

Pr
)
2/3
)1/4

(
1 +

(
ReD

282000

)5/8
)4/5

(2.63)

where Pr is the Prandtl number of the external gas surrounding the particle, ReD the

Reynolds number, ReD = (ρ̄ugDeff/νg), with ug the flow velocity of the external gas

(ug =
√

(ũj − us,j)(ũj − us,j), and where kg and νg are the temperature-dependent

thermal conductivity and kinematic viscosity of the external gas, calculated at the

film temperature (Tg,∞ + Tp,surf)/2 using tabulated data [54]. Figure 2.3 shows

the variation of the convective heat transfer coefficient h calculated using Eq. 2.63

at different gas velocities and particle diameters. These plots highlight the strong

variation of h with the particle’s effective diameter such that smaller particles tend

to heat (and cool) much faster than larger ones.

For spherical-shaped particles, we use an empirical correlation developed by

Whitaker [58] for applications to convective heat transfer over spheres and valid over

a wide range of Reynolds numbers:

NuD = 2 +
(
0.4 Re0.5D + 0.06 Re

2/3
D

)
× Pr0.4

(
µg

µs

)0.25

(2.64)

where µs is the dynamic viscosity of the external gas surrounding the particle

evaluated at the surface temperature using tabulated data [54]. All other properties

are evaluated at the gas temperature.

We modify the convective transfer coefficient to account for the blowing effect

due to outflowing volatiles through a Couette approximation [50]. We write the
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convective transfer coefficient at blowing conditions as:

h =
ṁ′′

surf c̄p,g

exp ( ṁ′′
surf c̄p,g/h0)− 1

(2.65)

where ṁ′′
surf is the flow at the surface of the particle which is obtained from the

pressure gradient at the particle’s surface using Darcy’s law (Eq. 2.30).

It should be noted that there might be some uncertainties in the choices of the

heat transfer coefficient due to many factors such as the orientation of each particle

inside the fuel bed with respect to the flow direction and the particle-to-particle

interactions. For example, as presented in a recent work by Mueller et al. [59], the

bed-average heat transfer coefficient can be lower than that of an isolated particle

by 11% to 25%.

(a) (b)

Figure 2.3: Variation of the convective heat transfer coefficient with: a) wind velocity

for particles with different sizes; and b) particle’s effective diameter at a wind velocity

of 1 m/s.
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2.5 Drag model and particle motion

As described in the previous section, the drag force inside the fuel bed due to

the presence of solid particles requires a description of the drag coefficient. Similar

to the heat transfer coefficient, the drag coefficient of a particle inside a fuel bed can

differ from that of an isolated particle. There is a very limited number of studies

about fuel bed drag in the wildland fire community (e.g., Ref. [60]), but there are

more data on vegetation hydrodynamics [61–64]).

In this work, we describe the particle’s drag coefficient using Reynold’s depen-

dent empirical correlations (see Fig. 2.4). The drag coefficients of isolated cylinders

and spheres are described as follows [54]:

CD|cylinder =



100/Re0.7D if ReD ≤ 1

10(0.6+0.4Re0.8D )

ReD
if 1 < ReD < 1000

1 if ReD ≥ 1000

(2.66)

CD|sphere =



24/ReD if ReD ≤ 1

24(0.85+0.15Re0.687D )

ReD
if 1 < ReD < 1000

0.44 if ReD ≥ 1000

(2.67)

We use a constant value of the drag coefficient for rectangular-shaped particles

(CD ≈ 2) which we find to represent the drag from various arrangements of groups

of rectangular particles under conditions of interest.

In the case of movement of the solid fuel particle (e.g., firebrands), we consider
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Figure 2.4: Variation of drag coefficient with Reynolds number for cylindrical- and

rectangular-shaped particles.

an additional equation for the particle’s momentum. We write the momentum

balance of each moving particle as

d

dt
(us,j) =

FD,j

ms

+
FL,j

ms

+ gj (2.68)

where us,j is the solid particle’s velocity in j direction, FD,j and FL,j are the drag

and lift forces generated by the solid particle, and where gj is the gravitational

acceleration in j direction.

We use the classical aerodynamic expressions for the lift and drag force and we

write

FL,j =
1

2
CL ρ̄(1− βs) A

∗
p |ũj − us,j| × (ũj − us,j)

FD,j =
1

2
CD ρ̄(1− βs) A

∗
p |ũj − us,j| × (ũj − us,j) (2.69)

where CL and CD are the lift and drag coefficients, respectively, and A∗
p the projected

surface area of the particle. We further write A∗
p = CA × Ap, where CA is a shape
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factor (for a rectangular-shaped particle, CA = 1; for a cylindrical-shaped particle,

CA = 1/π; for a spherical-shaped particle, CA = 1/4).

In the general case of moving and stationary particles, the expression for the

aerodynamic force in Eq. 2.53 is

F ′′′
j =

1

Vbed

∑
particles

−(FL,j + FD,j) (2.70)

For fuel beds composed of stationary particles, the aerodynamic force per unit

volume of the fuel bed becomes

F ′′′
j = −

∑
particles

(
σpXp CD

CA

2
ρ̄
√
ũkũk×ũj

)
(2.71)

2.6 Gas-phase homogeneous combustion model

As described earlier, due to a lack of data about the chemical composition

of the combustible gaseous volatiles produces from thermal and oxidative pyrolysis

reactions (Rp and Rop), we use a lumped chemical species to represent the gaseous

fuel and we use a global combustion equation to describe its reaction with ambient

air. Following the work of Ritchie et al. [65], we assume that the gaseous fuel has a

composition of C3.4H6.2O2.5 (molecular weight of 87.096 g/mol). This surrogate fuel

has an average heat of combustion (∆Hc) that is selected based on the average heat

of combustion of the gaseous volatiles obtained from experimental techniques such as

Micro-scale Combustion Calorimetry (MCC) [66]. We write the global combustion

equation as follows:

C3.4H6.2O2.5 + 3.7O2 + 13.912N2 → 3.4CO2 + 3.1H2O + 13.912N2 (2.72)
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The Eddy Dissipation Model (EDM) [46] is adopted in most computational

fire models because it is often assumed that the combustion is primarily controlled

by turbulent mixing. However, because there are laminar regions in many fire flames,

such as near the base of the flame where the flame starts as laminar and then

transitions into turbulence due to buoyancy, the application of the EDM as is might

not be appropriate. In order to correctly capture the heat release rate in these

laminar flames, we developed a modified version of the EDM in which we use laminar

diffusion flame theory to determine the characteristic time-scale of laminar diffusion.

This modified model allows the blend between laminar or turbulent mixing based

on the minimum of the characteristic time-scales of laminar diffusion and turbulent

mixing in a particular region. The reader is invited to refer to appendix B for more

details about this model. In short, we calculate the gas-phase heat release rate term

in Eq. 2.54 from

q̇′′′comb =
ρ̄ (1− βs)

τEDM

×min

(
ỸF ,

ỸO2

rs

)
×∆Hc (2.73)

where ỸF and ỸO2 are the (gas-phase) mass fractions of fuel and oxygen, rs the

stoichiometric oxygen-to-fuel mass ratio, and where τEDM is the characteristic time-

scale of the combustion process which we model as

τEDM = min (τDiff , τTurb) (2.74)

The turbulent mixing time-scale τTurb is obtained from

τTurb =
kTurb

ϵTurb

(2.75)

where kTurb is the subgrid-scale turbulent kinetic energy and ϵTurb is the subgrid-scale
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turbulent dissipation rate. These subgrid-scale quantities are computed using the

subgrid-scale turbulence models described later in section 2.7.

We model the diffusion time-scale as

1

τDiff

= CDiff
Dg

∆2
LES

(2.76)

where CDiff is a model parameter that depends on the LES filter size ∆LES (see

appendix B).

We now turn to discuss the thermochemical properties of the combustible

gaseous volatiles and other gaseous species. We use the JANAF-Chemkin polynomials

[67, 68] to determine thermochemical properties such as molecular weight, heat

capacity, enthalpy of formation, etc. These properties are, however, unknown for the

combustible gaseous volatiles of thermal and oxidative pyrolysis. We follow again

the work of Ritchie et al. [65], and we assume that the surrogate fuel C3.4H6.2O2.5

has the same heat capacity as C7H16. Since we know the heat of combustion of

the surrogate fuel C3.4H6.2O2.5 from experimental measurements of the gas-phase

combustion of gaseous volatiles of thermal and oxidative pyrolysis, we did a reverse

calculation to determine the fuel enthalpy of formation:

∆Hc = Hprod −Hreact

= NCO2h
0
f,CO2

+NH2Oh
0
f,H2O

−Nfuelh
0
f,C3.4H6.2O2.5

(2.77)

where Ni are the stoichiometric coefficients determined from Eq. 2.72.

Using a simplified energy balance between reactants and products and an

average heat capacity of products at 1200K, and assuming that ∆Hc = 14.3MJ/kg,
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one can use hand calculations to find that the adiabatic flame temperature at a

constant pressure of this surrogate fuel is approximately 1862 K.

A more elaborate estimate of the adiabatic flame temperature is obtained

from simulations of a counter-flow diffusion flame using the modified version of

the EDM. Figure 2.5 shows the adiabatic flame temperatures of the surrogate

fuel (C3.4H6.2O2.5) with two different heats of combustion corresponding to gaseous

volatiles produced from thermal degradation of cardboard (∆Hc = 14.3 MJ/kg) and

pine wood (∆Hc = 15.6 MJ/kg), and methane (CH4) in the mixture fraction space

(see Appendix B for more details). The simulation shows a peak flame temperature

of approximately 1700 K for C3.4H6.2O2.5, and approximately 2250 K for CH4

under adiabatic conditions. In general, we anticipate the peak flame temperature of

wildland fire flames to be much lower than common hydrocarbon fuels, under the

same radiation conditions, because the combustible gaseous volatiles of fuel has a

low heat of combustion ≈ 10− 20 MJ/kg, while most common hydrocarbon fuels

have a heat of combustion in the range of ≈ 40− 50 MJ/kg.

2.7 Sub-grid scale turbulence model

Although our objective is to use fine-grained LES, the sub-grid scale turbulence

modeling is important because it provides the turbulence mixing time-scale, which is

required to model the gas-phase combustion process, in addition to the unresolved

convective and thermal transport.

We model the sub-grid scale turbulent convective and thermal transport, DTurb
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Figure 2.5: Temperature profile of laminar counter-flow diffusion flames under

adiabatic conditions obtained from well-resolved simulations using the modified

EDM.

and Dth,Turb, as follows:

DTurb = Dth,Turb

νTurb

Dth,Turb

= PrTurb = 0.5 (2.78)

where PrTurb is the turbulent Prandtl number.

In order to calculate the turbulent viscosity, νTurb, and the time-scale associated

with turbulent mixing, τTurb, the PBRFoam solver leverages various subgrid-scale

turbulence models implemented in the native OpenFOAM library. In particular, we

adopt in this work the Wall Adapting Local Eddy-viscosity (WALE) model proposed

by Nicoud and Ducros [69] and the Dynamic k-Equation model proposed by Kim

and Menon [70].

In the WALE model, the turbulent viscosity, νTurb, is calculated from an
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algebraic expression based on the square of the velocity gradient tensor [69], and the

subgrid-scale turbulent kinetic energy kTurb is calculated from

kTurb =

(
νTurb

Ck∆LES

)2

(2.79)

where Ck is a model coefficient (Ck = 0.094), and ∆LES is the LES filter width

(∆LES = (∆x∆y∆z)
(1/3)).

In the Dynamic k-Equation model, a transport equation for kTurb is solved to

calculate kTurb [70], then the turbulent viscosity is calculated from Eq. 2.79.

Lastly, the turbulent mixing time-scale used in the combustion model is con-

structed from

τTurb =
kTurb

ϵTurb

=
1

Ce

∆LES

k
1/2
Turb

(2.80)

where Ce is a model coefficient (Ce = 1.048).

2.8 Gas-phase radiation absorption and emission model

We now turn to discuss the modeling choices for the radiation absorption/emis-

sions of the gas-phase. We assume that the participating medium of the gas-phase

radiation is primarily a mixture of CO2, H2O, and soot. Note that although soot

may exist in a solid-phase, we still group soot to the gas-phase mixture for simplicity

and for avoiding confusion with the solid fuel particles.

Let us re-arrange the MRTE (i.e., Eq. 2.57) as follows

d

ds
((1− βs) I) = − ((1− βs)κm + κs) I + (1− βs)κm

σT̃ 4

π
+

1

4π
(Em + Es) (2.81)
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Here we write

κs =
∑

particles

σpXp ϵp,surf/4 (2.82)

as the absorption coefficient of the solid fuel particles inside the fuel bed, and

Es =
∑

particles

σpXp ϵp,surfσT
4
p,surf (2.83)

as the radiation emission of the solid fuel particles inside the fuel bed. We introduce

an additional term (Em) that allows for alternative modeling choices of the radiation

absorption/emission from the gas-phase mixture as shown in the following.

2.8.1 The Prescribed Global Radiant Fraction (PGRF) approach

In the first modeling choice, we assume that the radiation absorption and

emission effects of the gas and soot mixture inside the flame zone (i.e., the region

where q̇′′′comb > 0) are linearly proportional to the heat release rate of the flame

through a prescribed empirical radiant fraction χrad (i.e. the fraction of the energy

released by homogeneous gas-phase combustion that is lost to the surroundings due

to thermal radiation transport). We lump this radiation into an emission term Em,

such that:

Em = χrad q̇
′′′
comb and κm = 0 if q̇′′′comb > 0 (2.84)

while outside the flame zone (i.e., the region where q̇′′′comb = 0), the radiation

absorption/emission effects of that region are accounted for by the Plank mean

absorption coefficient

κm = pCO2 κCO2 + pH2O κH2O (2.85)
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where pCO2 and pH2O are the partial pressures of CO2 and H2O, respectively, and

where κCO2 and κH2O are the temperature-dependent Plank mean absorption coeffi-

cients of CO2 and H2O, respectively, which are deduced from polynomial curve fits

determined using RADCAL data [71, 72]. Note that this approximation assumes

that soot completely oxidizes within the flame zone and it does not contribute to

radiation outside the flame zone.

2.8.2 The Weighted-Sum-of-Gray-Gases (WSGG) approach

In the second modeling choice, we consider the WSGG approach proposed by

Modest [73], and we divide the MRTE (Eq. 2.81) into a certain number of bands (J)

such that:

d

ds
((1− βs) I) =

J∑
j=1

[
d

ds
((1− βs) Ij)

]

= −
J∑

j=1

[
(1− βs) κm,jIj +

κs
J
Ij

]

+

J∑
j=1

[
(1− βs)κm,jam,j

σT̃ 4

π

]
+

J∑
j=1

[
1

4π

Em + Es

J

]
(2.86)

where Ij is the radiation intensity of band j, κm,j the absorption coefficient of band

j, am,j a weighting coefficient (
J∑

j=1

am,j = 1), and where Em = 0.

From the previous equation, we can deduce the MRTE for each band j:

d

ds
((1− βs) Ij) = −

[
(1− βs) κm,jIj +

κs
J
Ij

]
+ (1− βs)κm,jam,j

σT̃ 4

π
+

1

4π

Es

J
(2.87)

Equation 2.87 is solved J times for Ij , then a summation is taken over all bands
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to deduce the total radiation intensity I.

In order to obtain each band’s absorption and weighting coefficients, κm,j and

aj, the superposition method is commonly used in WSGG modeling for mixtures of

multiple participants, such that

κm,j = κCO2/H2O,j + κsoot,j

am,j = aCO2/H2O,j × asoot,j (2.88)

where κCO2/H2O,j and aCO2/H2O are the absorption and weighting coefficients of

CO2/H2O, respectively in band j, and where κsoot,j the asoot,j are the absorption and

weighting coefficients of soot in band j. To get the values of these quantities, we use

either the model provided by Bordbar et al. [74] for mixtures composed of CO2 and

H2O only, or the model provided by Cassol et al. [49] for mixtures composed of CO2,

H2O and soot. The model of Bordbar requires J = 5 bands (4 bands for CO2/H2O

mixture and one transparent band), and it does not account for soot radiation. The

model of Cassol et al. requires at least J = 9 bands (4 bands for CO2/H2O mixture,

2 bands for soot, and one transparent band), and it accounts for soot radiation which

requires a description of the evolution of the soot volume fraction in the mixture

(see next section).

Although the WSGG model is generally viewed as a more elaborate model

than the PGRF approach, we consider it less favorable in the present study due to its

computational burden associated with solving at least additional (J − 1) equations.

Therefore, we adopt the PBRF approach in the coupled fire spread simulations

presented in this dissertation. However, in order to evaluate this choice, we present
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in chapter 4 a comparison between the estimated radiation field in canonical fire

configurations in non-sooting and sooting flames obtained using the PGRF or the

WSGG approach.

2.9 Soot modeling

We adopted at an early phase of this dissertation a soot model based on

the Laminar Smoke Point (LSP) soot model of Yao et al. [47] to evaluate the

predictions of the radiation modeling choices in sooting flames. Detailed modeling

and quantification of soot and smoke production in wildland fires are beyond the

scope of this dissertation. Interested readers in our preliminary effort to extend the

LSP concept to LES formulation are invited to see appendix C for more details.

2.10 Summary

This chapter presents a new modeling capability that accounts for the coupling

between processes occurring in the solid-phase, during the thermal degradation of

solid biomass vegetation, and the in the gas-phase during fire propagation. The

modeling capability is based on the general-purpose C++ library OpenFOAM and

an in-house C++ solver of the PBR model that treats drying, thermal pyrolysis,

oxidative pyrolysis, and char oxidation using a one-dimensional porous medium

formulation that allows descriptions of thermal degradation processes occurring

during both flaming and smoldering combustion. A flowchart that summarizes the

computational modeling framework described in this chapter is described in Fig.
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2.6. The reader is invited to view Appendix A for more details about the numerical

algorithms and Appendix E for code compiling and parallel performance.

In short, a stand-alone C++ solver of the PBR model is developed to track the

thermal degradation of porous biomass vegetation particles. Each individual porous

particle is discretized into a set of 1-D control volumes representing rectangular-,

cylindrical- or spherical-shaped particles. The governing equations of mass, momen-

tum, and energy conservation inside each control volume (described in section 2.2)

are solved iteratively using an implicit approach that treats convection and diffusion

through a second-order, Crank-Nicolson method and chemical reaction through a

first-order, backward Euler method. This solver features an adaptive time-stepping

technique (for speed, stability, and robustness), as well as a deforming and re-meshing

capability (for swelling or shrinking particles).

Also, a coupled Lagrangian-Eulerian solver called PBRFoam is developed to

solve the governing equations of the gas-phase (described in section 2.3). The

PBRFoam solver is constructed using the OpenFOAM library and uses the PIMPLE

algorithm [45] to handle the pressure-velocity coupling in the conservation equations

(see Fig. 2.6). The PIMPLE algorithm is a blend of the Semi-Implicit Method for

Pressure-Linked Equations (SIMPLE) and the Pressure-Implicit with Splitting of

Operators (PISO) algorithms [45], and it has been applied in many of the OpenFOAM-

based compressible low Mach-number solvers including the well-established fire

modeling solver FireFoam [18,75]. The PBRFoam solver utilizes the discretization

schemes readily available in the OpenFOAM library to solve the gas-phase governing

equations. In particular, we use an implicit scheme called “Backward Differentiation
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Figure 2.6: Flowchart of the computational modeling framework: the chart of the

PBRFoam solver is highlighted in yellow; the chart highlight in gray depicts an

interface; the chart of the PBR solver is highlighted in blue.
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Formula" (BDF) for time integration and we use a Total Variation Diminishing

(TVD) scheme (or more precisely a scheme that satisfies the Convection Boundedness

Criterion) called limitedLinear for spatial discretization of the convection terms.

We also use the finite volume Discrete Ordinate Method (fvDOM) to solve the

MRTE by decomposing the angular space into a finite number of solid angles. More

details about the discretization schemes and the matrix solvers that are included

in the OpenFOAM library can be found in the official OpenFOAM foundation

repository [41] as well as in Refs. [42,45,76,77].
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3 Verification and Evaluation of the Computational Frame-

work

3.1 Overview

This chapter has four sections. The first section presents verification tests of the

1-D implementation of the rectangular-shaped particles as well as the axisymmetric

cylindrical- and spherical-shaped solid biomass particles, particularly the solution of

the in-depth diffusion of heat. The first section also presents verification of the coupled

Lagrangian-Eulerian interface through simulations of simplified configurations where

analytical solutions of momentum and radiation exchange between the solid-phase

and the gas-phase are obtained.

The second section presents first a calibration of the thermal degradation model

using experimental data obtained from micro-scale Thermogravimetric Analysis

(TGA) of cardboard and pine wood. The choice of cardboard is because the fire

spread over laser-cut cardboard fuel beds has been studied experimentally at the

Missoula Fire Sciences laboratory and there are measurements and observations

that we can compare our simulations to. The choice of pine wood is because of the

availability of bench-scale experimental measurements that can be used to evaluate
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the PBR model for thermally-thick composition-thick samples that feature both

pyrolysis and char oxidation, and also because pine wood has been studied in a

similar work by Lautenberger and Fernandez-Pello [44].

In the third section of this chapter, we present an evaluation of the PBR model

at a larger scale through simulations of a bench-scale cone-calorimeter experiment

of a thick pine wood slab in an inert and oxidative environment. This allows us to

evaluate the modeling capability to capture the pyrolysis and smoldering processes.

Lastly, we present in the fourth section a representative result of the in-depth

degradation of a thick particle that features complete consumption and a transition

from flaming to smoldering. We also discuss the issue of the particle’s volume change

during thermal degradation and its relationship to the input parameters of the model.

3.2 Verification tests

3.2.1 In-depth heat conduction of solid particles

We present here verification tests of the heat conduction in one-dimensional

rectangular-, cylindrical- and spherical-shaped solid particles using the PBR code. In

the case of rectangular-shaped particles, a 6 cm thick particle is exposed to ambient

gas at 900 K and at a convective rate of 90 W/m2/K. In the case of cylindrical-

and spherical-shaped particles, the radius of each particle is 1 cm and the particle is

exposed to ambient gas at 900 K at a convective rate of 25.2 W/m2/K. All particles

have a mass density of 663 kg/m3, a heat capacity of 2520 J/kg/K and a conductivity

of 0.126 W/m/K. The simulations use a grid resolution of ∆ζ = 100 µm.

68



The particle’s energy conservation is verified by comparing the temperature

evolution inside the particles with the analytical solutions of heat conduction in a

semi-infinite solid, a solid cylinder, and a solid sphere. The analytical solutions are

listed in Table 3.1. Figures 3.1 and 3.2 show the temperature distributions inside

the particle at different times obtained using the PBR solver (solid lines) and the

analytical solution (symbols). The results show that the numerical model correctly

resolves the time evolution of the temperature distribution inside the three different

geometries considered.

Table 3.1: Analytical solutions of heat conduction inside solid fuel particles of different

geometries, where τ = αst/ζ
2, αs = ks/ρscs, Tg the external gas temperature, and

Ts,i the initial particle temperature.

Geometry Analytical solution [78]

Semi-infinite Ts−Ts,i

Tg−Ts,i
= 1− erf( ζ

2
√
αs
)

rectangle − exp (h ζ
ks

+ h2αs

k2s
)(1− erf( ζ

2
√
ζ
+

h
√
αs

ks
))

Cylinder Ts−Tg

Ts,i−Tg
= A1 exp (−λ21 τ) J0(

λ1ζ
Rp

) , λ1 = 1.5995, A1 = 1.3384

Sphere Ts−Tg

Ts,i−Tg
= A1 exp (−λ21 τ)

sin(
λ1ζ
Rp

)

λ1ζ
Rp

, λ1 = 2.0288, A1 = 1.4793

3.2.2 Momentum exchange between the solid- and gas-phases

In this test, we consider an infinitely long fuel bed exposed to a stream-wise

airflow at an initial velocity u0 = 10 m/s. The fuel bed is comprised of pine wood

slabs with a bulk mass density of ρs,bulk = 361 kg/m3. The total number of particles

69



Figure 3.1: Temperature evolution inside a semi-infinite rectangular-shaped solid

particle. The exposed surface is at ζ = 0.

(a) Cylindrical-shaped particle (b) Spherical-shaped particle

Figure 3.2: Temperature evolution inside a) cylindrical- and b) spherical-shaped

solid particles. The exposed surface is at ζ = 0.01 m.

in the fuel bed is Np = 1000. The particles are 10 mm thick with a surface area

of 10 mm2. The particles are initially stationary but they are allowed to move due

to the momentum exchange with the stream-wise flow. The drag coefficient of the

particles is constant (CD = 10).
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If we ignore gravity and turbulence, the problem can be represented by a one-

dimensional configuration (with activities in the streamwise direction and no activities

in all the other directions). We use periodic boundary conditions in the streamwise

direction to mimic an infinitely long fuel bed. Following the FDS Verification

Guide [79], we can write the analytical solution of the unsteady momentum equations

of the gas and the particles as follows:

ũ = up +
u0

1 + C1u0t

up =
1

2

C2

C1

(
u0 −

u0
1 + u0C1t

)
(3.1)

where

C1 =
1

2

(
NpCDA

∗
p

Vp
+ C2

)
, C2 =

ρ̄CDA
∗
p

ms

(3.2)

Figure 3.3 presents a comparison between the numerical simulations and the

analytical solution in terms of the velocity and the momentum of the solid and the

gas-phases. The plots show that the simulations are able to correctly predict the

analytical solution. As shown in Fig. 3.3a, the solid particles’ velocity increases

with time due to the momentum exchange with the gas-phase, while the gas-phase

velocity decreases. As time goes by, the solid particles achieve a steady state velocity

equal to 1
2
(C2/C1)u0. Figure 3.3b shows that despite the momentum exchange, the

total momentum of the system (i.e., the solid particles + gas-phase) is conserved

at a constant amount. In concussion, this verification case shows the capability of

the PBRFoam solver to model moving solid particles such as showers of embers and

firebrands.
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(a) (b)

Figure 3.3: Simulations (solid lines) and analytical solution (symbols) of the momen-

tum exchange between solid and gas-phases: a) transient velocity of the solid and

the gas-phases, b) momentum of the gas-phase and total momentum of the system

(gas+solid).

3.2.3 Pressure-velocity coupling inside the fuel bed

This verification test aims at verifying the pressure variation inside the fuel

bed due to the change in the gas flow velocity associated with the fuel bed drag. We

consider a 4 m long tunnel with an arbitrary width and height. The stream-wise

velocity in the tunnel is u∞ = 5 m/s. A 1 m long fuel bed comprised of pine wood

cylinders packed at βs = 0.0031 is placed at the center of the tunnel. The pine wood

cylinders have a 1 mm radius, and a drag coefficient of CD = 2.

Let us ignore gravity and variations in the lateral directions. Then the system

can be treated as one-dimensional, and the analytical solution of the gas-phase
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momentum equations yields a pressure gradient of

dp̄

dx
= −1

2
ρ̄ CDCA βsσp u

2
∞ (3.3)

A comparison between the simulations and the analytical solution of the

pressure variation inside the fuel bed is presented in Fig. 3.4. The graph shows

simulation results obtained using a coarse and a fine grid resolution of the multiphase

fuel bed: 10 cm and 5 cm, respectively. The results of the coarse grid resolution show

a slight deviation from the analytical solution in the gauge pressure upstream of the

fuel bed. The maximum error in the gauge pressure at this grid resolution is 6%. The

finer grid resolution is able to predict the pressure variation with a maximum error

of only 2%. These results suggest that the pressure-velocity coupling may require a

careful design of the fine computational grid to minimize the numerical errors.

Figure 3.4: Comparison between simulations with different grid resolutions (solid

lines) and the analytical solution (symbols) of the pressure variation inside a fuel

bed.
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3.2.4 Radiation absorption and emission inside the fuel bed

The absorption and emission of thermal radiation inside the multiphase fuel

bed are very critical in wildland fire phenomena such as during flameless smoldering

propagation where the dominant source of heat transfer is through particle-to-particle

radiation. This verification case aims at evaluating the ability of the MRTE (Eq.

2.81) to correctly calculate the variation of the radiation intensity inside the fuel bed

due to absorption and emission effects.

Let us assume a one-dimensional domain that has a length of 4 m. A 1 m

long fuel bed is centered at the center of the domain (i.e., at x = 0). The fuel

bed is comprised of 1 mm spherical particles with surface emissivity ϵp,surf = 0.757.

For simplicity, the particles are treated as passive objects that do not heat up nor

thermally degrade (i.e., the particle’s temperature and composition are constant).

Also, the absorption and emission of the gas-phase are ignored.

First, we consider a case where the solid particles absorb thermal radiation

from an external source. We assume that one of the boundaries of the domain is

a black body that emits radiation at T0 = 1273 K, while the other boundary is a

black body at 0 K. We fix the temperature of the solid particles and the background

gases at 0 K. We pack the particles at different packing ratios to check their effect

on radiation absorption. The largest packing ratio that we consider is βs = 0.004,

which corresponds to a radiation length-scale of ∼ 0.44 m. The analytical solution
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of the MRTE under these conditions is

I(x) = I0 exp

(
−κsΩ

J
x

)
(3.4)

where I0 = σT 4
0 /π, Ω = 2π and J = Ω.

A comparison between this analytical solution and the numerical solution of the

MRTE obtained using a range of grid resolutions (between 5 and 50 cm) is shown in

Fig. 3.5. Figure 3.5a shows the change of the radiation intensity behind the fuel bed

(i.e. at x = 0.5m) at different packing ratios. As indicated in the analytical solution,

the radiation intensity behind the fuel bed decreases with the increase of the packing

ratio due to an increased radiation absorption by the solid particles. The results

of the simulations conducted with fine grid resolution show very good agreement

with the analytical solution. Simulations with coarser grid resolution (20 and 50 cm)

show some deviation from the analytical solution. The maximum deviation occurs

with the 50 cm grid resolution in the highest packing ratio (βs = 0.004) where the

radiation length-scale is comparable to the grid resolution. The axial profile of the

radiation intensity at this packing ratio is shown in Fig. 3.5b. It is clearly seen that

the 50 cm resolution under-resolves the radiation intensity profile leading to the

largest error in the radiation intensity behind the fuel bed. We conclude that a grid

resolution of 10− 20 cm is appropriate to resolve the radiation intensity variation

inside the fuel bed for different packing ratios up to βs = 0.004.

We now consider a case where the fuel bed emits and self-absorbs thermal

radiation at the same time. We set the surface temperature of the particles at

Tp,surf = 1000 K, and we set the boundaries of the domain at 0 K. Again, the
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(a) (b)

Figure 3.5: Simulations with different grid resolutions (solid lines) and analytical

solution (symbols) of the radiation absorption by the fuel bed: a) radiation intensity

variation with different packing ratios, b) spatial variation of the radiation intensity

along the fuel bed length.

particles are not allowed to thermally degrade and their temperature is kept constant.

In this case, the analytical solution of the MRTE is

I(x) =
σT 4

p,surf

π

(
exp

(
κsΩ

J
x

)
− 1

)
exp

(
−κsΩ

J
x

)
(3.5)

where Ω = 2π is the solid angle and J = π is the magnitude of the direction vector.

Figure 3.6 shows the axial variation of the radiation intensity inside the fuel

bed obtained from the analytical solution and the numerical simulation of this

configuration. The emission contribution to the radiation intensity obtained from a

case where absorption is neglected is also plotted in Fig. 3.6. The figure shows that

the numerical simulation is able to correctly describe both emission and absorption

and is matching the analytical solution. It can be seen from the results that the
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emission contribution is linearly increasing with the axial direction inside the fuel

bed due to the accumulation of radiation emission from each individual particle.

However, due to self-absorption, the net radiation intensity shows much lower values

in the axial direction. The net intensity reached behind the fuel bed is 4 times lower

than the emission contribution. Note that in a real case of thermally degradable

particles, the temperature of the particles is allowed to change to respond to thermal

radiation. Thus, the net effect of the absorption and emission might be different

from what is shown in this simple case.

Figure 3.6: Spatial variation of the radiation intensity inside a fuel bed that emits

and self-absorbs radiation. The solid lines refer to the numerical simulations, while

the symbols refer to the analytical solution. The emission contribution obtained

from a case where absorption is neglected is also shown.
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3.2.5 Smoldering propagation due to radiation penetration

As an extension to the previous case, we simulate here an idealized case of

smoldering propagation in a fuel bed made of charred pine wood sticks. The objective

of this test case is to evaluate the ability of the radiation penetration inside the fuel

bed (due to radiative emissions from glowing particles) to provide a self-sustained

propagating smoldering front.

We consider here a 2-D computational domain that is 50 m long and 3 m high.

A fuel bed is inserted at 2 m from the domain left side and extends to a length of

48 m. The fuel bed is comprised of cylindrical-shaped charred pine wood particles

with a radius of 1 mm. The fuel bed height is δbed = 0.4 m. The particles are

distributed inside the fuel bed such that a packing ratio of βs = 0.005 is achieved.

The properties of the char, as well as the kinetics of the char oxidation reaction

(Rco), are obtained from pine wood calibration shown later in this chapter.

The domain has initially stagnant air at ambient temperature. A wind is

imposed from the left side of the domain at a speed of 1 m/s which supplies oxygen

to the fuel bed at the ambient air level. The bottom of the domain is treated as

an adiabatic no-slip wall. The top and the right boundaries are treated as open

boundaries. Ignition is achieved using a 0.5m long hot plate that is placed underneath

the fuel bed and is activated for 10 seconds. The gas-phase radiation is deactivated

as we focus here on the radiation penetration inside the fuel bed from particle to

particle only.

Figure 3.7 shows the contours of the normalized particle mass, the mass fraction
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of CO2 produced from the char oxidation reaction, and the positive net radiative

heat flux that indicates the heating zone. We see in Fig. 3.7a the smoldering reaction

zone that converts all the charred particles into ash. This zone is driven solely by

radiation from the hot particles to the unburned ones. The net radiative heat flux

reaches 30 kW/m2 in the preheat zone upfront of the smoldering zone.

(a)

(b)

Figure 3.7: Smoldering propagation in idealized charred pine wood bed. The gas-

phase is colored by the mass fraction of CO2. The fuel bed is colored by a) the

percentage mass with red indicating 100% char and blue indicating 100% ash, b) the

positive net radiative heat flux indicating heating zones.
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The rate of spread of this reaction zone and its intensity are shown in Fig.

3.8. These plots show that the model is able to achieve a steady rate of spread

of the smoldering zone ROSsmoldering with the absence of any external heat source,

and the model is able to transfer some of the heat released from the exothermic

oxidative reaction (Rco) to the unburned charred particles through radiation. The

model estimates the smoldering rate of spread as ROSsmoldering = 0.096 m/s. Figure

3.8 also shows that a mean intensity of Q̇′
smoldering = 491 kW/m is achieved. Using

Byram’s expression, the theoretical intensity of the smoldering fire can be calculated

from:

Q̇′
theoretical = m′′

fuel ×ROSsmoldering ×∆HRco (3.6)

where m′′
fuel is the combustible fuel loading calculated from

m′′
fuel = (1− ηash)× ρp × βs × δbed (3.7)

The theoretical intensity estimated from the above expression is Q̇′
theoretical =

487 kW/m2. The difference between the simulated intensity and the one estimated

using Byram’s expression is 0.8% which is acceptable.

3.3 Calibration of the thermal degradation model

3.3.1 Micro-scale thermal degradation of pine wood

The chemical kinetic parameters and the material properties of pine wood

have been calibrated previously by Lautenberger and Fernandez-Pello [44] using op-

timization techniques to fit bench-scale experimental measurements of thick samples.
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(a) (b)

Figure 3.8: Smoldering propagation in idealized charred pine wood bed: a) time

evolution of the back and front edges of the smoldering zone; b) smoldering intensity.

However, it is not known whether the chemical kinetic parameters of the pyrolysis and

oxidative reactions Rp-Rco are able to reproduce the behavior of micro-scale samples

similar to that obtained in TGA measurements. We evaluate in this section these

chemical kinetic parameters using micro-scale simulations of the TGA experiments.

In the TGA experiments, a micro-scale particle is placed inside a well-controlled

enclosure that heats at a controlled rate. The heat transfer to the micro-scale particle

is infinitely fast such that the temperature of the enclosure and the temperature of

the particle are in equilibrium. The mass of the particle, the temperature of the

enclosure, and the released volatiles are monitored in these techniques. In order to

simulate these experiments, we consider a thin rectangular particle with a thickness

of 20 µm that is exposed to convective heating with h = 105 W/m2/K. We impose

an external gas temperature that increases linearly in time at a rate obtained from

the experimental setup. We consider an initial moisture of about 2% of the initial
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particle mass.

We first performed simulations using the PBR model with the input parameters

of Ref. [44] to check the model predictions of the micro-scale measurements of pine

wood samples conducted by Anca-Couce et al. [80]. Figure 3.9a shows a comparison

between the mass loss rates predicted using the PBR model with the chemical kinetic

parameters of Lautenberger and Fernandez-Pello [44] against the experimental data

of Anca-Couce et al. [80] obtained at two heating rates of 5 and 10 K/min in

nitrogen environments. A similar comparison at a heating rate of 10 K/min but in

two oxidative environments with oxygen concentrations of 4.3 %O2 and 20.5 %O2

is shown Fig. 3.9b. The data shown in Figs. 3.9a and 3.9b show that there is a

large discrepancy between the model predictions and the experimental measurements

which suggests that the kinetic parameters of Ref. [44] can not describe thermal

degradation of pine wood at micro-scale.

We also performed a similar set of simulations but with the chemical kinetic

parameters of the pyrolysis and oxidative reactions (i.e., Rp, Rop and Rco) taken

from Ref. [80] while keeping the drying reaction and the material properties of

pine wood similar to those of Ref. [44]. The results in Figs. 3.10a show that the

pyrolysis reaction (Rp) achieves much better agreement with the experiments at the

two simulated heating rates than that obtained using the kinetics of Ref. [44]. A

similar comparison at a heating rate of 10 K/min but in two oxidative environments

with oxygen concentrations of 4.3 %O2 and 20.5 %O2 is shown in Fig. 3.10b. The

calibrated model results show a very good agreement with experimental data in the

temperature range where the pyrolysis reaction (Rp) is still dominating (i.e., 450 -
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(a) (b)

Figure 3.9: Variation of the mass loss rate of a micro-scale pine wood sample with the

particle temperature at a) heating rates of 5 and 10 K/min in the inert environment;

and b) heating rate of 10 K/min in oxidative environments. Lines: PBR simulations

using the kinetic parameters of Lautenberger and Fernandez-Pello [44]. Symbols:

the TGA measurements of Ref. [80].

600 K). The calibrated model results show a deviation from experimental data in the

temperature range between 600 and 650 K where some intermediate reaction steps

may exist before the temperature range 700-800 K where the agreement between

the simulations the experimental data improves.

This calibration exercise shows that the baseline choice of the kinetic parameters

of the pyrolysis and oxidative reactions is not adequate at the micro-scale despite

showing good results at bench-scale simulations as presented in Ref. [44]. Therefore,

to avoid such discrepancies between micro- and bench-scale tests, we decide to use

the kinetics of Ref. [80]. A summary of the calibrated model parameters for pine

wood simulations is provided in Tables 3.2 and 3.3.
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(a) (b)

Figure 3.10: Variation of the mass loss rate of a micro-scale pine wood sample

with the particle temperature at a) heating rates of 5 and 10 K/min in the inert

environment; and b) heating rate of 10 K/min in oxidative environments. Lines:

PBR simulations using the kinetic parameters of Anca-Couce et al. [80]. Symbols:

the TGA measurements of Ref. [80].

3.3.2 Micro-scale thermal degradation of cardboard

To calibrate the PBR model for cardboard, we consider here the experiments

of McKinnon et al. [81] and Semmes et al. [82] that were performed on micro-

scale cardboard samples using TGA and DSC techniques. In order to obtain the

chemical kinetic parameters of the pyrolysis and oxidative reactions (Rp, Rop, and

Rco) corresponding to cardboard, we attempt to utilize the Sequential Quadratic

Programming (SQP) algorithm to perform a constrained nonlinear optimization [83]

to achieve the best fit to the TGA data. We consider the chemical kinetic parameters

of the moisture evaporation process to be independent of the solid particle material,
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Table 3.2: Calibrated model parameters for pine wood.

Property Value Reference

ρds,bulk (kg/m3) 361 [50]
ψds (−) 0.0744 [50]

cds (J/kg/K) 1664(Tp/300)
0.66 [50]

kds (W/m/K) 0.176(Tp/300)
0.594 [50]

γds (m) 0 [50]
ϵds (−) 0.759 [50]
Kds (m) 10−10 [50]

ρc,bulk (kg/m3) 73 calculated (ηc = 0.2022)
ψc (−) 0.8128 calculated (= 1− ρc,bulk/ρs)

cc (J/kg/K) 1219(Tp/300)
0.283 [50]

kc (W/m/K) 0.065(Tp/300)
0.435 [50]

γc (m) 3.3× 10−3 [50]
ϵc (−) 0.957 [50]
Kc (m) 10−10 [50]

ρa,bulk (kg/m3) 5.7 calculated (ηa = 0.07808)
ψa (−) 0.9854 calculated (= 1− ρa,bulk/ρs)

ca (J/kg/K) 1244(Tp/T )
0.315 [50]

ka (W/m/K) 0.058(Tp/300)
0.353 [50]

γa (m) 6.4× 10−3 [50]
ϵa (−) 0.955 [50]
Ka (m) 10−10 [50]

Table 3.3: Calibrated chemical kinetic parameters for pine wood.

Reaction A (s−1) Ea (J/mol) n (−) nO2 (−) ∆H (kJ/kg)

Rd 4.29× 103 43.8× 103 0.99 0 -2410
Rp 2.1878× 106 105× 103 0.87 0 -533
Rop 524.8075× 106 127× 103 0.63 0.72 994
Rco 3.5481× 106 124× 103 0.56 0.68 37700
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and we take the kinetics of the drying reaction Rd from Ref. [50].

Following the work of Fiola et al. [84], we aim to minimize the following error:

Error =
0.6

MLRmax,exp

√√√√√√
N∑
i

(MLRi,exp − MLRi,PBR)2

N

+
0.4

mmax,exp

√√√√√√
N∑
i

(mi,exp −mi,PBR)2

N
(3.8)

where MLRexp and MLRPBR are the mass loss rate obtained from the experimental

TGA data and the PBR model, respectively, and where mi,exp and mi,PBR are their

corresponding mass.

We first conducted the minimization process of Eq. 3.8 using simulations

in an inert environment to obtain the chemical reaction parameters of thermal

pyrolysis reaction (Rp). Then, we use these reaction parameters to conduct a second

minimization of Eq. 3.8 but using simulations conducted in oxidative environments

to obtain the chemical parameters of the oxidative reactions (Rop) and (Rco).

Thermo-physical properties of cardboard used in the optimization process are listed

in Table 3.4. The calibrated values of the chemical kinetic parameters for the thermal

degradation of cardboard are listed in Table 3.5.

The results of thermal degradation of micro-scale cardboard particles under a

heating rate of 10 K/min, obtained using the proposed chemical kinetic parameters

are presented in Fig. 3.11. Figure 3.11a shows the time evolution of the particle’s

mass and mass loss rate normalized by the initial mass due to thermal pyrolysis in an

inert environment. The model shows a very good agreement with the experimental
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Table 3.4: Thermo-physical properties of cardboard.

Property Value Reference

ρds,bulk (kg/m3) 520 [81,82]
ψds (−) 0.0744 [50]

cds (J/kg/K) 1800 [81,82]
kds (W/m/K) 0.1 [81,82]

γds (m) 0 [50]
ϵds (−) 0.7 [81,82]
Kds (m) 10−10 [50]

ρc,bulk (kg/m3) 104 calculated (ηc = 0.2)
ψc (−) 0.8149 calculated (= 1− ρc,bulk/ρs)

cc (J/kg/K) 1300 [81,82]
kc (W/m/K) 0.00405(Tp/300)

0.3 [81, 82]
γc (m) 3.3× 10−3 [50]
ϵc (−) 0.85 [81,82]
Kc (m) 10−10 [50]

ρa,bulk (kg/m3) 21.6944 calculated (ηa = 0.2086)
ψa (−) 0.9614 calculated (= 1− ρa,bulk/ρs)

ca (J/kg/K) 1300 [81,82]
ka (W/m/K) 0.00405(Tp/300)

0.3 [81, 82]
γa (m) 6.4× 10−3 [50]
ϵa (−) 0.85 [81,82]
Ka (m) 10−10 [50]

Table 3.5: Chemical kinetic parameters for thermal degradation of cardboard.

Reaction A (s−1) Ea (J/mol) n (−) nO2 (−) ∆H (kJ/kg)

Rd 4.29× 103 43.8× 103 0.99 0 -2410
Rp 1.2589× 108 12.086× 104 1.617 0 -210
Rop 1.2885× 1012 16.3901× 104 2.0 0.7839 0
Rco 1.1168× 1049 66.9432× 104 1.049 2.0 32900
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data of McKinnon et al. [81] with a maximum deviation of 5%, calculated using

Eq. 3.8. Figure 3.11b shows the particle response to the presence of oxygen at 10%

concentration. The first peak in the MLR curve corresponds to thermal pyrolysis,

while the second peak corresponds to oxidative reactions (Rop and Rco). The second

peak is comparable to the first peak but occurs in a much narrower temperature

range which indicates the stiffness of the oxidative reactions. Overall, the model

is able to predict the experimental data of Semmes et al. [82] within 6% deviation

according to Eq. 3.8.

Figure 3.12 shows a comparison between the PBR predictions of the particle’s

heat flow (the energy transferred to the particle as a function of the heat capacity

and the heat of reactions) and the DSC experimental measurements of McKinnon et

al. [81] obtained at a heating rate of 10 K/min in nitrogen. The discrepancy between

the experimental data and the simulations from 300 to 350 K is attributed to the

transient heating rate which ramps from 0 to 10 K/min in a finite time. There is a

very good agreement in the heat flow between 400 K and 500 K, but there is a shift

of ≈ 50 K in the peak heat flow which is deemed acceptable. Note that our thermal

pyrolysis reaction (Rp) is endothermic, therefore, the slight dip in the heat flow at

the end of the pyrolysis process is not accounted for.

3.4 Evaluation of the PBR model against bench-scale experiments

We aim here to evaluate the PBR model through simulations of bench-scale

thermally-thick composition-thick pine wood particles. These simulations correspond
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(a) 100% N2 (b) 10% O2 − 90% N2

Figure 3.11: Evolution of the cardboard particle normalized mass loss rate (top row)

and normalized mass (bottom row) with temperature. Comparison of the simulated

thermal degradation of cardboard using the calibrated PBR model (solid lines) and

the TGA measurements of Refs. [81, 82] (symbols) at a heating rate of 10 K/min in

a) 100% N2 environment, b) 10% O2 − 90% N2.

to the experiments of Kashiwagi et al. [85]. In these simulations, a 3.8 cm thick pine

wood slab is placed in a well-controlled environment at different nitrogen-oxygen

concentrations of (100% N2 − 0% O2), (80% N2 − 10% O2) and (79% N2 − 21% O2).

The particle’s top surface is exposed to different irradiation intensities (25 and
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Figure 3.12: Comparison of the simulated heat flow (solid line) and the DSC

measurements of Ref. [81] collected at a heating rate of 10 K/min in an inert

environment.

40 kW/m2), while the particle’s bottom surface is isolated. The flow speed around

the particle is estimated to be 1 m/s, which results in a convective transfer rate of

≈ 12 W/m2/K estimated by the convective heat transfer model presented in section

2.4.

Figures 3.13a and 3.13b present a comparison between the simulated and

measured mass loss rates of the particle at irradiation intensities of 25 and 40 kW/m2,

respectively. Each of the two figures reveals a significant effect of oxygen present

on the MLR, which results in an increase in the MLR of about 2 to 4 times when

moving from a nitrogen environment to an air environment. This increase in the

MLR is due to two factors. First, the increase in the particle temperature due to

exothermic oxidative reactions promotes the rate of the consumption of the dry solid

mass due to thermal pyrolysis reaction (Rp). Then, the oxidative reactions (Rop
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and Rco) allow for additional consumption of the particle’s char mass resulting in

an overall increase in the total mass loss rate.

(a) (b)

Figure 3.13: Time evolution of the mass loss rate of the 3.8 cm pine wood particle

in inert and oxidative environments at a) 25 kW/m2 and b) 40 kW/m2 irradiation.

Comparison between simulations of the PBR model (lines) and experimental data of

Kashiwagi et al. [85] (symbols).

Figures 3.13a and 3.13b suggest that the PBR is able to very well capture the

increase in the MLR associated with the presence of oxygen. The simulation results

show an acceptable agreement with the experimental measurements in the case of

low irradiation intensity (25 kW/m2) despite some quantitative differences. A much

better agreement is achieved at the higher irradiation intensity (40 kW/m2). Some

of the discrepancies between the simulated and measured results are attributed to

uncertainties associated with the complexity of the flow conditions around the particle

rather than the chemical kinetics of the reactions. These conditions are responsible

for convective cooling at the surface of the particle as well as the diffusion of oxygen
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into the particle. We believe that the flow condition may have less impact on the

particle’s behavior at high irradiation intensities rather than at lower irradiation

intensities due to the quick response of the particle to high heating conditions.

The time variation of the temperature at the particle’s exposed surface, and

at 5 mm and 10 mm below the exposed surface is monitored during the thermal

degradation process. Figure 3.14 shows the simulated and measured temperatures in

the case of an irradiation intensity of 40 kW/m2 and under different environments.

First, the plots show a very good agreement between the simulations and the

experimental measurements. Second, we can see a large difference in the temperature

at the three considered locations during the entire duration which indicates that the

particle is thermally-thick. Also, the overall temperature at the three locations is

seen to increase steadily when moving from the nitrogen environment to the air due

to the heat generated from the oxidative reactions. The peak temperature achieved

in the nitrogen environment is ∼ 800 K, while the peak temperature achieved in the

air is ∼ 950 K. Figure. 3.15 shows a similar comparison at an irradiation intensity of

25 kW/m2. The simulated particle temperatures still show very good agreement with

experimental data at this heating condition. Note that there are changes in the slope

of the time variation of the temperature in both the experimental measurements

and the simulations presented in Figs. 3.14 and 3.15. These changes are due to the

thermal degradation process and its corresponding changes in the composition and

the thermophysical properties of the solid.

We end this section with a verification check of the grid resolution choice.

Figure 3.16 presents the MLR and the 5 mm depth temperature obtained using
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(a) 100% N2 (b) 89.5% N2 − 10.5% O2

(c) Air

Figure 3.14: Spatial variation of exposed surface and in-depth temperatures of the

3.8 cm pine wood particle at 40 kW/m2 irradiation in: a) 100% N2, b) 89.5% N2 −

10.5% O2, and c) air. Comparison between simulations from the PBR model (lines),

experimental data of Kashiwagi et al. [85] (symbols).

simulations with three grid resolutions: 20 µm, 100 µm and 500 µm. The number of

grid cells corresponding to these resolutions is 1900, 380, and 76 cells, respectively.

We do not observe any significant difference between the results of the 20 and 100 µm

resolutions. However, the results of the 500 µm show numerical oscillations in the
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Figure 3.15: Spatial variation of exposed surface temperature and in-depth

temperatures of the 3.8 cm pine wood particle at 25 kW/m2 irradiation in

89.5% N2 − 10.5% O2. Comparison between simulations using the PBR model

(lines), experimental data of Kashiwagi et al. [85] (symbols).

MLR. This test suggests that the baseline choice of 100 µm resolution adopted in

this section provides an appropriate number of grid cells required to correctly capture

the spatial variations inside the particle. Note that simulations with higher particle

temperature where the particle transitions from flaming to smoldering may still

require grid resolution finer than 100 µm (see section 3.5).

3.5 Representative results of complete consumption and the issue of

volume change

We present here representative results of the PBR model corresponding to a

10 mm diameter cylindrical-shaped pine wood particle heated for only 60 seconds at
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(a) (b)

Figure 3.16: Predictions, using different grid resolutions, of a) MLR and b) the

temperature at 5 mm depth inside the particle under 40 kW/m2 irradiation in

ambient air.

a level of G = 60 kW/m2 irradiance flux. After 60 seconds, the irradiance flux drops

to its ambient value. The particle is exposed to ambient air flowing at a velocity of

ug = 1 m/s. The particle is resolved with a grid resolution of 10 µm.

Figure 3.17a shows the time evolution of the mass loss rate of the simulated

particle. We see from the mass loss rate of this simulated particle the existence

of two phases: a first phase that corresponds to pyrolysis that is sustained by the

external heat coming into the particle; and a second phase that corresponds to

smoldering combustion that is self-sustained and continues even when the external

heating is stopped. This simulation represents a case where a transition from

flaming combustion to smoldering combustion is achieved. As a result, the particle

is completely consumed to ash as indicated in the mass consumption curve in Fig.

3.17b.
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(a)

self-sustained 
smoldering reaction

externally-driven 
pyrolysis reactions

(b)

Figure 3.17: Variation of a 10 mm diameter pine wood particle mass loss rate (a)

and mass (b) with time obtained using PBR simulations. The particle is exposed

to 60 kW/m2 radiative flux for 60 s in ambient air flowing at 1 m/s. The vertical

dashed line indicates the end of the external heating period.

Figures 3.18a and 3.18b show two different snapshots of the details of the

temperature profile and the volume fractions of char and ash across the particle

radius. As seen in Fig. 3.18a, the particle achieves at t = 50 s (just before the

external heating is stopped) a temperature level of about 850 K at its core and about

1150 K near its exposed surface. After the external heating is removed, the particle

is able to self-heat due to exothermic oxidative reactions. At t = 135 s, the core

temperature increases to above 1000 K while the surface of the particle loses heat to

ambient air. Figure 3.18b shows the spatial profiles of char and ash at the t = 50

and 135 s. These profiles show the displacement of the char oxidation reaction from

the particle surface to the core of the particle. This region is the region where char

is transformed into ash. Note that at t = 50 s, the volume fraction of char at the
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particle core is below 1 indicating incomplete pyrolysis at that time.

(a) (b)

Figure 3.18: Two snapshots of spatial profiles of temperature (a) and volume fraction

of char and ash (b) inside a 10mm diameter pine wood particle exposed to 60 kW/m2

radiative flux for 60 s in ambient air flowing at 1 m/s.

Figure 3.19a shows the distribution of oxygen inside the porous particle. At

the initial time, the particle pores are filled with ambient oxygen. As the pyrolysis

reaction evolves, the particle blows flammable gaseous volatiles to the ambient, and

the interior of the particle is filled by flammable gaseous fuel. Thus, at t = 50 s,

the oxygen mass fraction inside the particle is zero except near the surface where

some oxygen is diffused from external ambient air through the particle surface. At

t = 135 s, more oxygen has diffused into the particle. Figure 3.19b shows the spatial

profiles of the char oxidation reaction rate at t = 50 and 135 s. Our first observation

from these profiles is that the char oxidation reaction is oxygen-diffusion limited

because there is no oxygen in the core of the particle and all oxygen that diffuses

into the particle is consumed by the char oxidation reaction. Our second observation
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is that the thickness of the char oxidation zone is very thin compared to the particle

size. At the start of the char oxidation reaction, this thickness is on the order of

0.1 mm which indicates the need for sub-millimeter grid resolution in the PBR

model.

(a) (b)

Figure 3.19: Two snapshots of spatial profiles of oxygen mass fraction (a) and char

oxidation reaction rate (b) inside a 10 mm diameter pine wood particle exposed to

60 kW/m2 radiative flux for 60 s in ambient air flowing at 1 m/s.

We now consider a case where the particle volume changes during thermal

degradation. Recall from section 2.2.2 that the variation of the particle volume

during thermal degradation is dependent on the residual yield and their mass density

(e.g., char yield and char mass density) as well as the porosity of the particle. These

input parameters can be adjusted such that thermal degradation is achieved at either

variable or constant volume. We attempt here to verify the capability of the model

to simulate the thermal degradation of swelling and/or shrinking particles. We

performed a simulation of the 10 mm pine wood particle discussed in the previous
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paragraphs but with different char and ash yields than those listed in Table 3.2. Figure

3.20 shows the time variation of the particle diameter during thermal degradation

with the baseline char and ash yields (Table 3.2 and modified char and as yields

of ηc,Rp = ηc,Rop = 0.3 and ηa,Rco = 0.005. These results are consistent with Eq.

2.24 since the particle undergoes swelling as ηc,Rp > ρc,bulk/ρds,bulk, and the particle

undergoes shrinking as ηa,Rco < ρa,bulk/ρc,bulk.

Figure 3.20: Temporal evolution of the volume of 10 mm diameter pine wood particle

exposed to 60 kW/m2 radiative flux for 60 s in ambient air flowing at 1 m/s. The

dashed line represents simulations conducted using the char and ash yields listed in

Table 3.2. The solid line represents simulations conducted with modified char and

ash yields of 0.3 and 0.005, respectively.

3.6 Summary

This chapter presented a series of test cases to verify the developed models using

simplified configurations where exact analytical solutions can be obtained. These

99



tests included a verification of the in-depth heat conduction in thick rectangular-,

cylindrical- and spherical-shaped solids, a verification of the momentum exchange

between the gas-phase and the solid fuel bed, a verification of the pressure-velocity

coupling through examining the pressure drop inside the solid fuel bed, a verification

of the multi-phase radiative transfer by examining the radiation absorption and

emission in solid fuel beds, and lastly a verification of the in-depth radiation heat

transfer inside the fuel bed and the model capability to simulate a self-sustained

smoldering front driven solely by particle-to-particle radiation.

This chapter also provided a series of calibration tests of the thermal degradation

model for cardboard and for pine wood using simulations of micro-scale TGA

experiments in inert and oxidative environments, followed by an evaluation of the

PBR model’s ability to predict thermal degradation of thick samples by comparing

the model predictions to a well-established bench-scale experiment of thick pine

wood slab that is radiatively heated in controlled inert and oxidative environments.

Lastly, the chapter discussed a representative simulation using the PBR model

of a thick particle, that exhibits a transition from flaming to smoldering as well

as complete consumption, by presenting profiles of the temporal and the spatial

evolution of quantities of interest. The chapter also discussed the ability of the PBR

model to simulate particles that feature a volume change (i.e., swelling or shrinking)

and the impact of the choice of the model inputs on this behavior.
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4 Thermal Feedback in Canonical Pool Fire Configurations1

4.1 Overview

Pool fire configurations are used for fundamental studies of the structure of

open fires, including studies of the complex interactions that take place between

the buoyancy-driven turbulent flow, the non-premixed combustion processes oc-

curring inside the flame region, and the air entrainment and possible additional

low-temperature chemistry occurring in the plume/smoke region. Pool fires have

important features such as transitions from laminar to fully developed turbulent

flow, a transition from convection- to radiation-dominated heat transfer at the pool

surface; and in the case of hydrocarbon sooty fuels, a transition from sooting (non-

smoking) to smoking conditions. Because of these features, and from a modeling

perspective, the study of pool fires is viewed as an intermediate but essential step

towards modeling of more complex fire configurations that feature fire spread over

solid fuel as discussed in the following chapters.

We focus in this chapter on evaluating the ability of the gas-phase combustion

and radiation models to predict thermal feedback in two canonical pool fires configura-
1Parts of this chapter are taken from the publication by Ahmed and Trouvé [86]

101



tions that have been recently adopted by the “IAFSS Working Group on Measurement

and Computation of Fire Phenomena” (the MaCFP Working Group) [87, 88] among

other target experiments recommended for validation of computational fire models.

In particular, we would like to compare the predictions of the radiation field obtained

using either the simple PGRF model or using more elaborate models such as the

WSGG or the Line-By-Line (LBL) models against those obtained from experimental

measurements. We would like also to evaluate the sensitivity of the results to the

choice of the angular resolution of the radiation field.

4.2 Medium-scale methanol pool fire

The first configuration corresponds to a medium-scale methanol pool fire

that features a moderately-turbulent flow, a gas-to-liquid heat transfer dominated

by radiation, and a non-sooting flame. This configuration was previously studied

experimentally by different groups at the University of Waterloo in Canada [89] and

at the National Institute of Standards and Technology (NIST) in the U.S. [90, 91].

In this configuration, a 30 cm diameter circular pan is placed at a certain

position above the floor such that the pool surface is located at an elevation equal

to one pool diameter. The lip height of the fuel pan is constant and equals 1 cm

in Refs. [89,91] and 0.5 cm in Ref. [90]. The heat release rate of the methanol pool

fire is 21.3 kW in Ref. [89] and 19.2 kW in Ref. [91]. The global radiant fraction

averaged over various studies is 0.22± 0.02 [91].

The experimental database in Ref. [89] includes simultaneous measurements
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of the temperature and vertical/radial flow velocity obtained with fine-wire ther-

mocouples. The experimental database in Refs. [90, 91] includes measurements of

the radiative and total heat fluxes near the pool surface obtained with water-cooled

gauges.

4.2.1 Numerical configuration

As shown in Fig. 4.1, the computational domain is cylindrical-shaped, has a

diameter of 150 cm, and a height of 173 cm. The inner diameter of the fuel pan is

30.5 cm. The fuel pan is radially centered inside the computational domain and is

vertically placed so that the elevation of the liquid pool surface is z = 30 cm. The

burner rim is modeled as a 1-cm-thick solid ring with a lip height equal to 1 cm.

Figure 4.1: A 3-D view of the computational domain of the methanol pool fire (left),

and 2-D sections showing an enlarged view of the medium mesh resolution near the

fuel pan (right).
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We consider three different multi-block structured meshes denoted by coarse,

medium, and fine. The coarse mesh resolution varies from 5 mm a the pool surface,

10 mm in the flame zone, and 60 mm far downstream. The medium mesh resolution

varies between 2 mm at the pool surface, 5 mm in the flame zone, and 30 mm far

downstream. The fine mesh resolution varies between 1 mm at the pool surface,

2.5 mm in the flame zone, and 30 mm far downstream. The total number of

computational cells is 7.7 million (fine mesh), 1.5 million (medium mesh), and 0.185

million (coarse mesh). Our baseline choice of angular space resolution is 64 solid

angles. We also show the sensitivity of the solution to this choice by presenting

simulations with 36 and 100 solid angles, applied to the medium mesh resolution

configuration.

Regarding the boundary conditions, the pool surface is treated as an inflow

boundary with a baseline value of the prescribed mass flow rate of methanol vapors

corresponding to the conditions of Ref. [89] (i.e., a fuel evaporation rate of ≈

1.067 g/s). The methanol vapors are released at the boiling temperature, 337.8 K.

The simulation that discusses the flame structure uses a heat of combustion (per unit

mass of fuel) equal to 21105 kJ/kg; the corresponding value of the total heat release

rate is 22.6 kW . The study of thermal feedback includes a modified configuration

that is more representative of the conditions reported in Ref. [91]: a fuel evaporation

rate of ≈ 0.963 g/s, a heat of combustion of 19940 kJ/kg and a heat release rate of

19.2 kW . In all simulations, the pan sidewalls are modeled as no-slip adiabatic solid

walls, and the side and bottom boundaries of the computational domain are treated

as surfaces with open flow conditions.
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In order to compare simulation results to the experimental measurements of the

total heat flux made in Ref. [91], several virtual gauges are inserted into the numerical

configuration and are positioned at the exact same vertical and radial location where

heat flux gauges are placed in the experiments. The gauges are positioned at 13 mm

elevation above the pool surface (see Fig. 4.2). In the following, we will use the same

virtual gauges to also compare simulation results to the experimental measurements

of the radiative heat flux made in Ref. [90]. The virtual gauges occupy one grid cell

and are treated as no-slip isothermal solid walls at the temperature equivalent to the

water-cooled heat flux gauges in the experiments, which is close to 60◦C. In order to

limit disturbances, the virtual gauges are staggered and distributed along various

radial lines as shown in Fig. 4.2. The virtual gauges record the net vertical heat flux

received on their upper surface.

We present below simulation results obtained using the two modeling options

of gas-phase radiation described in chapter 2: the PGRF approach with a radiant

fraction of 0.22 and the WSGG approach. For all simulations presented in this

chapter, we use the EDM for combustion and the dynamic k-Equation model for

subgrid-scale turbulence.

4.2.2 Flame structure

The simulations feature a typical turbulent pool flame characterized by a mean

flame height of approximately 0.6 m and peak combustion intensities in the flame

base region. Consistent with experimental observations, the simulations also feature
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(a) Side view

Heat flux gauge

13 mm

(b) Top view

Figure 4.2: A view of the virtual heat flux gauges used in the numerical configuration:

a) side view of the computational domain near the burner lip and the gauges; b) top

view of the burner surface and the gauges. The gauges are colored in black. The

computational domain and the burner surface are colored in red.

a strongly unstable flame. Figure 4.3 shows a 3-D visualization of the flame using

volume rendering of the temperature field. The snapshots are taken at different times

to show the time evolution of the flame structure. Figure 4.4 presents corresponding

information on the structure of the flow field in a two-dimensional central vertical

plane at the same selected times already used in Fig. 4.3. As shown in these figures, the

flame is characterized by: the cyclic formation of quasi-axisymmetric perturbations

along the flame surface that are first formed at the burner rim (t = 0); the growth

of these perturbations into a vortex ring that moves vertically upward and radially

inward (t = 0.06, 0.12, 0.18 s); the evolution of the vortex ring into a “bouquet" of

three-dimensional thermal plumes (t = 0.24, 0.30 s); and the subsequent merging of
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the thermal plumes near the center of the pool followed by rapid vertical acceleration

and necking of the flame (t = 0.36, 0.42 s). This instability is buoyancy-driven and

in the fire literature, is generally designated as a puffing instability [89, 92,93]. The

frequency of the simulated puffing instability determined from the power spectrum

of the temporal variations of the simulated heat release rate shown in Fig. 4.5 is

∼ 2.4 Hz and is close to the 2.8 Hz frequency reported in the experiments [89,92].

Significant cycle-to-cycle variations are observed and the instability is not truly

periodic.

We now turn to a discussion of the characteristic length scales of the pool fire.

Figures 4.3 and 4.4 show that the unstable flame features the intermittent presence

of large toroidal vortices of diameter D as well as that of small vortex structures,

thermal plumes, and a boundary layer flame. The size of the vortex ring at formation

time is on the order of 1 cm (see Fig. 4.4 at t = 0 and t = 0.42 s and at r ≈ 15 cm);

the vertical thickness of the intermittent boundary layer flame is also on the order of

1 cm (see Fig. 4.4 at t = 0.30, 0.36 s and at 5 ≤ r ≤ 15 cm). This analysis suggests

that a grid resolution of millimeter-scale is adequate.

We now briefly discuss the sensitivity of the flame structure, in terms of tem-

perature and velocity fields, to the computational grid resolution. Figure 4.6 presents

comparisons between the measured and simulated centerline vertical variations of

the mean and rms values of temperature, and vertical and radial velocities, as well as

the mean values of the cross-correlation between vertical velocity and temperature.

In the simulations, mean quantities are obtained by performing time-averaging; rms

quantities correspond to the grid-resolved amplitudes of the fluctuations (because
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Figure 4.3: Sequence of instantaneous snapshots of the methanol pool flame taken

at selected times during a representative instability cycle. The flame is visualized

using volume rendering of the high-temperature region (defined as the region where

temperatures are larger than 800 K). The time between successive snapshots is 0.06 s

and the total duration of the sequence is 0.42 s. The fuel pan and liquid pool surface

are colored grey. The simulation was performed with the fine mesh and with PGRF.
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Figure 4.4: Sequence of instantaneous snapshots of the flame-flow configuration

taken at selected times during a representative instability cycle and plotted in a

central vertical plane. The flame is visualized using isocontours of temperature; the

flow is visualized using velocity vectors. The fuel pan and liquid pool are colored

white. See the caption of Fig. 4.3.
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Figure 4.5: The power spectrum of the temporal variations of the simulated heat

release rate.

the present LES simulations are well-resolved, the contributions of subgrid scales are

neglected and these quantities are interpreted as estimates of the true rms values).

Experimental data are taken from Ref. [89]. In the plots, we adopt the notations of

the MaCFP Working Group [87] and use u and v to denote the vertical (axial) and

horizontal (radial) components of the flow velocity, respectively; we also use zp as a

measure of vertical distance from the pool surface.

The plots in Fig. 4.6 show that the discrepancies between experimental data and

simulation results are reduced as one goes from coarse to medium spatial resolution.

The differences between simulations performed with the medium and fine meshes are

very small, which suggests that the solutions may be grid-converged. The plots also

suggest that the overall level of accuracy achieved in the simulations with medium

and fine resolution is good despite some discrepancies such as: the mean temperature

which is slightly under-estimated at low elevations (by approximately 100 K at
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zp ≤ 10 cm); the rms temperature which is overestimated at high elevations (by

up to 150 K at zp ≥ 10 cm); the rms radial velocity which is under-estimated (by

a factor 2 at zp ≤ 10 cm); the vertical-velocity-temperature correlation which is

overestimated at high elevations (zp > 20 cm). Some of these discrepancies may be

attributed to the simplified description of a constant and uniform fuel evaporation

rate which may require a more elaborate description (i.e., as a function of temporal

and spatial variations of thermal feedback). Note that in the simulations of flame

spread presented later, we account for such spatial and temporal variations of the

rate of production of gaseous fuel as the thermal feedback to the fuel bed changes.

4.2.3 Thermal feedback

Figure 4.7 presents comparisons between the measured and simulated radial

variations of the mean gauge heat flux evaluated at 13 mm above the liquid pool

surface. Experimental data for the total heat flux, q̇′′tot, are taken from Ref. [91].

Experimental data for the radiative heat flux, q̇′′rad, are taken from Ref. [90]; note

that these data are obtained at 7 mm above the liquid pool surface. In Fig. 4.7,

simulated values correspond to results obtained at medium resolution using either

the PGRF radiation modeling approach or the WSGG approach with the formulation

of Bordbar et al. [74].

We see in Fig. 4.7 that the simulations qualitatively capture the radial variations

of the mean total heat flux from high values at the pool center to low values near the

pool edge. The simulation results and the experimental measurements show a peak
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Figure 4.6: Centerline vertical variations of: mean temperature, T ; mean vertical

velocity, u; mean radial velocity, v; rms temperature, Trms; rms vertical velocity, urms;

rms radial velocity, vrms; cross-correlation between vertical velocity and temperature,

u′T ′. Comparisons between experimental data (symbols) and simulation results

obtained with a coarse mesh (dashed blue line), a medium mesh (dash-dotted black

line), and a fine mesh (solid red line). Simulations performed with PGRF. The

vertical bars denote the uncertainties in the experimental data.

value of the total heat fluxes occurring at an off-center location because the intensity

of convective heat transfer is related to the magnitude of the radial velocity and

because by symmetry, this intensity remains small at the pool center. The simulations
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with the WSGG approach agree well with the experimental measurements of the

radiative heat flux with a peak value at the center. The simulation with PGRF

slightly overestimates the radiative heat flux and predicts a peak occurring at an

off-center location. We also find that the intensity of the thermal feedback obtained

from both PGRF and WSGG simulations is within the experimental uncertainty of

the total and radiative heat fluxes except for the locations close to the burner rim.

A reasonable estimate of the relative error in predictions of the mean total gauge

heat flux, q̇′′tot, is ≈ 30%. The discrepancy near the burner edge may be due to the

treatment of the burner rim as an adiabatic boundary which leads to overestimating

the gas temperature in the vicinity of the burner rim.

Figure 4.7: Radial variations of the mean gauge heat flux at 13 mm above the pool

surface: (Left) radiative heat flux, q̇′′rad; (Right) total heat flux, q̇′′tot. Comparisons

between experimental data (square symbols) and simulations performed with the

medium mesh and with PGRF (dashed red line with diamond symbols) or with WSGG

(dashed blue line with circle symbols). The vertical bars denote the uncertainties in

the experimental data.
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Figure 4.8 compares the simulated radiative heat flux obtained using the

WSGG approach with the formulation of Cassol et al. [49] (WSGG-Cassol) to the

experimental data of Ref. [90]. We also include additional simulation results obtained

using a higher-fidelity approach based on a Photon Monte Carlo and a line-by-line

spectral model (PMC-LBL) [94]. These results are obtained by running the PMC-

LBL radiation solver only using 20 time snapshots of the temperature, pressure,

and mass fractions of CO2 and H2O obtained at 0.12s. interval from the simulation

previously conducted using the WSGG-Bordbar model. These snapshots capture the

change in the solution during the puffing cycle as well as cycle-to-cycle variations.

The results obtained using the WSGG-Cassol model are very similar to those obtained

using the WSGG-Bordbar model, and both are in very good agreement with the

higher fidelity PMC-LBL simulations and the experimental data.

We also performed a sensitivity study on the choice of the angular resolution

of the radiation field. Figure 4.9 shows a comparison between the radiative gauge

heat flux obtained from simulations with 32, 64, or 100 radiation solid angles. These

simulations are performed using the WSGG-Bordbar model. The results suggest

that all three resolutions are able to qualitatively predict the radiative and total heat

fluxes as in the experimental measurements. The relative error in the radiative heat

flux between the 36 and 64 solid angles is ≈ 23%, while the relative error between 64

and 100 solid angles is ≈ 8%. This result suggests that an appropriate resolution of

the angular space should be at least 64 solid angles.
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Figure 4.8: Radial variations of the mean radiative heat flux at 13 mm above the pool

surface. Comparisons between experimental data (square symbols) and simulations

performed with the medium mesh and with the WSGG-Bordbar model (dashed

blue line with circle symbols), WSGG-Cassol (solid red line with square symbols),

and PMC-LBL (dotted purple line with x symbols). The vertical bars denote the

uncertainties in the experimental data.

4.3 Turbulent ethylene burner with controlled coflow (FM-Burner)

The second configuration corresponds to a circular burner that features a

sooting turbulent ethylene flame in a controlled coflow at different oxygen levels (see

Fig. 4.10). The burner has an inner diameter of 13.7 cm and an outer diameter of

15.2 cm and is placed inside a controlled enclosure at approximately 13 cm above a

sand bed that provides a controlled coflow. The burner is water-cooled at 25◦C. The

flow rate of ethylene is 0.318 g/s which provides a theoretical heat release rate of

∼ 15 kW . The controlled coflow provides different oxygen concentrations including

normal air, 16.8%, and 15.2% oxygen by volume in nitrogen (i.e., oxygen mass
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Figure 4.9: Comparisons between experimental data (square symbols) and simulations

performed with the WSGG-Bordbard model with 36 solid angles (dashed red line

with diamond symbols), 64 solid angles (dashed blue line with circle symbols), or 100

solid angles (dotted purple line with square symbols). See the caption of Fig. 4.7.

fractions of 0.231, 0.187, and 0.17, respectively). This configuration was studied

experimentally at FM Global and is known as the FM-Burner in the MaCFP working

group [88,95–97]. The experimental database in Refs. [95,97] provides measurements

of radiant power distribution and temperature profiles at different elevations above

the burner, and the experimental database of Ref. [96] provides measurements of

soot volume fraction obtained using laser-induced incandescence (LII) technique.

4.3.1 Numerical configuration

Figure 4.11 shows the computational domain used in the simulations of the

FM-Burner. The computational domain has a square base of 1.2 × 1.2 m2, and

a height of 1.8 m. The burner is placed at 13 cm elevation above the domain

base, and has a diameter of 13.7 cm. As shown in Fig. 4.11, the computational
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Figure 4.10: Photographs of the FM-Burner taken during experiments conducted at

different oxygen concentrations [88].

grid has multi-block quadrilateral cells with two refinement zones. The size of the

computational grid cells in the far field is 4 cm, while the size of the computational

grid cells in the second refinement zone is 0.5 cm. The first refinement zone has a

radius of 0.25 m and extends from the base of the domain to 1.2 m elevation. The

second refinement has a radius of 0.15 m and extends from 0.1 m to 0.7 m elevations.

A mesh refinement with 0.5 cm grid cell size is also included around the sidewalls of

the burner.

Regarding the boundary conditions, an inflow at a constant velocity of

0.041 m/s is imposed at the bottom boundary with concentrations of O2 and

N2 selected according to the experimental coflow condition. The side walls of the

domain are treated as no-slip adiabatic walls. The top boundary is treated as an open

boundary condition. The burner surface is treated as an advective-diffusive isother-

mal boundary with a flow rate of ethylene at 0.318 kg/s and 353 K. This results in

a theoretical heat release rate of ∼ 15 kW for a heat of combustion of 47.17 MJ/kg.
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Figure 4.11: A 3D representation of the computational domain of the FM-Burner

(left), and a slice showing the computational mesh near the burner (right).

Note that this theoretical heat release rate assumes complete combustion of the fuel,

which may not be the case for heavily sooting flames.

Our primary objective here is to evaluate the capability of the two radiation

modeling approaches (PGRF and WSGG) to predict the measured radiant power

distribution of this sooting flame. Our secondary objective is to evaluate the LES

version of the LSP soot model presented in appendix C by comparing our predictions

of the mean and rms values of the soot volume fraction to experimental measurements.

We present below simulations conducted using the WSGG approach for gas and

soot radiation where the LSP soot model is employed. We also include simulations

performed using the PGRF approach with the experimental value of the global

radiant fraction obtained from Ref. [95] (0.34 in the case of 20.9% O2 coflow and

0.22 in the case of 15.2% O2 coflow). Note that the soot model is not needed and is

not invoked in the simulations with the PGRF model.
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4.3.2 Flame structure

Figure 4.12 displays the instantaneous and mean contours of temperature,

mixture fraction and soot volume fraction at the center plane, obtained from the

simulation with the WSGG model of the FM-Burner at 20.9% O2. Our first ob-

servation from these contours is that the overall flame structure is consistent with

the experimental photographs in which a weakly turbulent necking region exists at

the base of the flame (from the burner surface to a height equal to approximately

one burner diameter), followed by a transition to a buoyant turbulent structure.

The second observation is that the instantaneous temperature is high and reaches a

maximum of ∼ 1800− 2000 K at several locations at both low and high elevations

above the burner. Due to flame intermittency, the mean temperature is much lower

than the instantaneous temperature (generally below 1300 K) except near the vicinity

of the burner where it reaches higher values of up to ∼ 1600 K indicating much

lower flame intermittency.

Consistent with experimental measurements, the simulations show a peak

value of the instantaneous soot volume fraction of ∼ 10 ppm. The corresponding

experimental measurements of Ref. [96] show a peak instantaneous value of soot

volume fraction of ∼ 8 ppm and our predictions are not far from the measurements.

Another important result from the simulations is that all soot is oxidized within

the flame and no smoke is found to exit from the flame tip. This is consistent with

experimental observations, and suggests that the application of the LSP modeling

approach is adequate here.
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Figure 4.12: Contours of the instantaneous and mean values of: the temperature

(T and T )), the mixture fraction (Z and Z)), and the soot volume fraction (fv and

fv)). The white isocontour represents fv = 10−6. The results correspond to the

FM-Burner at 20.9% O2 coflow.
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Figure 4.13 shows the instantaneous and the mean contours of the volumetric

soot formation and oxidation rates. We see from these contours that the region of

activity is on the order of one grid cell (i.e., 0.5− 1 cm). However, the experimental

observations of Ref. [96] suggest that soot exists in very thin filaments on the order of

∼ 1 mm (the zone of formation and oxidation is believed to be less than 1 mm-thick).

This suggests that the soot formation and oxidation rates are not resolved by the

LES grid and the predicted soot field may be very sensitive to the choices made in

the subgrid-scale modeling of the soot formation and oxidation rates. As mentioned

earlier, accurate predictions of the soot field are outside the scope of this dissertation,

and our main focus is on evaluating the predictions of thermal feedback.

In order to do a quantitative comparison with experimental measurements, we

present the radial profiles of the mean and rms values of temperature at different

heights above the burner in Figs. 4.14. The plots show additional simulation

results obtained using the PGRF model and the WSGG model where soot is not

modeled (i.e. WSGG with radiation contribution of gases only). It can be seen from

the radial profiles of temperatures that the measured and simulated values are in

good agreement for both the WSGG and the PGRF cases. The WSGG approach

considering only the contribution of gases overpredicts the mean temperature by

100− 400 K. This suggests that radiation is underestimated in the absence of soot

absorption/emission. On the other hand, all simulations overpredict the rms of

temperature. Simulations with PGRF and WSGG show a 100 − 200 K increase

in the temperature rms at some radial locations. The discrepancy in the rms

temperature may be attributed to the turbulence-radiation interaction which is
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Figure 4.13: Contours of the instantaneous and mean values of: the volumetric soot

formation rate (ω̇′′′
sf and ω̇′′′

sf )), and the volumetric soot oxidation rate (ω̇′′′
sf and ω̇′′′

sf )).

The results correspond to the FM-Burner at 20.9% O2 coflow.

ignored in our models. Note that radiation intensity and soot formation/oxidation

rates vary non-linearly with temperature, and vice-versa.

Figure 4.15 shows the profiles of the mean and the rms of the soot volume

fraction obtained from experimental measurements and from the simulations with

the WSGG model. The results show that the simulations overpredict these quantities

near the centerline of the burner (by up to factor 5) and underpredict them when

moving toward the burner edge. We believe that at low elevations (i.e. < 1 D) the
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flame base is weakly turbulent, and the use of the β − PDF model (which is mainly

dependent on turbulent fluctuations) to estimate unresolved subgrid-scale quantities

may not be appropriate. Thus, an alternative way to correct the volumetric soot

formation/oxidation rates for under-resolved simulations is needed (perhaps an idea

similar to that presented in appendix B for estimating the combustion heat release

rate in under-resolved simulations is needed).

4.3.3 Radiant emissions

We now turn to discuss thermal radiation from this sooting flame. In terms

of global quantities, the simulations using WSGG radiation and LSP soot models

predict that 28% (20.9% ) of the total heat release of the flame (i.e., 15 kW ) is

due to soot oxidation at 20.9% O2 (15.2%) coflow condition. The simulation results

also suggest that radiation absorption by combustion products (i.e., H2O, CO2, and

soot) is equivalent to 17% of the total heat release rate, with soot contributing 4% of

radiation absorption. The radiation emission due to combustion products is estimated

to be 51% of the total heat release rate with soot contributing 18% of radiation

emission. Overall, the estimated net radiant fraction (i.e., emission-absorption) is

0.33 (0.28) at 20.9% O2 (15.2%) coflow condition, compared to an experimental value

of 0.34 (0.22).

Figure 4.16 presents the vertical distribution of the radiation power per unit

surface area of horizontal planes above the burner surface. These distributions are

shown at 20.9% and 15.2% O2 concentrations in the coflow. From a qualitative
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Figure 4.14: Radial profiles of mean and rms temperature at different elevations

above the fuel surface in the FM-Burner at 20.9% O2 coflow. Comparison between

experiments (symbols) and simulations with PGRF (red dash-dot line), WSGG with

gas and soot absorption/emission (blue dashed line), and WSGG with gas radiation

only (solid black line).
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Figure 4.15: Radial profiles of mean and rms soot volume fraction at different

elevations above the fuel surface of the FM-Burner at 20.9% O2 coflow. Comparison

between experiments (symbols) and simulations with the WSGG model (blue dashed

line).
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perspective, the simulation results obtained with PGRF and WSGG models show a

behavior similar to experimental data in which the radiation power exhibits a short

decline when moving slightly upward from the burner surface followed by a rapid

increase to a peak value at about 0.3 m above the surface (equivalent to ∼ 2 D),

then followed by a gradual decline when moving to higher elevations. We believe

that the increase in the radiation power at 0.3 m elevation is correlated with the tip

of the necking region (see Fig. 4.10) where the flame shows a puffing behavior. The

simulations results obtained with the PGRF model and the WSGG model (with gas

and soot contributions) show fair agreement with experimental measurements in the

case of 20.9%O2 coflow and are off by a maximum of ∼ 25%. A better agreement is

seen in the case with reduced oxygen.

To understand the source of discrepancies, we performed simulations with the

WSGG model where we do not account for the contribution of soot to the radiation

field (the black solid line in Fig. 4.16a). We notice that the model significantly

under-predicts the radiation power in this case, which suggests that a large portion

of the radiation field is attributed to soot emissions. Furthermore, Figure 4.17

shows that, with the WSGG model that accounts for soot radiation, the radiation

emission as well as absorption are significantly large near the base of the flame which

correspond to over-estimated soot volume fractions in this region (see Fig. 4.15).

These data suggest the need for further development of the soot modeling approach

which is beyond the scope of this dissertation and is left for future work.
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(a) coflow with 20.9% O2 (b) coflow with 15.2% O2

Figure 4.16: Axial variations of the mean radiative power of the FM-Burner at

20.9% O2 and 15.2% O2 concentrations in the coflow. Comparisons between experi-

mental data (symbols) and simulations performed with the PGRF model (dotted

red line), the WSGG model with gas and soot contributions (dashed blue line), and

the WSGG with gas contribution only (solid black line).

Figure 4.17: Axial variations of the radiation absorption and emission of the FM-

Burner at 20.9% O2 concentrations in the coflow. The results are estimated using

the WSGG model accounting for gas and soot radiation.
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4.4 Summary

This chapter presented comparisons between experimental data and simulation

of two canonical configurations that have been identified by the MaCFP working

group as target cases for validating fire models. The configurations correspond to a

non-sooting methanol pool fire and a sooting buoyancy-driven turbulent ethylene

burner. The main objective of this chapter was on evaluating the accuracy of the

combustion and radiation models to predict the flame structure and the radiant

emissions in these non-sooting and sooting flames.

In terms of flame structure, temperature fields, and thermal feedback, the nu-

merical results are found to range from fair to very good agreement with experimental

measurements. In particular, the results related to a quantification of the thermal

feedback are of particular interest in the present study. The results suggest that the

thermal feedback is estimated within 25% error using the PGRF modeling approach

in non-sooting and sooting flames. The simulations with WSGG show a significant

dependence on soot radiation which suggest the need for accurate estimations of the

soot field. The results also suggest the need for more accurate modeling of soot at

the subgrid level where soot formation/oxidation rates are strongly under-resolved

by LES grid cells.

In summary, given the complexity associated with soot modeling and the

computational burden associated with the WSGG model, and since the PGRF

predictions seem to be very close to that of the WSGG where both are within an

acceptable deviation from the experimental measurements, we will move forward
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with the PGRF approach as our baseline radiation modeling choice in the spreading

fire configurations presented later in this dissertation.
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5 Simulations of Thermal Degradation of Biomass Particles

under Prescribed External Gas Conditions1

5.1 Overview

Biomass vegetation particles play a crucial role in the behavior and spread

of wildland fires as they are the primary fuel source for these fires. During fire

propagation, the heat is transferred from the hot gases surrounding the particles, in

the form of either convection, radiation, or a mix of both, to the exposed surface of

the biomass vegetation particles. The response of the biomass vegetation particles

to this external heating depends on many factors, including the duration of this

heating period, the intensity of the heat load, the size of the particle, and the ambient

wind speed. Moreover, due to the unsteady turbulent nature of wildland fires, the

biomass vegetation fuel is exposed to conditions that may be fluctuating over time,

and it is not clear whether these fluctuating conditions have strong effects on the

particle behavior as opposed to steady conditions that represent the time-average

values of the fluctuations. We use in this chapter the stand-alone PBR model to

characterize the response of the biomass vegetation particles to prescribed external
1Parts of this chapter are taken from the publication by Ahmed and Trouvé [43]
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heating conditions that are approximated to represent conditions similar to those

found in wildland fires.

The first part of this chapter focuses on the pyrolysis of charring and non-

charring biomass particles under steady and oscillatory radiative or convective heat

fluxes. The heat fluxes are characterized by sinusoidal oscillations of the irradiance,

the gas temperature, and/or the gas velocity. The objective here is to study whether

the particle response is going to be affected by the presence of oscillations in external

gas conditions. We aim to identify conditions in which oscillations are observed in

the particle’s temperature and mass loss rate, and to identify the significance of these

oscillations on the global particle behavior in terms of ignition and burnout times.

In the second part of this chapter, we focus on the pyrolysis and the oxidation

of char in porous biomass particles. We present 2-D maps to characterize the burning

behavior of different size particles under a range of intensity and duration of the

incident heat fluxes as well as a range of ambient wind speeds. Our objective here is to

understand the effects of heating or cooling and the increase or decrease of the oxygen

supply to the particles on the ignition and the degree of complete combustion of the

particles. Our specific objective is to identify conditions at which the particles ignite,

release enough flammable fuel for flaming combustion, self-sustain their combustion

after the heat load is removed, and successfully transition from flaming combustion

to smoldering combustion.
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5.2 Pyrolysis of biomass particles under steady and oscillatory heating

conditions

We consider here two separate cases corresponding to radiative heating or

convective heating. We apply these conditions to two extreme scenarios of either

a particle that features complete charring at constant volume or a particle that

features shrinkage and complete gasification without charring. We also consider thick

rectangular-shaped particles that are 20 mm thick (δ = 10 mm), as well as thin

particles that are 2 mm thick (δ = 1 mm).

For simplicity, we focus our analysis on the burning behavior in terms of

pyrolysis only. Thus, all particles considered in this section are assumed to be dry

and non-porous. The particle material properties and the kinetic parameters of the

pyrolysis reaction Rp are adopted from Ref. [98]. A summary of the input parameters

used in this study is listed in Table 5.1.

The oscillations of the local gas temperature, Tg, local gas velocity, ug, and

the irradiation flux, G, are characterized by cosine functions of time with a given

amplitude and frequency:

Tg = Tg,m − Tg,a cos(ωt) ; ug = ug,m − ug,a cos(ωt)

and G = Gm −Ga cos(ωt) (5.1)

where subscripts m and a refer to the mean value and the amplitude of the oscillations,

respectively, where also ω = 2πf , with f the frequency of the oscillations. We assume

that oscillations in the local gas temperature and irradiation are independent, and
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Table 5.1: Input parameters of the biomass particles used in the oscillatory heating

study.

Quantity Value

ρds,bulk (kg/m3) 663

ρc,bulk (kg/m3) 132.6

kds, kc (W/m/K) 0.126

cds, cc (J/kg/K) 2520

ϵds, ϵc (−) 0.9

ARp (1/s) 5.25× 107

ERp (J/mol) 1.256× 105

nRp (−) 1

∆HRp (kJ/kg) 0

ηc,Rp (−) 0 or 0.2

we study each case separately. In the radiative forcing case, Tg,m = 300 K, Tg,a = 0,

and ug,m = ug,a = 0; in the convective forcing case, Gm = Ga = 0, and ϵp,surf = 0.

We simulate cases corresponding to particles exposed to either oscillatory

radiative forcing by (Gm = Ga = 80 kW/m2), particles exposed to oscillatory

convective forcing by oscillations in the gas temperature only (Tg,m = 700 K,Tg,a =

400 K, ug,m = 1 m/s, and ug,a = 0), or particles exposed to oscillatory convective

forcing by oscillations in both the gas temperate and the gas velocity (Tg,m =

700 K,Tg,a = 400 K, ug,m = 1 m/s, and ug,a = 1 m/s). We select oscillations at

low or high frequencies (f = 0.1 or 1 Hz), and particles that are either charring

and at constant volume (ηc,Rp = 0.2) or shrinking and non-charring (ηc,Rp = 0).

The selected values for Gm, Ga, Tg,m, Tg,a and f are chosen based on reported field

measurements [99–102]; the selected values for ug,m and ug,a are educated guesses.
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5.2.1 Particle response time

From a simplified theoretical analysis of thermally-thin particles, we find that

the parameter (ωτp) is a controlling factor in the particle response to an oscillatory

heat flux, where τp is the characteristic particle response time. In the case of

convective heating, τp = (ρpcpδ/h); in the case of radiative heating, τp = (ρpcpδ/ht),

where ht = h + hrad with hrad ≈ 4ϵpσT
3
p . Lower (higher) frequencies will result in

larger (smaller) fluctuations in Tp. And cases with large (small) values of h or ht will

result in larger (smaller) fluctuations in Tp. This analysis can be extended to the case

of thermally-thick particles, with some modification. The characteristic response

time of thick particles is τp = (kpρpcp/h
2) in the case of convective heating, and

τp = (kpρpcp/h
2
t ) in the case of radiative heating (note that these estimates consider

properties at the particle surface and essentially measure the particle response at the

exposed surface). Also, the temperature fluctuations are limited to a region located

at the exposed surface and are otherwise damped in the depth of the particle; an

estimate of the thickness of the surface region where temperature fluctuations are

significant is δoscillation =
√

2(kp/ρpcp)/ω (see Refs. [43,103]).

5.2.2 Response of thick charring particles to radiative heating

Figure 5.1 shows the overall response of a thick charring particle to oscillatory

radiative heating. Figure 5.1a presents the corresponding time variations of the

temperature, Tp, evaluated at both the surface (x = δ) and center of the particle

(x = 0), for f = 0.1 and 1 Hz. The plots also include results obtained in the
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corresponding case without heat flux oscillations. We first note that the magnitude

of the surface oscillations is larger in the lower frequency case. This effect can be

explained by a comparison of time scales as discussed earlier: the calculations suggest

that for this case, τp = (kpρpcp/h
2
t ) is of order 1 s; thus, for f = 0.1 Hz, (ωτp) ≈ 0.6,

and for f = 1 Hz, (ωτp) ≈ 6, which corresponds to much-reduced amplitudes (the

earlier discussion suggests that the amplitude of fluctuations decrease when the

parameter (ωτp) increases).

Figure 5.1a shows that the center of the particle does not exhibit any oscillation.

This may be explained by the fact that oscillations are only present in a limited

region close to the exposed surface, i.e., for (δ − δoscillation) ≤ x ≤ δ. In the present

case, δoscillation =
√

2(kp/ρpcp)/ω is smaller than δ and the center of the particle

remains quasi-steady.

Figure 5.1b presents the corresponding time variations of the MLR. The data

presented in Fig. 5.1b are of great interest since the pyrolysis MLR is a measure

of the rate of supply of fresh fuel for the combustion process. We see that the

MLR features oscillations for a limited time only: after this initial period, MLR

relaxes to a quasi-steady behavior. This finding can be explained by the displacement

of the thin pyrolysis reaction zone that migrates from the surface of the particle

to its center; when the location of the pyrolysis reaction zone is at a distance to

the surface greater than δoscillation, pyrolysis takes place in a region that is free of

temperature oscillations and MLR becomes quasi-steady. Figure 5.1b shows that in

the case f = 0.1 Hz, MLR oscillations are present for t ≤ 200 s, while in the case

f = 1 Hz, MLR oscillations are present for t ≤ 50 s. The difference in behavior
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(a) (b)

Figure 5.1: Response of a 20 mm-thick charring particle to radiative heating: a)

particle surface and core temperatures; b) particle mass loss rate. Comparison

between particle response to quasi-steady forcing (QS) (lines with symbols) and

oscillatory forcing at f = 0.1 Hz or f = 1 Hz (lines).

when changing the oscillation frequency is explained by the difference in the size

of the surface region where temperature fluctuations are significant: the thickness

δoscillation =
√

2(kp/ρpcp)/ω is reduced by a factor 3.2 when going from f = 0.1 Hz

to f = 1 Hz.

A numerical evaluation of the ignition and burnout times for this case is

summarised in Table 5.2. Overall, we find that the thick charring particle exposed to

oscillatory radiative heating corresponds to a quasi-linear response in which the net

effect of oscillations remains small and the mean particle behavior is well represented

by a simulation without heat flux oscillations.
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Table 5.2: Ignition and burnout times of particles exposed to quasi-steady (QS)

radiative heating and oscillatory radiative heating at 0.1 and 1 Hz. The percentage

difference in burnout time is calculated relative to the QS case.

Case
Frequency

(Hz)

Ignition

time (s)

Burnout

time (s)

Difference in

burnout time (%)

Thick

charring

QS 12.2 529.1 0

0.1 2.7 552.3 +4

1 7.3 534.4 +1

Thick

non-charring

QS 8.1 158.1 0

0.1 2.5 162.1 +3

1 6.4 162.3 +3

Thin

non-charring

QS 7.3 16.4 0

0.1 2.5 14.1 -14

1 6.3 16.4 0

5.2.3 Response of thick non-charring (shrinking) particles to radiative

heating

Figure 5.2 presents results of a 20 mm-thick non-charring particle exposed to

oscillatory radiative heating, for f = 0.1 and 1 Hz, and ηc = 0. In contrast to the

charring particle, the particle is now shrinking in size, and the particle half-thickness

approaches zero at burnout time (δ ≈ 0).

Many of the features observed in the charring particle case are also present in

this case. Compared to the charring particle, this case features larger values of MLR
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(a) (b)

Figure 5.2: Response of a 20 mm thick non-charring particle to radiative heating: a)

particle size; b) particle mass loss rate. See caption of Fig. 5.1.

and shorter burnout times. The larger values of MLR and shorter burnout times are

typical of pyrolysis in non-charring materials: in contrast to charring materials in

which the pyrolysis region migrates to the particle center and is therefore exposed to

temperatures lower than those at the surface, in non-charring materials the pyrolysis

region remains at the surface and is always exposed to the highest temperatures

found in the particle.

Furthermore, it is seen that in contrast to the charring particle, oscillations

in MLR here are present during the entire burning phase. This result may be

explained by the location of the pyrolysis region: the pyrolysis region remains at

the exposed surface of the particle, i.e., at the location of maximum amplitude in

temperature fluctuations. The same argument also explains why the amplitude of

MLR fluctuations is larger in the non-charring particle than in the charring particle

case.

138



Overall, while details are different, we find that similar to the charring particle

case, the non-charring particle corresponds to a quasi-linear response in which the

net effect of oscillations remains small.

5.2.4 Response of thin non-charring (shrinking) particles to radiative

heating

We now turn to much thinner particles with a thickness of 2 mm. Figure 5.3

presents results in the case of oscillatory radiative heating, for f = 0.1 and 1 Hz, and

ηc = 0. Consistent with the thicker particles presented in the two previous cases, the

time evolution of the particle temperature shown in Fig. 5.3a features oscillations

at a higher magnitude in the case of 0.1 Hz than in the case of 1 Hz. We also see

that there is a spike in the temperature oscillations near burnout as the particle

shrinks. This is because as the particle size (δ) approaches 0, its response time takes

decreasing values (τp = ρpcpδ/ht) and it becomes more sensitive to oscillations in the

incident irradiance which oscillates from ambient to 160 kW/m2.

Figures 5.3b present the time variations of the MLR of these thin particles.

The MLR displays strong oscillatory behavior and we see some limited non-linear

effects (in which the net effect of oscillations is significant and the mean particle

behavior is not well represented by a simulation without heat flux oscillations). As a

result of stronger fluctuations in the 0.1 Hz case, the burnout time is modified by

∼ 14% as shown in Table 5.2.
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(a) (b)

Figure 5.3: Response of the 2 mm non-charring particle to radiative heating: a)

particle surface and core temperatures; b) particle mass loss rate. See caption of Fig.

5.1.

5.2.5 Response of thin particles to convective heating

In contrast to all previous cases, oscillations in the rate of gas-to-solid heat

transfer now come from oscillations in the temperature (and possibly the velocity)

of the gas surrounding the particle.

We first discuss a scenario of a thin non-charring particle (thickness = 2 mm

and ηc = 0) exposed to oscillatory gas temperate only. Figure 5.4a presents the

corresponding time variations of the particle temperature evaluated both at the

surface and center of the particle. Similar to the previous cases, we see oscillations

in the particle temperature at both frequencies, with a smaller amplitude in the

high-frequency case. These oscillations in the particle temperature fluctuate around

the corresponding particle temperature obtained at quasi-steady heating. Also, the
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amplitude of the oscillations increases in time as the particle approaches burnout.

This effect may be explained by considering the particle response time introduced

earlier (τp = ρpcpδ/h). As the thickness of the particle approaches 0, the particle

size δ takes decreasing values, the heat transfer coefficient, h, takes increasing values,

and the particle response time takes decreasing values. Under those conditions, the

particle gradually evolves towards the fast-response regime in which the amplitude

of the fluctuations is maximum.

Figure 5.4b presents the corresponding time variations of the MLR. The

amplitude of the MLR oscillations increases in time as a consequence of the growing

oscillations in the particle temperature. A numerical evaluation of the ignition and

burnout times for this case is shown in Table 5.3. We see some non-linear effects in

the presence of fluctuations as the burnout time is modified by up to 50%.

We now turn to the scenario where the oscillations in the convective heat flux

are due to oscillations in both Tg and ug. Figure 5.5a presents the time variations of

Tp, evaluated at both the surface and the center of the particle. The main features

of the temperature curves in the cases with oscillatory convective heating are similar

to those of the previous case in which oscillations exist at in the particle surface

temperature with higher amplitude at the lower frequency case. However, compared

to the quasi-steady case without oscillation, we see that due to the augmentation of

the rate of heat transfer provided by the fluctuations in both h and Tg, the particle

achieves higher temperatures.

Figure 5.5b presents the corresponding time variations of MLR. These plots show

strong non-linear effects and show in particular that in the presence of oscillations,
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(a) (b)

Figure 5.4: Response of a 2 mm non-charring particle to convective heating: a)

particle surface and core temperatures; b) particle mass loss rate. Comparison

between the particle response to quasi-steady forcing (QS) (lines with symbols) and

oscillatory forcing by oscillations in Tg at f = 0.1 Hz or f = 1 Hz (lines).

the ignition and burnout times are significantly reduced and the peak MLR value is

significantly increased. These effects are explained by the augmented heat transfer

due to the fluctuations in h and Tg. A numerical evaluation of the ignition and

burnout times for the different simulations considered in this case is presented in

Table 5.3. In short, this case shows strong non-linear effects: in the presence of

fluctuations, the burnout time is decreased by up to 70%.

5.2.6 Response of thick particles to convective heating

In contrast to the previous case, this case corresponds to much thicker particles

exposed to oscillatory convective heating due to fluctuations in Tg and ug. Figures 5.6

present the time variations of MLR in the case of oscillatory convective heating, for
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Table 5.3: Ignition and burnout times of particles exposed to quasi-steady (QS)

convective heating and oscillatory convective heating at 0.1 and 1 Hz. The percentage

difference in burnout time is calculated relative to the QS case.

Case
Frequency

(Hz)
Ignition
time (s)

Burnout
time (s)

Difference in
burnout time (%)

Thin
non-charring

oscillatory Tg only

QS 56.3 222.0 0
0.1 43.5 112 -50
1 54.5 142.2 -36

Thin
non-charring

oscillatory Tg, ug

QS 56.3 222.0 0
0.1 32.1 62.7 -72
1 33.3 63.2 -72

Thick
non-charring

oscillatory Tg, ug

QS 1485.1 2227.7 0
0.1 834.3 1412.5 -37
1 869.3 1398.1 -37

Thick
charring

oscillatory Tg, ug

QS 1591.2 2837.6 0
0.1 903.8 1801.2 -37
1 933.5 1776.8 -37

f = 0.1 and 1 Hz, thickness = 20 mm and ηc = 0 (non-charring particles) or ηc = 0.2

(charring particles). Both cases use velocity fluctuations, ug,a = 1 m/s. The MLR

features growing oscillations in time, a feature that is similar to that found in thin

particles presented in the previous case. Also similar to the case of radiative heating

of charring particles, the MLR in this convective heating case features oscillations

for a limited time only. As shown in table 5.3, consistent with observations made in

thin particles, in the presence of oscillations in the convective heat flux, the ignition

and burnout times are significantly reduced and the peak MLR value is significantly

increased.
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(a) (b)

Figure 5.5: Response of a 2 mm non-charring particle to convective heating: a)

particle surface and core temperatures; b) particle mass loss rate. Comparison

between the particle response to quasi-steady forcing (QS) (lines with symbols) and

oscillatory forcing by oscillations in both Tg and ug at f = 0.1 Hz or f = 1 Hz (lines).

To summarise this section, the results of the numerical simulations suggest that

the particles experience a quasi-linear response in the case of fluctuating irradiation

(or fluctuating local gas temperature only). This linear response means that the

effects of oscillations can essentially be ignored, even when temperature and mass

loss rate oscillations are strong. And the mean particle behavior is well represented

by a simulation without oscillations in the external heating conditions. However,

some non-linear response is obtained in the case of unsteady convective heating

(when the local gas velocity fluctuates in phase with the local gas temperature).

This non-linear response leads to a net effect of the oscillations in the form of an

augmented heat transfer, higher temperatures, higher values of the fuel mass loss

rate, and shorter burnout times, and the particle behavior may be misrepresented if
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(a) (b)

Figure 5.6: Mass loss rate response of the a 20 mm thick particle to radiative heating:

a) non-charring; b) charring. See caption of Fig. 5.5

the unsteady convective heating is ignored.

5.3 Maps of the pyrolysis and oxidation of porous biomass particles

This section presents 2-D maps that characterize the thermal degradation of

porous biomass particles under prescribed heating conditions. These characteristics

are discussed in terms of the degree of completion of the drying, thermal and oxidative

pyrolysis, and char oxidation reactions (Rd-Rco), the rate of production of gaseous

fuel, and the peak particle temperature. Our objective is to identify conditions

in which the particles can ignite and produce sufficient gaseous fuel for flaming

combustion, and conditions in which the particle transition from flaming to a partial

or complete smoldering combustion.

We consider in this section cylindrical-shaped porous particles made of the

pine wood described in Chapter 3. The particles are imagined to be immersed in a
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spreading flame that passes across the particle and heats it for a certain duration

known as the residence time. We focus here on residence time defined as the time at

which the particle is being heated by external convection or radiation or a combination

of both.

First, let us consider a 10 mm diameter particle exposed to an external

irradiation of G = 60 kW/m2 for a duration of 60 s that mimics a flame residence time.

After 60 s, the external irradiation drops to the ambient value of G = G0 = σT 4
g,0,

where Tg,0 ≈ 300K. The particle is also exposed to ambient air flowing at ug = 1m/s

and Tg,∞ = 300 K for its lifetime. Note that during the flame spread, the oxygen

level in the vicinity of the particle may fluctuate between ambient level to zero

because of the turbulent flames produced from the homogeneous gas-phase reaction

between the pyrolysis fuel and the ambient oxygen. Therefore, this assumption is

viewed as the extreme case in which the particle can always have access to oxygen.

The variation of oxygen concentration in the vicinity of the particle during the flame

spread will be discussed in the following chapters.

Figure 5.7 shows the response of this 10 mm particle in terms of the time

variation of the net total heat flux (q̇′′g→s = h(Tg,∞ − Tp,surf ) + ϵp,surf (G− σT 4
p,surf )),

the surface and core temperatures, the convective heat transfer coefficient (h), and

the particle surface emissivity (ϵp,surf). The corresponding time evolution of the

reaction rates of Rd-Rco, as well as the normalized mass of solid constituents (i.e.,

wet solid, dry solid, char, and ash), are shown in Fig. 5.8. As shown in Fig. 5.7, the

net total heat flux displays variations in the magnitude as well as the sign. These

variations are dependent not only on the imposed external gas conditions (which are
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constant in this case), but also on the response of the particle surface temperature

(Tp,surf ) as well as the instantaneous values of the local heat transfer coefficient (h)

and the particle surface emissivity (ϵp,surf). Note that the changes in the slope of

the time variation of the temperature are due to the changes in the composition and

the thermophysical properties of the solid associated with the thermal degradation

process. Note also that the variations of h here are mainly due to the blowing of

gases from the particle to the surrounding and partially due to changes in the particle

surface temperature, and the variations of ϵp,surf are due to the formation of a char

or ash layer at the particle surface.

The results presented in Fig. 5.8 show that the drying and the pyrolysis

reactions are stopped during the first 60 s when the external heat source existed,

and the particle is converted from wet solid to dry solid and from dry solid to char.

The char oxidation reaction, however, is self-sustained after the external heat source

is removed. The degree of completion of these processes needs rigorous evaluation as

they may vary according to the magnitude and duration of the external heat source.

Because of the variations of the net total heat flux with the particle response,

this quantity can not be used directly as a global metric to compare the behavior

of different particles. Therefore, we developed a novel diagnostic called the Pseudo

Incident Heat Flux (PIHF), which determines the amount of external heat load that

a particle is exposed to during a certain time. The PIHF depends mainly on the

external gas conditions, and partially on the particle size through the heat transfer

coefficient h. It also includes information on both the convective and the radiative

contributions. Hence, it can be used to interpret the response of particles with
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(a) (b)

(c) (d)

Figure 5.7: Response of a 10mm particle to an external irradiation of G = 60 kW/m2

for 60 s, and ambient air flow at ug = 1 m/s: a) the net total heat flux; b) the

surface and core temperatures; c) the convective heat transfer coefficient; d) the

surface emissivity. The duration of the external irradiation is highlighted in red.

different sizes to different combinations of simultaneous convective and radiative

heat loads, as well as to evaluate the respective weights of the convective and the

radiative contributions using PIHFconv and PIHFrad, respectively.

We define the PIHF as a combination of the convective and the radiative
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(a) (b)

Figure 5.8: Response of a 10mm particle to an external irradiation of G = 60 kW/m2

for 60 s, and ambient air flow at ug = 1 m/s: a) the reactions rates of Rd-Rop; b)

the normalized solid constituent mass. The duration of the external irradiation is

highlighted in red.

contributions such that

PIHF =


PIHFconv + PIHFrad for 0 ≤ t ≤ τPIHF

PIHF0 for τPIHF < t < tend

(5.2)

where PIHFconv = h × Tg, PIHFrad = ϵp,surf × G, τPIHF is the residence time (the

duration) of an external heat source such as a flame, tend the particle lifetime (or the

total simulation time), and where PIHF0 is evaluated at an ambient level such that

PIHF0 = ϵp,surf ×G0 + h× Tg,0, (5.3)

where Tg,0 is the ambient temperature (Tg,0 ≈ 300 K) and where G0 is the ambient

irradiance (G0 = σT 4
g,0).

In order to determine the degree completeness of the thermal degradation

process, we integrate the mass reaction rates over the particle lifetime and we
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normalize them by the corresponding theoretical mass of the solid constituent that

is expected to be consumed to get a value between 0 and 1, where 0 indicates no

consumption at all, and 1 indicates complete consumption. We calculate the degree

of completion of the drying (ERd), the pyrolysis (ERp+Rop) and the char oxidation

(ERco) reactions as follows:

ERd =

∫∞
0

∫
Vp
ṁ′′′

RddV dt

mws|t=0

ERp+Rop =

∫∞
0

∫
Vp
(ṁ′′′

Rp + ṁ′′′
Rop)dV dt

mws|t=0 × ERd × ηds,Rd

ERco =

∫∞
0

∫
Vp
ṁ′′′

RcodV dt

(mws|t=0 × ERd×ηds,Rd)× ERp+Rop × ηc,Rp

(5.4)

where ṁ′′′
Rd, ṁ′′′

Rp, ṁ′′′
Rop and ṁ′′′

Rco are the volumetric mass reaction rates for the drying,

thermal pyrolysis, oxidative pyrolysis, and char oxidation reactions, respectively,

discussed in section 2.2, and where mws|t=0 is the initial mass of the wet solid before

thermal degradation.

We now turn to a discussion about the 2-D maps that we generated using

the above information. The 2-D maps are generated to cover a range of conditions

corresponding to PIHF between 10 and 120 kW/m2, and gas velocity ug between

0 and 5 m/s. The PIHF here can be entirely convective, entirely radiative, or a

combination of both. Each point on the map is obtained from a simulation of the

PBR model with input values of the PIHF, ug, and τPIHF. Each simulation runs long

enough until either the particle is completely consumed or a steady state condition is

achieved. Note that as the wind velocity increases, the convective transfer coefficient

h increases, and some regions on the map may have a value of PIHF below (PIHF0).

These regions are grayed out on the map as they correspond to unwanted conditions
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of cooling below ambient level.

5.3.1 Effect of the particle size

5.3.1.1 Maps of small particles (2 mm diameter) heated for a long

duration (τPIHF = 120 s)

Figures 5.9a, 5.9b and 5.9c show 2-D maps of the variation of the degree of

completion of the drying reaction (ERd), the pyrolysis reactions (ERp+Rop) and the

char oxidation reaction (ERco), respectively, for a 2 mm diameter pine wood particle

exposed to different combinations of PIHF and ug for τPIHF = 120 s. Figure 5.10a

presents the corresponding maps of the peak pyrolysis rate (i.e., the peak rate of

production of gaseous fuel from the thermal and oxidative pyrolysis reactions Rp and

Rop). The threshold pyrolysis rate for flaming ignition is indicated by the iso-contour

of 1 g/s/m2. The corresponding duration of the pyrolysis phase is shown in Fig.

5.10b.

Our first observation from these maps is that despite continuous heating at a

fairly long period of τPIHF = 120 s, some combinations of PIHF and ug are not able

to achieve either ignition (activation) or completion of the drying, pyrolysis and char

oxidation processes. For example, Fig. 5.10a shows that there exists a region where

the particle did not ignite at all even at a high PIHF of ∼ 80 − 100 kW/m2 (the

region to the left of the 1 g/s/m2 iso-contour). At very low wind speeds (ug ≈ 0),

there is no loss of heat due to convective cooling, and the particle is always heated

by the PIHF. Therefore, nearly all considered PIHF conditions near ug ≈ 0 achieve
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complete drying, flaming ignition, and complete consumption. As ug increases, the

PIHF required to achieve flaming ignition increases to compensate for the increased

loss of heat from the particle to the ambient gas associated with the high convective

transfer. For instance, the minimum PIHF required for flaming ignition at 2.5 m/s

estimated by the model is ∼ 50 kW/m2, while the minimum PIHF required for

flaming ignition at 5 m/s estimated by the model is ∼ 95 kW/m2.

Figure 5.10b shows that the pyrolysis duration in the cases that achieved

complete pyrolysis is not constant and is ranging between ∼ 5 to ∼ 20 seconds. We

find that this duration depends on both the PIHF and the wind speed ug at least for

this small particle. The shortest pyrolysis duration is achieved at the highest PIHF

but at low to moderate wind speeds. We also find that, because of the effect of the

coupling between the exothermic oxidative reactions, the particle temperature, and

the wind velocity, the peak rate of pyrolysis is achieved at high PIHF and high ug

values as seen in Fig. 5.10a. Therefore, it seems that the conditions of peak pyrolysis

rate do not guarantee the fastest pyrolysis.

Figures 5.11a and 5.11b show maps of the maximum temperature achieved at

any depth inside the particle during the entire thermal degradation process, and

the maximum temperature of the particle core during the residence time τPIHF,

respectively. While increasing the wind speed promotes the diffusion of oxygen into

the particle which may increase the rate of the exothermic char oxidation and the

overall particle temperature, it is not evident in Fig. 5.11a that the peak temperature

increases monotonically with wind speed. For instance, if we consider a PIHF of

80 W/m2, the peak particle temperature increases from ∼ 1200 K at wind speeds
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Figure 5.9: Maps of a 2 mm pine wood particle for τPIHF = 120 s: a) degree of

completion of the drying reaction Rd; b) degree of completion of the pyrolysis reaction

Rp+Rop; c) degree of completion of the char oxidation reaction Rco. The gray zone

indicates PIHF < PIHF0.

below 0.5 m/s to ∼ 1350 K at a wind speed around 1− 2 m/s, then it decreases to

below 600 K at ug > 3m/s. This result shows that there is a trade-off at which the

wind can bring more oxygen to the particle surface while avoiding excessive cooling.

By comparing the contours of the particle core temperature in Fig. 5.11b and
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Figure 5.10: Maps of a 2 mm pine wood particle for τPIHF = 120 s: a) peak value

of the pyrolysis rate; b) pyrolysis duration. The red solid iso-contour depicts the

flaming threshold of 1 g/s/m2. The gray zone indicates PIHF < PIHF0.

the contours of the degree of completeness of the char oxidation reaction shown in

Fig. 5.9c, we find a correlation between the temperature achieved at the core of

the particle at the end of the external heating period (i.e., τPIHF) and the degree of

completeness of the self-sustained char oxidation. We will revisit this correlation later

in this chapter as we try to establish a threshold of the particle core temperature

required to achieve complete smoldering.

5.3.1.2 Maps of large particles (20 mm diameter) heated for a long

duration (τPIHF = 120 s)

Figure 5.12 shows the maps of the degree of completion of thermal degradation

of 20 mm particle heated for τPIHF = 120 s. Consistent with the maps of the smaller
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Figure 5.11: Maps of a 2 mm pine wood particle for τPIHF = 120 s: a) the peak

particle temperature Rd; b) the temperature at the core of the particle at t = τPIHF.

The gray zone indicates PIHF < PIHF0.

particle discussed in the previous section, we also found for this larger particle some

regions of PIHF and ug at which incomplete drying, pyrolysis, or char oxidation is

achieved. However, in contrast to smaller particles, the effect of ug on the degree

of completion of the thermal degradation process in larger particles is significantly

reduced except at very low wind speeds (ug < 0.25 m/s) where a strong effect of ug

on the degree of completion of the char oxidation is evident. This can be explained

by the correlation between the wind speed ug, the particle effective diameter, and

the convective transfer coefficient h responsible for both heat and mass transfer

discussed earlier in Fig. 2.3. As discussed in Chapter 2, the effect of increasing the

wind velocity on increasing the convective transfer to the particles is much lower in

larger particles than that in smaller ones due to differences in the surface area to

volume ratio and differences in the aerodynamics of the flow between small and large
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particles.

Figure 5.12c suggests that this large particle will experience complete consump-

tion to ash at any values of PIHF > 60 kW/m2 under the constraint of ug > 0.25m/s

if heated for at least 120 s.
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Figure 5.12: Maps of a 20 mm pine wood particle for τPIHF = 120 s: a) degree

of completion of the drying reaction Rd; b) degree of completion of the pyrolysis

reaction Rp+Rop; c) degree of completion of the char oxidation reaction Rco.

Figures 5.13a and 5.13b show the peak rate of pyrolysis and the total duration
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of the pyrolysis process for this 20 mm particle, respectively. Consistent with our

previous discussion, we see that the minimum PIHF required to achieve flaming

ignition is weakly dependent on ug and is on the order of ∼ 30 kW/m2. However, as

seen in Fig. 5.12b, this PIHF does not guarantee the completion of the pyrolysis

process. Figure 5.13b suggests that there are regions that show the extinction of

the pyrolysis process in which the pyrolysis duration is less than τPIHF = 120 s but

ERp+Rop is less than one. Also, Fig. 5.13b depicts that the conditions for the fastest

pyrolysis coincide with those of peak pyrolysis, and the fastest complete pyrolysis is

achieved in ∼ 83 s.
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Figure 5.13: Maps of a 20 mm pine wood particle for τPIHF = 120 s: a) peak value

of the pyrolysis rate; b) pyrolysis duration. The red solid iso-contour highlights the

flaming threshold of 1 g/s/m2.

The maps of the peak temperature of the 20 mm particle and the temperature

at its core at the end of the heating residence time are shown in Fig. 5.14a and

5.14b, respectively. Unlike the smaller particle case shown earlier, we see in Fig.
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5.14a that the peak particle temperature increases monotonically with the PIHF and

is very weakly dependent on ug. The maximum temperature achieved in the particle

that features complete thermal degradation through pyrolysis and char oxidation

is ∼ 1300 K. Also. Fig. 5.14b suggests that the core temperature has to reach

∼ 700 K for this large particle to achieve complete consumption to ash.
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Figure 5.14: Maps of a 20 mm pine wood particle for τPIHF = 120 s: a) the peak

particle temperature Rd; b) the temperature at the core of the particle at t = τPIHF.

5.3.2 Effect of the residence time (τPIHF)

We discuss in this section the influence of the duration of heating or the

residence time (τPIHF) on the behavior of the particle. Our emphasis here is on

the variation of the degree of completion of thermal degradation of small (2 mm

diameter) and large (20 mm diameter) particles at different residence times and

heating conditions.

Figures 5.15 present the maps of the degree of completion of the pyrolysis
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and char oxidation reactions for a 2 mm particle subjected to different values of

PIHF for a duration of either 5, 15 or 30 seconds. The corresponding maps of

the peak particle temperature and the particle core temperature at the end of the

residence time (τPIHF) are presented in Fig. 5.16. The results from these maps are of

great interest as they quantity the significance of the residence time on the particle

behavior. These results show that at a low residence time of τPIHF = 5 s and except

for values of PIHF > 100 kW/m2 and ug < 1m/s, the 2 mm particle may not ignite

or sustain thermal degradation. For instance, at moderate conditions (e.g., PIHF

∼ 60 kW/m2 and ug ∼ 1 m/s), the degree of completion of the pyrolysis reactions

is only 10% and no char oxidation is activated at a residence time of τPIHF = 5 s.

This can be explained by the characteristic response time of the particle discussed

earlier, which estimates the time required to increase the particle’s exposed surface

temperature to a certain threshold value, in addition to the response time, there

is an additional time required for heat to diffuse into the particle and to allow the

endothermic pyrolysis reaction to consume the particle.

Figures 5.17 and 5.18 present similar maps but for a larger particle (20 mm

diameter). We see from the results of these maps that due to the increase in the

particle’s thermal inertia and its response time, this particle does not exhibit any

complete thermal degradation except at a residence of τPIHF ≥ 60 s. In the case

of τPIHF = 60 s and PIHF > 100 kW/m2, this large particle receives enough heat

for long enough time such that its core temperature reaches values on the order of

500 K at t = τPIHF = 60 s, and it undergoes complete consumption. We believe that

the completion of the pyrolysis is strongly related to the exothermic char oxidation
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process because once the external heating is stopped, the endothermic pyrolysis can

not sustain itself unless the particle temperature is maintained at a high level which

can only be achieved through the exothermic oxidation process.

5.3.3 Threshold value of the particle core temperature for complete

smoldering

As discussed in the previous section, the residence time τPIHF is very critical to

determine the degree of complete consumption of the particle, and this residence

time is correlated to the temperature achieved inside the particle. We believe that

in order for the exothermic char oxidation to be self-sustained, the particle core

temperature must be at a much higher value than ambient at the end of the external

heating period in order to avoid excessive losses of heat from regions near the particle

surface and regions near the particle core, and hence to avoid extinction of the char

oxidation.

We used data from maps generated for 2, 10, and 20 mm particles heated for

τPIHF = 15, 30, 60 and 120 s to generate the scatter plot, presented in Fig. 5.19,

which shows the variation of the degree of completion of the char oxidation reaction

with the core temperature achieved at the end of the external heating period (i.e.,

at t = τPIHF). While there is a certain level of scatter in the results, Fig. 5.19

confirms that high core temperatures lead to a complete char oxidation reaction (i.e.,

complete fuel consumption and conversion to ash) and suggests that there is a critical

core temperature of ∼ 700 K above which the particle will support self-sustained
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(b) τPIHF = 15 s
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(c) τPIHF = 30 s
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Figure 5.15: Maps of the degree of completion of pyrolysis (left) and the degree

of completion of char oxidation (right) for a 2 mm pine wood particle heated for

different periods: a) τPIHF = 5 s, b) τPIHF = 15 s, and c) τPIHF = 30 s.
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(b) τPIHF = 15 s
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(c) τPIHF = 30 s
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Figure 5.16: Maps of the particle peak temperature (left), and the particle core

temperature at the end of the heating period (right) for a 2 mm pine wood particle

heated for different periods: a) τPIHF = 5 s, b) τPIHF = 15 s, and c) τPIHF = 30 s.
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Figure 5.17: Maps of the degree of completion of pyrolysis (left) and the degree

of completion of char oxidation (right) for a 20 mm pine wood particle heated for

different periods: a) τPIHF = 15 s, b) τPIHF = 30 s, and c) τPIHF = 60 s.
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Figure 5.18: Maps of the particle peak temperature (left), and the particle core

temperature at the end of the heating period (right) for a 20 mm pine wood particle

heated for different periods: a) τPIHF = 15 s, b) τPIHF = 30 s, and c) τPIHF = 60 s.
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smoldering.

Figure 5.19: Scatter plot of the char oxidation degree of completion against the

particle core temperature achieved at the time corresponding to the end of the

heating duration τPIHF.

5.4 Summary

This chapter presented simulations of small and large biomass particles exposed

to prescribed steady or oscillatory external heat loading conditions. These conditions

represent situations in wildland fires in which a flame is spreading over a vegetation

fuel bed and heating the solid fuel elements at certain intensity and residence

time. The chapter was divided into two parts: the first part discussed the effect of

oscillations in the external heating conditions on the particle behavior in terms of

the start of pyrolysis, mass loss rate, and burnout; and the second part discussed

the behavior of the particle under given conditions of external heating and gas flow
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velocity using 2-D maps that describe the degree of completion of pyrolysis and char

oxidation, the particle temperature as well as the pyrolysis rate and duration.

The results of the first part suggest that, in most cases, even when temperature

and mass loss rate oscillations are strong, the particle features a quasi-linear response

in which the net effect of oscillations remains small and the mean particle behavior

is well represented by a simulation without oscillations in the external heating

conditions. A different behavior is observed in the case of unsteady convective

heating when the external gas velocity fluctuates in phase with the external gas

temperature. In this case, the particle features a non-linear response that leads to

a net effect of the oscillations in the form of an augmented heat transfer, higher

particle temperatures, higher values of the pyrolysis mass loss rate, and shorter

burnout times.

The results of the second part suggest that the particle behavior is not dependent

only on its size or the external heating intensity but also strongly on the flame

residence time (or the duration of the external heating phase). The 2-D maps show

that the degree of completion of thermal degradation of small particles (on the order

of 1 mm) exhibits a strong dependence on both the intensity of the external heating

(the PIHF) as well as the external gas velocity, while larger particles (on the order of

1 cm) exhibit less sensitivity to changes in the external gas velocity and their behavior

is mainly controlled by the PIHF. The maps also highlight the significance of the

residence time and show quantitatively the conditions required to achieve complete

thermal degradation as the residence time increases or decreases. The results suggest

that there is a critical core temperature of ∼ 700 K above which the particle will
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support self-sustained smoldering. These maps are important to interpret more

complex scenarios of spreading fire and to determine conditions at which spread or

no spread is expected or the degree of fuel consumption when designing prescribed

burns.
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6 Simulations of Fire Spread in Engineered Cardboard Fuel

Beds

6.1 Overview

Line fires are attractive configurations to study wildland fire behavior because

they spread in only one direction which makes the analysis of the flame structure

relatively simple through the rate of spread (ROS), the flaming zone depth, and the

flame residence time. Our primary objective in this chapter is to evaluate the new

modeling capability by comparing simulation results of global fire behavior in terms

of flame structure, ROS, and flame residence time against the experimental measure-

ments and observations obtained from the fire spread experiments conducted at the

Fire Sciences Laboratory [36,99]. Our secondary objective is to bring fundamental

insights into the local conditions at the particle level during fire propagation in fuel

beds of different packing ratios.

We consider here fuel beds made of laser-cut cardboard strips that are oriented

vertically and are arranged at certain separation distances in axial and lateral

directions to achieve a given fuel packing ratio [36] (the total volume of the solid

particles inside the fuel bed divided by the total volume of the fuel bed region). Each
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individual fuel particle represents a single cardboard strip that has a certain thickness,

width, and height. Note these cardboard strips have homogeneous properties, unlike

the corrugated cardboard which is made of multiple layers and separators. The

fire spread over these fuel beds was studied experimentally at the Missoula Fire

Sciences Laboratory on either an included surface (Fig. 6.1a) or inside a wind tunnel

(Figs. 6.1b and 6.1c). In contrast to bench-scale fuel beds made of matchsticks or

toothpicks, these configurations feature the spread of continuous flames that cover

several arrays of particles as opposed to the spread of discontinuous flames that are

attached to only one particle. More importantly, these configurations show typical

features observed in actual wildland fires such as the coherent peak and trough flame

structures [99], as well as the glowing zones that correspond to a transition from

flaming to smoldering combustion.

6.2 Numerical configuration

6.2.1 Computational domain and fuel bed setup

The simulations correspond to the experiments that were conducted inside the

wind tunnel facility at the Missoula Fire Sciences Laboratory. A schematic of the

wind tunnel facility is shown in Fig. 6.2. As shown in Fig. 6.2, the tunnel flow

system is not simple. The inflow to the tunnel is supplied through a large room

(noted as the combustion laboratory in Fig 6.2). The tunnel exit is not directly open

to the ambient and the outflow can be recirculated to the inlet chamber after passing

across a conditioning section. The test section has a 3 m square cross-section. The
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(a)

(b) (c)

Figure 6.1: Images from the experimental burns of fire spread in cardboard fuel beds

conducted at the Missoula Fire Sciences Laboratory (courtesy of Dr. Mark Finney):

a) top view of an experiment conducted on an inclined surface, featuring flaming and

glowing zones; b) back view of a buoyancy-dominated fire experiment in the wind

tunnel (Burn 53), featuring a uniform flame front with peak and trough structures;

c) isometric view of the wind-dominated fire in the wind tunnel at high speed (Burn

67), featuring flaming and glowing zones as well as a curved flame front.
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fuel bed extends to a length of 8 m. There is approximately 5 m straight extension

downstream of the fuel bed after which the flow is turned 90 degrees twice until

it either exits the facility or enters the conditioning section for recirculation. The

tunnel provides a laminar flow except along the bottom surface where a trip-fence is

placed at approximately 6.4 m upstream of the fuel bed to promote a transition to

turbulent boundary layer [104].

Trip fence

6.4 m 8 m 5 m 2.4 m

Figure 6.2: Schematic of the wind tunnel facility at Missoula Fire Sciences Laboratory

(adapted from Ref. [105]). The dimensions on the image are obtained from private

communication with Dr. Mark Finney. The blue dashed box contours the simulated

region.

Because simulating the entire flow system of the wind tunnel is not computa-

tionally efficient, we simulate only the test section highlighted by the blue dashed

rectangle shown in Fig. 6.2. The computational domain that we constructed to repli-

cate the test section of the wind tunnel is displayed in Fig. 6.3. The computational
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domain has a total length of 14 m and a square cross-section of 3× 3 m2. The fuel

bed starts from x = 0 to x = 8 m and spans the entire tunnel width. Note that the

fuel bed width in the experimental setup was slightly different where there was a

small gap between the wind tunnel side walls and the edges of the fuel bed, and

lateral baffles made of paper and coated with flame retardant were used to prevent

lateral entrainment. In order to mimic the effect of the trip fence that promotes

boundary layer transition from laminar to turbulent, we added a trip wire at 0.5 m

downstream of the domain inlet that spans the entire tunnel width. The trip wire

has a height of 2.5 cm and a width of 5 cm. This technique has been used in previous

studies of wind-driven flames [106]. The implication of the trip wire on the velocity

and turbulence intensity profiles will be discussed later.

Figure 6.3: The computational domain used in the simulations of the cardboard fire

spread. The fuel bed is colored in yellow.

We consider two experimental burns named burn 53 (Fig. 6.1b) and burn 67

(Fig. 6.1c). These two burns correspond to a buoyancy-dominated flame under a low
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wind speed of 0.335 m/s and a wind-dominated flame under a high wind speed of

1.34 m/s, respectively. The two burns were designed to achieve approximately the

same fire line intensity (i.e., the rate of heat release due to homogeneous gas-phase

combustion per unit length of the fireline). Therefore, the height and the packing of

the fuel bed are different between the two burns.

Table 6.1 shows a summary of the data corresponding to Burn 53 and Burn

67. The data include the geometric parameters of the fuel bed, the observed flame

structure and ROS, the theoretical estimations of the fire intensity using the Byram

expression, and an estimate of Byram’s convection number. The theoretical intensity

is estimated by

Q̇′
fire = m′′

fuel × ROS ×∆HF (6.1)

where Q̇′
fire is the fire line intensity, and where m′′

fuel is the fuel loading defined as

m′′
fuel = χconsumption × ηds,Rd × (1− ηc,Rp)× βs × ρp (6.2)

where χconsumption is the degree of complete consumption of the fuel bed (χconsumption

is assumed to be 1). The Byram’s convection number NC is defined as

NC =
2 Q̇′

fire g

ρ∞ cp,∞ T∞ (u∞ − ROS)3
(6.3)

where Q̇′
fire is the fire intensity, g the gravitational acceleration, ρ∞, cp,∞ and T∞ the

mass density, heat capacity (at constant pressure), and temperature of ambient air,

respectively, and where u∞ the magnitude of the cross-wind velocity. The calculated

Byram numbers are NC = 241.1 and 4.3 for Burn 53 and Burn 67, respectively.

These numbers indicate that Burn 53 belongs to the Buoyancy-dominated fire regime
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as NC ≫ 1 and Burn 67 belongs to the wind-dominated fire regime as NC is close to

1.

In addition to the simulations of Burn 53 and Burn 67, we consider additional

simulations that correspond to fuel beds of different packing ratios ranging from

0.0071 to 0.0246. These packing ratios are achieved by changing the axial separation

distance between the fuel particles. The particles in these simulations have a thickness

of 0.001397 m, a width of 0.0015 m, and a height of 0.0508 m. The variation of the

packing ratio with the axial separation distance is shown in Fig. 6.4. The lateral

separation distance is fixed at 0.0097 m in these cases. A script was developed

to position the cardboard sticks inside the fuel bed considering these separation

distances.

Figure 6.4: Variation of the fuel bed packing ratio with the axial spacing between

particle arrays.
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Table 6.1: Conditions of Burn 53 and Burn 67.

Quantity Burn 53 Burn 67

Particle thickness in x-dir (m) 0.001397 0.001397

Particle width in z-dir (m) 0.00231 0.00127

Axial separation in x-dir (m) 0.03016 0.04604

Lateral separation in z-dir (m) 0.012954 0.00635

Fuel bed height (m) 0.1016 0.0508

Packing ratio βs (-) 0.0067 0.0049

Wind speed (m/s) 0.335 1.34

Moisture content (%) 6 6

Observed flame zone depth (m) 0.36 0.45

Observed flame height (m) 0.5 0.4

Fuel loading m′′
fuel (kg/m

2) 0.35 0.13

Observed ROS (m/min) 1.82± 0.14 6.01± 1.24

Theoretical intensity Q̇′
fire (kW/m) 123 149

Byram number NC (-) 241.1 4.3

6.2.2 Computational mesh resolution

As shown in Table 6.1, the characteristic length-scales of the experimental

burns are the fuel bed height ∼ 0.05 − 0.1 m, the flame height, and flame zone

depth ∼ 0.5 m. There is an additional length-scale associated with the radiation

penetration δrad = 4/(βsσp). The smallest radiation penetration length is estimated

to be ∼ 0.1 m. All these length-scales have to be resolved by the computational grid.
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The computational grid is a multi-block structured mesh with three refinement

zones (Fig. 6.3). The grid cell size in the vicinity of the fuel bed zone (from x = −0.5

to 8.5 m) and between y = 0 to y = 0.25 m elevation is ∆x = ∆z = 25 mm and

∆y = 6.25 mm. Then, the cell size from y = 0.25 to y = 1 m elevation is doubled

and stretched in the y−direction. Similarly, the grid size above y = 1 m elevation is

doubled and stretched in the y− direction. The computational grid upstream and

downstream of the fuel bed is stretched in the x− direction when moving away from

the fuel bed zone. The total number of grid cells in the baseline mesh resolution is

∼ 2.4 million cells. Note that the fuel shallowest fuel bed height is resolved by 8 cells,

the flame zone depth is resolved by 20 cells, and the smallest radiation penetration

length is resolved by 4 grid cells.

Regarding the angular discretization used in the solution of the MRTE, we use

a total number of 144 solid angles to resolve the 4π sr angular space.

In order to check the sensitivity of the solution to the computational grid

resolution, a computational domain with a refined mesh resolution of cell sizes equal

to half of that of the baseline mesh is constructed. The total number of cells in the

refined mesh is ∼ 19 million cells.

As mentioned earlier, the fuel bed height is resolved with at least 8 cells,

and the cardboard particles are discretized in the vertical y-direction. Note that

this method allows resolving of the spatial variations through the fuel bed height

as each portion of the cardboard particle is exposed to different gas conditions,

but the conduction of heat through the axial direction is still ignored due to the

one-dimensional assumption used in the PBR model. Each portion of the cardboard
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particles is modeled in the PBR model using 1-D rectangular particles. The mesh

resolution inside each particle is 25 µm. The total number of simulated cardboard

particles ranges from approximately 0.8 to 2.2 million particles depending on the

fuel packing.

6.2.3 Boundary conditions

As mentioned earlier, the tunnel flow system is complex, particularly, in the

case of buoyancy-dominated fires because of the possible interaction between the

smoke and the tunnel ceiling that leads to a smoke layer spreading toward the tunnel

inlet. This phenomenon is known in tunnel fires as back-layering and the distance

which the smoke travels upstream is known as the back-layering length (see Ref. [107]).

Previous studies have shown that the back-layering length is dependent on the fire

intensity, the tunnel height, and the wind speed. We estimate the back-layering

length in Burn 53 to be greater than 100 m using the correlations of Hu et al. [107].

We also estimate no back-layering in Burn 67. Moreover, the wind velocity was

measured under cold flow conditions and no measurements were taken during the

actual burn. However, we expect that the flow velocity measured in cold flow can be

different from the one in the burning case due to the back-layering effect and the

fire-induced flow.

We tested different combinations of the inlet boundary conditions: 1) a velocity-

driven system with a prescribed inlet velocity and, and 2) a pressure-driven system

with a prescribed inlet total pressure. The domain exit boundary is treated as
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an outflow to ambient pressure with no reverse flow allowed (a wave-transmissive

treatment at the exit boundary is also applied for the buoyancy-dominated burn).

The top and the bottom of the tunnel are treasured as no-slip adiabatic walls. The

side walls of the tunnel are treated as periodic boundaries. Ignition is achieved using

a slot burner that extends between x = 0 to x = 0.2 m. The burner provides a

gaseous fuel at a flow rate of 0.01 m/s and a temperature of 1400 K and is activated

for at least 10 seconds.

6.2.4 Sub-models

We use in all simulations the PGRF radiation model with a radiant fraction of

0.24 which represents the average value of the measurements of Zeng et al. obtained

from corrugated cardboard flames [108]. We use the WALE model for SGS turbulent

fluctuations.

6.2.5 Computational cost

The time-step is controlled using a Courant–Friedrichs–Lewy condition and is

of the order of ∼ 0.001 s. The radiation field is updated every 10 time-steps. The

simulations are carried out on a distributed-memory parallel cluster using Message

Passing Interface (MPI) technique. The average computational cost of 60 seconds of

fire spread using the baseline mesh is ∼ 31 kCPU hours using 128 processors. The

computational cost associated with the fine mesh resolution is ∼ 150 kCPU hours

using 300 processors.
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6.3 Fire behavior in Burn 53 and Burn 67

6.3.1 Flow field at cold flow

We conducted simulations under cold flow conditions in order to verify the effect

of the trip wire and to obtain a turbulent flow condition before ignition. Figure 6.5

shows the instantaneous flow field inside the wind tunnel at the cold flow conditions

corresponding to Burn 53 and Burn 67, receptively. The contours show a turbulent

flow structure that evolves downstream of the trip wire. The cold flow simulations

were run long enough to achieve a quasi-steady flow field and to calculate the mean

flow quantities.

The mean velocity profiles at different locations upstream and downstream

of the leading edge of the cardboard bed are shown in Figs. 6.6a and 6.6b for the

low-velocity and the high-velocity cases, respectively. The corresponding profiles

of the root-mean-square velocity are shown in Figs. 6.7a and 6.7b. The boundary

layer profiles display variations as moving from the entrance region upstream of the

cardboard fuel bed to downstream locations, due to the presence of the cardboard

particles. The profiles of the root-mean-square velocity indicate that the boundary

layer upstream of the fuel bed is turbulent as a result of the trip wire. The estimated

turbulent intensity is ∼ 5− 15%, which is very close to the cold flow measurements

provided by the U.S Forest Service internal report that characterizes the turbulent

intensity of the wind tunnel [104]. Inside and above the fuel bed, the flow is strongly

affected by the presence of the cardboard particles, and the turbulent intensity
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(a)

(b)

Figure 6.5: Contours of the velocity magnitude at the vertical center-plane of the

wind tunnel (top slice) and at a horizontal plane at y = 0.025 m elevation (bottom

slice). The contours correspond to cold flow simulations of a) Burn 53 and b) Burn

67.

reaches levels higher than 15%.

In order to assess the vertical grid resolution at the wall, we calculate ∆y+w =√
|τw|/ρw∆yw/νw, where τw is the wall shear stress, ρw and νw are the density and

the kinematic viscosity at the wall, and where ∆yw is the elevation of the first cell
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(a) (b)

Figure 6.6: Profiles of the mean velocity at different locations in the streamwise

direction in a) the low-velocity case (Burn 53), and b) the high-velocity case (Burn

67).

(a) (b)

Figure 6.7: Profiles of the root-mean-square velocity. See the caption of Fig. 6.6.

center above the wall. Figure. 6.8 displays the variations of the instantaneous and

the mean values of ∆y+w at different streamwise locations. The results of Fig. 6.8

indicate that ∆y+w changes from ∼ 3 upstream of the fuel bed to ∼ 1 inside the fuel
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bed in the low-velocity case (Burn 53), which suggests that this case is wall-resolved.

The high-velocity case (Burn 67) shows variations of ∆y+w from ∼ 10 upstream of

the fuel bed to ∼ 5 inside the fuel bed, which suggests that this case may not be

wall-resolved. The expected inaccuracies in the wall shear stress upstream of the

fuel bed are not believed to be a concern for the simulation of fire behavior within

the cardboard bed.

(a) (b)

Figure 6.8: Streamwise variation of ∆y+w in: a) the low-velocity case; b) the high-

velocity case. The dashed line represents instantaneous values and the solid line

represents mean values. The cardboard fuel bed starts at x = 0.

6.3.2 Flow field during combustion

We now discuss the tunnel flow field during an active burn. Particularly,

we would like to highlight the issue of back-layering in simulations of buoyancy-

dominated fires in wind tunnels. We performed simulations of Burn 53 and Burn 67

with either prescribed inlet velocity or prescribed total pressure. We found that in
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the case of Burn 67, the choice of the boundary condition has no effect on the flow

field as the wind speed is high enough to push all the plume to exit the domain. As

shown in Fig. 6.9, the tunnel flow is well-controlled and is uni-directional. Therefore,

this case is more favorable and is considered for further investigations regarding the

effect of the fuel packing ratio on fire behavior.

Figure 6.9: Tunnel flow field in the case of wind-dominated fire (Burn 67). Contours

of the axial velocity in the tunnel mid-plane. The velocity vectors are scaled by

velocity magnitude.

In the case of a buoyancy-dominated fire (Burn 53), we found that the flow

field is very sensitive to the choice of the inlet boundary condition. Figures 6.10a

and 6.10b shows a plume traveling in the negative x-direction towards the inlet

boundary, as well as a plume that travels in the positive x-direction towards the

outlet boundary. The plume is recirculating at the inlet boundary in the case of the

prescribed inlet velocity boundary (Fig. 6.10a), but the magnitude of the incoming

flow velocity is unchanged as it remains equal to the prescribed value. On the other

hand, the plume is able to escape from the inlet boundary in the case of a prescribed

total pressure (Fig. 6.10b), and no recirculation is observed in the inlet zone. The
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magnitude of the incoming velocity in this case is dependent on the pressure balance

and may deviate from that measured at cold flow. We will present in the following

the implication of these choices on the ROS predictions of the fire.

(a)

(b)

Figure 6.10: Tunnel flow field in the case of a buoyancy-dominated fire (Burn 53)

with a) a prescribed inlet velocity, b) a prescribed total pressure. See the caption of

Fig. 6.9.

6.3.3 Flame structure

As shown in Figs. 6.1b and 6.1c, the experimental flame structure of Burn 53

features a buoyancy-dominated flame that is slightly tilted forward, and has a quasi-

linear fire front with flame peaks and troughs. The experimental flame structure of

Burn 67 features a wind-dominated flame that is strongly tilted towards the fuel
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bed, and has a slightly curved front that is not perfectly linear despite the special

treatment made in the experiments at the fuel bed sides to mimic an asymptotic line

fire. A 3-D view of the simulated flame structure of Burn 53 and Burn 67 is displayed

in Figs. 6.11a and 6.11b, respectively. As seen in Fig. 6.11a, the simulation of Burn

53 features the same flame peaks and troughs as those observed in the experiments.

We also see in Fig. 6.11a some effect of these peaks and troughs on the mass loss

rate of the fuel bed. The simulation of Burn 67 displayed in Fig. 6.11b shows a

flaming zone of hot luminous gases followed by a glowing zone of smoldering particles,

similar to that seen in the experiments (Fig. 6.1c). The simulations, however, show

a perfectly uniform line fire as a result of the use of periodic boundary conditions.

Table 6.2 shows also a quantitative comparison between the simulated flame

structure in terms of flame height and flame zone depth against those measured

visually. The flame height is estimated in the simulations as the maximum elevation

where the volumetric heat release rate from the gas-phase combustion is above a

threshold value of 1 kW/m3. Similarly, the flame front is estimated in the simulations

as the maximum downstream distance where the volumetric heat release rate from

the gas-phase combustion is above a threshold value of 1 kW/m3. The flaming

and smoldering zone depths are estimated based on the particle states described in

section 2.2.6. The visually measured flaming zone depth in Burn 53 (Burn 67) is

0.36 m (0.45 m). The simulations predict a slightly longer flaming zone depth of

0.56 m for Burn 53 and 0.64 m for Burn 67. The simulations also predict longer

flame heights than those observed in the experiments. The observed flame height in

Burn 53 is 0.5 m and the simulated value is 0.8 m. The observed flame height in
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(a)

(b)

Figure 6.11: A 3-D rendering of the simulated fires: a) back view of Burn 53 showing

the iso-surface of hot gases at 1000 K and the cardboard particles colored by the

mass loss rate (fire spreads into the page); b) isometric view of Burn 67 showing the

iso-volume of hot gases > 550 K and the cardboard particles colored by their surface

temperature (fire spreads from left to right).
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Burn 67 is 0.4 m while the simulated value is 0.6 m.

Table 6.2: Characteristics of Burn 53 and Burn 67. A comparison between observed

and simulated quantities.

Burn 53 Burn 67

Quantity Observed Simulated Observed Simulated

ROS (m/min) 1.82 2.27 6.01 5.71
Intensity-gas (kW/m) 123 137 149 125
Intensity-solid (kW/m) - 63 - 54

Residence time (s) 9 10.4 4 5.4
Flaming zone depth (m) 0.36 0.56 0.45 0.63

Flame height (m) 0.5 0.8 0.4 0.6

6.3.4 Fire intensity and rate of spread

The global behavior of Burn 53 and Burn 67 in terms of the rate of spread and

the fire line intensity is shown if Fig. 6.12. Figure 6.12a shows the time evolution

of the pyrolysis front (defined as the furthest downstream location at which the

particle is flaming according to the criterion established in section 2.2.6). The rate

of spread is obtained from the slope of these curves. The measured rate of spread is

also plotted for comparison. Qualitatively, the evolution of the pyrolysis front agrees

well with the estimated evolution obtained from the measured rate of spread. A

quantitative comparison is shown in Table 6.2. The average measured rate of spread

in Burn 53 is 1.82 m/min while the simulated value is (2.27 m/min) which is ∼ 25%

larger. The average measured rate of spread in Burn 67 is 6.01 m/min and the

corresponding simulated value is 5.71 m/min. The simulations here underestimate
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the rate of spread by only ∼ −5%. We believe that these deviations are acceptable

given the experimental uncertainty and the complexity of the problem.

Figure 6.12b shows the time evolution of the fire intensity obtained from the

gas-phase combustion. Note that consistent with the experimental objective, both

Burn 53 and Burn 67 have approximately the same intensity (137 kW/m for Burn

53 and 125 kW/m for Burn 67) despite Burn 67 having a much higher rate of spread.

We also estimate that there is an additional 30% of the heat release rate due to the

smoldering of the solid particles.

(a) (b)

Figure 6.12: Global fire behavior of Burn 53 and Burn 67 in terms of a) rate spread,

and b) fire line intensity. The dashed lines represent the slope from the measured

rate of spread.

The implication of the boundary condition choices on the rate of spread of the

simulated fires is shown in Fig. 6.13. The results show that the estimated ROS from

the simulations is relatively insensitive to the choices of the inlet velocity or the total

pressure boundary or the choice of the treatment of the lateral walls of the tunnel.
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Because of the advantages associated with a uniform fire front, we prefer to employ

periodic boundaries at lateral sides in the rest of the simulations presented in this

dissertation.

(a) (b)

Figure 6.13: Time evolution of the pyrolysis front obtained from simulations with

different boundary conditions: a) effect of inlet boundary in Burn 53; b) effect of the

side walls on Burn 67.

The impact of the grid resolution on the fire propagation in Burn 67 is presented

in Fig. 6.14. The estimated difference in the rate of spread obtained from the

simulation with the baseline mesh choice and a simulation with the refined mesh

is within ∼ 10%. Since these differences are relatively small and due to the large

computational cost associated with the refined mesh, the baseline mesh choice is

deemed adequate.
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Figure 6.14: Time evolution of the pyrolysis front obtained from simulations with

the baseline mesh and a refined mesh.

6.3.5 Local particle viewpoint

We present in this section additional diagnostics related to the gas conditions

around an individual particle and the particle’s thermal degradation behavior as a

response to the external gas conditions. Figure 6.15 shows the gas temperature, the

gas velocity, the oxygen mass fraction as well as the irradiation at x = 3 m, z = 0, at

the top of the fuel bed obtained from the simulation of Burn 67. The temperature, the

velocity, and the oxygen mass fraction in the gas show strong fluctuations associated

with the turbulent instabilities of the buoyant flame. Consistent with experimental

observations, the temperature of the gas in Fig. 6.15a fluctuates between 1200 K

down to 400 K during the flame spread. The velocity at the top of the fuel bed shown

in Fig. 6.15b increases/decreases around the nominal wind speed of 1.34 m/s due to

flame-induced flow acceleration/deceleration. The oxygen mass fraction shown in
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Fig. 6.15c starts at ambient value and then fluctuates significantly between ambient

value to nearly zero when the flame passes at that location. The local irradiation

shown if Fig. 6.15d starts from ambient value then increases gradually up to a peak

of 60 kW/m2 as the flame approaches the probe location. Note that the irradiation

exhibits lower fluctuations than other quantities discussed earlier. This is because

this irradiation represents the absorption and emission contributions from both the

gas as well as the solid particles.

The response of the particle located at x = 3 m, z = 0 is shown in Fig. 6.16.

Note that we are reporting the variations at the top of the fuel bed (i.e., the upper

portion of the particle). We will discuss in the next chapter the possible variations

that may occur inside much deeper fuel beds.

The temperature evolution at the surface and the core of the particle is shown

in Fig. 6.16a. Although the particle has a relatively small thickness, there are

some differences between the particle surface temperature and the particle core

temperature, particularly during the mass loss activity between t = 30 s to t = 40 s.

The particle temperature reaches about 900 K at approximately t = 35 s which is

aligned with the peak MLR activity (Fig. 6.16c). The particle heats further to reach

a temperature level above 1200 K. The peak temperature corresponds to the start

of ash formation (Fig. 6.16b). Note that the particle surface temperature and the

MLR exhibit some oscillations due to oscillations in the local gas conditions (see the

discussion of the particle response to oscillatory conditions presented in Chapter 5).

The convective and radiation heat fluxes at the particle surface are shown in

Fig. 6.16d. Note that these heat fluxes are dependent on the external gas conditions
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(a) (b)

(c) (d)

Figure 6.15: Local viewpoint of the gas conditions in Burn 67 at the top of the

particle located at x = 3 m, z = 0: a) local gas temperature, b) local gas velocity, c)

local oxygen mass fraction; and d) local irradiation.

as well as the particle response. Therefore, we see positive heat fluxes when the heat

is transferred from the hot gases to the particle, followed by negative heat fluxes

when the particle loses heat to the cold gas that is left after the flame has passed.

We also see strong oscillations in the convective heat flux due to oscillations in both

the velocity and the temperature of the surrounding gas (see Chapter 5).
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(a) (b)

(c) (d)

Figure 6.16: The behavior of the particle located at x = 3 m, z = 0 in Burn 67: a)

particle surface and core temperature, b) particle constituents masses, c) particle

mass loss rate; and d) net heat flux at the particle’s exposed surface.

6.4 The Pseudo Incident Heat Flux (PIHF)

As shown in Fig. 6.16d and discussed in Chapter 5, the heat flux signals exhibit

variations that are dependent on the instantaneous particle response, and we can

not draw conclusions easily based on these signals. Therefore, we use the PIHF to

analyze the convective and radiative contributions in external heating. Figures 6.17a
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and 6.17b show the convective and radiative portions of the PIHF extracted from

Burn 53 and Burn 67, respectively. Note that we generally remove the value of PIHF

corresponding to ambient conditions (PIHF0 = ϵsurf G0+h Tg,0, where Tg,0 = 300 K

is the ambient temperature and G0 is its corresponding irradiation). The quantity

PIHF−PIHF0 starts at zero and then gradually increases as the hot gases approach

the measurement location. We see that the convective part starts increasing in Burn

67 at a much earlier time than that of Burn 53 because of the higher wind speed

that tends to tilt the flame towards the fuel bed. We also see that there is a mixed

mode of heating with both convection and radiation. However, convective heating is

slightly higher and occurs earlier than radiative heating. Integrating these signals

over time reveals that 60% of the PIHF is due to convection and 40% of the PIHF

is due to radiation in Burn 53 and Burn 67. These ratios indicate the significance

of the convective heating for these small particles. We will discuss in the following

chapter the respective weights of convection and radiation for other particle sizes.

6.5 The flame residence time

We discuss in this section possible ways to estimate the flame residence time.

According to the description of Finney et al. [36], the residence time is estimated

experimentally from the spline smoothing of the temperature signal obtained from

a thermocouple (a preheat zone is defined from the first crossing of the 350◦C to

where the spline reaches its peak, then the burning phase continues until the spline

drops again to below 350◦C). We applied this technique to our simulation data
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(a)

(b)

Figure 6.17: The convective and radiation contributions to the pseudo incident heat

flux (PIHF) extracted at the top of the fuel bed at x = 3 m, z = 0 in a) Burn 53,

and b) Burn 67.

by first extracting the temperature of the gas at a certain location, then applying

a cubic smoothing spline fit using the MATLAB function csaps with a smoothing

parameter of 0.5. Figure 6.18a shows our application of this technique using the gas

temperature data obtained from the Burn 67 simulation.

Figure 6.18b provides the model description of the flaming and glowing times

of a single particle following the criteria described in section 2.2.6. We also propose

an alternative residence time based on the intense PIHF define as the duration at

which PIHF − PIHF0 is greater than 10% of its peak value (Fig. 6.18c). This new

quantity allows us to consider the heating duration of both convective and radiative
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contributions.

(a)

(b)

(c)

Figure 6.18: Flame residence time based on a) gas temperature, b) particle flaming

duration, and c) duration of intense PIHF. The red solid line is a spline fit of the raw

data. The vertical dashed blue lines delimit the start and the end of the residence

time. The data correspond to the particle located at x = 3 m, z = 0 in Burn 67.
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6.6 Fire behavior variation with the fuel bed packing

6.6.1 Global fire behavior

We discuss in this section the results obtained from simulations of fire spread

in cardboard fuel beds with different fuel packing. As described earlier, the packing

ratio βs is varied between 0.0071 and 0.0246 by changing the axial spacing between

the particles. The wind speed is kept similar to Burn 67 at 1.34 m/s to achieve a

well-controlled flow field in the tunnel and to avoid uncertainties associated with the

back-layering effect.

Figure 6.19 shows a 3-D view of the flaming zone obtained from simulations

with different packing ratios. The flaming zone is determined by the flaming particles

that produce a gaseous fuel at a rate greater than 1 g/s/m2 (see section 2.2.6). Our

first observation from these views is that the flaming zone depth increases with the

packing ratio. Our second observation is the existence of a coherent wavy structure

at the tail of the flaming zone that becomes more evident at a high packing ratio.

We believe that this wavy structure is related to buoyant instabilities that interact

with the smoldering zone.

In terms of quantitative behavior, Fig. 6.20 shows the variation of the fire line

intensity, the ROS, the flame zone depth, and the flame height for different packing

ratios. A linear fit of the simulated data is included in the plots. Figure 6.20a

shows a comparison between the simulated fire intensity and the one calculated from

Byram’s expression. The simulated fire intensity shows a linear increase with the
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(a) βs = 0.0093 (b) βs = 0.0135

(c) βs = 0.0246

Figure 6.19: A 3-D rendering of the flaming zone variation with the packing ratio βs.

The flaming particles are colored by the gaseous fuel release rate (GFRR) (i.e., the

production rate of fuel from the pyrolysis reactions Rp and Rop). The hot gases at

1000 K are represented by the white iso-surface.

packing ratio. There is a relatively small deviation between the simulated intensities

and the corresponding values obtained from Byram’s expression. The simulated

flame zone depth also shows a linear increase with the packing ratio (Fig. 6.20b).
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The flame zone depth increases from ∼ 0.5 m at the lowest packing ratio to above

∼ 2m in the case with the highest packing ratio. The simulated ROS (Fig. 6.20c)

shows a slight decrease as the fuel packing increases. Also, the flame height shows a

slight increase as the packing ratio increases as indicated in Fig. 6.20d.

(a) (b)

(c) (d)

Figure 6.20: Variations of the a) fire intensity, b) the flame zone depth, c) the fire

rate of spread, and d) the flame height with the fuel bed packing ratio. The symbols

represent the simulated cases and the solid line represents a linear fit to the simulated

data.
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6.6.2 Local particle viewpoint

Figure 6.21 shows the behavior of 36 particles located between 3 ≤ x ≤ 4 m

and 0 ≤ z ≤ 1.5 m. The axial and lateral distances between these particles are

0.2 m and 0.25 m, respectively. The results of Fig. 6.21 feature some variation

in the behavior of individual particles across different locations in the fuel bed.

These variations are due to the interaction between the turbulent flame instabilities

(represented by the flame peaks and troughs discussed earlier) and the solid fuel

bed, which cause certain locations in the fuel bed to burn faster than others. We

account for these variations in the following discussion about the residence time by

calculating the average quantities from the 36 locations as well as estimating the

standard deviations.

Figure 6.22 shows the variation of the residence time of the simulated fires

obtained using the definitions discussed in section 6.5. The estimated residence times

are obtained from the 36 locations discussed earlier. The results presented in Fig.

6.22 suggest that, despite some variations across the 36 locations as indicated by

the vertical bars, the average residence time obtained from all definitions increases

linearly with the increase in the fuel packing ratio, but at different rates. This

indicates that the particles in the densely packed bed burn slower and are exposed

to external heating for a longer duration than those in the loosely packed beds. Also,

the results of Fig. 6.22b show that the residence time based on the PIHF duration is

much larger than the other two definitions based on the particle burning time or the

experimental method for gas temperature. This is because the PIHF accounts for
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(a) (b)

(c) (d)

Figure 6.21: The behavior of 36 particles in Burn 67, starting from x = 3 m, z = 0

and separated by 0.2 m in the x−direction and 0.25 m in the z− direction: a)

particle surface temperature, b) normalized particle masses, c) particle state, and d)

particle mass loss rate.

the external preheating period by convection or radiation before flame arrival, as

well as the external heat that comes from the nearby glowing particles late in the

thermal degradation process. Lastly, the results of Fig. 6.22c reveal that the average

simulated residence time obtained from the gas temperature method is in very good

agreement with the empirical equation proposed by Finney et al. [2], which was
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obtained by fitting the experimental measurements taken from similar configurations.

This equation shows a linear dependence of the residence time τr on the fuel packing

ratio as follows [2]

τr = 566βs + 4894/σp + 4.6m′′
fuel (6.4)

(a) (b)

(c)

Figure 6.22: Variation of the residence time with the packing ratio: a) the particle

flaming and smoldering times, b) the PIHF time, and c) the flame residence time

based on the gas temperature. The symbols represent the average of 36 particles, the

bars represent the standard deviation, and the solid lines represent linear fit. The

dashed blue line represents the experimental fit of Finney et al. [2].
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6.7 Summary

This chapter presented simulations of fire spread in loosely and densely packed

fuel beds comprised of discrete cardboard sticks. The simulations correspond to past

wind tunnel fire experiments that have been conducted at the Missoula Fire Sciences

Laboratory.

The first part of the chapter focused on evaluating the newly developed modeling

capability in predicting the structure and the behavior of two experimental burns

that belong to either a buoyancy-dominated fire regime or a wind-dominated fire

regime. The simulated fires were in very good agreement with the experimental

measurements of the ROS and observations of the flame structure. The simulated

buoyancy-dominated fire featured a peak and trough structure similar to that observed

experimentally. Also, the wind-dominated fire featured a flaming front followed by

a glowing zone similar to that observed experimentally. In terms of quantitative

measures, the difference between the measured ROS and the simulated value was

within ∼ 5% in the wind-dominated fire, while a higher difference of ∼ 25% was

obtained in the buoyancy-dominated fire.

The second part of this chapter discussed the change in fire behavior due to

changes in the fuel packing. The simulations showed similar trends as those observed

experimentally where the residence time was found to increase linearly with the

increase in the fuel packing ratio with strong scaling. Also, the ROS was found to

slightly decrease with the increase in the packing ratio.
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7 Simulations of Fire Spread in Idealized Uniform and Mixed

Size Pine Wood Fuel Beds

7.1 Overview

This chapter presents a study of fire spread in idealized uniform fuel beds of

mono-dispersed cylindrical-shaped pine wood sticks of 2 mm diameter and in fuel

beds that feature a mixed-size patch comprised of small and larger particles (10 or

20 mm diameter). The mixed-size patch is inserted in a limited region within the

uniform bed to avoid disruption of the main fire front. The configurations presented

in this chapter represent asymptotic line fires that are spreading over flat terrain in

an open field under prescribed wind velocities.

As suggested in past studies (e.g. Ref. [106]), the structure of the line fires is

controlled by Byram’s convection number NC [109]. The literature suggests that a

buoyancy-dominated fire regime occurs when NC > 1, while a wind-dominated fire

regime occurs when NC < 1. Note that the fire intensity Q̇′
fire is directly proportional

to the ROS and the fuel loading per unit surface area m′′
fuel. The fuel loading is

a function of the fuel bed characteristics (i.e., the packing ratio, the particle mass

density, and the fuel bed height).
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We present in this chapter two configurations that correspond to either the

buoyancy-dominated regime or the wind-dominated regime. The emphasis in this

study is on the behavior of individual particles in terms of the degree of complete

consumption, the transition from flaming to smoldering, and the respective weights

of convective and radiative heating.

7.2 Numerical configuration

Careful attention is paid while choosing the configuration parameters (i.e.,

the fire intensity, the wind speed, and the fuel bed characteristics) in order to

simulate configurations corresponding to either the buoyancy-dominant regime or

the wind-dominant regime. We modified a MATLAB script, that has been previously

developed by Dr. Arnaud Trouvé’s research group for calculating the ROS based

on the Rothermel model, to iteratively estimate Byram’s convection number NC

based on inputs of the wind profile and the fuel bed characteristics. The Rothermel

model estimates the ROS based on the following: 1) a rate of fuel consumption that

has been determined from empirical correlations as a function of the surface area to

volume ratio of the fuel particles and the packing ratio of the fuel bed, 2) the fuel

load defined as the mass of fuel per unit square area, and 3) the heat required to

ignite the fuel which was evaluated analytically for cellulosic fuels as a function of

the fuel moisture. More details about the Rothermel model inputs can be found in

Ref. [110]. The flame height was estimated using the empirical correlation of Yuana

and Cox [111].
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After iterating on different variations of the wind speed and the fuel bed

characteristics, we converged at a configuration that has a 0.4 m high fuel bed of

2 mm diameter cylindrical pine wood sticks arranged at a packing ratio of βs = 0.005

(a fuel loading of 0.7581 kg/m2). The fuel bed is subjected to a cross-wind at either

1 or 5 m/s nominal speed evaluated at 2 m elevation. The estimated ROS using the

Rothermel model is 0.098 m/s at 1 m/s wind speed and is 0.33 m/s at 5 m/s wind

speed. The corresponding Byram’s convection numbers are 66 and 1.2, respectively.

A summary of the configuration parameters for the uniform pine wood fuel bed

simulations is presented in table 7.1.

Table 7.1: Design parameters of the buoyancy-dominated and wind-dominated line

fires in the uniform pine wood fuel bed.

Parameter Buoyancy-dominated Wind-dominated

Wind speed u2 m (m/s) 1± 10% 5± 10%

Domain size (m3) 52× 40× 15 152× 40× 40

Fuel bed height (m) 0.4 0.4

FMC (%) 5 5

Packing ratio βs (-) 0.005 0.005

Particle diameter (mm) 2 2

Fuel loading m′′
fuel (kg/m

2) 0.76 0.76

Rothermel ROS (m/s) 0.088 0.34

Theoretical Q̇′
fire (MW/m) 0.79 3.02

Byram number NC (−) 66.08 1.24

Empirical flame height (m) 2.9 7.1
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7.2.1 Computational domain and fuel bed setup

Figure 7.1 shows a 3-D representation of the computational domain including

the fuel bed and the computational grid cells. As shown in Fig. 7.1, the domain has

a flat terrain and a square cross-section of 40× 40 m2. The domain inlet is placed at

x = −2 m and the domain outlet extends to a distance of up to 152 m downstream

of the inlet to allow for the wind-dominated line fire to establish and achieve a

quasi-steady propagation. Preliminary tests show that a shorter domain that extends

to a length of only 52 m and width of 16 m is sufficient for the buoyancy-dominated

line fire.

As shown in Fig. 7.1a, the baseline configuration has a uniform fuel bed

comprised of cylindrical-shaped pine wood sticks of 2 mm diameter and 0.4 m height.

The 2 mm pine wood sticks are oriented vertically and are packed in the uniform

fuel bed that extends from x = −0.5 m to the domain outlet and spans the entire

domain width. The number of physical pine wood sticks is selected to achieve a

packing ratio of βs = 0.005 in the uniform fuel bed (more details about the number

of computational particles that represent the physical sticks are presented later).

In addition to the configuration with the uniform fuel bed, we simulated

another configuration that has a mixed-size patch comprised of large (10 or 20 mm

diameter) pine wood sticks in addition to the small ones. As shown in Fig. 7.1b, the

mixed-size patch in the computational domain of the wind-dominated fire extends

between 38 ≤ x ≤ 42 m. The mixed-size patch in the computational domain of the

buoyancy-dominated fire extends between 18 ≤ x ≤ 22 m. The larger pine wood
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(a)

(b)

Figure 7.1: A 3-D view of the computational domain used in the simulations of

fire spread in pine wood fuel beds: a) the uniform fuel bed with 2 mm particles

(βs = 0.005); b) the fuel bed with a patch of mixed small/large particles (Dp = 2

and 10 or 20 mm) located at 38 ≤ x ≤ 42 m (βs = 0.0068 or 0.012).
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sticks (the ones with 10 or 20 mm diameter) are separated by 0.2 m (edge-to-edge) in

the axial and the transverse directions (i.e., x- and z-directions, respectively), while

the arrangement of the smaller particles is not changed in the mixed-size patch and

is similar to the uniform bed. The packing ratio in the mixed-size patch is 0.0068

when the larger particles of 10 mm diameter are used and is 0.012 when the larger

particles of 20 mm diameter are used.

7.2.2 Computational mesh resolution

As shown in table 7.1, the estimated characteristic length-scales of the fires of

interest are the 0.4 m fuel bed height and a flame height of ∼ 3− 8 m. In addition

to these length-scales, there is a radiation penetration length-scale that is estimated

to be ∼ 0.4 m. The computational grid is designed to resolve all these length-scales.

The baseline computational configuration shown in Fig. 7.1 has 3 refinement

regions and a far-field region. Region-1 extends from the ground to 0.8 m elevation

and features the highest grid resolution with cubic cells of 10 cm size; Region-2 exists

between 0.8 and 3 m elevation and features cubic grid cells with a resolution that

is twice that used in Region-1; Region-3 exists between 3 and 10 m elevation and

features cubic grid cells with a resolution that is twice that used in Region-2; and

finally, the far-field region exists above 10 m elevation and features a stretched grid.

To study grid convergence, two additional computational grids are tested by

increasing or decreasing the grid resolution in Region-1 by a factor 2 (i.e., a finer

resolution of 5 cm cubic or a coarser resolution of 20 cm cubic cells). The number
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of grid cells in the larger domain for wind-dominated fires is 7, 362, 500 cells (the

coarser mesh has 1, 045, 000 cells and the finer mesh has 57, 969, 000 cells). The

reduced domain that is used in the simulations of the buoyancy-dominated fire has

1, 007, 500 cells (the coarser mesh has 143, 000 cells and the finer mesh has 7, 822, 100

cells).

The pine wood sticks are distributed inside the fuel bed region such that a

certain number of physical particles is placed inside each computational grid cell

to achieve the desired packing ratio of 0.005 (e.g., the baseline computational grid

with the 10 cm resolution has 16 particles per computational grid cell). A single

cylindrical-shaped computational particle is used to represent multiple particles that

exist within the same computational grid cell of the fuel bed region. The height

of each cylindrical computational particle is distributed over multiple cells in order

to resolve the variations inside the fuel bed depth. Each cylindrical particle is

resolved using 25 µm resolution axisymmetric cylindrical shells (40 shells for the

2 mm diameter particle). We also tested the impact of this choice by increasing or

decreasing the particle grid resolution by a factor of 2.

The total number of computational particles in the larger domain for wind-

dominated fires is 2, 408, 000 particles (the domain with a coarser mesh has 301, 200

particles and the one with a finer mesh has 19, 257, 600 particles). The reduced

domain that is used in the simulations of the buoyancy-dominated fire has 323, 200

particles (the corresponding domain with a coarser mesh has 40, 480 particles and

the one with a finer mesh has 2, 583, 040 particles).

Lastly, the angular space used in the solution of the MRTE is discretized using
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144 solid angles following the study presented in Chapter 4.

7.2.3 Boundary conditions

Regarding the boundary conditions, the external wind velocity is imposed

at the west boundary of the computational domain using the classical power-law

atmospheric boundary layer profile given by [112]

u(z) = uref (z/zref )
(1/7) (7.1)

where zref is the reference elevation (= 2 m) and uref is the nominal velocity at

the reference elevation (= 1 or 5 m/s). Turbulence fluctuations are introduced to

the mean inlet velocity profile using temporal sinusoidal oscillations that include a

randomly generated spatial noise to represent 10% fluctuations.

The ground surface (y = 0) is treated with a no-slip condition and is assumed

to be adiabatic (i.e., no heat loss to the ground underneath the fuel bed). Periodic

boundary conditions are used on lateral sides to mimic a quasi-infinite domain. The

top and east boundaries are treated as open boundaries with free inlet/outlet flow.

Because the domain size is large, hydrostatic effects may become significant. These

effects are accounted for by using the prghTotalHydrostaticPressure boundary

condition from the OpenFOAM library. The reference height and pressure used in

this boundary condition are 40 m and 100864.31 Pa, respectively.

A slot burner that extends from −0.5 ≤ x ≤ 0 m is flush mounted to the floor

underneath the fuel bed and is used to ignite the fuel bed. Ignition of the fuel bed is

achieved by injecting gaseous fuel at 0.01 m/s and 1600 K for a duration of 10 s.
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7.2.4 Sub-models

The WALE model is used to calculate the subgrid-scale turbulent quantities

and the PGRF radiation approach is used with a global radiant fraction of 0.35.

This value is selected based on the study of turbulent buoyant sooting fire flames in

ambient air (see Chapter 4).

7.2.5 Computational cost

The flow time-step is controlled using a Courant–Friedrichs–Lewy condition

and is on the order of ∼ 0.004 s. The particle time-step is different and is dependent

on the local particle behavior (see A.3). The particle time-step is ranging between

0.0002 and 0.004 s. The MRTE is solved every 10 flow time-steps to update the

radiation field.

The simulations are carried out on a distributed-memory parallel cluster using

Message Passing Interface (MPI) techniques. The simulation of 60 seconds of the

fire spread using the baseline configuration requires approximately 25 kCPU hours

using 200 processors (the configuration with finer mesh requires ∼ 330 kCPU hours

to simulate 60 seconds of flow time). The simulations presented here typically run

for at least 300 seconds of fire spread.

7.3 Fire spread in the uniform fuel bed

We discuss in this section the results obtained from the simulations of the

buoyancy-dominated and the wind-dominated fire spread in the uniform fuel bed.
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7.3.1 Global fire behavior

Figure 7.2a shows the time-dependent propagation of the wind-dominated fire

downstream of the ignition burner obtained from the simulations as well as from the

Rothermel model. The flame back and front are estimated in the simulations using

the rearmost and foremost points in the domain at which the volumetric heat release

rate is greater than a threshold value of 1 kW/m3. The pyrolysis back and front

are determined based on the rearmost and foremost particle that has a "flaming"

state based on the criteria established in Section 2.2.6. Similarly, the smoldering

back and front are determined based on the rearmost and foremost particle that has

a "glowing" state. The corresponding time evolution of the simulated fire intensity

is shown in Fig. 7.2b.

A first examination of Figs. 7.2a and 7.2b suggests that the fire exhibits a

damping behavior in the transient phase shorty after ignition until reaching a quasi-

steady state. For instance, during the first 60 seconds, the fire intensity profile shows

an increase to a peak of ∼ 3 MM/m, followed by a decrease to ∼ 1 MW/m then

an increase to a peak of ∼ 4 MW/m followed by a decrease to ∼ 3 MW/M . The

wind-dominated fire achieves a steady propagation rate and a quasi-steady intensity

after about 150 s from the time of ignition. Figure 7.2a also shows that the fire can

be identified by three zones: a flame zone with a flame front located the furthest

downstream; a pyrolysis zone with a pyrolysis front that is ∼ 5 m upstream of the

flame front; a smoldering zone that is ∼ 1.5 m upstream of the pyrolysis front. The

results of Fig. 7.2a depict that the three zones are not expanding nor contracting and
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(a) (b)

Figure 7.2: Propagation of the wind-dominated fire in the uniform bed: a) time

evolution of the simulated flame, pyrolysis and smoldering zones (solid and dashed

lines) and the estimated spread from Rothermel model (dotted line); b) time evolution

of the simulated fire intensity from homogeneous gas-gas reactions (black line) and

from heterogeneous solid-gas reactions (blue line).

are only moving at the same rate. We also notice from the results that there are not

many differences between the fire propagation estimated using the Rothermel model

and the fire propagation estimated from the simulations in this wind-dominated fire.

Figure 7.2b shows that the simulated intensity can be divided into two parts:

a first part that comes from the exothermic homogeneous combustion of the gaseous

volatiles with ambient air (referred to as gas), and a second part that comes from

the exothermic heterogeneous reactions corresponding to oxidative pyrolysis and

char oxidation (referred to as solid). The simulation results indicate that the solid

contribution to the fire intensity in this wind-dominated fire is significant and is

approximately half of that from the homogeneous gas-phase combustion.
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The time evolution of the propagation rate and the intensity of the buoyancy-

dominated fire are plotted in Figs. 7.3a and 7.3b. Similar to the wind-dominated fire,

we see some overshoot in the spread rate and the fire intensity soon after ignition,

followed by damped oscillations until a quasi-steady state is achieved. However, the

simulated buoyancy-dominated fire features a much slower propagation rate.

(a) (b)

Figure 7.3: Global behavior of the buoyancy-dominated fire in the uniform bed at

1 m/s external wind speed. See the caption of Fig. 7.2

In terms of quantitative evaluation, the quasi-steady values of the rate of spread,

the fireline intensity, and the characteristic flame dimensions obtained from the

simulations of the buoyancy-dominate and the wind-dominated fires are reported in

Table 7.2. The simulated ROS is ∼ 0.066 and ∼ 0.37 m/s in the buoyancy-dominated

and the wind-dominated fires. These values are comparable to those estimated by

the Rothermel model (0.088 and 0.34 m/s, respectively). The simulation results also

show comparable fire intensities with theoretical values based on Byram’s expression.

The simulated fire intensity are 0.56 and 3.26 MW/m, for the buoyancy-dominated
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and the wind-dominated cases respectively, while the corresponding theoretical fire

intensity are 0.79 and 3.02 MW/m, respectively. Note that these intensities are

obtained from the flaming combustion mode only. The simulations estimate that

the total intensity based on both the flaming and smoldering combustion modes is

higher and ∼ 55% should be added due to the exothermic reactions that occur inside

the particles.

Table 7.2: Simulated parameters of the buoyancy-dominated and wind-dominated

line fires in the uniform pine wood fuel bed.

Parameter Buoyancy-dominated Wind-dominated

ROS (m/s) 0.066± 0.014 0.37± 0.066

Intensity (gas) (MW/m) 0.56± 0.035 3.26± 0.14

Intensity (solid) (MW/m) 0.31± 0.031 1.84± 0.058

Flame height (m) 3.2 5.6

Flaming zone depth (m) 0.42 1.5

MLR activity zone depth (m) 1.62 9.5

7.3.2 The structure of the fire

Figures 7.4 and 7.5 show a 3-D visualization of the simulated wind-dominated

and buoyancy-dominated fires, respectively. The visualization includes a rendering

of the hot gasses produced from the homogeneous gas-phase reaction as well as

the hot pine wood particles that exhibit pyrolysis and smoldering. As seen in Figs.

7.4 and 7.5, the simulated fires feature the classical peak and trough structures

that result from buoyant instabilities. These structures are believed to affect the
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burning rate of the solid fuel bed as some parts of the fuel are exposed to increased

or decreased heating due to spatial disturbances in the flame structure. Figure 7.6

shows a snapshot of the pine wood particles colored by their burning state. Because

the fire is well established at this time, the footprint of the fire on the solid particles

can be clearly seen by the non-uniformity in the transverse structure of the pyrolysis

and smoldering zones. This non-uniformity is attributed to the flame peak and

trough structures mentioned earlier.

In terms of quantitative measures, the simulated fire has a mean flame height

of ∼ 3.2 m in the buoyancy-dominated case and ∼ 5.6 m in the wind-dominated

case. The depth of the flaming zone extracted from Fig. 7.6 is 0.42 m in the

buoyancy-dominated fire and 1.5 m in the wind-dominated fire. We also see that the

simulated fires feature a smoldering zone behind the flaming zone that is relatively

long. We estimate that the length of the combined zone of reaction activity to be

1.62 m in the buoyancy-driven fire and 9.5 m in the wind-dominated fire.

7.3.3 Sensitivity to the grid resolution

We present below a discussion about the sensitivity of the solution to the choice

of the grid resolution in both the gas-phase and the fuel particle.

Figure 7.7 shows the time evolution of the pyrolysis front, the fire intensity

obtained from the homogeneous gas-phase combustion, and the fire intensity obtained

from the heterogeneous particle reactions. These data are obtained from simulations

of the buoyancy-dominated fire conducted in computational domains with grid
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(a)

(b)

Figure 7.4: Visualization of the wind-dominated fire in the uniform bed: a) isometric

view (fire spreads from left to right) of; b) back view of the hot gases only (fire

spreads into the page). The hot gases in (a) and (b) are rendered by an iso-volume

of T > 550 K and colored by the gas temperature. The glowing solid particles in (a)

are colored by their surface temperature.
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(a)

(b)

Figure 7.5: Visualization of the buoyancy-dominated fire in the uniform bed: a)

isometric view (fire spreads from left to right) of; b) back view of the hot gases

only (fire spreads into the page). The hot gases in (a) and (b) are rendered by an

iso-volume of T > 550 K and colored by the gas temperature. The glowing solid

particles in (a) are colored by their surface temperature.
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(a) The buoyancy-dominated fire

(b) The wind-dominated fire

Figure 7.6: Visualization of the solid particles colored by their respective burning

state. The unburned particles are colored in green, the burned particles are colored in

black, the flaming particles are colored red, and the smoldering particles are colored

in yellow.

resolutions of 20, 10, or 5 cm. The results presented in Fig. 7.7 show that, excluding

some transient shift, the differences between the results at a quasi-steady state

become minimal as one goes from a resolution of 10 cm to 5 cm which suggests
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that the solutions are grid-converged in the buoyancy-dominated fire. Similarly, the

results of the wind-dominated fire presented in Fig. 7.8 show that the solutions

obtained using grid resolutions of either 20 cm or 10 cm have small differences at

quasi-steady state, which suggests also grid convergence in the wind-dominated fire.

(a)

(b) (c)

Figure 7.7: Global fire behavior in the buoyancy-dominated fire predicted using

three grid resolutions of the gas-phase: a) pyrolysis front, b) fire intensity from

homogeneous gas phase combustion, and c) fire intensity from heterogeneous particle

reactions. The particle resolution is fixed at 25 µm.
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(a)

(b) (c)

Figure 7.8: Global fire behavior in the wind-dominated fire predicted using three

grid resolutions of the gas-phase. See the caption of Fig. 7.7

A similar comparison between the fire behavior obtained with particle reso-

lutions of 10, 25, and 50 µm is presented in Fig. 7.9. The results show a minimal

effect of the particle resolution on global fire behavior. Thus, a particle resolution

of 50 µm can be accepted. In terms of local particle behavior, Fig. 7.10 shows the

time evolution of the mass and the temperature at the core of a particle located at

20 m downstream of the ignition burner. The results of Fig. 7.10 show very minor
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differences between the solution obtained with particle grid resolutions of 25 and

10 µm, and slightly larger differences at a resolution of 50 µm.

(a)

(b) (c)

Figure 7.9: Global fire behavior in the buoyancy-dominated fire predicted using three

mesh resolutions of the particles. The gas-phase resolution is 10 cm.

According to the tests presented in this section, the choices of gas-phase grid

resolution of 10 cm and particle resolution of 25 µm are deemed adequate and are

adopted in the rest of the simulations presented in this chapter.
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(a) (b)

Figure 7.10: Behavior of the particle located 20 m downstream of the ignition burner

in the buoyancy-dominated fire in terms of a) the temperature at the core of the

particle; b) the particle mass. The results are obtained using three mesh resolutions

of the particles, and a gas-phase resolution of 10 cm.

7.4 Fire spread in the mixed-size fuel patch

We discuss here the results of the configurations that feature a mixed-size

patch of small and large particles (see Fig. 7.1b). We present below results from 4

combinations: either a mixed-size patch of 2 mm and 10 mm particles or a mixed-size

patch of 2 mm and 20 mm particles in either a wind-dominated fire at 5 m/s nominal

wind speed or a buoyancy dominated fire at 1 m/s nominal wind speed.

Figure 7.11 describes the fire spread in a case that features complete consump-

tion of the small and large particles by transitioning from flaming to smoldering.

The images correspond to a sequence of snapshots taken at different times during

the wind-dominated fire propagation across the mixed-size patch of 2 and 10 mm
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diameter pine wood particles. At t = 115 s, the flame approaches the mixed-size

patch located at 38 ≤ x ≤ 42 m and ignites the small and large particles. At

t = 150 s, the main flame completely crosses the patch leaving behind a glowing zone

and some traces of flaming particles. At t = 210 s, the main flame moves further

downstream, while the larger particles in the patch are still glowing. The larger

particles then complete the thermal degradation process through smoldering.

7.4.1 Variations with the fuel bed height

Because this fuel bed is not shallow and the pine wood sticks are relatively

tall (0.4 m high), we anticipate some variations to occur through the fuel bed depth

(i.e., variations across the particle height). As described earlier, the height of the

cylindrical pine wood particle is distributed over multiple cells, and its surface is

exposed to different surrounding gas conditions at different elevations. The objective

of this section is to evaluate the variations of thermal degradation across the particle

height and to select a reference height, that is representative of the average particle

behavior, for further analyses.

Figure 7.12a shows the time variation of the temperature at the core of the

20 mm diameter particle obtained from the lower, middle, and upper parts of the

particle. The particle is located near the centerline of the mixed-size patch (i.e., at

x = 40 m, z = 0 in the wind-dominated fire). The corresponding time variations

of the mass of each part is shown in Fig. 7.12b (this mass is non-dimensional and

is normalized by the initial mass in each part). The results of Fig. 7.12a show
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Figure 7.11: Snapshots of the wind-dominated fire while spreading across the mixed-

size patch of 2 and 10 mm particles. The flame is rendered by an iso-volume of gases

at Tg > 550 K. The solid particles are colored by their surface temperature.
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that the upper part of this 20 mm particle increases steadily from ambient up to

∼ 700 K then rapidly increases from ∼ 800 K to ∼ 1100 K. The middle and lower

parts, however, exhibit an increase in the core temperature up to only ∼ 500 K

followed by a slow cool down indicating that these parts received less heat. As a

result, the residual mass of the upper part decreases to levels below 10% as indicated

in Fig. 7.12b. However, the residual mass of the middle and lower parts stay at

only 60 − 70%. These results suggest that the upper part of the particle burns

differently than the rest of the particle and that the middle part of the particle is

more representative of the average particle behavior.

(a) (b)

Figure 7.12: The variation of a) the core temperature and b) the normalized mass

of the lower, middle and upper parts of the 20 mm diameter particle located at

x = 40 m, z = 0 in the mixed-size patch of the wind-dominated fire.

As shown in Figs. 7.13a and 7.13b, the 10 mm particle exhibits much less

variation in thermal degradation with respect to its height in this wind-dominated

fire. The lower and the middle parts show very similar behavior with a very slight
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shift in the temperature rise and mass consumption. The upper part shows a faster

increase in temperature and mass consumption. But overall, the lower, middle, and

upper parts of this small particle exhibit complete consumption. In the following,

we expand our analysis by considering the behavior at mid-elevation of the fuel bed

as a reference.

(a) (b)

Figure 7.13: The variation of a) the core temperature and b) the normalized mass

of the lower, middle and upper parts of the 10 mm diameter particle located at

x = 40 m, z = 0 in the mixed-size patch of the wind-dominated fire.

7.4.2 Local gas conditions at mid-elevation of the fuel bed

The temporal evolution of the external conditions experienced by individual

particles is presented in Fig. 7.14. These conditions correspond to the position at

the mid-elevation of the mixed-size patch (i.e., at y = 0.2 m) and at x = 40 m, z = 0.

The data in Fig. 7.14a show that the temperature of the gas at this location increases

slowly from ambient temperature to approximately 500 K at t ≈ 115 s (which
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corresponds to the flame arrival time). This increase in the temperature is attributed

to plume transport from the upstream hot gases to this location, which can cause

preheating to the particles at an earlier time before flame contact. At t ≈ 150 s,

the gas temperature shows a significant rise indicating a flame ignition. The gas

temperature increases further up to a peak of ∼ 1200 K. The gas temperature

also features some fluctuations with a magnitude of ∼ 300 K. The local irradiation

presented in Fig. 7.14b shows a similar profile as the gas temperature but with no

increase before the flame ignition at t ≈ 115 s, which suggests that the radiation

here is limited to the flame zone only.

As shown in Fig.7.14c, the temporal evolution of the oxygen concentration in

the local gas is approximately the opposite of the gas temperature. The oxygen

concentration drops rapidly from the ambient level to very low values at t ≈ 115 s

as it gets consumed by the gas-phase combustion with the volatiles produced by

pyrolysis. It also shows some fluctuations when the flame is spreading across this

location until it recovers back to the ambient level. This behavior suggests that the

particles are still exposed to some oxygen, but at a reduced level, during the flaming

combustion.

The velocity of the gas presented in Fig. 7.14d is around 1 m/s before the

flame arrives at this location. This value is much lower than the nominal wind

velocity of 5 m/s specified at 2 m elevation because of the lower elevation of the

fuel bed and also because of the drag effects inside the fuel bed. The gas velocity

increases to a peak of around 2 m/s during flame spread across this location due to

the buoyancy effects induced by the hot gases. The gas velocity also features some

229



turbulent fluctuations that are present before, during, and after the flame crossing.

(a)

(b)

(c)

(d)

Figure 7.14: External conditions around the particle evaluated at x = 40 m, y =

0.2 m, z = 0 position in the wind-dominated fire: a) local gas temperature; b) local

irradiation; c) local oxygen mass fraction; d) local gas velocity.
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7.4.3 Particle behavior in the wind-dominated fire

Figure 7.15 shows the time evolution of the temperature of the surface and the

core of the small particle (2 mm diameter) and the large particles (10 or 20 mm

diameter) in the mixed-size patch during the wind-dominated fire spread. The mass

loss rate and the mass of solid constituents (wet solid, dry solid, char, and ash) are

shown in Figs. 7.16 and 7.17, respectively. We see from these figures that the profiles

of temperature, MLR, and constituents mass are very similar for the 2 mm particle

in the mixed-size patch when larger particles of either 10 mm or 20 mm diameter

are inserted.

The results of Fig. 7.15 suggest that the 2 mm particle is thermally-thin

as no significant difference is observed between its surface and core temperatures.

The 2 mm particle’s surface and core temperatures rapidly increase from 400 K

at t ≈ 115 s to about 1400 K in less than ∼ 50 seconds. Examining the profiles

of MLR and the constituent masses of this 2 mm particle in Fig. 7.16 indicates

that this particle undergoes complete thermal degradation through pyrolysis and

char oxidation, and shows that this particle experiences a complete transformation

of wet solid into dry solid, dry solid into char and char into ash. The final mass

consumption of this 2 mm particle is listed in Table 7.3 and is ∼ 99.9%, which is

very close to the theoretical consumption of 99.98% that is calculated for this pine

wood based on the ash yield (i.e., the non-combustible minerals).

The particle surface and core temperatures in the case of the 10 or 20 mm

particles are different as indicated in Fig. 7.15, and there is a time lag between
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(a) 2 mm particle (b) 10 mm particle

(c) 2 mm particle (d) 20 mm particle

Figure 7.15: Time variation of the surface and core temperatures of the particles in

the mixed-size patch with 2 mm and 10 mm particles (a, b), and in the mixed-size

patch with the 2 mm and 20 mm particles (c, d). The data correspond to particles

located at x = 40 m, y = 0.2 m, z = 0 in the wind-dominated fire.

the two associated with the time required for heat to reach the particle core. For

instance, the core of the 10 mm particle reaches a temperature of 600 − 700 K

approximately 20 seconds after the particle surface has reached this temperature.

The core of the 20 mm particle, however, never exceeds ∼ 500 K due to either low
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intensity of external heating or short heating time. We will elaborate more on this

in the following discussion.

(a) 2 mm particle (b) 10 mm particle

(c) 2 mm particle (d) 20 mm particle

Figure 7.16: Time variation of the normalized mass loss rate of particles in mixed-size

patch of the wind-dominated fire. See caption of Fig. 7.15.

Further examination of the MLR and the masses of the solid constituents of the

10 and 20 mm particles in Figs. 7.16 and 7.17 indicates that the core of the 10 mm

particle reaches a sufficiently high temperature for the smoldering reaction to reach

self-sustained condition (i.e., a transition from flaming to self-sustained smoldering).
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(a) 2 mm particle (b) 10 mm particle

(c) 2 mm particle (d) 20 mm particle

Figure 7.17: Time variation of the normalized solid constituents masses of particles

in mixed-size patch of the wind-dominated fire. See caption of Fig. 7.15.

The transition from flaming to smoldering, as indicated by the change in slope of

the MLR curve of the 10 mm particle in Fig.7.16, begins at a time equal to ≈ 160

seconds, and it is seen at this time that the core temperature has already reached

700 K (the threshold core temperature for self-sustained smoldering established

in Chapter 5). This behavior leads the 10 mm particle to complete consumption

(complete conversion from dry solid to char and from char to ash with both flaming
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and self-sustained smoldering). The MLR of the 20 mm particle does not show the

same behavior as that of the 10 mm particle as it rapidly drops to zero. Thus, the

20 mm particle undergoes only partial consumption (with no or limited smoldering).

Table 7.3 indicates that 99.8% of the 10 mm particle is consumed, but only 41% of

the 20 mm particle is consumed in this wind-dominated fire.

In order to explore the variations inside the particle that feature self-sustained

smoldering, we present in Fig. 7.18 the spatial profiles inside the 10 mm diameter

particle at two instants of time representing the end time of the flaming phase and

the mid-time of the self-sustained smoldering phase. The profiles in Fig. 7.18a

indicate the high temperature achieved inside the particle which reaches values above

1000 K at these two instances of time. The displacement of the char oxidation

reaction from the surface of the particle to the core region where char is transformed

into ash is displayed in Figs.7.18b and 7.18d. The corresponding profiles of oxygen

mass fraction inside the pores of the particle are shown in Fig.7.18c. These profiles

show that the oxygen is diffusing from the gas phase surrounding the particle into

the particle and that the char oxidation is sustained by this oxygen diffusion and is

oxygen diffusion limited. These spatial profiles indicate that there is no oxygen mass

in the core of the particle as all oxygen that diffuses into the particle is consumed by

the char oxidation reaction.

The spatial profiles of the temperature, oxygen mass fraction, volume fractions

of char and ash, and the char oxidation rate of the 20 mm particle at similar times

as those presented for the 10 mm particle are shown in Fig. 7.19. As seen in the

profiles at t = 160 s, there is still a dry solid that has not been converted to char
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(a) (b)

(c) (d)

Figure 7.18: Spatial distribution of: a) temperature; b) volume fraction of char

and ash; c) oxygen mas fraction; d) char oxidation reaction rate inside the 10 mm

particle located at x = 40 m, y = 0.2 m, z = 0 in the mixed-size patch of the

wind-dominated fire.

at the core of the particle, and the conversion from char to ash occurs in a limited

region near the particle surface where char, oxygen and high enough temperature

(∼ 700 K) coexist. The temperature at the core of the particle is below 400 K and

increases to only ∼ 500 K at a later time (t = 225 s). As a result, the char oxidation
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ceases at t = 225 s despite high oxygen levels reached inside the particle.

(a) (b)

(c) (d)

Figure 7.19: Spatial distributions inside the 20 mm particle. See the caption of Fig.

7.18.

7.4.4 Particle behavior in the buoyancy-dominated fire

Unlike the previous cases in which the flame is buoyancy-dominated, the cases

discussed here belong to the buoyancy-dominated regime at 1 m/s nominal wind

speed. Figure 7.20 shows the time variation of the solid constituents mass of the
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2, 10, and 20 mm particles in the mixed-size fuel patch. Consistent with the wind-

dominated fire, the results show that the 2 mm particle still exhibits complete

thermal degradation and conversion into ash at this buoyancy-dominated fire. The

data of Table 7.3 show that 99.9% of the particle is consumed. On the other hand,

neither the 10 nor the 20 mm particles show complete consumption at this wind

speed. The 10 mm particle shows partial thermal degradation with 69.6% mass

consumption, whereas the 20 mm particle shows only 19% mass consumption. The

underlying physics behind the differences between the behavior of the particle in the

wind-dominated and the buoyancy-dominated regimes are explored in the following

discussion.

7.4.5 The Pseudo Incident Heat Flux (PIHF)

Figure 7.21 shows the total net heat flux (q̇′′g→s) as well as the convective

component (q̇′′conv) and the radiative component (q̇′′rad) of the 2 and 10 mm particles

located at x = 40 m, y = 0.2 m, z = 0 in the mixed-size patch of the wind-

dominated fire. For completeness, the mathematical formulae of these heat fluxes

are given below

q̇′′g→s = q̇′′conv + q̇′′rad

q̇′′conv = h(Tg,∞ − Tp,surf ) , q̇′′rad = ϵp,surf (G− σT 4
p,surf ) (7.2)

The results of Fig. 7.21 show that these heat fluxes start from positive values

that correspond to a heating phase, then decrease to negative values that correspond

to a cooling phase once the particle reaches higher temperatures than the surrounding
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(a) 2 mm particle (b) 10 mm particle

(c) 2 mm particle (d) 20 mm particle

Figure 7.20: Time variation of the normalized solid constituents masses of particles

in the mixed-size patch with 2 mm and 10 mm particles (a, b), and in the mixed-size

patch with the 2 mm and 20 mm particles (c, d). The data correspond to particles

located at x = 40 m, y = 0.2 m, z = 0 in the buoyancy-dominated fire.

gas and the flame moves away from the particle. While the net heat flux is a physically

meaningful quantity, it is complex to interpret because it exhibits changes from

positive to negative values depending not only on the external heat loading but also

on the response of the particle itself.
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(a)

(b) (c)

Figure 7.21: Time variation of the a) total heat flux, b) convective heat flux,

and c) radiative heat flux at the surface of the 2 and 10 mm particles located at

x = 40 m, z = 0 in the mixed-size patch of the wind-dominated fire. The heat fluxes

are evaluated at mid-elevation.

In order to differentiate and identify the contribution of the external heating

without the particle response, we use the PIHF (already introduced in previous

sections), which accounts for the part of the net heat flux that represents external

quantities only. This allows us to identify the magnitude as well as the duration of
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the external thermal load. The PIHF can be constructed from the net heat flux of

the particle as follows

PIHF = PIHFconv + PIHFrad

PIHFconv = h Tg = q̇′′conv + h Tp

PIHFrad = ϵp,surf G = q̇′′rad + ϵp,surfσ T
4
p (7.3)

Figure 7.22 shows the time variations of PIHF obtained for the 10 mm particle

located at x = 40m, y = 0.2m, z = 0 in the mixed-size patch of the wind-dominated

fire. In order to remove the contribution of the cold gases, we subtract the PIHF

evaluated at room temperature (PIHF0) from the PIHF. Furthermore, we define the

duration of the intense external heating (τPIHF) as the duration when PIHF−PIHF0

is greater than 10% of its peak value. We compute the time integral of the PIHF

that is equivalent to the net energy that the PIHF carries during τPIHF, and we use

it to obtain an equivalent quasi-steady value of the intense PIHF. We also calculate

the average velocity during τPIHF using an arithmetic mean of the velocity profile.

A summary of these quantities calculated for the 2, 10, and 20 mm particles in

the mixed-size patch of the wind-dominated and the buoyancy-dominated fires is

presented in Table 7.3.

Figures 7.23 and 7.24 display the convective and the radiate contributions

to the PIHF. For the 2 mm particle, the results show that this small particle is

exposed to a mixed mode of heat transfer with both convection and radiation at

the approximately same level in the wind-dominated fire (see Fig. 7.23) and slightly

lower convection in the buoyancy dominated fire (see Fig. 7.24). A quantitative
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Figure 7.22: Time variation of the instantaneous values of the PIHF (black solid

line), the moving average (red solid line), and the time integral of the intense PIHF

of the 10 mm particle located at x = 40 m, y = 0.2 m, z = 0 position in the

wind-dominated fire.

Table 7.3: Summary of the simulation results corresponding to particles in the

mixed-size patch located at x = 40 m, y = 0.2 m, z = 0 position.

Buoyancy-dominated Wind-dominated

Particle diameter (mm) 2 10 20 2 10 20

Mass consumption (% ) 99.9% 69.6% 19% 99.9% 99.8% 41%

PIHF duration τPIHF (s) 37.5 37.1 32.4 37.5 36.5 44.3

Mean velocity ug (m/s) 0.74 0.73 0.74 1.75 1.75 1.48

Intense PIHF (kW/m2) 54.2 48.1 49.1 97 78.2 67.6

Convective contribution (% ) 34.7% 15.6% 10.9% 43.8% 21.8% 15.2%

Radiative contribution (% ) 65.3% 84.4% 89.1% 56.2% 78.2% 84.8%

measure of the respective weights of convection and radiation shown in Table 7.3

indicates that 34.7% of the PIHF of the 2 mm particle is due to convection in the

buoyancy-dominated, and it increases to 43.8% in the wind-dominated fire.
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On the other hand, the results of Figs. 7.23 and 7.24 show that the contribution

of convection is very small for the larger particles in the mixed-size patch in both

the wind-dominated fire and the buoyancy-dominated fire. The results of Table 7.3

suggest that these particles are exposed to a single mode of heat transfer dominated

by radiation with a contribution of convection of only 10− 20% of the PIHF. This

result is of great interest as it highlights that the impact of convective heating is

much reduced for larger particles, which may limit their ability to ignite and sustain

thermal degradation [12,99].

7.4.6 Interpretation of the particles’ behavior using the quasi-steady

2-D maps

In order to interpret the particle behavior in the mixed-size patch during the

fire spread, we present in Fig. 7.25 2-D maps of the degree of completion of the char

oxidation reaction that are constructed for 2, 10, and 20 mm particles exposed to

variations of the PIHF and ug, and for specific durations of τPIHF close to the value

reported in Table 7.3. We added points on the maps (the blue symbols) to represent

the conditions estimated in Table 7.3. These points on the maps show trends that

are consistent with the simulated fire in the mixed-size patch. For a residence time

of τPIHF ∼ 37.5 s for the 2 mm particle and PIHF of 54 or 95 kW/m2 and ug = 0.74

or 1.75 m/s (see Table 7.3), the 2-D maps in Figs. 7.25a and 7.25b suggest that the

2 mm particles are fully consumed under these conditions. For a residence time of

τPIHF ∼ 37 s and PIHF value for the 10 mm particle of 48 kW/m2 and ug = 0.73 m/s
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(a) 2 mm particle (b) 10 mm particle

(c) 2 mm particle (d) 20 mm particle

Figure 7.23: Time variation of the convective and the radiative components of the

PIHF of particles in mixed-size patch of the wind-dominated fire. See caption of Fig.

7.15.

in the buoyancy dominated fire (see Table 7.3), the maps in Figs. 7.25c and 7.25d

suggest that the 10 mm particle are in the partially consumed zone. The maps

also show that the case of the wind-dominated fire with PIHF= 78.2 kW/m2 and

ug = 1.75 m/s is in the full consumption zone at τPIHF = 45 s and is on the edge

of this zone at τPIHF = 30 s; for the 20 mm particle, the maps in Figs. 7.25e and
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(a) 2 mm particle (b) 10 mm particle

(c) 2 mm particle (d) 20 mm particle

Figure 7.24: Time variation of the convective and the radiative components of the

PIHF of particles in mixed-size patch of the buoyancy-dominated fire. See caption

of Fig. 7.20.

7.25f indicate that the points corresponding to the conditions listed in Table 7.3 are

very far from the full consumption zone at τPIHF = 30 s, and are slightly closer at

tauPIHF = 45 s. Overall, these results show the sensitivity of the particle behavior to

the residence time and the intensity of the PIHF.
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(a) 2 mm particle, τPIHF = 30 s
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(b) 2 mm particle, τPIHF = 45 s
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(c) 10 mm particle, τPIHF = 30 s
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(d) 10 mm particle, τPIHF = 45 s
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(e) 20 mm particle, τPIHF = 30 s
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Figure 7.25: Maps of Rco degree of completion for 2 mm particles (a,b), 10 mm

particles (c,d), and 20 mm particles (e,f). The cross symbol represents conditions

from the buoyancy-dominated fire listed in Table 7.3. The circles represent similar

conditions from the wind-dominated fire.
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7.5 Summary

This chapter presented simulations of fire spread in idealized fuel beds that

feature a mixed-size patch of small and large particles. The simulations used sub-

millimeter-scale spatial resolution in the solid biomass solver and centimeter-scale

spatial resolution in the gas phase solver and thereby resolving the exchanges of mass,

momentum, and heat associated with pyrolysis, combustion, radiation, and flow at

flame and vegetation scales. The simulations featured successful fire spread over a

uniform fuel bed comprised of cylindrical pine wood particles with a diameter of

2 mm at two wind conditions, 1 or 5 m/s, corresponding to a buoyancy-dominated

fire regime and a wind-dominated fire regime, respectively. The particles in the

uniform fuel bed were found to be completely consumed and converted into ash

during flame propagation at the two nominal wind speeds. A mixed-size patch of

small and large particles was inserted in a limited region within the uniform bed

to avoid disruption of the main fire front. Both the 2 and 10 mm radius particles

experienced complete consumption in the mixed-size patch in the wind-dominated

fire, with the 10 mm particles featuring a transition from flaming to smoldering

combustion which lasts for approximately 150 seconds after the main flame front has

passed. These particles showed partial consumption in the buoyancy-dominated fire.

Increasing the larger particle size to 20 mm in the mixed-size patch showed that

these particles exhibit very limited thermal degradation and no or limited transition

from flaming to smoldering. Further inspection of the results indicated that the small

particles in the mixed-size patch were exposed to a mixed mode of heat transfer of
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convection and radiation of approximately equal weight, whereas the larger particles

were exposed to a radiation-dominated heat transfer with a convective contribution

of less than 20%. Lastly, the behavior of the particles in the mixed-size patch was

explained in terms of changes in the flame residence time and in the intensity of the

PIHF through comparisons with maps generated from simulations of single-particle

behavior. The present comparison between the behavior of isolated biomass particles

and the behavior of the same particles positioned inside vegetation beds emphasized

the importance of the PIHF and its duration as the main controlling factors in

wildland fire spread.
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8 Conclusion and Future Directions

The development of a physics-based computational capability that models the

coupling between solid-phase and gas-phase processes that control the dynamics of

flame spread in wildland fire problems was the main objective of this dissertation.

The approach presented in Chapter 2 focused on resolving processes occurring at

flame and vegetation scales, including the formation of flammable vapors from porous

biomass vegetation, combustion of these fuel vapors with ambient air, turbulent

flow due to heat release and buoyant acceleration, and thermal feedback to the

solid biomass. The coupled solver developed, called PBRFoam, was based on the

Computational Fluid Dynamics library OpenFOAM and an in-house stand-alone C++

Particle Burning Rate (PBR) solver that used a one-dimensional porous medium

formulation to model the thermal degradation of solid biomass particles. Each porous

particle was described as a system with a solid phase and a gas phase, which allowed

for a detailed treatment of the particle-to-external-gas outflow of volatile mass

and the external-gas-to-particle diffusion of oxygen mass; this detailed treatment

is required to account for in-depth oxidative pyrolysis and char oxidation. The

governing equations of mass, momentum, and energy conservation inside each control

volume of the porous particle were solved numerically using an implicit approach that
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treated convection and diffusion through a second-order, Crank-Nicolson method

and chemical reaction through a first-order, backward Euler method. This PBR

solver included an implicit iterative scheme, an adaptive time-stepping technique

(for speed, stability, and robustness), and a re-meshing capability (for deforming

particles due to swelling or shrinking). The coupling between the solid- and the

gas-phases was carried out at the sub-grid level where source terms were added

to the governing equations of the gas-phase to account for the exchange of mass,

momentum, and energy. A Multi-phase Radiative Transfer Equation (MRTE) was

included to account for the radiation absorption and emission due to the presence of

solid biomass particles. The development work presented in this dissertation also

included modifying the Eddy Dissipation Model (EDM) to account for flame zones

at which the mixing is controlled by laminar diffusing; as well as an implementation

of a coupled soot-radiation model based on the Laminar Smoke Pint (LSP) concept

and the Weighted-Sum-of-Gray-Gases (WSGG) approach.

In Chapter 3, a series of tests and evaluations were presented to verify the

developed models using simplified configurations where exact analytical solutions

could be obtained. The tests included verification of the in-depth heat conduction

in thick rectangular-, cylindrical- and spherical-shaped solids, momentum exchange

between the gas-phase and the solid fuel bed, pressure-velocity coupling, multi-phase

radiative transfer, and in-depth radiation heat transfer inside the fuel bed. These

tests showed that the model can adequately be used to simulate fire spread scenarios

including moving glowing firebrands or self-sustained smoldering in a fuel bed driven

only by radiation. Additionally, the chapter provided calibration tests of the thermal
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degradation model for cardboard and pine wood using simulations of micro-scale

TGA experiments in inert and oxidative environments, followed by an evaluation

of the PBR model’s ability to predict the thermal degradation of thick samples.

The results showed that the calibrated model predicts well the thermal degradation

at both micro- and bench-scales. The chapter also discussed the ability of the

PBR model to simulate particles that feature a volume change. These simulations

showed that the choice of the model input parameters such as the residual yield,

the constituents density, or the porosity impacts the particle volume change during

thermal degradation. This suggests the need for additional data from experiments

showing the evolution of volume during thermal degradation in order to evaluate

further the model input parameters. Future work should also aim at applying this

modeling capability to model the transport of glowing firebrands and the possible

spotting ignition.

In Chapter 4, the focus was on evaluating the ability of gas-phase combustion

and radiation models to predict thermal feedback in two pool fire configurations.

This study of pool fires was viewed as an intermediate but essential step toward

modeling more complex fire configurations that feature flame spread. The two

canonical pool fire configurations that were evaluated in this study corresponded to

a non-sooting methanol pool fire and a sooting buoyancy-driven turbulent ethylene

burner. The objective of the study was to evaluate the accuracy of the combustion

and radiation models to predict the flame structure and the thermal feedback in these

non-sooting and sooting flames. The numerical results in terms of flame structure,

temperature fields, and thermal feedback were found to range from fair to very good
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agreement with experimental measurements. In particular, the results related to

a quantification of the thermal feedback were of particular interest. The results

suggested that thermal feedback was estimated within 25% error using the PGRF

modeling approach in non-sooting and sooting flames. The simulations suggested

that the WSGG model is accurate and superior to the baseline PGRF model. Using

the WSGG model, predictions of the radiative heat flux near the pool surface are

found to compare well with the measurement. In addition, the simulated value of

the global radiant fraction was close to the experimental value. Simulations with

both PGRF and WSGG suggest that 75 − 80% of the thermal feedback was due

to radiative heat transfer in the non-sooting pool fire. On the other hand, the

simulations with WSGG show a significant dependence on soot radiation in the

sooting flame, which emphasizes the need for an accurate estimation of the soot field.

The results also suggest the need for more accurate modeling of soot at the subgrid

level where soot formation/oxidation rates are under-resolved by LES grid cells. The

predictions using the PGRF modeling approach were close to that of the WSGG

in the sooting flame, where both were spatially off by a maximum of ∼ 25% from

the experimental measurements. This level of accuracy is encouraging and suggests

that the PGRF approach is adequate to model spreading fires. However, future

work should address the implication of using the more elaborate WSGG model in

spreading fires.

Simulations of small and large biomass particles exposed to prescribed steady

or oscillatory external gas conditions were presented in Chapter 5. The first part

discussed the effect of oscillations in the external gas conditions on the pyrolysis of
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thin, thick, charring, and non-charring particles, while the second part discussed 2-D

maps of the behavior of the flaming and smoldering particles under quasi-steady

external heating and gas flow conditions that were present for a limited residence time.

The results of the first part suggested that in most scenarios when the heat feedback

is dominated by oscillatory radiative heating or when the heat feedback is dominated

by oscillatory convection but oscillations in the flow velocity do not exist, the particle

featured a quasi-linear response in which the presence of oscillations in the external

gas conditions did not significantly affect the overall particle behavior in terms of

peak mass loss rate and ignition and burnout out. In this case, it was concluded that

the particle behavior can be predicted using quasi-steady external gas conditions.

However, in cases where strong oscillations in both the external gas velocity and

the temperature co-existed, the simulations showed that the particle featured a

non-linear response where the effect of oscillations resulted in faster ignition and

short burnout times. The results of the second part suggested that the particle

behavior was strongly dependent on the flame residence time and a quantity called

the Pseudo Incident Heat Flux that represents the external heating due to convection

and radiation. The 2-D maps showed also that the burning behavior of small particles

is very sensitive to the external gas velocity, whereas larger particles were found to

be less sensitive. The results also suggested that there is a critical core temperature

of ∼ 700 K above which the particle will support self-sustained smoldering. These

maps are important to interpret more complex scenarios of spreading fire and to

determine conditions at which spread or no spread is expected or the degree of fuel

consumption.
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Simulations of fire spread in loosely and densely packed fuel beds comprised of

discrete cardboard sticks were presented in Chapter 6. The simulations corresponded

to wind tunnel fire experiments conducted at the Missoula Fire Sciences Laboratory.

The first part of the chapter focused on evaluating the newly developed modeling

capability in predicting the structure and behavior of two experimental burns be-

longing to either a buoyancy-dominated fire regime or a wind-dominated fire regime.

The simulated fires featured peak and trough flame structures that were a result

of buoyant instabilities as well as flaming and glowing zones that were a result of

homogeneous combustion in the gas-phase as well as heterogeneous combustion in

the solid-phase. Despite some uncertainties and complexities of the flow structure

in the wind tunnel during combustion, particularly in buoyancy-dominated fires,

the simulated ROS was within ∼ 5− 25% of the experimental measurements. The

second part of the chapter discussed the change in fire behavior due to changes in

fuel packing, with the simulations showing a linear increase in residence time with

increasing fuel packing and a slight decrease in ROS with increasing packing ratio.

Ongoing work aims at evaluating quantitatively the variations of the local conditions

in the vicinity of the particles near ignition with changes in the fuel packing.

In Chapter 7, a computational study of fire spread in idealized fuel beds

comprised of cylindrical-shaped pine wood sticks was conducted. This configuration

corresponded to an idealized field-scale experiment in which the fire spread in

relatively larger domains of several tens of meters. The simulations showed successful

fire spread over a uniform fuel bed comprised of particles with a diameter of 2 mm at

two wind conditions, 1 and 5 m/s, corresponding to a plume-dominated fire regime
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and a wind-driven fire regime, respectively. The particles in the uniform fuel bed

were completely consumed and converted into ash during flame propagation at the

two nominal wind speeds. Simulations were also conducted to study the degree of

fuel consumption in a mixed biomass patch comprised of small (2 mm diameter) and

large particles (10 or 20 mm diameter). The mixed patch was inserted in a limited

region within the uniform bed to avoid disruption of the main fire front. Both the

2 and 10 mm particles showed complete consumption in the mixed patch in the

wind-dominated fire, with the 10 mm particles experiencing a transition from flaming

to smoldering combustion which lasts long after the main flame front has passed. The

larger 20 mm particles showed incomplete consumption and no or limited transition

from flaming to smoldering at the two nominal wind speeds. The plume-dominated

fires showed that only the 2mm particles experienced complete consumption, whereas

the larger particles experienced very limited consumption. Insights into the local

conditions in the vicinity of the particle were presented. The PIHF quantity was used

to identify and differentiate between different modes of heating to the particle surface.

The results showed that the small particles experienced a mixed mode of heat transfer

of both convection and radiation that was adequate to support complete consumption,

whereas the larger particles were exposed to radiation-dominated heat transfer with

a very limited convective contribution of less than 20% of the incident heat. The

behavior of the particles in the mixed-size patch was explained in terms of changes

in the flame residence time and the intensity of the PIHF through comparisons with

maps generated from simulations of single particle behavior. The study emphasized

the importance of the PIHF and its duration (i.e., the residence time) as the main
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controlling factors in wildland fire spread.

Lastly, this work has made several contributions:

• the developed computational tools are modular and reusable as they employ

the advantages of Object-Oriented Programming (OOP) and open-sourcing to

provide a clear interface for other programmers or users to use the code for

further development or new simulation studies

• the study of thermal feedback presented in Chapter 4 was published in Com-

bustion and Flame [86]

• the study of biomass particle response to unsteady external gas conditions

presented in Chapter 5 was published in Fire Safety Journal [43]

• a journal article about the proposed modification to the EDM model to account

for laminar diffusion, presented in Appendix B, is in preparation

• the studies of fire spread in cardboard and pine wood fuel beds presented in

Chapters 6 and 7 are still in progress and two journal articles are in preparation
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Appendix A: Numerical Algorithms of the Particle Burning Rate Model

(PBR)

This appendix describes the numerical algorithms implemented in our in-house

object-oriented C++ solver of the Particle Burning Rate Model (PBR). We model

each porous particle as a system with a solid phase and a gas phase, which allows

for a detailed treatment of the particle-to-external-gas outflow of volatile mass and

the external-gas-to-particle diffusion of oxygen mass; this detailed treatment is

required to account for in-depth oxidative pyrolysis and char oxidation. We consider

here thermally-thick and composition-thick particles featuring in-depth variations of

temperature and composition. The particle geometry is modeled as a rectangular

slab, cylindrical or spherical.

Rectangular slabs are assumed to be symmetric and have a half-volume Vp =

Arectδ, where Arect is the surface area of the exposed surface of the particle and δ the

half-thickness. Cylindrical-shaped particles have a volume Vp = πR2
pLcyl, where Rp

is the radius of the particle and Lcyl is the length of the cylinder. Spherical-shaped

particles have a volume Vp = 4/3πR3
p, where Rp is the radius of the particle.

The particle is discretized into an ensemble of computational cells introduced

to describe variations of heat and mass in the direction normal to the exposed surface
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of the particle. In that case, ∆V denotes the volume of a given computational cell.

For rectangular slabs, each cell is a rectangular slab with a center located at xC,i ,

a right-boundary located at xR, i, and a thickness ∆xi (see Fig. A.1(a) and Table

A.1); x = 0 is the location of the center of the particle; x = δ is the location of the

exposed surface. For cylindrical-shaped (spherical-shaped) particles, each cell is a

cylindrical (spherical) shell with a center located at rC,i , a right-boundary located

at rR, i, and a thickness ∆ri (see Fig. A.1(b) and Table A.1); r = 0 is the location

of the center of the particle; r = Rp is the location of the exposed surface.

Δ𝑥𝑖

𝑥𝑅, 𝑖𝑥𝐶,𝑖

(a)

𝑟𝐶,𝑖𝑟𝐶,𝑖−1

𝑟𝑅,𝑖
𝑟𝑅,𝑖−1

Δ𝑟𝑖

(b)

Figure A.1: One-dimensional computational mesh for particles with: (a) rectangular

slab geometry; (b) cylindrical or spherical geometry
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Table A.1: Definition of the mesh parameters. In these expressions, Arect is the exposed surface area of rectangular particles, and

Lcyl is the length of the cylindrical-shaped particles. The subscript C refers to the center of the cell; the subscript R refers to its

right-boundary.

Rectangular particles Cylindrical particles Spherical particles

Coordinate of the cell right-boundary xR,i = xR, i−1 +∆xi rR,i = rR,i−1 +∆ri rR,i = rR,i−1 +∆ri

Coordinate of the cell center xC,i =
xR, i+xR, i−1

2
rC,i =

rR,i+rR,i−1

2
rC,i =

rR,i+rR,i−1

2

Cell volume ∆Vi = Arect ×∆xi ∆Vi = π(r2R,i − r2R,i−1)Lcyl ∆Vi =
4
3
π(r3R,i − r3R,i−1)

Surface area of the cell right-boundary S+
i = Arect S+

i = 2πrR,i × Lcyl S+
i = 4πr2R,i

Surface area of the cell left-boundary S−
i = Arect S−

i = 2πrR,i−1 × Lcyl S−
i = 4πr2R,i−1

[!ht]
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A.1 Discretization of the governing equations

A.1.1 Solid-phase mass conservation equations

We first re-write Eq. 2.17 as follows:

∂

∂t
(Xws∆V )i = − (KRd)i

ρws,bulk

(A.1)

where KRd = (ṁ′′′
Rd∆V ), and where the subscript i designates the index of the

computational cell (1 ≤ i ≤ N , with N the total number of computational cells).

∂

∂t
(Xds∆V )i =

ηds,Rd(KRd)i
ρds,bulk

−
(KRp)i
ρds,bulk

−
(KRop)i
ρds,bulk

(A.2)

where KRp = (ṁ′′′
Rp∆V ) and KRop = (ṁ′′′

Rop∆V ).

∂

∂t
(Xc∆V )i =

ηc,Rp(KRp)i
ρc,bulk

+
ηc,Rop(KRop)i

ρc,bulk
− (KRco)i

ρc,bulk
(A.3)

where KRco = (ṁ′′′
Rco∆V ).

∂

∂t
(Xa∆V )i =

ηa,Rco(KRco)i
ρa,bulk

(A.4)

Equations A.1-A.4 are integrated in time using a semi-implicit iterative method

in which (∆V )i is frozen and treated as equal to its value at the previous time step

and the factors KRj, 1 ≤ j ≤ 4, are treated as equal to their values at the new time

step and at the previous iteration; we use the following expressions:

(Xws∆V )(n+1,iter+1)
i =

(Xws∆V )(n)i

1 + ∆t× (KRd)i
(n+1,iter)

ρws,bulk×max ((Xws∆V )
(n+1,iter)
i ,ϵ)

(A.5)
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where the superscripts (n) and (n+1) designate quantities evaluated at the previous

and new time steps, respectively, and the superscripts (iter) and (iter+ 1) designate

quantities evaluated at the new time step (n + 1) and at the previous and new

iterations, respectively. The parameter ϵ is a small number introduced in the

formulation to avoid dividing by 0.

(Xds∆V )(n+1,iter+1)
i =

(Xds∆V )(n)i +∆t× ηds,Rd(KRd)i
(n+1,iter)

ρds,bulk

1 + ∆t×
((KRp)

i

(n+1,iter)
+(KRop)

i

(n+1,iter)
)

ρds,bulk×max((Xds∆V )
(n+1,iter)
i ,ϵ)

(A.6)

(Xc∆V )(n+1,iter+1)
i =

(Xc∆V )(n)i +∆t×
(ηc,Rp(KRp)

i

(n+1,iter)
+ηc,Rop(KRop)

i

(n+1,iter)
)

ρc,bulk

1 + ∆t× (KRco)i
(n+1,iter)

ρc,bulk×max((Xc∆V )
(n+1,iter)
i ,ϵ)

(A.7)

(Xa∆V )(n+1,iter+1)
i = (Xa∆V )(n)i +∆t× ηa,Rco(KRco)i

(n+1,iter)

ρa,bulk
(A.8)

The new total volume of the cell can now be calculated as:

(∆V )i
(n+1,iter+1) =

∑
k=ws,ds,c,a

(Xk∆V )i
(n+1,iter+1) (A.9)

The composition vector (Xws, Xds, Xc, Xa) is then obtained from the following

ratios:

(Xk)i
(n+1,iter+1) =

(Xk∆V )i
(n+1,iter+1)

(∆V )i
(n+1,iter+1)

, k = ws, ds, c, a (A.10)

And the porosity is finally updated:

(
ψ̄
)
i

(n+1,iter+1)
=

∑
k=ws,ds,c,a

ψk (Xk)i
(n+1,iter+1) (A.11)

These expressions are solved until convergence is achieved.
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A.1.2 The temperature equation

We start from Eq. 2.37:

(ρc)eff
∂Tp
∂t

∆V + ṁ′′
ζ c̄p,g

∂Tp
∂ζ

∆V =
1

ϕ

∂

∂ζ
(keffϕ

∂Tp
∂ζ

)∆V + q̇′′′hrr ∆V (A.12)

where (ρc)eff and keff are effective gas-solid properties, (ρc)eff = ρ̄sc̄s
(
1− ψ̄

)
+

ρ̄g c̄p,gψ̄ and keff = k̄s
(
1− ψ̄

)
+ k̄gψ̄. We adopt a classical finite volume formulation

and re-write the above equation as follows:

(ρc)eff,i
∂(Tp)i
∂t

∆Vi +

(
c̄p,g

K̄

νg

)
i

(
−∂p
∂ζ

∂Tp
∂ζ

)
i

∆Vi

= −S−
i f

−
i + S+

i f
+
i + (q̇′′′hrr)i ∆Vi (A.13)

where the pressure and temperature gradients in the convective term of the equation

are estimated using an upwind scheme, where S−
i and S+

i are the surface areas of

the left and right boundaries of the computational cell ∆Vi (see Table A.1), and

where f−
i and f+

i represent the heat fluxes due to conduction (and possibly due to

radiation across the pores of the particle) at these boundaries:

(
−∂p
∂ζ

∂Tp
∂ζ

)
i

= H((pi−1 − pi) , 0)×H((pi − pi+1) , 0)×
(
−∂p
∂ζ

∂Tp
∂ζ

)
ζ=ζR,i−1

(A.14)

+H((pi − pi−1) , 0)×H((pi+1 − pi), 0)×
(
−∂p
∂ζ

∂Tp
∂ζ

)
ζ=ζR,i

where H is the Heaviside step function, H (x) = 0ifx ≤ 0, H (x) = 1 if x > 0.

f−
i =

(
keff

∂Tp
∂ζ

)
ζ=ζR,i−1

f+
i =

(
keff

∂Tp
∂ζ

)
ζ=ζR,i

(A.15)
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Equation A.12 is integrated in time using an implicit approach that treats

convection and diffusion through a second-order, Crank-Nicolson method and chemi-

cal reaction through a first-order, backward Euler method. The quantities (ρc)eff,i,

(c̄p,gK̄/νg)i, keff,i, and the mesh coordinates/geometry are frozen and treated as

equal to their values at the previous time step:

(ρc)
(n)
eff,i

(Tp)
(n+1,iter+1)
i − (Tp)

(n)
i

∆t
(∆V )(n)i

+
1

2

(
K̄

νg
c̄p,g

)(n)

i

(
−∂p
∂ζ

∂Tp
∂ζ

)(n+1,iter+1)

i

(∆V )(n)i

+
1

2

(
K̄

νg
c̄p,g

)(n)

i

(
−∂p
∂ζ

∂Tp
∂ζ

)(n)

i

(∆V )(n)i

=
1

2

(
−S−

i f
−
i + S+

i f
+
i

)(n+1,iter+1)
+

1

2

(
−S−

i f
−
i + S+

i f
+
i

)(n)
+
(
(q̇′′′hrr,+)

(n+1,iter)

i
+ (q̇′′′hrr,−)

(n+1,iter)

i

)
(∆V )(n)i (A.16)

where (q̇′′′hrr)
(n+1,iter)
i has been decomposed into positive and negative components,

(q̇′′′hrr)
(n+1,iter)
i = (q̇′′′hrr,+)

(n+1,iter)

i
+ (q̇′′′hrr,−)

(n+1,iter)

i
, with q̇′′′hrr,+ ≥ 0 and q̇′′′hrr,− ≤ 0,

where also (S−
i f

−
i ) and (S+

i f
+
i ) are evaluated at ζ = ζR,i−1 and ζ = ζR,i, respectively:

(
S−
i f

−
i

)(n+1,iter+1)

= (S−
i )

(n) k
(n)
eff,i + k

(n)
eff,i−1

2

(Tp)
(n+1,iter+1)
i − (Tp)

(n+1,iter+1)
i−1

ζ
(n)
C,i − ζ

(n)
C,i−1(

S−
i f

−
i

)(n)
= (S−

i )
(n) k

(n)
eff,i + k

(n)
eff,i−1

2

(Tp)
(n)
i − (Tp)

(n)
i−1

ζ
(n)
C,i − ζ

(n)
C,i−1(

S+
i f

+

i

)(n+1,iter+1)

= (S+
i )

(n) k
(n)
eff,i+1 + k

(n)
eff,i

2

(Tp)
(n+1,iter+1)
i+1 − (Tp)

(n+1,iter+1)
i

ζ
(n)
C,i+1 − ζ

(n)
C,i(

S+
i f

+

i

)(n)
= (S+

i )
(n) k

(n)
eff,i+1 + k

(n)
eff,i

2

(Tp)
(n)
i+1 − (Tp)

(n)
i

ζ
(n)
C,i+1 − ζ

(n)
C,i

(A.17)

and where the pressure and temperature gradients in the convective terms of the
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temperature equation are expressed as:

(
−∂p
∂ζ

∂Tp
∂ζ

)(n+1,iter+1)

i

= H((p
(n)
i−1 − p

(n)
i ), 0)×H((p

(n)
i − p

(n)
i+1), 0)×

p
(n)
i−1 − p

(n)
i

ζ
(n)
C,i − ζ

(n)
C,i−1

×
(Tp)

(n+1,iter+1)
i − (Tp)

(n+1,iter+1)
i−1

ζ
(n)
C,i − ζ

(n)
C,i−1

+H((p
(n)
i − p

(n)
i−1), 0)×H((p

(n)
i+1 − p

(n)
i ), 0)×

p
(n)
i − p

(n)
i+1

ζ
(n)
C,i+1 − ζ

(n)
C,i

×
(Tp)

(n+1,iter+1)
i+1 − (Tp)

(n+1,iter+1)
i

ζ
(n)
C,i+1 − ζ

(n)
C,i

(A.18)

(
−∂p
∂ζ

∂Tp
∂ζ

)(n)

i

= H((p
(n)
i−1 − p

(n)
i ), 0)×H((p

(n)
i − p

(n)
i+1), 0)×

p
(n)
i−1 − p

(n)
i

ζ
(n)
C,i − ζ

(n)
C,i−1

×
(Tp)

(n)
i − (Tp)

(n)
i−1

ζ
(n)
C,i − ζ

(n)
C,i−1

+H((p
(n)
i − p

(n)
i−1), 0)×H((p

(n)
i+1 − p

(n)
i ), 0)×

p
(n)
i − p

(n)
i+1

ζ
(n)
C,i+1 − ζ

(n)
C,i

×
(Tp)

(n)
i+1 − (Tp)

(n)
i

ζ
(n)
C,i+1 − ζ

(n)
C,i

(A.19)

After some straightforward algebraic manipulations, we finally get the following

system of equations:

ai (Tp)
(n+1,iter+1)
i−1 + bi (Tp)

(n+1,iter+1)
i + ci (Tp)

(n+1,iter+1)
i+1 = di (A.20)

where a,b, and c are one-dimensional arrays representing the coefficients of a tri-

diagonal matrix, and where d is an array corresponding to the right-hand side of

the linear system of temperature equations. In the particle burning rate model, Eq.

A.20 is solved using an efficient tri-diagonal matrix algorithm (Thomas algorithm).

The coefficients a,b, c and d are defined as
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ai = −FOL

2
− CFLL

2

bi = 1 +
FOL

2
+
FOR

2
+
CFLL

2
− CFLR

2
−

(q̇′′′hrr,−)
(n+1,iter)

i
∆t

(ρc)
(n)
eff,i (Tp)

(n+1,iter)
i

ci = −FOR

2
+
CFLR

2

di = (
FOL

2
+
CFLL

2
)(Tp)

(n)
i−1 + (1− FOL

2
− FOR

2
− CFLL

2
+
CFLR

2
)(Tp)

(n)
i

+ (
FOR

2
− CFLR

2
)(Tp)

(n)
i+1 +

(q̇′′′hrr,+)
(n+1,iter)

i
∆t

(ρc)
(n)
eff,i

(A.21)

where FOL and FOR are Fourier numbers (also called von Neumann numbers):

FOL = ∆t×

(
keff,i + keff,i−1

2 (ρc)eff,i
× S−

i

∆Vi (ζC, i − ζC, i−1)

)(n)

FOR = ∆t×

(
keff,i+1 + keff,i

2 (ρc)eff,i
× S+

i

∆Vi (ζC, i+1 − ζC, i)

)(n)

(A.22)

and where CFLL and CFLR are Courant–Friedrichs–Lewy (CFL) numbers:

CFLL = ∆t×

(
c̄p,g

(ρc)eff

K̄

νg

)(n)

i

×H((p
(n)
i−1 − p

(n)
i ), 0)×H((p

(n)
i − p

(n)
i+1), 0)

×
p
(n)
i−1 − p

(n)
i

(ζ
(n)
C,i − ζ

(n)
C,i−1)

2

CFLR = ∆t×

(
c̄p,g

(ρc)eff

K̄

νg

)(n)

i

×H((p
(n)
i − p

(n)
i−1), 0)×H((p

(n)
i+1 − p

(n)
i ), 0)

×
p
(n)
i − p

(n)
i+1

(ζ
(n)
C,i+1 − ζ

(n)
C,i )

2 (A.23)

The boundary condition at the center of the particle (at ζ = 0) corresponds to

a zero-gradient symmetry condition: FOL = 0, CFLL = 0. The boundary condition

at the exposed surface of the particle (at ζ = δ or Rp, see Fig. A.2), corresponds to

a prescribed heat flux condition: FOR = 0, CFLR = 0, bi = bN and di = dN , where

bN and dN are given by:

265



bN = 1 +
FOL

2
+
CFLL

2
−

(q̇′′′hrr,−)
(n+1,iter)

N
∆t

(ρc)
(n)
eff,N (Tp)

(n+1,iter)
N

+ ∆t

(
S+
N

(ρc)eff,N (∆V )N

)(n)(
h+ hrad
1 +Bi

)(n)

dN = (
FOL

2
+
CFLL

2
) (Tp)

(n)
N−1 + (1− FOL

2
− CFLL

2
) (Tp)

(n)
N

+
(q̇′′′hrr,+)

(n+1,iter)

N
∆t

(ρc)
(n)
eff,N

+∆t

(
S+
N

(ρc)eff,N (∆V )N

)(n)(
hTg,∞+ϵp,surfG

1 +Bi

)(n)

(A.24)

with N the index of the computational cell that is adjacent to the exposed surface of

the particle. In these expressions for bN and dN , the surface heat flux is written as:

q̇′′g→s = h(Tg,∞ − Tp,surf ) + ϵp,surf (G− σT 4
p,surf )

= h(Tg,∞ − Tp,surf ) + ϵp,surfG− hradTp,surf (A.25)

where hrad is the effective radiation heat transfer coefficient, hrad = ϵp,surfσ× T 3
p,surf ,

where ϵp,surf is the total surface emissivity and is calculated as a weighted material

property, ϵp,surf =
∑

k=ws,ds,c,a (ϵk Xk), with ϵk the surface emissivity of individual

species k, and where the surface temperature Tp,surf is obtained from a condition

expressing continuity of the heat flux at ζ = δ or Rp:

h(Tg,∞ − Tp,surf ) + ϵp,surfG− hradTp,surf = keff,N
Tp,surf − (Tp)N
ζR, N − ζC, N

(A.26)

with ζR, N = δ or Rp. We get:

Tp,surf =
(Tp)N + (hTg,∞ + ϵp,surf G)× (ζR, N − ζC, N)/keff,N

1 +Bi
(A.27)

q̇′′g→s =
h(Tg,∞ − (Tp)N)+ϵp,surfG− hrad(Tp)N

1 +Bi
(A.28)
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where Bi is a Biot number,

Bi = (h+ hrad)(ζR, N − ζC, N)/keff,N (A.29)

Equation A.20 is solved until convergence is achieved.

ሶ𝑞𝑔→𝑠
′′

𝑇𝑝,𝑠𝑢𝑟𝑓
𝑇𝑁𝑇𝑁−1

𝜁

Figure A.2: Thermal boundary condition at the exposed surface of the particle.

A.1.3 The gas-phase oxygen mass equation

We start from Eq. 2.26 and first re-write the equation to give it a mathematical

form similar to that found in the temperature equation:

(ρ̄gψ̄)
∂Yg,O2

∂t
∆V + ṁ′′

ζ

∂Yg,O2

∂ζ
∆V =

1

ϕ

∂

∂ζ
(ϕ ψ̄ρ̄gD̄g

∂Yg,O2

∂ζ
)∆V − ṁ′′′

O2
∆V (A.30)

where ṁ′′′
O2

= (ηO2,Ropṁ
′′′
Rop + ηO2,Rcoṁ

′′′
Rco + ṁ′′′

sgYg,O2). We then adopt a classical

finite volume formulation and re-write the equation as follows:

(ρ̄gψ̄)i
∂(Yg,O2)i

∂t
∆Vi +

(
K̄

νg

)
i

(
−∂p
∂ζ

∂Yg,O2

∂ζ

)
i

∆Vi

= −S−
i f

−
i + S+

i f
+
i − (ṁ′′′

O2
)
i
∆Vi (A.31)

where the pressure and oxygen mass fraction gradients in the convective term of the

equation are estimated using an upwind scheme, where S−
i and S+

i are the surface
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areas of the left and right boundaries of the computational cell ∆Vi (see Table A.1),

and where f−
i and f+

i represent the oxygen mass fluxes due to diffusion at these

boundaries:

(
−∂p
∂ζ

∂Yg,O2

∂ζ

)
i

= H((pi−1 − pi) , 0)×H((pi − pi+1) , 0)×
(
−∂p
∂ζ

∂Yg,O2

∂ζ

)
ζ=ζR,i−1

+H((pi − pi−1) , 0)×H((pi+1 − pi), 0)×
(
−∂p
∂ζ

∂Yg,O2

∂ζ

)
ζ=ζR,i

(A.32)

f−
i =

(
ψ̄ρ̄gD̄g

∂Yg,O2

∂ζ

)
ζ=ζR,i−1

f+
i =

(
ψ̄ρ̄gD̄g

∂Yg,O2

∂ζ

)
ζ=ζR,i

(A.33)

Equation A.31 is integrated in time using an implicit approach that treats

convection and diffusion through a second-order, Crank-Nicolson method and chemi-

cal reaction through a first-order, backward Euler method. The quantities (ρ̄gψ̄)i,

(K̄/νg)i, (ψ̄ρ̄gD̄g)i, and the mesh coordinates/geometry are frozen and treated as

equal to their values at the previous time step:

(ρ̄gψ̄)
(n)

i

(Yg,O2)
(n+1,iter+1)
i − (Yg,O2)

(n)
i

∆t
(∆V )(n)i

+
1

2

(
K̄

νg

)(n)

i

(
−∂p
∂ζ

∂Yg,O2

∂ζ

)(n+1,iter+1)

i

(∆V )(n)i

+
1

2

(
K̄

νg

)(n)

i

(
−∂p
∂ζ

∂Yg,O2

∂ζ

)(n)

i

(∆V )(n)i

=
1

2

(
−S−

i f
−
i + S+

i f
+
i

)(n+1,iter+1)

+
1

2

(
−S−

i f
−
i + S+

i f
+
i

)(n) −(ṁ′′′
O2
)
(n+1,iter)

i
(∆V )(n)i (A.34)

where (S−
i f

−
i ) and (S+

i f
+
i ) are evaluated at ζ = ζR,i−1 and ζ = ζR,i, respectively:
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(
S−
i f

−
i

)(n+1,iter+1)

= (S−
i )

(n) (ψ̄ρ̄gD̄g)
(n)

i + (ψ̄ρ̄gD̄g)
(n)

i−1

2
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i−1

ζ
(n)
C,i − ζ

(n)
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(
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i f

−
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i f

+

i
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i
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(n)
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(n)
i

ζ
(n)
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(n)
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(A.35)

and where the pressure and oxygen mass fraction gradients in the convective terms

of the equation are expressed as:

(
−∂p
∂ζ

∂Yg,O2

∂ζ

)(n+1,iter+1)

i

= H((p
(n)
i−1 − p

(n)
i ), 0)×H((p

(n)
i − p

(n)
i+1), 0)

×
p
(n)
i−1 − p

(n)
i

ζ
(n)
C,i − ζ

(n)
C,i−1

×
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ζ
(n)
C,i − ζ

(n)
C,i−1

+H((p
(n)
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(n)
i−1), 0)×H((p

(n)
i+1 − p

(n)
i ), 0)

×
p
(n)
i − p

(n)
i+1

ζ
(n)
C,i+1 − ζ

(n)
C,i

×
(Yg,O2)

(n+1,iter+1)
i+1 − (Yg,O2)

(n+1,iter+1)
i

ζ
(n)
C,i+1 − ζ

(n)
C,i

(A.36)
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(
−∂p
∂ζ

∂Yg,O2

∂ζ

)(n)

i

= H((p
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(n)
i ), 0)×H((p

(n)
i − p

(n)
i+1), 0)

×
p
(n)
i−1 − p

(n)
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×
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(n)
i − (Yg,O2)

(n)
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ζ
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(n)
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+H((p
(n)
i − p

(n)
i−1), 0)×H((p

(n)
i+1 − p

(n)
i ), 0)

×
p
(n)
i − p

(n)
i+1

ζ
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C,i+1 − ζ

(n)
C,i

×
(Yg,O2)

(n)
i+1 − (Yg,O2)

(n)
i

ζ
(n)
C,i+1 − ζ

(n)
C,i

(A.37)

After some straightforward algebraic manipulations, we finally get the following

system of equations:

ai (Yg,O2)
(n+1,iter+1)
i−1 + bi (Yg,O2)

(n+1,iter+1)
i + ci (Yg,O2)

(n+1,iter+1)
i+1 = di (A.38)

where a,b, and c are one-dimensional arrays representing the coefficients of a tri-

diagonal matrix, and where d is an array corresponding to the right-hand side of the

linear system of oxygen mass fraction equations. In the PBR, Eq. A.38 is solved

using an efficient tri-diagonal matrix algorithm (Thomas algorithm). The coefficients

a, b, c and d are defined as:

ai = −FOL

2
− CFLL

2

bi = 1 +
FOL

2
+
FOR

2
+
CFLL

2
− CFLR

2
+

(ṁ′′′
O2
)(n+1,iter)

i
∆t(

ρ̄gψ̄
)(n)
i

(Yg,O2)
(n+1,iter)
i

ci = −FOR

2
+
CFLR

2

di = (
FOL

2
+
CFLL

2
)(Yg,O2)

(n)
i−1 + (1− FOL

2
− FOR

2
− CFLL

2
+
CFLR

2
)(Yg,O2)

(n)
i

+ (
FOR

2
− CFLR

2
) (Yg,O2)

(n)
i+1 (A.39)

where FOL and FOR are Fourier numbers:
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FOL = ∆t×

(
(ψ̄ρ̄gD̄g)i + (ψ̄ρ̄gD̄g)i−1

2(ψ̄ρ̄g)i
× S−

i

∆Vi (ζC, i − ζC, i−1)

)(n)

FOR = ∆t×

(
(ψ̄ρ̄gD̄g)i+1 + (ψ̄ρ̄gD̄g)i

2(ψ̄ρ̄g)i
× S+

i

∆Vi (ζC, i+1 − ζC, i)

)(n)

(A.40)

and where CFLL and CFLR are Courant–Friedrichs–Lewy (CFL) numbers:

CFLL = ∆t×
(

1

(ρ̄gψ̄)

K̄

νg

)(n)

i

×H((p
(n)
i−1 − p

(n)
i ), 0)×H((p

(n)
i − p

(n)
i+1), 0)

×
p
(n)
i−1 − p

(n)
i

(ζ
(n)
C,i − ζ

(n)
C,i−1)

2

CFLR = ∆t×
(

1

(ρ̄gψ̄)

K̄

νg

)(n)

i

×H((p
(n)
i − p

(n)
i−1), 0)×H((p

(n)
i+1 − p

(n)
i ), 0)

×
p
(n)
i − p

(n)
i+1

(ζ
(n)
C,i+1 − ζ

(n)
C,i )

2 (A.41)

The boundary condition at the center of the particle (at ζ = 0) corresponds to

a zero-gradient symmetry condition: FOL = 0, CFLL = 0. The boundary condition

at the exposed surface of the particle (at ζ = δ or Rp, see Fig. A.2), corresponds to

a prescribed mass flux condition: FOR = 0, CFLR = 0, bi = bN and di = dN , where

bN and dN are given by:

bN = 1 +
FOL

2
+
CFLL

2
+

(ṁ′′′
O2
)(n+1,iter)

N

(ρ̄gψ̄)
(n)

N (Yg,O2)
(n+1,iter)
N

+∆t

(
S+
N

(ρ̄gψ̄)N∆VN

)(n)(
hmass

1 +Bi

)(n)

dN = (
FOL

2
+
CFLL

2
) (Yg,O2)

(n)
N−1 + (1− FOL

2
− CFLL

2
) (Yg,O2)

(n)
N

+∆t

(
S+
N

(ρ̄gψ̄)N∆VN

)(n)(
hmass × Yg,O2,∞

1 +Bi

)(n)

(A.42)

with N the index of the computational cell that is adjacent to the exposed surface

of the particle. In these expressions for bN and dN , the surface oxygen mass flux is
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written as:

ṁ′′
g→s,O2

= hmass(Yg,O2,∞ − Yg,O2,surf ) (A.43)

where the surface oxygen mass fraction Yg,O2,surf is obtained from a condition

expressing continuity of the mass flux:

hmass(Yg,O2,∞ − Yg,O2,surf ) = (ψ̄ρ̄gD̄g)N
Yg,O2,surf − (Yg,O2)N

ζR, N − ζC,N

(A.44)

with ζR, N = δ or Rp. We get:

Yg,O2,surf =
Bi× Yg,O2,∞ + (Yg,O2)N

1 +Bi
(A.45)

ṁ′′
g→s,O2

=
hmass(Yg,O2,∞ − (Yg,O2)N)

1 +Bi
(A.46)

where Bi is a Biot number,

Bi =
hmass(ζR, N − ζC, N)

(ψ̄ρ̄gD̄g)N
(A.47)

Equation A.38 is solved until convergence is achieved.

A.1.4 The pressure equation

In the particle burning rate model, information on pressure is required in order

to calculate the mass flux given by Darcy’s law. We adopt a classical finite volume

formulation and re-write Eq. 2.32 as follows:

∂

∂t

(
Mg

RTp
pψ̄∆V

)
i

= −S−
i f

−
i + S+

i f
+
i + (ṁ′′′

sg)i ∆Vi (A.48)

where the molecular weight Mg is assumed to be known and is assumed to be constant,

where using the local thermal equilibrium assumption, Tg has been replaced by Tp,
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where S−
i and S+

i are the surface areas of the left and right boundaries of the

computational cell ∆Vi (see Table A.1), and where f−
i and f+

i represent the pressure

diffusion term at these boundaries:

f−
i =

(
K̄

νg

∂p

∂ζ

)
ζ=ζR,i−1

f+
i =

(
K̄

νg

∂p

∂ζ

)
ζ=ζR,i

(A.49)

Tests have shown that the evolution of pressure is often quasi-steady and that

a balance between the diffusion and reaction terms on the right-hand side of the

pressure equation is quickly established. In the following, we assume quasi-steady

behavior for pressure and consider this assumption as a simplification that brings

stability and robustness to the solution algorithm; we write:

0 = −S−
i f

−
i + S+

i f
+
i + (ṁ′′′

sg)i ∆Vi (A.50)

Equation A.50 is integrated in time using an implicit approach that treats

diffusion and chemical reaction through a first-order, backward Euler method. The

quantities (K̄/νg)i and the mesh coordinates/geometry are frozen and treated as

equal to their values at the previous time step:

0 =
(
−S−

i f
−
i + S+

i f
+
i

)(n+1,iter+1)
+ (ṁ′′′

sg)
(n+1,iter)

i
(∆V )

(n)
i (A.51)

where (S−
i f

−
i ) and (S+

i f
+
i ) are evaluated at ζ = ζR,i−1 and ζ = ζR,i, respectively:

(
S−
i f

−
i

)(n+1,iter+1)

= (S−
i )

(n)
( K̄
νg
)
(n)

i
+ ( K̄

νg
)
(n)

i−1

2

p
(n+1,iter+1)
i − p

(n+1,iter+1)
i−1

ζ
(n)
C,i − ζ

(n)
C,i−1(

S+
i f

+

i

)(n+1,iter+1)

= (S+
i )

(n)
( K̄
νg
)
(n)

i+1
+ ( K̄

νg
)
(n)

i

2

p
(n+1,iter+1)
i+1 − p

(n+1,iter+1)
i

ζ
(n)
C,i+1 − ζ

(n)
C,i

(A.52)
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After some straightforward algebraic manipulations, we finally get the following

system of equations:

ai p
(n+1,iter+1)
i−1 + bi p

(n+1,iter+1)
i + ci p

(n+1,iter+1)
i+1 = di (A.53)

where a, b, and c are one-dimensional arrays representing the coefficients of a tri-

diagonal matrix, and where d is an array corresponding to the right-hand side of

the linear system of pressure equations. In the PBR, Eq. A.53 is solved using an

efficient tri-diagonal matrix algorithm (Thomas algorithm). The coefficients a, b, c

and d are defined as:

ai = −

( K̄
νg
)
i
+ ( K̄

νg
)
i−1

2
× S−

i

ζC, i − ζC,i−1

(n)

ci = −

( K̄
νg
)
i+1

+ ( K̄
νg
)
i

2
× S+

i

ζC, i+1 − ζC,i

(n)

bi = −ai − ci

di = (ṁ′′′
sg)

(n+1,iter)

i
(∆V )

(n)
i (A.54)

The boundary condition at the center of the particle (at ζ = 0) corresponds to

a zero-gradient symmetry condition: ai = 0; bi = −ci. The boundary condition at

the exposed surface of the particle (at ζ = δ or Rp, see Fig. A.2), corresponds to a

prescribed pressure condition; aN , bN , cN , and dN are given by:

aN = −

( K̄
νg
)
N
+ ( K̄

νg
)
N−1

2
× S−

N

ζC,N − ζC,N−1

(n)

bN = −aN +

(
(
K̄

νg
)
N

× S+
N

ζR,N − ζC,N

)(n)

dN =

(
(
K̄

νg
)
N

× S+
N

ζR,N − ζC,N

)(n)

× p∞ +
(
ṁ′′′

sg

)(n+1,iter)

N
(∆V )

(n)
N (A.55)
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with N the index of the computational cell that is adjacent to the exposed surface

of the particle.

Equation A.53 is solved until convergence is achieved.

A.2 Iterative scheme

As mentioned in the previous sections, the system of governing equations is

solved using an implicit and iterative method for the time integration scheme. In

order to guarantee stability and convergence, the iterative method is modified with

the introduction of under-relaxation terms. These modifications are briefly described

below.

Let us consider a generic time-dependent differential equation:

∂q

∂t
= RHS(q) (A.56)

where q designates (Xk∆V ) (with k = ws, ds, c, a), Tp or Yg,O2 (note that the under-

relaxation treatment is not applied to the pressure equation because p is assumed to

be quasi-steady).

Without under-relaxation, the discretization of the q-equation is:

q(n+1,iter+1) − q(n)

∆t
= RHS(q(n+1,iter)) (A.57)

With under-relaxation, the discretization of the q-equation is modified as

follows:

q(n+1,iter+1) − q(n)

∆t
= RHS

(
q(n+1,iter)

)
+ k(q(n+1,iter) − q(n+1,iter+1)) (A.58)
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where k is a relaxation coefficient (with units of one over time). In the model, we use

non-dimensional relaxation factors: λq = (k∆t). Large values of λq correspond to

strong under-relaxation conditions that promote stability but slow down convergence.

In contrast, small values of λq correspond to weak under-relaxation conditions that

may not guarantee stability but accelerate convergence. Baseline values of these

factors that have been determined to provide accurate solutions are λXk∆V = 0,

λTp = 0.1 and λYg,O2
= 0.1.

In the treatment of the equations for temperature and gaseous oxygen mass frac-

tion (for which λq ̸= 0), convergence is achieved in the iterative loop when the extra re-

laxation terms, that have been artificially introduced in the governing equations, have

become negligible, i.e., when λq ×
∣∣q(n+1,iter+1) − q(n+1,iter)

∣∣ ≪ ∣∣q(n+1,iter+1) − q(n)
∣∣.

We typically require λq ×
∣∣q(n+1,iter+1) − q(n+1,iter)

∣∣ < 0.01×
∣∣q(n+1,iter+1) − q(n)

∣∣.
In the treatment of the equations for species mass and pressure (for which λq =

0), convergence is achieved in the iterative loop when changes in successive estimated

values of q(n+1) have become negligible, i.e., when
∣∣q(n+1,iter+1) − q(n+1,iter)

∣∣ << 1.

We typically require
∣∣q(n+1,iter+1) − q(n+1,iter)

∣∣ < 0.01×∆q, where ∆q is a user-defined

value for the maximum allowed variation in q during a single time step (see Section

A.3 below).

A.3 Temporal discretization

The increment ∆t used to advance the solution in time is chosen at the

initial time based on estimates of the characteristic time scales of the problem. It
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is then updated automatically based on criteria that require that the maximum

variation in the values of temperature, solid-phase mole fractions, gas-phase oxygen

mole fraction, and pressure during a single time step be less than user-defined

thresholds, ∆Tthreshold, ∆Xs,threshold, ∆Yg,O2,threshold and ∆pthreshold. Baseline values

of these thresholds that have been determined to provide accurate solutions are

∆Tthreshold = 0.1 K, ∆Xs,threshold = 0.01, ∆Yg,O2,threshold = 0.01 and ∆pthreshold = 0.1

Pa. These values can be optimized through numerical tests.

Note that in the coupled fire spread simulation, the local time-step of a given

particle should not exceed the time-step of the gas-phase which is controlled by

the CFL number. Also, each individual particle in a fuel bed may have a different

time-step depending on its state and the criterion described above (see Fig. A.3).

Figure A.3: 3D rendering of a fuel bed with discrete fuel particles colored by their

corresponding time-step during fire spread.
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A.4 Deforming mesh and re-meshing capabilities

The number of computational cells is determined at the initial time by setting

a uniform grid spacing ∆ζ
(0)
i (e.g., ≈ 100 µm). In general, the volume of particles

changes due to reactions (Rd)-(Rco), and in special cases, the particle completely

vaporizes and its size, δ or Rp, decreases to 0. There is a need to dynamically

optimize the number of computational cells in order to save computational time and

avoid difficulties associated with cells of vanishing size.

In response to this need, the PBR features a re-meshing capability. The

different steps of the re-meshing algorithm are described below:

1. Update the number of computational cells N (n) using the new evaluation of

the particle size (based on calculated cell volumes) with the objective to use a

uniform grid spacing ∆X
(n)
i or ∆r(n)i ≈ ∆ζ

(0)
i . The algorithm also enforces a

minimum of 5 computational cells.

2. Generate the new computational grid (i.e., update the parameters of Table A.1

and get ζ(n+1)
R, i , ζ(n+1)

C, i , S+(n+1)
i and S−(n+1)

i ).

3. Interpolate the solution on the new computational grid. The particle burn-

ing rate model offers a choice between two methods. First, a simple linear

interpolation method:

q
(n+1)
i = q

(n+1)
j + (q

(n+1)
j+1 − q

(n+1)
j )×

ζ
(n+1)
C, i − ζ

(n)
C, j

ζ
(n)
C, j+1 − ζ

(n)
C, j

, ζ
(n)
C, j ≤ ζ

(n+1)
C, i ≤ ζ

(n)
C, j+1

where i and j are the indices of the coordinates of the new and old cell

centers, respectively. And second, a more elaborate method. This second
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method is based on a conjugate gradient algorithm that minimizes a cost

function featuring the ζ-integral of the solution, and that thereby guarantees

conservation of species mass and heat during the interpolation step.
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Appendix B: Modified Eddy Dissipation Model for Diffusion Controlled

Flames

This appendix presents our modified version of the Eddy Dissipation Model

(EDM) that provides an accurate calculation of the heat release rate of under-resolved

and well-resolved diffusion-controlled flames.

B.1 Model derivation

The classical EDM writes the heat release rate due to the combustion of a

given fuel as follows [46]

HRR =
ρ

τEDM

×min

(
YF ,

YO2

rs

)
×∆Hc (B.1)

where ρ is the mass density, YF and YO2 is the mass fractions of fuel and oxygen, rs

the stoichiometric oxygen-to-fuel mass ratio, and where ∆Hc the heat of combustion.

We model the characteristic time-scale of the combustion process as the mini-

mum between the diffusion and turbulent times

τEDM = min (τTurb, τDiff ) (B.2)

with τTurb and τDiff being the characteristic time-scales of turbulent mixing and

laminar diffusion, respectively.
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We write the diffusion time-scale τDiff (s) as proportional to the mass diffusivity

D (m2/s) and the LES filter size ∆LES (m):

1

τDiff

= CDiff ×
D

∆2
LES

(B.3)

We first develop a mathematical equation for the parameter CDiff . Consider

the simulation of a laminar counter-flow diffusion flame, the EDM gives the heat

release rate per unit surface area of the flame (in units of kg/s/m2) as

HRRPUA =

∫
x

ρmin

(
YF ,

YO2

rs

)(
CDiffD

∆2
LES

)
∆Hc dx (B.4)

According to classical laminar diffusion flame theory, the fuel mass consumption

rate may be expressed as the rate of fuel mass supply by molecular diffusion from

the outer diffusive layer located on the fuel-side of the flame into the inner reactive

sublayer [113,114]. We require that the simulated value of HRRPUA is equal to the

theoretical value given by laminar diffusion flame theory:

HRRPUAtheory = ρ0

√
D0

2
(YF,1 +

YO2,2

rs
)
√
χst ×∆Hc (B.5)

where ρ0 and D0 the values of the mass density and diffusivity in ambient air,

respectively, where YF,1 and YO2,2 are the values of the mass fractions of fuel and

oxygen in the fuel and oxidizer supply streams, respectively, and where χst is the

stoichiometric value of the scalar dissipation rate, χ = 2D |∇Z|2 with Z the mixture

fraction, Z = (YF − YO2

rs
+

YO2,2

rs
)/(YF,1 +

YO2,2

rs
).

This leads to the following equation for CDiff :

CDiff =
ρ0

√
D0

2
(YF,1 +

YO2,2

rs
)
√
χst∆

2
LES∫

x
(ρD)min

(
YF ,

YO2

rs

)
dx

(B.6)
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Next, we consider the case of well-resolved flames, ∆LES ≪ δflame, where δflame

is the flame thickness. Under those conditions, the overlap region between fuel and

oxygen (i.e., the region where the expression min
(
YF ,

YO2

rs

)
is not zero) is a small

region located close Zst and one can write:

∫
x

(ρD)min

(
YF ,

YO2

rs

)
dx ≈

∫
x

(ρD)min

(
YF ,

YO2

rs

)
dZ√
χst/2D

(B.7)

This expression is independent of ∆LES and can be estimated to scale like

1/
√
χst (this is an approximation). This suggests that CDiff ∼ χst∆

2.

Now we turn to the case of strongly under-resolved flames, δflame ≪ ∆LES.

Under those conditions, because of numerical diffusion, the flame has a thickness

δflame = (C∆∆LES) with C∆ = O(1). The profiles of Z, YF , and YO2 are approximately

linear across the flame. We can approximate these profiles as follows:

Z(x) =



0 for x < x0

1
(C∆∆LES)

(x− x0) for x0 ≤ x ≤ x0 + (C∆∆LES)

1 for x0 + (C∆∆LES) < x

(B.8)

and

YF (Z) = YF,1Z (B.9)

YO2 (Z) = YO2,2(1− Z) (B.10)

Also, since the peak flame temperature is low in strongly under-resolved flames,

we can assume that T ∼ T0.
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Then we can write:

∫
x

(ρD)min

(
YF ,

YO2

rs

)
dx ≈ ρ0D0

∫ 1

0

min

(
YF ,

YO2

rs

)
(C∆∆LES) dZ

≈ ρ0D0(C∆∆LES)×
(∫ Zst

0

YF,1Z dZ +

∫ 1

Zst

YO2,2

rs
(1− Z) dZ

)
≈ ρ0D0(C∆∆LES)×

(
YF,1

(Zst)
2

2
+
YO2,2

rs
(
1

2
− Zst +

(Zst)
2

2
)

)

=
ρ0D0(C∆∆LES)

2

YF,1Y O2,2

(rsYF,1 + YO2,2)
(B.11)

This leads to:

CDiff =
ρ0

√
D0

2
(YF,1 +

YO2,2

rs
)
√
χst∆

2
LES

ρ0D0(C∆∆LES)
2

YF,1Y O2,2

(rsYF,1+YO2,2
)

(B.12)

which gives the final expression of the model parameter CDiff

CDiff =
2

C∆

√
2D0

× (rsYF,1 + YO2,2)
2

rsYF,1YO2,2

×√
χst∆LES (B.13)

This expression suggests that CDiff ∼ √
χst ∆LES, and thereby suggests that

CDiff depends not only on the spatial resolution through δLES but also depends on

local fuel-air mixing conditions through χst.

Note that for well-resolved flames, the value of χst can be evaluated from the

gradient of the mixture fraction field. However, for under-resolved flames, this value

can not be deduced from the computational field, and the application of equation

B.13 requires additional modeling efforts. Since fire flames have moderate strains,

one may use a representative value of χst,ref ≈ 1 s−1 in Eq. B.13. We show in the

following the implications of using Eq. B.13 in different flames with known χst,ref ,

and of using Eq. B.13 with a representative value of χst,ref ≈ 1 s−1.
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B.2 Simulations of two-dimensional laminar counter-flow methane-air

flames

In this section, we present two-dimensional simulations of laminar counter-

flow methane/air diffusion flames under different mixing conditions associated with

different values of χst. We first conducted well-resolved simulations (with a grid

resolution of 0.5 µm) using the single-step Arrhenius chemistry model provided by

Westbrook and Dryer [115] where we varied the distance between the fuel and oxidizer

nozzles and/or the injection velocity of both fuel and oxidizer to obtain different

numerical configurations corresponding to different values of χst. We consider these

cases as our benchmark for model validation.

Figure B.1 shows the variation of the heat release rate per unit surface area

of the counter-flow diffusion flames at different mixing conditions represented by

a range of χst between 0.07 and 21. The figure shows under-resolved simulations

conducted using the proposed modification of the EDM represented by Eqs. B.2

and B.13. These simulations are labeled (EDM). We also present under-resolved

simulations performed using EDM with optimized values of CDiff that provide

values of HRRPUA equal to those from the single-step Arrhenius chemistry. These

simulations are labeled (True CDiff ) in Fig. B.1. We include additional simulations

with a constant value of CDiff = 2.5 for comparison.

The results of Fig. B.1 show that the HRRPUA predicted using the proposed

model in under-resolved configurations is in excellent agreement with that of the
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well-resolved single-step Arrhenius model. The maximum difference between the two

is less than 20%. On the other hand, using a constant value of CDiff = 2.5 leads to

underpredicting the HRRPUA by an order of magnitude.

10 2 10 1 100 101 102

st [1/s]

103

104

105

106

107

H
R

R
PU

A
[W

/m
2 ]

Single-step Arrhenius
EDM (True CDiff)
EDM
EDM (CDiff = 2.5)

Figure B.1: Predictions of the heat release rate per unit surface area of counter-flow

methane/air diffusion flames under different mixing conditions.

The profiles of mixture fraction and temperature in the under-resolved sim-

ulations are shown in Fig. B.2. In these cases, there are only 4 gird cells between

the fuel and oxidizer nozzles, and the size of the grid cell depends on the distance

between the fuel and oxidizer nozzles.

Figure B.3 shows the scatter of the predicted HRRPUA using EDM with

a representative value of χst = 1 s−1 in Eq. B.13. These points correspond to

configurations at different mixing conditions that are resolved with ∆LES = 0.25 cm

to 5 cm. The results show that the scatter is well aligned with the benchmark

simulations with single-step Arrhenius chemistry. There is some deviation at very

low values and very high values of χst attributed to the effect of the approximation
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Figure B.2: Profiles of mixture fraction (left) and temperature (right) at the centerline

distance between the fuel and oxidizer nozzles for an under-resolved flame using

EDM and a well-resolved flame using single-step Arrhenius chemistry.

of using χst = 1 s−1 in Eq. B.13 instead of the actual value at these points. The

maximum deviation in the HRRPUA at these extreme points is about 60% which is

deemed acceptable.
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Figure B.3: Scatter of the estimated values of the HRRPUA using a representative

value of χst = 1 s−1 in Eq. B.13 .

286



Appendix C: Extension of the LSP Soot Model to LES Framework

This appendix summarizes our early work describing the formation and oxida-

tion of soot in the LES framework using the Laminar Smoke Pint (LSP) soot model

proposed by Yao et al. [47].

C.1 Conservation of soot mass

In the LES formulation, we write the Favre filtered transport equation of soot

per unit volume of the multiphase fuel bed, ignoring thermophoresis and laminar

diffusion, as

∂

∂t

(
ρ̄(1− βs)Ỹsoot

)
+

∂

∂xj

(
ρ̄(1− βs)ũjỸsoot

)
=

∂

∂xj

(
DTurb

∂Ỹsoot
∂xj

)
+ ω̇′′′

sf − ω̇′′′
so (C.1)

where Ỹsoot is the soot mass fraction (Ysoot ≡ msoot/(mg +msoot)), and ω̇′′′
sf and ω̇′′′

so

are the filtered soot formation and oxidation rates, respectively.

The volume fraction of soot is calculated from

f̃v =
ρ̄Ỹsoot
ρsoot

(C.2)

where ρsoot is the density of soot (∼ 1800 kg/m3).
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Note that when soot modeling is active, additional terms related to ω̇′′′
sf and

ω̇′′′
so are added to the governing equations of the gas-phase in order to account for

the exchange of mass and energy between gaseous species and soot [116].

C.2 Soot formation and oxidation terms

The volumetric rates of soot formation and oxidation are given by Yao et

al. [47] in units of (kg/m3s) as

ω̇′′′
sf =


Afρ

2
(
YF,0

Z−Zst

1−Zst

)
T γ exp (−Ta/T ) if Zso ≤ Z ≤ Zsf

0 otherwise

(C.3)

ω̇′′′
so = Ysoot ×


Asootρ

2
(
Aso

YO2

MO2
T 1/2

)
exp (−Ea,so/RT ) if 0 ≤ Z ≤ Zsf

0 otherwise

(C.4)

where Ta = 2000 K, γ = 2.25, and Asoot = 160, 000 m2/kg, Aso = 120 and

Ea,so = 163, 540 J/mol.

The formation rate pre-exponential factor Af is a fuel-dependent coefficient

that is inversely proportional to the laminar smoke point height of the fuel lsp, fuel

such that

Afuel

AC2H4

=
lsp, C2H4

lsp, fuel

(C.5)

The soot inception mixture fraction limits Zso and Zsf are fuel dependent, and

are estimated as

Zsf = 2.5 Zst , Zso = 1.25 Zst (C.6)
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C.3 Closure model for turbulent soot formation and oxidation rates

We assume that the subgrid-scale fluctuations of a given source term ω̇′′′(η) that

is dependent on one scalar η can be described by a probability density function of the

fluctuations of η, and the filtered source term can be expressed in LES framework as

ω̇′′′ = ρ̄

∫ 1

0

ω̇′′′(η)

ρ(η)
P̃ (η) dη (C.7)

where P̃ is a presumed probability density function (PDF). In this work, we use a

β − PDF that can be deduced from the scalar η̃ and its subgrid-scale variance η̃′′
2
.

From the description of the soot formation and oxidation terms given in Eqs.

C.3 and C.4, we see that the quantities ω̇′′′
so and ω̇′′′

so/Ysoot are expressed in terms of

4 variables: ρ, Z, T and YO2. Thus, we would need 4 joint PDFs to evaluate the

filtered source terms which is not feasible.

In order to simplify the PDF integral, we assume that ρ and YO2 can be written

in terms of two independent variables, the mixture fraction Z and the temperature

T , hence the soot formation and oxidation rates become dependent on only two

variables Z and T . We write

ρ = ρ∞

(
M

M∞

) (
T∞
T

)
(C.8)

where M∞ is the molecular weight of the oxidizer stream and M =

1/
(

1−Z
Moxidizer

+ Z
Mfuel

)
, and where Mfuel is the molecular weight of the fuel. We

also write

YO2 =


YO2,∞ × (1− Z/Zst) , 0 ≤ Z ≤ CZZst

A exp (−Z/B) , Z > CZZst

(C.9)
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where YO2,∞ is the oxygen mass fraction in the oxidizer stream, B = Zst(1 − CZ),

A = YO2,oxidizer(1− Z0/Zst) exp (Z0/B), Zst the stoichiometric mixture fraction, and

where CZ is a model coefficient introduced to account for oxygen diffusion into the

fuel-rich zone (CZ ≈ 0.9).

Now let us introduce a normalized temperature Θ = (T − T∞)/(Tad − T∞),

where T∞ is the temperature of the oxidizer stream (i.e., the ambient) and Tad is the

adiabatic flame temperature of the stoichiometric mixture. Then we can write the

filtered source terms as

˙ωsf
′′′ = ρ̄

∫ 1

0

∫ 1

0

ω̇′′′
sf (Z,Θ)

ρ(Z,Θ)
P̃ (Z)P̃ (Θ) dZdΘ

˙ωso
′′′ = ρ̄

∫ 1

0

∫ 1

0

ω̇′′′
so(Z,Θ)

ρ(Z,Θ)
P̃ (Z)P̃ (Θ) dZdΘ (C.10)

As mentioned earlier, we use a presumed β-PDF approach that requires a

knowledge of the subgrid-scale variance of the independent variables. Thus, we solve

an additional transport equation for the variance of mixture fraction Z̃ ′′2

∂

∂t

(
ρ̄ Z̃ ′′2

)
+

∂

∂xj

(
ρ̄ũjZ̃ ′′2

)
=

∂

∂xj

(
ρ̄(D +DTurb)

∂Z̃ ′′2

∂xj

)

+ 2 ρ̄DTurb
∂Z̃

∂xj

∂Z̃

∂xj
− 2 ρ̄

Z̃ ′′2

τTurb

(C.11)

To get the subgrid-scale variance of the temperature, we assume a direct proportion-

ality between the grid-resolved variance of mixture fraction and temperature and

their subgrid-scale quantities such that√
Θ̃′′2

Θ̃
= CΘ

√
Z̃ ′′2

Z̃
(C.12)

where CΘ is the proportionality factor (determined from LES to be CΘ = 0.4).
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C.4 Integration of the probability density function

We calculate the integral
∫ 1

0
F (Z)P̃ (Z) dZ as

∫ 1

0

F (Z)P̃ (Z) dZ =

∫ 1

0

F (Z)
Za−1 (1− Z)b−1∫ 1

0
Za−1 (1− Z)b−1 dZ

dZ

=

∫ 1

0
F (Z) Za−1 (1− Z)b−1 dZ∫ 1

0
Za−1 (1− Z)b−1 dZ

(C.13)

where

a = Z̃

[
Z̃(1− Z̃)

Z̃ ′′2
− 1

]

b = (1− Z̃)

[
Z̃(1− Z̃)

Z̃ ′′2
− 1

]
(C.14)

Finally, we adopt the algorithm proposed by Liu et al. [117], and we calculate

the integral
∫ 1

0
F (Z)P̃ (Z) dZ in a pre-processing mode. We save it a lookup table

that has two dimensions: Z̃ and Z̃ ′′2. We also generate a two-dimensional lookup

table for the integral
∫ 1

0
F (Θ)P̃ (Θ) dΘ that is dependent on Θ̃ and Θ̃′′2.
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Appendix D: Verification of the WSGG Model Implementation in Open-

FOAM

We present in this section the verification of the WSGG approach for modeling

radiation absorption and emission. As described in section 2.8.2, we split the MRTE

(Eq. 2.87) into a finite number of spectral bands and we use either the polynomial fits

of Bordbar et al. [74] (referred to as WSGG-Bordbar) or Cassol et al. [49] (referred to

as WSGG-Cassol) to obtain the values of the absorption and weighting coefficients,

κj and aj, of the participating medium in each band. The model of Ref [74] that

we implement here was originally designed for participating mixtures of H2O/CO2

at a wide range of molar ratios, while the model of Ref. [49] considered here was

originally designed for participating mixtures of soot and H2O/CO2 at a molar ratio

of 2.

In order to verify the implementation of these models in OpenFOAM, we

consider a series of benchmark cases of radiation absorption and emission in a one-

dimensional enclosure. The one-dimensional enclosure extends to a length L = 1 m

and contains a gaseous mixture of H2O, CO2, N2, and soot. The enclosure is set

at standard atmospheric pressure. The temperature and the volume fraction of the

gases inside the enclosure are varied along the axial direction (i.e., x direction) to
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obtain different radiation configurations. The left and right walls of the enclosure at

x = 0 and x = L, respectively, are treated as black bodies at 400 K. We compare our

numerical simulations conducted using the two implemented WSGG models to the

Line-By-Line (LBL) solution that accounts for the spectral variation of the radiation

properties of each gaseous species at all possible radiation wavelengths [49].

D.0.1 Radiation configuration 1

The first configuration has a sinusoidal distribution of temperature with T (x) =

400+1400 sin2 (2πx/L) K, and a uniform distribution of gaseous species with volume

fractions with XH2O = 0.2, XCO2 = 0.1 and XN2 = 0.3. No soot is considered in

this case (fv = 0). Note that this configuration considers a molar ratio of H2O/CO2

equals 2.

With the above conditions, the temperature of the mixture increases from 400K

near the walls to a maximum temperature of 1800 K at x/L = 0.25 and 0.75, and it

then falls to 400 K at the center of the enclosure. Figure D.1 shows the simulated and

the LBL solution of the axial distribution of the radiant power inside the enclosure.

It can be seen that at the edges and the center of the enclosure, the radiant power is

positive indicating a radiation absorption from the hot regions. The radiant power

at x/L = 0.25 and 0.75 shows negative peaks at locations corresponding to the

maximum temperature of the mixture. At such locations, the mixture is losing heat

to the walls and the other cold regions in the enclosure. The results suggest that the

two WSGG models are able to correctly predict the radiant power distribution and
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are in very good agreement with the LBL solution.

Figure D.1: Comparison between the numerical simulations (lines) and the LBL

solution (symbols) of radiation configuration 1.

D.0.2 Radiation configuration 2

We now consider a second configuration in which the axial distribution of both

temperature and gaseous species are non-uniform and following these distributions:

T (x) = 400+1400 sin2 (πx/L), XH2O = 0.2 sin2 (2πx/L), XCO2 = 0.1 cos2 (2πx/L),

XN2 = 0.7. This configuration shows a non-constant value of the molar ratio of

H2O/CO2 that varies between 0 and infinity. Again, no soot is considered here

(fv = 0).

The axial distributions of the radiant power of this case obtained from our

numerical simulations and the LBL solution are presented in Fig. D.2. The results

of the two WSGG models show a satisfactory agreement with the LBL solution at

different locations inside the enclosure. There is, however, a large deviation in the
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results of Cassol’s model near the center of the enclosure where the molar ratio of

H2O to CO2 approaches zero. The simulation results overpredict the radiation power

in this region owing to the fact that Cassol’s model was designed based on a molar

ratio of H2O and CO2 equals 2.

Figure D.2: Comparison between the numerical simulations (lines) and the LBL

solution (symbols) of radiation configuration 2.

D.0.3 Radiation configuration 3

In the third configuration, we include soot to study its effect on the radiant

power inside the enclosure. We consider here a uniform distribution of soot at

fv(x) = 10−6. The distributions of temperature and volume fractions of CO2, H2O,

and N2 are similar to those in radiation configuration 1. Figure D.3 presents a

comparison between numerical simulations conducted using the two WSGG models

and the LBL solution. The radiation power distribution obtained from the LBL

solution indicates a significant increase in the high-temperature region (i.e., x = 0.25
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and 0.75 m) compared to configuration 1 in response to the presence of soot. The

peak radiant power increased from ∼ 600kW/m3 in configuration 1 to ∼ 3000kW/m3

in this configuration. This result suggests that radiation is dominated by soot. The

simulation result obtained using Bordbar’s model, which does not account for soot

radiation, underestimates the peak radiant power by factor 5. On the other hand, the

simulation result obtained using Cassol’s model, which accounts for soot radiation,

shows an acceptable agreement with the LBL solution. Note that the version of

Cassol’s model implemented here represents soot by only two gray gases. As pointed

out in Ref. [49], a better agreement with the LBL solution can be achieved if soot is

modeled by more gray gases.

Figure D.3: Comparison between the numerical simulations (lines) and the LBL

solution (symbols) of radiation configuration 3.
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D.0.4 Radiation configuration 4

This final configuration corresponds to a more realistic case in which soot exists

in a narrow region inside a flame. The radiation in this case is not dominated by soot

in the entire flame region. We assume here a uniform distribution of temperature at

T (x) = 1100 K. The distributions of H2O and CO2 are: XH2O(x) = 0.2 sin2 (2πx/L)

and XCO2(x) = 0.1 sin2 (2πx/L). Under these conditions, the concentrations of H2O

and CO2 are zero near the walls and the center of the enclosure, and are maximum

near x = 0.25 and 0.75 m. We also consider soot to exist only between x = 0.25

and 0.75 m such that fv(x) = 10−6 sin2 (2π(x− 0.25)/L) in that region, and fv = 0

otherwise.

Figure D.4 presents the radiant power distribution obtained from numerical

simulations conducted using Cassol’s model and the LBL results. The plots show that

the radiant power is negative along the entire enclosure indicating that the mixture is

losing radiation to the cold walls. The radiant power shows a first peak near x = 0.25

and 0.75 m where the concentrations of H2O and CO2 are maximum. The radiant

power then slightly decrease followed by a second peak at the center of the enclosure

where the concentrations of H2O and CO2 are zero and the concentration of soot is

maximum. The peak value of the radiant power obtained from the LBL solution at

this region is about two times higher than at regions where the concentrations of

H2O and CO2 are maximum.
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Figure D.4: Comparison between the numerical simulations (lines) and the LBL

solution (symbols) of radiation configuration 4.

As shown in Fig. D.4, the simulation results obtained using the WSGG-Cassol

model are in very good agreement with the LBL solution outside the soot region

and are in acceptable agreement inside the soot region. The peak radiant power

estimated by the WSGG model is ∼ 14% lower than that estimated by the LBL

solution. These error levels are similar to those obtained by Ref. [49] which suggests

that the implementation of the WSGG model is free from coding errors.
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Appendix E: Installation of PBRFoam on HPC Clusters and its Parallel

Performance

E.1 Installation

The solver PBRFoam is uploaded on this GitHub repository:

https://github.com/mmahmed15/PBRFoam

This repository is private but access is granted upon request. The solver is built

on OpenFOAM version 4.x build number: dev-8dafde6048ab, which we used for

previous development in our group. The source files are saved in this repository:

https://github.com/mmahmed15/OpenFOAM_UMD.

Below are the steps to compile PBRFoam and OpenFoam version 4.x on

the UMD cluster Zaratan [118] or Expanse cluster [119] located at the San Diego

Supercomputer Center (SDSC) and supported by the NSF ACCESS program [120].

• Load the following modules

For Zaratan HPC cluster use:

1 module load gcc/8.4.0

2 module load openmpi/3.1.5

For Expanse HPC cluster use:
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1 module load gcc/10.2.0

2 module load openmpi/4.0.4

• Download the source files in the home directory

1 cd ~

2 git clone https://github.com/mmahmed15/OpenFOAM_UMD.git

• Navigate to the compile directory and unzip the source files For Zaratan HPC

cluster use:

1 cd OpenFOAM_UMD

2 unzip ThirdParty-dev.zip

3 unzip OpenFOAM-dev.zip

• add the following line to the end of the (∼ /.bashrc) file

1 source ~/OpenFOAM_UMD/OpenFOAM-dev/etc/bashrc

• then run the following command in the terminal

1 source ~/.bashrc

• Compile the third-party library

1 cd ~/OpenFOAM/ThirdParty-dev

2 ./Allwmake -j 8 >& log.Allwmake &

• Compile the OpenFOAM library using for example 8 cores

1 cd ~/OpenFOAM_UMD/ThirdParty-dev

2 ./Allwmake -j 6 >& log.Allwmake &
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check for errors in the log.Allwmake file

• Compile the OpenFOAM library

1 cd ~/OpenFOAM_UMD/OpenFOAM-dev

2 ./Allwmake -j 6 >& log.Allwmake &

check for errors in the log.Allwmake file

• Download the source files of PBRFOAM from this repository in the home

directory

1 cd ~

2 git clone https://github.com/mmahmed15/PBRFoam.git

• Navigate to the PBRFoam directory and compile the code

1 cd ~/PBRFOAM

2 ./Allwmake -j 6 >& log.Allwmake &

check for errors in the log.Allwmake file

E.2 Parallel Performance

Parallelization is robust and integrated at a low level in the OpenFOAM library,

so in general, new applications require no “parallel-specific” coding; they will run

in parallel (efficiently) by default. Based on prior scaling studies, it appears that

with a suitable setup, solvers based on the OpenFOAM CFD library can scale up

to several 100s CPUs. We have recently (January 2023) performed a new series of

parallel performance tests of PBRFoam on Expanse using simulations corresponding
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to the configuration of fire spread in pine wood bed, with a computational grid of

approximately 57 million cells and 19 million particles but computed with a variable

number of cores. Figure E.1 shows very good scaling with respect to increasing the

number of compute nodes.

Figure E.1: Test of the scaling performance of PBRFoam on the HPC cluster

Expanse.
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