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The past few decades have witnessed the widespread adaptation of wireless

devices such as cellular phones and Wifi-connected laptops, and demand for wireless

communication is expected to continue to increase. Though radio frequency (RF)

communication has traditionally dominated in this application space, recent decades

have seen an increasing interest in the use of optical wireless (OW) communication

to supplement RF communications. In contrast to RF communication technology,

OW systems offer the use of largely unregulated electromagnetic spectrum and large

bandwidths for communication. They also offer the potential to be highly secure

against jamming and eavesdropping. Interest in OW has become especially keen in

light of the maturation of light-emitting diode (LED) technology. This maturation,

and the consequent emerging ubiquity of LED technology in lighting systems, has

motivated the exploration of LEDs for wireless communication purposes in a wide

variety of applications. Recent interest in this field has largely focused on the

potential for indoor local area networks (LANs) to be realized with increasingly



common LED-based lighting systems. We envision the use of LED-based OW to

serve as a supplement to RF technology in communication between mobile platforms,

which may include automobiles, robots, or unmanned aerial vehicles (UAVs). OW

technology may be especially useful in what are known as RF-denied environments,

in which RF communication may be prohibited or undesirable.

The use of OW in these settings presents major challenges. In contrast to

many RF systems, OW systems that operate at ranges beyond a few meters typically

require relatively precise alignment. For example, some laser-based optical wireless

communication systems require alignment precision to within small fractions of a

degree. This level of alignment precision can be difficult to maintain between mobile

platforms. Additionally, the use of OW systems in outdoor settings presents the

challenge of interference from ambient light, which can be much brighter than any

LED transmitter.

This thesis addresses these challenges to the use of LED-based communication

between mobile platforms. We propose and analyze a dual-link LED-based system

that uses one link with a wide transmission beam and relaxed alignment constraints

to support a more narrow, precisely aligned, higher-data-rate link. The use of an

optical link with relaxed alignment constraints to support the alignment of a more

precisely aligned link motivates our exploration of a panoramic imaging receiver for

estimating the range and bearing of neighboring nodes. The precision of such a

system is analyzed and an experimental system is realized. Finally, we present an

experimental prototype of a self-aligning LED-based link.
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Chapter 1: Introduction

1.1 Motivation and Challenges of OW

The past few decades have witnessed the widespread adaptation of wireless

devices such as cellular phones and Wifi-connected laptops, and demand for wire-

less communication is expected to further expand significantly as interest in robot-

to-robot and vehicle-to-vehicle communication increases. To date, these wireless

connections have typically utilized radio frequency (RF) technology. Though the

robust and versatile capabilities of RF likely ensure that it will continue to play a

significant role in this application space, increasingly there is interest in the use of

wireless optical communications to supplement RF capabilities.

The maturation of LED technology and its growing ubiquity as a means of

efficient illumination has generated much interest in exploiting LEDs for optical

wireless communication (sometimes referred to as “Lifi”). Many envision using

LEDs for communication in indoor local area networks (see Figure 1.1) [1–3], in

airplane cabins, [4] (see Figure 1.2), in space [5], through signboards [6], between

cars [7–9] (see Figure 1.3), in intelligent transportation systems [10,11] and between

robots [12, 13]. In many of these applications, LEDs are preferred to laser diodes

(LDs), despite LDs’ typically higher modulation bandwidths [14]. LEDs tend to
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— White LED offers advantageous properties 

such as high brightness, reliability, lower power consumption 

and long lifetime. White LEDs are expected to serve in the 

next generation of lamps. An indoor visible-light 

communication system utilizing white LED lights has been 

proposed from our laboratory. In the proposed system, these 

devices are used not only for illuminating rooms but also for 

an optical wireless communication system. Generally, plural 

lights are installed in our room. So, their optical path 

difference must be considered. In this paper, we discuss about 

the influence of interference and reflection. Based on 

numerical analyses, we show that the system will expect as 
Figure 1.1: Illustration of OW technology indoors, from [1]. As LEDs are widely
expected to eventually provide more indoor lighting, there is much interest in the
exploitation of such devices for dual purposes; that is, use of LEDs for both illumi-
nation and communication.

have lower cost, higher reliability, may be used for illumination purposes, require

less implementation complexity, and their larger emission areas allow for relaxed eye

safety consideration and larger transmission powers [4, 7, 15].

Whether implemented using LDs or LEDs, OW technology is viewed as a

potential supplement to RF technology due to advantages that include:

• OW technology utilizes a broad range of spectrum that is unregulated and

unlicensed [14, 16, 17]. In contrast, traditional RF-based systems often face

spectrum crowding and restrictions. The spectrum utilized by OW is practi-

cally unlimited in bandwidth and can support very high data rates [17]. For

instance, air-to-ground optical links with data rates of 80 Gb/s have been

demonstrated [18]. Access to this unrestricted spectrum could be especially

important in military applications, as military demands for network capacity

2



Figure 2. Future broadband wireless networking scenario.
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Figure 1.2: Illustration of OW technology in airplane cabin, [4]. This is one of many
potential application spaces in which LEDs could be used for both illumination and
communication.

 

Data communication

 

Figure 6. Indoor broadcasting via VLC, e.g., for Figure 7. Car-to-car communication  

via LED-based head and tail lights. Figure 1.3: Car-to-car communication through LED-based headlights and tail lights,
from [7].
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are increasing, while spectrum available to it is decreasing [19].

• Communication at optical wavelengths can provide enhanced security from

eavesdropping. In indoor settings, transmitted light cannot penetrate walls,

making eavesdropping on a transmitter in a neighboring room very diffi-

cult [14]. In contrast, RF can often penetrate walls and other optically opaque

obstacles. Outdoors, transmitted OW beams are often directional, utilizing

beamwidths that can be small fractions of a degree. This spatial confine-

ment enhances security by requiring any third party to place a receiver within

the transmitted beam path in order to eavesdrop [19]. In contrast, achiev-

ing similar beamwidths in the RF spectrum would be impractical as it would

require inordinately large antennas, due to the larger wavelength of RF fre-

quencies [20].

• Unlike some RF devices, OW generally does not generate electromagnetic in-

terference (EMI) that affects nearby sensitive electronic devices. And, OW

systems can be virtually immune to crowding and interference from other

users, including the jamming that often plagues RF communication in ad-

versarial environments [19]. Due to this freedom from issues that arise from

EMI, OW technology may be especially useful as an alternative means of com-

munication in “RF-denied” environments, that is, environments in which RF

communication may be prohibited or difficult due to EMI concerns. This may

include some tactical military environments that suffer from enemy jamming,

or healthcare settings in which there are sensitive electronics. For example,
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traditional WiFi may interfere with medical devices such as cardiac pacemak-

ers and infusion pumps, while OW-based LANs may provide a safe alterna-

tive [21].

However, OW also presents its own constraints and challenges. OW technol-

ogy typically utilizes direction detection of intensity-modulated light (IM/DD), in

contrast to the coherent detection traditionally used by RF communication systems.

The conversion at the receiver of intensity-modulated light to an electrical signal is

fundamentally different from the conversion of an RF signal and can require a higher

concentration of power incident on the receiver [16,17]; in effect, optical receivers are

typically orders of magnitude less sensitive than their RF counterparts [17]. Addi-

tionally, OW links that operate outdoors can face interference from intense ambient

light and atmospheric effects, further increasing the received signal power required

for communication [16]. Thus, establishing optical links beyond very short ranges

often requires the transmitted energy to be directed towards the receiver with some

precision, so that the concentration of received power is sufficient [16]. The conse-

quent alignment demands present a major challenge for OW links [22–24] and have

severely limited the adoption of OW for most mobile applications [19].

1.2 Prior and current work in OW

Much recent interest in OW communication has been motivated by applica-

tions relevant to indoor local area networks (LANs). The use of OW technology for

implementation of indoor LANs was first proposed several decades ago [25], propos-
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ing the use of infrared (IR) communication devices to implement local networks

within fixed structures environments such as homes and office buildings. Recent

interest in OW-based indoor LANs (“LiFi”) has shifted from the utilization of IR

spectrum to visible light; many see such LEDs as the lighting source of the fu-

ture [26], and consider room-illuminating LEDs to be a potential low-cost, power-

efficient, broadband means of indoor communication [16]. In such systems, it is

envisioned that users in the room may receive information via light from an array

of fixed overhead LEDs. Such illuminating LEDs in general should provide nearly

uniform illumination of relatively high optical powers over wide area for lighting pur-

poses, thus naturally providing a wide coverage area for indoor LANs. In addition,

such systems based on visible light LEDs may realize much higher signal-to-noise

ratios than IR-based systems, as they need not suffer interference from other interior

lighting sources [16, 27].

Due to the short range of these links, the users can receive intensities of LED

light sufficient for reasonably high data rates, even without employing precise means

of directing transmitted LED light. Typically, the transmitted light is emitted in a

wide radiation pattern and covers a wide area, in accordance with the LEDs’ role as

illuminating devices. The receiver may not even need to have a line-of-sight (LOS)

to the transmitter, as reflections from walls can often direct sufficient signal power

to the receiver. This wide area of user coverage and insensitivity to alignment or

blockages can provide good user mobility within the indoor setting. Such OW links

with broad emission patterns and multiple reflections from walls are known as diffuse

links.
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One challenge that arises in such links is that the reflections within such en-

closed spaces also create multiple versions of the signal which are incident on the

receiver; each version has its own time delay. This phenomenon, known as mul-

tipath dispersion, creates intersymbol interference (ISI) and may limit the band-

width of such systems. Additionally, the wide receiver fields-of-view utilized in

these pointing-insensitive systems allows high levels of interfering ambient light to

reach the receiver. To mitigate these effects, some have proposed the utilization of

systems which direct the light more precisely than diffuse links do. This includes,

for example, the use of multiple “hotspots” [28], or the use of high-speed tracking

systems [29]. While these systems may increase the achievable data rates, they may

limit mobility of users, increase the complexity of implementation and/or conflict

with the demand for illuminating LEDs to provide wide areas of roughly uniform

illumination.

Often in such LED-based communication systems, the frequency response of

the communication channel is limited most by the modulation bandwidth of the

LED. In general, the modulation bandwidths of LEDs depend strongly on the spe-

cific device construction. Some have explored µLEDs that have modulation band-

widths that extend into the hundreds of MHz [30–33]. However, much of the interest

in using LEDs for communication seeks to exploit large-area LEDs that are lower

in cost and thus more practical as sources of lighting, and often such devices can be

more limited in their modulation bandwidths. Much of the LED-based OW research

explores the use of white LEDs (WLEDs), which are composed of blue LEDs which

excite a re-emitting yellow phosphor coating, resulting in spectrally broad emission.
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W systems utilizing white 

 the literature, [44]-[50]. 

Several of these investigations relied on complex tri-

chromatic LEDs with idealized bandwidths of 100 MHz 

and more, [44]-[46]. In addition, the use of narrow-band 

Discrete Multitone (DMT) signals was considered in [47] 

and [48]. In [49], the focus was on low bit rate transmission 

for automobile communication. In [50], we considered 

commercially available single-chip white LEDs 

(phosphorized blue LEDs) for broadband transmission 

techniques. By suppressing 

the phosphorescent portion of the optical spectrum (Fig. 8), 

we have determined a modulation bandwidth of ~20 MHz. 

Our investigations have shown that the distributed high 

power via many LEDs (as typically used in LED-based 

lamps), creates a flat transmission channel which enables 
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Figure 8. Measured radiation spectrum of a Figure 1.4: Emission spectrum of commercially available phosphor-coated white
LEDs, as in [7]. The peak at roughly 450 nm corresponds to emission from the
blue LED used to excite the phosphor, which emits broadly across many longer
wavelengths. The blue LED typically has a faster modulation response than the
broadly-emitting phosphor coating. While white light could also be generated by
the use of multiple LEDs, using such phosphor-coated LEDs is generally considered
to be a less-expensive means of generating white light.

A typical emission spectrum is shown in Figure 1.4 [7]. As the excitation-reemission

process is relatively slow, the use of phosphor-based LEDs can present a challenge to

high-data-rate communication applications; they typically have bandwidths limited

to a few megahertz. Figure 1.5 shows the normalized gain of such WLEDs and the

blue LED used to excite the phosphor [34]. The white LED’s 3 dB bandwidth is

roughly 3 MHz, while the response of the blue LED is about 10 MHz. [35]. Though

white light can also be generated by the combination multiple LEDs (e.g., red, green,

and blue), phosphor-based devices are viewed as more practical for lighting purposes

due to their simplicity and lower cost.

As this frequency response of white LEDs can create distortion that hinders

8



Figure 1.5: Plot of the normalized small-signal frequency response of a white
phosphor-based LED, and the blue LED used to excite the phosphor. Generally,
the overall white emission is significantly slower in its response than the blue LED’s
emission. This is due to the long decay time of the phosphor. Plot is as shown
in [34].
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the creation of high-speed links, attempts to achieve high data rates with LEDs

have often sought to address this phenomenon. Such methods include applying a

blue filter at the transmitter [36] or receiver [35], though the effectiveness of such

methods may depend on the modulation scheme [37]. This blue filter approach

attempts to increase the modulation bandwidth of the channel by maintaining the

white LED’s yellow phosphor emission for lighting purposes, while using only the

blue LED’s emission for communication purposes.

Beyond simply applying a blue filter, much work has sought to extend the

bandwidth of the communication channel using equalization techniques that in-

crease the 3 dB bandwidth of LEDs (whether phosphor-coated or not) [35, 38–40].

In an example of preequalization (equalization implemented in the transmitter), [41]

implements OOK modulation using a 16-LED transmitter in which different LEDs

are driven with different resonant modulation circuits, each designed to produce

peak LED output power at different modulation frequencies. The ensemble of such

“tuned” LEDs combine to produce a transmitter that has a significantly increased

3 dB bandwidth, shown in Figure 1.6. Similarly, other work has explored poste-

qualization to increase data rates in which the equalization is performed in the

receiver [35, 42]. In addition to equalization techniques, modulation types more

sophisticated and bandwidth-efficient than OOK have been used to increase achiev-

able data rates [40,43,44]. These include orthogonal frequency division multiplexing

(OFDM), in which the available bandwidth is partitioned into a large number of

subchannels [43,44]. In addition to increasing spectral efficiency, such schemes may

alleviate limitations to data rates that arise from intersymbol interference (ISI) from

10
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Figure 1.6: To increase the data rates achievable with LED-based communica-
tion, techniques such as equalization are used to improve the frequency response
of LEDs. Among these techniques is multiple-resonant equalization, which utilizes
an ensemble of individual LEDs that are “tuned” to different modulation frequen-
cies to achieve an aggregate frequency response that extends to higher frequencies.
This plot illustrates the improvement in such frequency response with three curves
showing: (1) normalized gain response of an unequalized LED, (2) the calculated
frequency response of an ensemble of LEDs based on measurements of each LED,
and (3) the measured frequency response of the ensemble. From [41].

reflection [44–46].

Outside of fixed, enclosed, short-range settings such as indoor LANs, OW is

typically manifested as what are known as point-to-point links. These systems re-

quire LOS between transmitter and receiver, and point the transmitter and receiver

at each other with some degree of precision. Precise alignment allows the use of

narrow emission beams (which allow a high concentration of energy to reach the re-

ceiver), and narrow receiver fields-of-view (which allow the rejection of most ambient

light). And when operated in outdoor environments, these links typically do not

suffer much from the limitations of multipath dispersion that arise from reflecting

walls.
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To date, much of the research in point-to-point OW links has focused on

the use of laser-based systems that can span long ranges and achieve very high

data rates [18, 47]. With transmission beamwidths on the order of milliradians,

these systems enable these rates and ranges by achieving a high concentration of

transmitted energy on the incident on the receiver, and also enjoy the spatial reuse

and security benefits (protection against eavesdropping and jamming) inherent to

directional links [19]. Development of these links has been motivated by applications

such as satellite communication [19], airborne communication [48], and building-top

metro-area communications [16]. Commercially available laser-based OW systems

can achieve data rates on the order of 10 Gb/s at ranges on the order of kilometers

[16], and are often considered a less costly alternative to installation of fiber-optic

links.

In these long range OW systems, sometimes known as free-space optics (FSO)

systems, propagation through the atmosphere can degrade the performance of a

system, and limit the achievable data rate. Obscuration due to rain, fog, snow, and

haze attenuate the transmitted signal as it propagates [16]. Even in clear conditions,

an optical beam can be attenuated by free space loss and clear air absorption [15]. In

addition, the transmitted beam is subject to atmospheric turbulence, the randomly

varying spatial variations in the index of refraction along the path of propagation

[16]. This causes variations on the millisecond timescale [49] of up to 40 dB in

the received power level through beam wandering, spreading, and breakup [15].

Such effects, known as scintillation, can become significant for links as short as

500 m [15, 16].

12



While these atmospheric conditions affect all long-range OW links, the main

challenge to adapting such narrow-beam links for mobile applications at any range

is the difficulty in achieving the alignment precision required to operate such links.

To address these alignment challenges, long-range links are often supported by laser-

based beacons that are somewhat wider than the primary data laser. Such links may

transmit positioning information or provide alignment feedback, but the beams uti-

lized are still relatively narrow (on the order of one milliradian to tens of milliradians)

and assume knowledge of coarse positioning information [50, 51]. Independent RF

links are often used for robust support of OW links, sometimes helping to align the

optical link [48, 51–57]. In such schemes, RF technology may serve as a beacon for

neighbor discovery or the control channel that provides the position information for

alignment, as depicted Figure 1.7, taken from [19]. Thus, RF/OW hybrids combine

the robustness of RF with the security and access to broad unrestricted spectrum

of OW. RF and OW links also complement each other in other ways, as described

in Figure 1.8 [48]. However, despite such efforts, OW has still failed to be widely

adapted for mobile applications. This lack of penetration into the mobile application

space is illustrated in Figure 1.9, which shows that high levels of link performance

have only been achieved for links operating under static, favorable conditions.

Some systems to address the alignment concerns of OW systems without the

need for RF have been proposed. In one such proposal, nodes are composed of collec-

tions of transceivers arrange in a “soccer ball” configuration [47,58,59]. The config-

uration is illustrated in Figure 1.10. Each face of the configuration is an individual

transceiver, consisting of a transmitter (LED or LD) and a receiver photodiode

13



Figure 2. PAT with optical/RF hybrid.

Node A Node B

Wide RF search Omni or coarse directional

Node A Node B

Narrow RF acquisition

FSOC beam with RF control channel

Node A Node B

Figure 1.7: Illustration of pointing and tracking with RF/OW hybrid systems,
taken from [19]. In general, the difficulty in aligning optical links has motivated
the use of more robust RF links as a means of support for optical links. This
approach combines the robustness of RF links with the benefits optical links, such
as the utilization of unrestricted spectrum. Long range optical links are sometimes
referred to as free-space optical (FSO) systems, or free-space optical communication
(FSOC) systems. The top two illustrations of the figure depict how RF systems can
be used to help align FSOC links. In the absence of prior knowledge of a neighboring
node, utilizing omnidirectional or scanning coarse directional RF systems can help to
provide the initial acquisition necessary for alignment. With some prior knowledge of
the neighboring node, a narrower beam may be used for acquisition; such directional
RF beams are in practice much wider than optical beams. Upon acquisition an RF
link may be used as a control channel for an FSOC link, as shown in the bottom
illustration.
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Figure 1.8: From [48], this table compares the characteristics of RF, Free Space
Optics (FSO), and hybrid RF/FSO systems. The complementary features of RF
and FSO have motivated the use of hybrid systems.
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� Figure 1. Required technology development for FSOC in relation to weather
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Figure 1.9: State of optical wireless communications, from [19]. Some of the
primary obstacles to the widespread implementation of FSO are the difficulty in
aligning optical links, and the detrimental effects of some weather conditions on
long-range links. To date, practical use of FSO is largely confined to applications
that involve static nodes.
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Figure 1.10: “Soccer ball” geometry, as shown in [47]. Each face of the configuration
is an individual transceiver, consisting of a transmitter (LED or LD) and a receiver
(PD), establishes a connection to a similar transceiver-face on a neighboring node.
This form of “electronic steering” allows for multiple connections with similar nodes
simultaneously.

(PD), which establishes a connection to a similar transceiver-face on a neighboring

node. In the event that a node’s link to another node becomes misaligned, the link

may shift transceiver-faces to utilize the face that allows for the best alignment.

This form of “electronic steering” allows for multiple connections with similar nodes

simultaneously. However, it comes at the cost of increased complexity at each node.

In addition, the granularity of the electronic steering is limited by the number of

faces, making such a system difficult to use for long-range systems.

1.3 Dissertation Contributions

Wireless communication between mobile platforms has traditionally been dom-

inated by RF technology, which has demonstrated the robustness, range, and data
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rates necessary for many high-mobility applications. This has included applications

such as communication between robots, vehicles, and UAVs. However, the relative

immunity from jamming and eavesdropping, lack of interference with other devices,

access to unrestricted spectrum, and high bandwidths available to OW systems may

make them an attractive supplement to RF technology in some of these mobile ap-

plications. OW technology could be especially useful in RF-denied environments,

such as some tactical military environments or hospitals with sensitive electronics.

LEDs have emerged as a low-cost, energy-efficient, compact, relatively eye-

safe, reliable means of implementing OW communication that could supplement RF

in mobile settings. The biggest challenge in this application space is the mainte-

nance of alignment between mobile nodes. While OW has demonstrated the very

high rates and long ranges that can be achieved with precise alignment, this thesis

will show that LED-based OW links with widened transmission beams and sig-

nificantly relaxed alignment constraints could provide the robustness necessary for

mobile applications while still maintaining useful data rates and ranges. OW tech-

nology operating in this regime may be useful as a short- to medium-range means

of communication between mobile platforms such as vehicles or robots, especially

where RF communication is prohibited or undesirable.

This thesis begins by constructing a channel model for point-to-point LED-

based OW communication. This model incorporates design parameters such as

noise, alignment error, LED power, beam divergence, receiver size and receiver

field-of-view to calculate achievable rates and ranges using on-off-keying (OOK)

modulation. The calculations show that even in the presence of outdoor ambient
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light, low to medium data rates (kb/s to Mb/s) are achievable over 10s to 100s of

meters with a single LED emitter. In addition to providing estimates of the capa-

bilities of OW, the analysis quantifies the tradeoffs embedded in the design of such

OW systems.

Following the construction of the OW link model, this thesis uses the model

to explore the use of a dual link system as a means of addressing the alignment

challenges inherent to point-to-point systems. In the proposed system, a lower-data-

rate wide-beam link is used to provide support to a higher-data-rate narrow-beam

link. Such a configuration exploits the robustness of the wide-beam link, while the

narrow-beam link provides the energy concentration at the receiver necessary to re-

alize sufficient range and data rate. This section of the thesis builds on the general

model constructed in Chapter 2 to outline a design framework for the consideration

of the proposed dual-link system. The proposed OW system realizes the robustness

that accompanies a pointing-insensitive alignment link without relying on the sup-

port of an RF link. This all-optical quality may make such a system suitable for

RF-denied environments, where OW technology may be of heightened interest.

Expanding upon the use of all-optical means to address the alignment demands

of OW systems, Chapter 4 discusses the application of an imaging optical system

[19, 20] to provide optical wireless nodes with location information of neighboring

nodes. In this system, a curved mirror and a camera constitute an imaging receiver

used to estimate the angle-of-arrival of light-emitting sources (beacons) placed on

neighboring nodes. Such a system maintains a 360-degree field of view in azimuth

without the need for mechanical scanning [60, 61]. Equipped with such a system, a
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given node can estimate the angular bearings of nearby nodes, enabling the align-

ment of OW links. The ranges to nearby nodes can also be estimated with such

a system. This information could be used, for example, to estimate the data rate

achievable in an optical link [62]. This section of the thesis describes the geometry

and operating principles of this beacon localization system and analyzes sources

of error in the system. We develop a general analytical model for propagation of

Gaussian error in the system and the effect on angle-of-arrival estimation. While

the type of errors present in any given implementation may vary considerably, this

analytical model may serve as a useful first-order approximation for system model-

ing and performance prediction. We then present an experimental realization of a

catadioptric system and analyze sources of noise in the system.

In Chapter 5 we expand upon the experimental realization discussed in Chap-

ter 4, and discuss the the realization of a self-aligning optical link. This prototype

utilizes the catadioptric system’s estimates of a nearby beacon to control a gimbal

and direct an LED transmitter toward a receiver, thus creating an aligned link.
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Chapter 2: Rate and Ranges Achievable with LED-based OW Sys-

tems

We begin by considering a general link model of a line-of-sight (LOS) IM/DD

OW system that employs on-off keying modulation (OOK) [14]. OOK is frequently

used in OW systems due to its reasonable bandwidth efficiency and ease of imple-

mentation [4,63]. In this analysis, we consider a distortionless channel, i.e. a channel

in which gain is uniform at all frequencies of interest.

In this analysis, we assume that the transmitter has one or a few LEDs that

emit light into a hemisphere and that the pattern of emission can be described by

an irradiance function Is(d, φ) [W/m2] given by [14] as

Is(d, φ) = P
m+ 1

2π
cosm(φ)/d2. (2.1)

Here, d is the distance from the transmitter and φ is the pointing angle of the

transmitter, as shown in Fig. 2.1. The case of φ = 0 corresponds to a transmitter

that is perfectly pointed at the receiver, and thus we will sometimes refer to φ as

the “pointing error.” The average transmitted optical power is P [W], and m is

a parameter defining the beamwidth of emission. The half-power half-beamwidth
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Φ1/2, which we will refer to as the “beamwidth,” is related to m by

m = −(ln 2)/ ln[cos(Φ1/2)]. (2.2)

For a receiver placed at a location defined by (d, φ), the received optical signal

power PRx is given by

PRx = IsAeff , (2.3)

and the corresponding excited photocurrent is

Ip = RPRx. (2.4)

Here, R [A/W] is the responsivity of the photodiode and Aeff [m2] is the effective

area of the receiver. In general, Aeff is a function of the angle-of-incidence of the

transmitted light at the receiver, which we define as ψ (see Fig. 2.1). The case of

ψ = 0 corresponds to a receiver that is perfectly pointed at the transmitter. For a

receiver that is composed of a photodiode of active area A, an optical filter described

by the parameter Ts(ψ), and an optical concentrator of gain g(ψ), the effective area

is

Aeff(ψ) = g(ψ)Ts(ψ)A cos(ψ). (2.5)

For a given spectrum of LED emission incident on the receiver at an angle ψ, Ts(ψ)

is the fraction of incident optical signal power allowed through the filter. If we
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ΨcΦ1/2

d

φ
PD

ψ

LEDs

Figure 2.1: Diagram of an optical link with an LED transmitter and photodiode
(PD) receiver. The transmitter beam is described by its half-power half-beamwidth
Φ1/2 and its pointing error φ. A distance d separates the transmitter and receiver. In
this model, the field of view of the receiver is defined by the concentrator half-angle
Ψc. The receiver pointing error is ψ. In this diagram, the angles described by φ and
ψ are coplanar, but the derived link model is generally valid.

assume that the concentrator is ideal, then its gain g is [64]

g(ψ) =



















n2/ sin2(Ψc), if |ψ| ≤ Ψc

0, if |ψ| > Ψc.

(2.6)

Here, the concentrator index of refraction is n and its half-angle field-of-view is Ψc.

Practical concentrators often approach this ideal gain relation [14]. The case of no

optical concentrator corresponds to a case of a concentrator with n = 1 (free space)

and Ψc = 90◦, yielding a gain of g = 1.

In OW systems, often the two largest sources of noise are thermal noise [65,66]

and shot noise [67], both of which can be modeled as zero-mean white Gaussian noise

that is added to the photocurrent Ip. The variance to the signal added by thermal

noise is generally modeled as

σ2
th = 4kTB/Rth, (2.7)
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where k is Boltzmann’s constant, T is the temperature of the detector’s load re-

sistor, and B is the receiver bandwidth. We assume that this receiver bandwidth

is matched to the bandwidth required to process the modulated signal; for OOK

signals, this bandwidth is well-approximated as the bit rate [14]. Thus, in the follow-

ing discussion we may use “bit rate” and “bandwidth” interchangeably. In general,

any resistive element of resistance Rth generates fluctuations in current of variance

σ2
th [14]. In a practical receiver, there are often many resistor and non-resistive

elements. Sometimes, it is convenient to define Rth such that it is an effective resis-

tance to describe the intrinsic noise of a receiver. However, in general the intrinsic

noise of a receiver may not necessarily be white, and more complex models may be

used [67].

Shot noise is induced by any light that excites photocurrent in the receiver,

including ambient light. To reduce the ambient optical power Pn [W] that is re-

ceived by the photodiode, an optical passband filter can be placed on the receiver.

In calculating the effect of this filter on the noise level, we model it as a an ideal

“boxcar” passband filter of spectral width ∆λ [nm]. With respect to ambient light,

the filter has a transmittance Tn within the passband and zero outside the pass-

band. A practical filter may have an angularly-dependent transmittance, but in

the regime of isotropic ambient light it can be approximately modeled as a boxcar

filter of effective passband width ∆λ. We also assume that the ambient background

noise incident on the receiver is “white” (constant within the passband), and define

its spectral irradiance (power per unit photodetector area per unit spectrum) as

pbg [W/nm-cm2]. With an ideal optical concentrator of index of refraction n, the
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ambient optical power incident on the photodiode is [14]

Pn = pbg∆λTnAn
2. (2.8)

Along with the received signal of power PRx, this ambient light of power Pn creates

shot noise in the receiver, which is typically modeled as additive zero-mean white

Gaussian noise (AWGN) that is added to the received photocurrent, where the

variance σ2
shot [A

2] of the AWGN can be approximated by [67]

σ2
shot = 2qRB(Pn + PRx). (2.9)

Here, −q [C] is the charge of an electron, B [bits/s] is the bit rate of the signal,

and R [A/W] is the responsivity of the photodiode. In practical OW systems, and

especially for outdoor systems, the power of received ambient light is much greater

than that of transmitted signal power. That is, PRx ≪ Pn [14, 17, 66, 68, 69]. The

combination of thermal and shot noise yields a total induced noise

σ2 = σ2
th + σ2

shot. (2.10)

We use these model of thermal and shot noise to to define a signal-to-noise ratio

(SNR) at the receiver,

SNR ≡
I2p
σ2

(2.11)

Within this framework defined by additive white Gaussian noise, SNR is related to
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bit-error rate (BER) by

BER = Q(
√
SNR), (2.12)

where Q(·) is the tail probability of the standard normal distribution [14].

In outdoor systems, ambient-light-induced shot noise often dominates all other

noise sources, allowing Equation (2.11) to be reexpressed as

SNR =
I2p

2qRBPn

(2.13)

Thus, we can relate the bit rate B, ambient shot noise level, average transmit-

ted power, range, beamwidth, and BER. Combining Eq. (2.9)–(2.12) and solving

for B yields the rate

B =
R2P 2

Rx

2qRPn[Q−1(BER)]2
. (2.14)

To solve for the range, we substitute Eqs. (2.1) and (2.3) into Eq. (2.14), yielding

d =

(

1

2qRPnB

)1/4 [
RAeffP (m+ 1) cosm(φ)

2πQ−1(BER)

]1/2

. (2.15)

In general, the total achievable bit rate can be increased by operating such op-

tical links in parallel, though this may be undesirable in terms of power consumed,

cost, footprint and other parameters. Brightness may be constrained, for example,

for LEDs that are being used as illumination devices. In the absence of considera-

tions such as brightness, a system in which a single LED channel has a bit rate of B

can be simply scaled, such that if N of these LED channels operate simultaneously

and independently, then the total bit rate is simply N ×B. This of course requires
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increasing the total received optical power by a factor of N . However, if instead the

optical power is constrained while increasing the number of channels from 1 to N ,

then each channel is allocated P/N transmitted power, and each channel receives

PRx/N power. If we define kr as kr = R2/2qRPn, each channel has an achievable bit

rate of

Bn = kr
(PRx/N)2

[Q−1(BER)]2
(2.16)

And the aggregate bit rate across all N of the OOK channels is

BN = N × Bn = Nkr
(PRx/N)2

[Q−1(BER)]2
=

1

N
B (2.17)

The aggregate bit rate decreases as 1/N , for a fixed total optical power. Thus, within

this framework of independent channels, a system constrained by optical power is

optimized by concentrating its optical power in a single channel.

In the OOK modulation scheme that such an analysis assumes, in each bit

interval, only a 0 (off) or 1 (full intensity) is allowed to be transmitted. If instead

we allow for L levels of intensity to be transmitted, we are utilizing what is known

as L-level Pulse-Amplitude Modulation (L-PAM). In this scheme the intensity of a

given interval can encode more than one bit of information. Each of the L levels

can be thought of as a symbol in an alphabet of L symbols. A set of L levels means

that each symbol is a represntation of log2 L bits of information. The L = 2 case

is equivalent to the OOK case. For L-PAM, the bit error rate for a given bit rate
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BPAM is [67]

BER = Q(

√

log2 L

L− 1

√
SNR). (2.18)

Solving for the bit rate BPAM and relating it to the OOK bit rate B, we have

BPAM =
log2 L

(L− 1)2
P 2

[Q−1(BER)]2
=

log2 L

(L− 1)2
B (2.19)

The bit rate B for OOK and BPAM only differ by the factor log2 L
(L−1)2

. Thus, as

the number of LED channels increases to N while optical power is fixed, L-PAM’s

aggregate bit rate experiences the same 1/N dependence shown in Eq. 2.17.

2.1 Optical Filter Design

One way to implement more than one parallel channel is wavelength division,

i.e., the use of different colors. The optical spectra of red, green, and blue LED

emission are shown in Figure 2.2. There is clear overlap between some of the spectra,

particularly between the blue and green channels. This section addresses a channel’s

performance as a function of the corresponding receiver’s optical filter width, given

the potential for overlapping interference between channels.

Specifically, we address filter design for the blue channel, which involves con-

siderations of the interference from the green LED. For simplicity we assume a

“boxcar” shaped optical filter, meaning that the filter does not attenuate anything

in its passband and completely rejects energy outside its passband. We also assume

this filter is centered at 460 nm, which is roughly the center of the blue LED’s emis-
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Figure 2.2: Normalized optical spectra of commercially available red, green, and
blue (RGB) LEDs. The two black triangles imposed over the blue and green spectra
illustrate the triangular approximation of the spectra that is used in this section to
consider optical filter design. The two grey lines spaced 2w apart define the filter
width assumed in this analysis. NT-43F0-0424 is the model of the commercial LED
considered, while 350 mA is the assumed driving current of each LED.

sion. The filter’s width is defined as 2w, and we examine how the blue channel’s bit

error rate varies as a function of w.

In this analytical approach, we approximate the spectra of the LEDs to be

isosceles triangles. The blue LED emission is approximated as an isosceles triangle

that peaks at 460 nm, and has a base that extends from 425 nm to 495 nm (35nm

to the left and right of the 460nm center). The green LED emission is modeled as

an isosceles triangle centered at 525nm, with a base extending from 475 nm to 575

nm (50nm to the left and right of center). In this approximation, the blue LED

emission and green LED emission overlap between 475 nm and 495 nm.

Because we have approximated the blue LED’s emission as extending from

(425=460-35) nm to (495=460+35) nm, we analyze the link’s performance for optical

filter half-widths (w) between 0 nm and 35 nm. Generally there is a tradeoff in filter
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design: increasing w will increase the received blue LED signal power, but also invite

more interference from the green LED. Intuitively, we can expect that increasing w

beyond 35 nm would only degrade performance, as no blue LED light exists beyond

35nm away from the blue center wavelength (460nm). It is also clear that for any

w less than 15nm, there is no interference from the green LED; the filter is simply

not wide enough to capture any of the green LED’s emission.

We assume that ambient-induced shot noise is the dominant source of noise,

and adds a zero-mean additive Gaussian noise of σ2 = 2q(2w)RPbgB [A2] to the

induced current. Here, −q is the charge on an electron, 2w is the optical filter

width, R is the responsivity of the blue channel’s photodetector, Pbg is the level

of ambient noise, and B is the modulation bandwidth. Thus, σ increases with the

square root of w. The ambient noise level Pbg is assumed to be 10 µW/nm.

The type of modulation we analyze here is on-off-keying, with the blue and

green channels, operating independently, but synchronized and operating at the

same bit rate. We assume each channel has a total average optical power PRx

incident on the receiver (prior to interacting with the optical filter); that is, the area

of each of the triangles in Figure 2.2 are equal to each other and proportional to PRx.

Using simple geometrical considerations of triangles, we can find the filtered optical

power that is allowed to reach the blue channel’s photodetector, as a function of w.

The blue LED’s filtered average signal power is PRx − PRx

352
(35−w)2, while the green

LED’s filtered average interfering power is PRx

2×502
(w − 15)2. In general, the average
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optical power PRx incident on the receiver is :

PRx = AeffP
m+ 1

2π
cosm(φ)/d2 (2.20)

Here, Aeff is the effective area of the photodetector, R is the photodetector responsivity,m =

ln(1/2)/ ln(cos(Φ1/2)) where Φ12 is the half-power beamwidth, φ is the transmitter

pointing angle, P is each channel’s transmitted optical power, and d is the distance

between transmitter and receiver.

Each LED can be either on or off, and we will assume that each is on 50%

of the time and off 50% of the time, that the probabilities of the two channels are

uncorrelated. For the cases where the green LED is off, the error analysis of the

blue channel is the same as it would be normally, without the green LED. There are

two types of errors: reading a 1 given that a 0 was transmitted (probability P (1 :

0; GreenOff), and reading a 0 given that a 1 was transmitted (P (0 : 1; GreenOff)).

The probabilities can be be stated as:

P (1 : 0; GreenOff) =

∫

∞

is/2

1

σ
√
2π

exp

(

− x2

2σ2

)

dx. (2.21)

P (0 : 1; GreenOff) =

∫ is/2

−∞

1

σ
√
2π

exp

[

−(x− is)
2

2σ2

]

dx. (2.22)

Here, is is the current that should be induced by the blue LED in the presence

of a “1” transmitted (is = 2R(P − P
352

(35 − w)2), where R is the responsivity

[A/W]). The shot noise is represented by σ [A]. The two probabilities of these
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errors should be equal with the decision threshold set to is/2, given symmetry

considerations. We limit our analysis to this this threshold value, though a blue-

LED-receiver with knowledge of the green LED’s probability of interference may

incorporate this knowledge to optimize the threshold for link performance. In effect,

the threshold chosen here for the blue LED receiver is optimized for the case of the

green LED being off.

If the green LED is on, the same two kinds of errors can be made, but the

expressions in the presence of green LED light are altered. Specifically, the green

LED’s light induces a photocurrent that adds to the blue LED’s photocurrent, thus

shifting that Gaussian distribution used to calculate the probability of errors. This

is shown in the following equations:

P (1 : 0; GreenOn) =

∫

∞

is/2

1

σ
√
2π

exp

[

−(x− iG)
2

2σ2

]

dx. (2.23)

P (0 : 1; GreenOn) =

∫ is/2

−∞

1

σ
√
2π

exp

{

− [x− (is + iG)]
2

2σ2

}

dx. (2.24)

Here, iG is the current induced by the green LED when it is on (iG = 2R( P
2×502

(w−

15)2)). For all four cases, σ is the same. We consider it to depend only on the

ambient light, and not on any of the signals, as the incident ambient light is assumed

to be much greater than that from any of the LEDs.

Given that each of these four errors should be equally probable for two uncor-
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related channels (blue and green), the overall error rate is the average:

Perror = (1/4)[P (1 : 0; GreenOff)+P (0 : 1; GreenOff)+P (1 : 0; GreenOn)+P (0 : 1; GreenOn)]

(2.25)

Figure 2.3 plots the logarithm of Perror as a function of w for several different

distances d. The bit error rate reaches a minimum; for the distances shown, this

occurs at around w of 20-25 nm. These curves behave qualitatively similarly at

distances beyond 42m, except with higher error rates. This figure assumes Aeff =

1cm2, R = 0.7A/W, Pbg = 10µW/nm, B = 1 Mbit/s, Φ1/2 = 45◦, and φ = 0◦.

Figure 2.4 is similar, except that it plots the probabilities of each of the four

types of errors, for a single distance (d = 12m). For w < 15nm, all four types of

errors are equally probable. This is because the σ is the same for all cases, there is

no green LED interference in this regime, and the decision threshold is half of is .

Increasing w beyond 15 nm brings green LED light into the passband, and

the “green on” cases diverge from the “green off” cases. The “green off” cases split

from each other as well. Adding a green LED-induced current to the signal-induced

current increases the probability of reading a “1” when a “0” was transmitted, while

decreasing the probability of reading a “0” when a “1” was transmitted.

Note that even in the “green off” cases, which behave as though there were no

green LED at all, reach a BER minimum at a w less than 35 nm (i.e., where the filter

width is still completely contained in the blue LED spectrum). That is, increasing

the filter width beyond about w = 24nm only serves to worsen performance. This

can be solely attributed to the increase of shot noise with filter width, as the green
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Figure 2.3: Probability of error as a function of filter half-width w, for several
distances d. The green LED is assumed to be temporally aligned with the blue
LED.
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Figure 2.4: Probabilities of the four types of errors as a function of filter half-width
w, for d = 12m. The green LED is assumed to be synchronized and temporally
aligned with the blue LED.
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LED plays no role here. While it is true that increasing the filter width beyond w =

24nm increases the total blue LED signal power received, at this point the marginal

benefit of increasing the signal power received is outweighed by the marginal cost

of increased shot noise.

Up to this point, the analysis has assumed that the blue and the green LEDs

are transmitting at the same bit rate, with the bit periods perfectly aligned. If

the green LED’s timing and bit rate are unknown, these calculations change. If we

know nothing about the green LED’s timing, then we can model its effect using a

probability density function. The interfering photocurrent from the blue LED can

be modeled as being anywhere between 0 and iG = 2R( P
2×502

(w − 15)2), where iG

corresponds to “green on” case (i.e., the green LED channel transmitting a “1”).

Given the assumption of ignorance about the green LED’s timing, we take the

probability density function to be uniform between these two bounds.

With each photocurrent between 0 and iG, there is an associated probability

of falsely reading a 0, and also of falsely reading a 1. Thus each of the two types

of errors has an associated probability distribution of probabilities. An estimate for

each of the two types of errors can be made by taking the average or expectation

values of each probability distribution. As the green LED interfering current is

always additive, it increases the probability of reading a 1 when the signal was a 0,

while decreasing the probability of reading a 0 when the signal was a 1. The overall

probability of error for the blue LED link is taken as the average of these two error

probabilities.

Figure 2.5 plots the probability of error in the blue LED link for this case of
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Figure 2.5: Probability of error as a function of filter half-width w, for several
distances d. Here we assume the blue and the green LEDs are unsynchronized.

an “unsynchronized” green LED, as a function of w, for several distances. It is quite

similar to Figure 2.3 despite the different assumptions made about the green LED’s

interference.

Figure 2.6 examines probability of error for a few different types of cases, for a

given distance d. The first cases, corresponding to the diamonds and asterisks, are

the probabilities of reading false 0’s and false 1’s assuming an unsynchronized green
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Figure 2.6: Probabilities of the four types of errors as a function of filter half-width
w, for d = 12m. The green LED is assumed to be unsynchronized for the first two
cases.
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LED channel. The probability of reading a false 1 in the presence of green LED light

can be much higher than the other probabilities at large w, as it is in Figure 2.4. As

this probability of a false 1 in the presence of green LED light can be considerably

higher than that of a false 0, it dominates the calculation of the total average bit

error rate, and any consequent filter design considerations. We see that operating

the blue channel in the presence of the green LED, whether synchronized or not,

significantly increases the probability of reading a false 1 for large filter widths.

2.2 Calculations of Achievable Rates and Ranges

Using the link model developed in the previous section, we calculate achievable

rates and ranges as a function of realistic parameters such as a beamwidth and

pointing errors. In making these calculations, we assume reasonable parameter

values for detector active area A, ambient noise level pbg, concentrator index of

refraction n, receiver filter transmissivity T , filter width ∆λ, transmitted optical

power P and photodiode responsivity R. Commercially available LEDs vary in

their spectra and power, but we consider an LED that consumes approximately 1

Watt in electrical power and emits P = 0.3 W as a reasonable representation of

commercially available devices. Though ambient noise levels certainly vary greatly

with environmental conditions, pbg = 5.8 µW/cm2/nm is commonly accepted in

previous work as representative of bright outdoor ambient light [67]. The optimal

filter width ∆λ may depend on factors such as ambient noise levels and the spectral

width of LED emission. We assume ∆λ = 50 nm, as filter widths are of the same
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order as the LED spectral widths, and similar filter widths are often assumed in

the literature [67]. Note that ∆λ as defined here is not necessarily equivalent to

the half-power full-bandwidth that can commonly be extracted from commercially

available filters’ datasheets. Such transmission spectra (see Figure 2.8) [70] typically

describe filter behavior at normal incidence only. In the model used in this thesis,

∆λ is defined as an effective bandwidth for acceptance of isotropic radiation that

impinges on the filter from many angles, not merely normal incidence. In practice,

this distinction may be relatively inconsequential [71]. Figure 2.2 shows emission

normalized emission spectra for commercially available red, green, and blue LEDs,

which have spectral widths on the order of our chosen filter width. The radiation

patterns of commercially available LEDs are shown in Figure 2.10. The responsivity

R is defined as the photocurrent excited per unit optical power received by the

receiver’s photodiode. In general, this varies as a function of wavelength. For the

silicon photodiodes frequently used in OW systems, the responsivity as a function

of wavelength is plotted in Figure 2.7, as measured by Thorlabs [70]. We assume

that R = 0.6 A/W in our calculations here. The transmissivity T is fraction of the

LED light that is let through by the filter, and is dependent on the overlap of the

filter transmission spectrum and the emitting LED spectrum. In our calculations,

we assume that 80% of the emitted LED light incident on the receiver is able to

reach the photodiode, i.e., T = 0.8. The assumed parameter values are shown in

Table 2.2.

Using these parameter assumptions and Equation (2.14), we generate contour

maps of the achievable bit rates B as a function of receiver position relative to an
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Figure 2.7: Responsivity of silicon photodetectors, from [70].As the exact responsiv-
ity can vary from unit to unit due to manufacturing considerations, three curves the
maximum, average, and minimum responsivities from a survey of Thorlabs FD1010
units.

Figure 2.8: Sample of transmission spectrum of commercially available filter [70].
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from

which the signal is received, rays that reach the detector

are incident upon the filter at small values of the angle ,

minimizing the shift of the filter passband, and maximizing

its transmission. Thus with a hemispherical filter, it is

sible to simultaneously obtain a narrow bandwidth and

The compound parabolic concentrator (CPC) [51] is

another nonimaging concentrator that is widely used in

infrared links [12]. It can achieve much higher gain than

the hemisphere, but at the expense of a narrower FOV,

making it especially suitable for directed links. A CPC

can achieve a gain close to that

given by (8). As shown in Fig. 5(c), a longpass or bandpass

filter can be placed on the front surface of the CPC. The

restricted FOV of a typical CPC is well matched to the
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Figure 2.9: Plots of gain achieved by ideal concentrators assuming lossless filters, as
a function of incident angle ψ, as shown in [14]. Compound parabolic concentrators
(CPC) are commercially available devices [72] which can nearly achieve the ideal
gains plotted here. For the case of the widest FOV, Ψc = 90◦, the nonimaging
concentrator takes the form of a hemisphere.
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A 0.1 cm2

pbg 5.8 µW/cm2/nm

Φ1/2 8.4◦

BER 10−4

PTx 0.3 W

Ψc 10◦

∆λ 50 nm

Table 2.1: Assumed parameters in the calculations in this section.

LED transmitter. Figure 2.11 shows a contour map of these calculations. In this

plot, the LED transmitter is placed at (x, y) = (0,0) and oriented to emit light in the

positive y-direction. The contours are a logarithmic representation of the achievable

bit rate, where, for example, B = 103 bits/second is represented by a contour of

“3.” At any given point in the plot, the corresponding bit rate B is the bit rate

achievable using a photodetector that is pointed directly at the transmitting LED

(ψ = 0◦). Such plots give rough estimates of the achievable rates and ranges, and

also show the sensitivity of achievable rates to transmitter pointing angle φ. In this

contour plot, we see that megabit-per-second data rates are achievable at ranges of

hundreds of meters, with a single LED.
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Figure 2.11: In this plot, the LED transmitter is placed at (x, y) = (0,0) and ori-
ented to emit light in the positive y-direction. The contours are a logarithmic
representation of the achievable bit rate, where, for example, B = 103 bits/second
is represented by a contour of “3.” At any given point in the plot, the corresponding
bit rate B is the bit rate achievable using a photodetector that is pointed directly at
the transmitting LED (ψ = 0◦). Such plots give rough estimates of the achievable
rates and ranges, and also show the sensitivity of achievable rates to transmitter
pointing angle φ. In this contour plot, we see that megabit-per-second data rates
are achievable at ranges of hundreds of meters, with a single LED.
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Chapter 3: Design of Dual-Link System

3.1 Design of wide beam/narrow-beam dual link system

Using the link model developed in the previous chapter, we explore the use

of a wide-beamwidth LED-based link acting as a support link for a more focused,

narrow-beam link. The structure of such a system is illustrated in Figure 3.1.

3.1.1 Defining the role of the beacon link

We refer to the wide-beam link as the beacon link, and the narrow-beam link

as the primary link. Throughout this discussion, subscripts b and p will be used to

denote parameters relevant to the beacon link and primary link, respectively. For

instance, we define Ψc,b as the concentrator field of view for the beacon link receiver

and Ψc,p as that for the primary link receiver. The pointing angles of the beacon

and primary transmitters are φb and φp, respectively, and the pointing angles of

the beacon and primary receivers are ψb and ψp, respectively. To avoid interference

between the two links, there is a need to ensure orthogonality between them; this

could be achieved, for instance, by using LEDs of different wavelengths for the two

links or time-division multiplexing their communication.
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Tx 

Primary Beam (Narrow) 

• Narrower beam provides higher data rate, 

carries bulk of data 

• Requires accurate alignment 

 

Beacon Beam (Wide) 

• Robust to pointing error 

• Provides acquisition and alignment 

Rx Primary 

Beacon Beacon 

Primary 

Figure 3.1: A dual-link system utilizes the advantages of a relatively alignment-
insensitive beacon link, while providing the higher throughput of a narrower beam.

The primary link has a more focused beam than the beacon link and is expected

to support a much higher data throughput than the beacon link. Operating such a

relatively directional link, however, can introduce alignment challenges, especially in

mobile scenarios. To address this, we propose the joint use of the supporting beacon

link. The beacon link need not provide a high data rate; rather, its purpose is to

provide low-data-rate connectivity for a wide range of beacon transmitter pointing

angles φb and beacon receiver pointing angles ψb. This low rate connectivity could

be used, for example, to provide positioning and alignment information for the

primary link. There are many different ways this supporting link could help align

the primary link; among the demonstrated uses of supporting links in FSO systems

have been the transmission of GPS coordinates, inertial orientation information,

and received signal strength (RSS) [73]. Regardless of the specific role chosen for

the beacon link, the beamwidths we examine for both links are on the order of tens
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Figure 3.2: Diagram of beacon-link coverage range and the primary link beamwidth.
A receiver positioned in the angular range |φb| ≤ θa is guaranteed a beacon connec-
tion (Bb ≥ Bb0) if its range is less than or equal to d0. The beacon beamwidth is
Φ1/2, b (not shown), while the primary link beamwidth is Φ1/2, p.

of degrees, which significantly relaxes alignment constraints relative to that of many

FSO systems. By utilizing both links, the dual-link system exploits the robustness

of the beacon link while maintaining the high throughput of a relatively focused

primary link. This robustness makes it suitable for LED-based outdoor mobile

applications, a regime that has been studied significantly less than the indoor local

area network application space [1, 2, 27, 40, 68].

The beacon link provides robustness by virtue of its relatively large beamwidth

Φ1/2,b, which relaxes the beacon pointing demands. In designing the exact beamwidth

of the beacon transmitter, there is a tradeoff between this robustness in pointing
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and the transmitter-to-receiver distances (d) that allow for connectivity; narrower

beams can allow for longer-distance links but demand that the beacon transmitter

be pointed with relative precision, whereas links with wider beams are more limited

in their range but allow for more relaxed pointing demands.

We approach the design of the beacon link beamwidth Φ1/2,b by specifying

a constraint on the pointing precision of the beacon transmitter. Specifically, we

demand that the greatest pointing error allowed is |φb| = θa; in some sense, this

defines an “angular range” of operation for the beacon link. In addition, we demand

that for each φb within this permitted angular range (−θa ≤ φb ≤ θa), the beacon

link supports a minimum data rate Bb0 (i.e., Bb ≥ Bb0). Note that this minimum

rate is achievable at a different range d for each of the angles φb within this angular

span.

The shortest of these distances d corresponds to |φb| = θa, the worst case

of pointing within the stated constraints. We design the beacon link beamwidth

Φ1/2,b to maximize this worst case range, because we are interested in optimizing

the robustness of the beacon link over a wide range of pointing angles φb, rather

than optimizing the performance of the link for cases of perfect pointing (φb = 0).

To do this, we set φb = θa and differentiate Eq. (2.15) with respect to m. The

parameter m defines the beamwidth via Eq. (2.2). The optimal m that results is

mb = −1− 1/ ln[cos(θa)], (3.1)
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with a corresponding optimal beacon beamwidth defined by

Φ1/2,b = cos−1

[

exp

(

− ln 2

mb

)]

. (3.2)

Ω1/2,b = cos−1

[

exp

(

− ln 2

mb

)]

. (3.3)

Substituting this optimal m = mb and φb = θa back into Eq. (2.15) yields the

maximized range for this worst case of pointing, and we define this range as d0.

With this optimal beamwidth, beacon connectivity (Bb ≥ Bb0) is guaranteed

to any receiver that lies d0 or less away from the transmitter, within the angular

range −θa ≤ φb ≤ θa. Note that connectivity at ranges greater than d0 can be

established for |φb| < θa, as well as for ranges less than d0 for |φb| > θa. A diagram

that illustrates the geometry of the angular range |φb| ≤ θa and distance d0 is shown

in Fig. 3.2. In practice, a single node can employ several beacons to “cover” a wider

range of azimuthal and/or elevation angle, building on angle-diversity schemes that

have been explored [47,59]. However, the analysis in this work will focus on the use

of a single beacon per node.

In general, the value of d0 depends on many parameters [see Eq. (2.15)], in-

cluding the required beacon rate Bb0; very low values of Bb0 may be attainable at

long distances, whereas higher rates may correspond to more limited ranges. The

value of Bb0 itself depends on the desired used of the beacon link. Using the bea-

con link for acquisition and feedback control, for example, may require Bb0 ≈ 1
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Figure 3.3: Spatial maps of beacon-link bit rates, with diagrams of receiver geome-
tries for (a) perfect receiver alignment (ψb = 0) and (b) poor receiver alignment
(ψb = 45◦). In both cases, θa is chosen to be 45◦, and the concentrator field of view
Ψc,b is chosen to match θa (i.e., Ψc,b = θa = 45◦). The LED transmitter is assumed
to be at (X,Y)=(0,0) and pointing in the positive Y-direction. The contours rep-
resent the logarithm of the bit rate in bits/s. For example, “3” represents Bb = 1
kb/s. The calculations assume Pb = 0.3 W, 2θa = 90◦, pbg = 5.8 µW/nm/cm2,
∆λb = 100 nm, R = 0.6 A/W, n = 1.5, Ab = 1 cm2, Ts,b = Tn,b = 0.8, and BER =
10−4.

kb/s. Other uses of the beacon beam, such as allowing a receiver node to detect the

presence of a beacon and perhaps calculate its bearing, might require lower rates.

However, while the value of d0 depends on Bb0, ψb, and many other parameters, the

optimal beamwidth Φ1/2,b depends only on the maximum allowed pointing error θa.
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3.1.2 Exploring reasonable beacon rates and ranges

To calculate reasonable ranges and rates, we can use Eq. (2.14) to plot the

beacon link rate as a function of the receiver position relative to the LED transmitter.

Figure 3.3(a) shows a contour plot of the logarithm of the rates Bb over space,

assuming that the receiver is pointed perfectly at the beacon transmitter (i.e., ψb =

0). Here, we choose to assume that the maximum allowed pointing error for the

beacon is θa = 45◦, and the beamwidth is optimized according to Eqs. (3.1) and (3.3)

for this θa. The beacon transmitter is located at (X,Y) = (0,0) and is pointed in the

positive Y-direction. In these calculations, we assume that the link uses a single high-

power LED (beacon transmitting power Pb = 0.3W) in bright daytime skylight noise

(pbg = 5.8µ W/nm/cm2 [14]). We also assume the receiver is composed of a colored

glass filter of passband width ∆λb = 100 nm and Ts,b = Tn,b = 0.8, a silicon p-i-n

photodiode of responsivity R = 0.6 A/W and active area Ab = 1 cm2, and a glass

optical concentrator (n = 1.5). Figure 3.3(b) assumes identical parameters, except

that here the receiver is assumed to be poorly aligned. Specifically, it is misaligned

by an amount equal to the transmitter maximum pointing error (ψb = θa = 45◦).

In both figures, we have a chosen receiver (and concentrator) field of view equal to

the transmitter maximum pointing error (Ψc,b = θa = 45◦). In practice, field of

view varies among receivers, and there is no absolutely optimal field of view; rather,

there is a tradeoff between field of view and gain, as seen in Eq. (2.6).

For the purposes of acquisition and feedback control, assuming a minimum

beacon rate of Bb0 = 1 kb/s is reasonable. The calculations in Fig. 3.3(a) show
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that for an aligned receiver (ψb = 0), this required rate is achievable at d0 ≈ 85 m.

If both the the transmitter and receiver are pointed perfectly (i.e., the receiver lies

along the line X = 0, where φb = 0), then Bb = 1 kb/s is achievable at d ≈ 133 m.

In the case of poor receiver alignment (ψb = θa = 45◦), shown in Fig. 3.3(b), d0 is

roughly 71 m.

In general, the sensitivity of d0 to the receiver pointing angle ψb depends on the

optical concentrator gain [gb(ψb)], optical filter [Ts,b(ψb)], and a geometrical factor

cos(ψb) [see Eqs. (2.5) and (2.15)]. Specifically, d0 is proportional to the square

root of these factors. In the calculations presented in Fig. 3.3, the concentrator

gain g is considered constant within its field of view defined by ψb < Ψc,b = θa. We

also assume that Ts,b(ψb) is invariant in ψb for the beacon link, which is consistent

with the behavior of an absorptive colored filter. Thus, in these calculations, the

only dependence of d0 on the receiver misalignment ψb is the geometrical factor

(cosψb)
1/2. For the two receiver alignments examined here, [cos(ψb)]

1/2 = 1 for the

well-aligned receiver [Fig. 3.3(a)], and [cos (ψb)]
1/2 ≈ 0.84 for the poorly aligned

case [Fig. 3.3(b)]. Thus the ratio of the values of d0 in Fig. 3.3(a) and Fig. 3.3(b)

is (71 m)/(85 m)≈ 0.84.

3.1.3 Jointly designing the beacon and primary link

In designing a system that utilizes a beacon link to support a more focused

link, we require that both links achieve the same range. Although the primary link

may achieve useful data rates beyond the range at which the beacon link can achieve
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Figure 3.4: (a) Plot of the range d0 of the beacon link as a function of beacon
transmitter power Pb for several values of 2θa, and for receiver orientations ψb = 0
and ψb = θa. The three colors correspond to three values of 2θa: blue (2θa = 90◦),
green (2θa = 60◦) and red (2θa = 40◦). Unless stated otherwise, other parameter
values are the same as those used in Fig. 3.3. (b) Plot of data rates Bp of the
primary link as a function of Pp/Pb, assuming perfect primary-transmitter pointing
(φp = 0) and perfect primary-receiver alignment (ψp = 0). The color-coding used
here is the same as in (a). Three curves (one of each pair) correspond to to a narrow
beamwidth of Φ1/2,p = 10◦, and three curves correspond to Φ1/2,p = 20◦. In this plot
we assume that the primary link detector area is Ap = 1 mm2 and that the primary
link concentrator field-of-view half-angle is 5◦ for all curves.

Bb = Bb0, we assume use of the primary link is contingent on successful operation

of the beacon link. To meet this requirement of joint operation, it is necessary

to consider the design space of the two links together. Figure 3.4 illustrates a

representative example of this joint design space, where Fig. 3.4(a) describes the

beacon link and Fig. 3.4(b) describes the primary link. The parameters assumed

are the same as those of Fig. 3, except for θa and the beacon power Pb, parameters

that are varied in Fig. 3.4(a).

Figure 3.4(a) defines a pair of curves for d0 as a function of beacon power Pb,

one for ψb = 0 (well-aligned receiver, greater d0) and one for ψb = θa (misaligned

53



receiver, shorter d0); this pair of curves is presented for three values of 2θa. Thus,

for a given power Pb, θa, and receiver alignment ψb, the plot defines a range d0.

This is the distance from the transmitter at which a data rate of Bb = 1 kb/s can

be guaranteed within the angular range −θa ≤ φb ≤ θa. Taken alone, Fig. 3.4(a) is

a design space only for the beacon link.

The ranges in Fig. 3.4(a) are strongly dependent on 2θa, but relatively weakly

dependent on the receiver alignment. At all three ranges of 2θa, the ψb = 0 (well-

aligned receiver) case corresponds to only a slightly greater range d0 than the poorly

aligned case of ψb = θa. This weak dependence on ψb is a consequence of the choice

of an incident-angle-insensitive filter and concentrator at the beacon receiver, as dis-

cussed at the end of the previous subsection. Note that this assumed misalignment

θa changes for each value of 2θa examined; for 2θa = 40◦, the misalignment consid-

ered is only ψb = 20◦. Thus for this narrowest allowed angular range examined, the

separation between the curves is small compared to that of the other two pairs.

For the beacon parameters chosen in Fig. 3.4(a), and for the calculated “worst-

case” ranges d0, we next examine the data rates for the primary link with the

assumption that its alignment is established and maintained by exploiting a beacon

link of minimum data rate Bb = 1 kb/s. Thus we assume precise pointing for the

primary link (φp = ψp = 0), even though for the primary beamwidths we examine

(10◦ < Φ1/2,p < 20◦), the primary link is not nearly as sensitive to pointing errors

as typical long-range laser-based systems. To calculate the primary link data rate
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Bp, consider the ratio of Bp to Bb using Eq. (2.14). This yields

Bp

Bb
=

(

Ts,p(ψp)

Ts,b(ψb)

)2(
Pp

Pb

)2(
mp + 1

mb + 1

)2(
Ap

Ab

)2 [
cosmp(φp)

cosmb(φb)

]2 [
cos(ψp)

cos(ψb)

]2(
∆λb
∆λp

)[

sin(ψb,c)

sin(ψp,c)

]2

.

(3.4)

In this relation, we have assumed that the primary and beacon links share the

same responsivities R, filter properties (Tn = Tn,b = Tn,p), concentrator indices of

refraction n, bit-error rates, and ambient noise level pbg.

Figure 3.4(b) plots Bp as a function of Pp/Pb. For each of the values of θa

examined in Fig. 3.4(a), Fig. 3.4(b) plots a pair of curves of primary-link data rates

corresponding to two primary-link beamwidths (Φ1/2,p = 10◦ and Φ1/2,p = 20◦),

where rates corresponding to intermediate beamwidths lie between the paired curves.

A common color-coding scheme is applied to Fig. 3.4(a) and Fig. 3.4(b), so that,

for example, the two blue solid-line curves in Fig. 3.4(b) correspond to the case of

2θa = 90◦ in Fig. 3.4(a).

To calculate reasonable values of Bp, we assume different parameters for the

primary link from those of the beacon link, including a smaller detector suited for

higher modulation rates (Ap = 1 mm2 vs. Ab = 1 cm2) and a narrower bandpass

filter (∆λp = 30 nm vs. ∆λb = 100 nm) that can more effectively filter ambient

noise. The other parameters in Eq. (3.4) assume values determined by Fig. 3.4(a),

as the two plots are linked. For example, the transmitter pointing angle ψb and

receiver field-of-view Ψb,c are dictated by the value of 2θa chosen in Fig. 3.4(a) and

the previous assumptions that ψb = θa and Ψb,c = θa. The beamwidth parameter
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mb is determined by θa and Eq. (3.1). The beacon receiver is assumed to be either

perfectly aligned (ψb = 0) or misaligned (ψb = θa) depending on the choice assumed

in Fig. 3.4(a). We also assume that Ts,b(ψb) = Ts,p(ψb) = 0.8 and Ψp,c = 5◦.

As a design example, we see that a beacon transmitter of 2θa = 90◦ with a

range d0 = 117 m can be achieved at a power Pb = 0.57 W (roughly 1–2 high-power

LEDs) for a misaligned receiver (ψb = θa = 45◦). At this point in the design space,

and at this range d0, Fig. 3.4(b) shows that a primary link of beamwidth Φ1/2,p = 10◦

using 0.24 times the beacon transmitter power (Pp/Pb = 0.24, Pp = 0.14W) can

achieve a data rate of about 1 Mb/s. Note the sensitivity of the data rate to

beamwidth, as increasing Φ1/2,p to 20◦ drops Bp to about 4.5 kb/s. To instead

increase the primary-link data rate Bp by a factor kp, one could increase the power

Pp by a factor of k
1/2
p [see Eq. (2.14)]. For example, to achieve 10 Mb/s, one could

boost the primary-link power such that Pp/Pb increases by a factor of [(10 Mb/s)/(1

Mb/s)]1/2, so that Pp/Pb = 0.77 and Pp = 0.44 W.

Maintaining the primary-link bit rate (Bp = 1 Mb/s) but instead extending

the range (d0) of the dual-link system from 117 m to 500 m would require adjust-

ments to both the beacon and primary links. At a beacon power of Pb = 0.57 W, a

range of d0 = 500 m could be achieved by narrowing 2θa from 90◦ to 40◦, as seen in

Fig. 3.4(a). This adjustment would demand greater pointing precision for the bea-

con transmitter and receiver. Alternatively, this greater range could be reached by

maintaining 2θa = 90◦ and increasing the power Pb by a factor of [(500m)/(117m)]2,

as computed from Eq. (2.14). This power increase would require Pb = 10.4 W,

a significant increase in the number of necessary LEDs. For reference, in the visi-

56



ble regime this might be on the order of two car headlights in terms of perceived

brightness.

To extend the range to 500 m while maintaining the same data rate Bp = 1

Mb/s, the primary link would also have to be adjusted. One way to extend the

primary-link range is to similarly increase the primary link power by a factor of

[(500 m)/(117 m)]2. An alternative is to narrow the beamwidth Φ1/2,p [and thus

increase the corresponding mp, defined by Eq. (2.2), according to Eq. (2.15)].

Specifically, adjusting the beamwidth from Φ1/2,p = 10◦ (mp = 45.28) to a narrower

Φ′

1/2,p(and larger m′

p) requires following the relation m′

p + 1 = k2b(mp + 1), where

kb = (500 m)/(117 m) in this example. Thus the beamwidth would be narrowed to

Φ′

1/2,p = 3◦ (m′

p = 478.77) to support a rate of 1 Mb/s at a range of 500m.

We have demonstrated how Fig. 3.4 can be used to find reasonable ranges

and rates in a dual-link system given desired power levels, beamwidths, and receiver

alignments. The joint consideration of two links, primary and beacon, allows for

specialization in the design of each link. Because the beacon link is to be robust, its

transmission beam can be wider, its optical concentrator on the receiver has lower

gain and a wider field of view, its optical bandpass filter is wider but incident-angle

insensitive, and its detector area can be larger (to boost signal strength) due to

lower data rates. The primary link is assumed to be more precisely aligned than the

beacon link, even though its pointing demands are relaxed considerably relative to

those of many laser-based systems. As the more focused, higher-throughput link, its

receiver is designed to have a narrower-FOV/high-gain optical concentrator, a nar-

rower interference-based bandpass filter (for enhanced noise rejection), and a smaller
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detector compatible with higher data rates. The use of these two complementary

links can provide an all-optical LED-based system that is low power, compact, and

robust to pointing and tracking error. This robustness may make this system a

suitable adjunct to RF technology in short- to medium- range mobile networks. In-

expensive gimbals, such as those available on hobby websites [74], may serve as a

means of means of steering transmitters and receivers in the establishment of such

optical links.
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Chapter 4: Hyperboloidal Mirrors for Situational Awareness

4.1 Introduction

Expanding upon this interest in using all-optical means to address the align-

ment demands of OW systems, we study the application of an imaging optical sys-

tem [75,76] to provide optical wireless nodes with location information of neighboring

nodes. In this system, a curved mirror and a camera constitute an imaging receiver

used to estimate the angle-of-arrival of light-emitting sources (beacons) placed on

neighboring nodes. Such a system maintains a 360◦ field of view in azimuth and

more than 90◦ in elevation without the need for mechanical scanning [60, 61, 77].

Equipped with such a system, a given node can estimate the angular bearings of

nearby cooperative nodes, enabling the alignment of OW links. The ranges to nearby

nodes can also be estimated with such a system; this could be achieved, for exam-

ple, by estimating the received signal strength from beacons placed on nearby nodes.

This information could be used, for example, to estimate the data rate achievable

in an optical link [62]. Applications may include the use of such a system to align

OW links between robots [12,13], vehicles [7], and other platforms. And in addition

to utilization in the alignment of point-to-point optical links, such a device could

be used in LED-based indoor positioning systems [78, 79]. An illustration of how a
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Figure 4.1: In the dual-link systems proposed in Chapter 3, a hyperboloidal mirror
system could be used as a beacon receiver. Such a catadioptric system enjoys of
360 degree field of view, thus as acting as a beacon receiver which imposes minimal
alignment demands.

hyperboloidal may be used as 360-degree-field-of-view beacon receiver in a dual-link

system is shown in Figure 4.1. In using a beacon as a means of aligning links between

robots, we assume that the elements being aligned (e.g., primary link transmitters

or receivers) have positions that can be well-approximated by the beacons used to

mark their positions.

4.2 System Geometry

We propose the use of a rotationally symmetric curved mirror and a camera to

act as a means of providing OW links with the omnidirectional awareness necessary

for localization of nearby nodes. Systems that combine the use of refractive and

reflective components are known as catadioptric systems, and their use to provide

expanded fields of view is analyzed in [80]. While a wide field of view can be provided

by many types of curved mirrors, we focus specifically on hyperboloidal mirrors.

Such mirrors can provide geometrically correct perspective images from a single
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viewpoint [80], and have been used in previous research to provide mobile robots

with knowledge of obstacles, rolling, and swaying by optical flow analysis [75,81–83].

Within a Cartesian coordinate system (x, y, z), the surface of a hyperboloid mirror

is described by

x2 + y2

a2
− z2

b2
= −1, z > 0. (4.1)

The parameters a and b parameterize the shape of the mirror. One of the foci of

the hyperboloid, denoted Fm, lies on the z axis at (0,0,c), where c =
√
a2 + b2. The

point Fc at (0,0,-c) is the opposite focal point of the “other half” of the hyperboloid,

which is not manifested as a mirror surface. A schematic of this geometry is shown

in Figure 4.2, which defines azimuth φ and elevation θ.

In this system, a ray originating from a source at point S directed towards Fm

is reflected by the mirror and directed towards Fc, intersecting the image plane at

(x, y). To find the value of φ that corresponds to the source that appears on the

image plane at (x, y), we use the relation [75]

φ =



















tan−1(y/x), if x ≥ 0

π + tan−1(y/x), if x < 0.

(4.2)

The image plane coordinates of the source can also be used to calculate the elevation

angle θ, defined in Figure 4.2. In particular,

θ = tan−1 (b
2 + c2) sin γc − 2bc

(b2 − c2) cos γc
, (4.3)
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Figure 4.2: The hyperboloidal-mirror-camera system: (a) side view, defining the
elevation angle θ, and (b) top view, defining the azimuth angle φ. The beacon is
located at the point S, while the foci Fm and Fc are located at (0, 0, c) and (0, 0,−c),
respectively. The camera center of the camera lense is assumed to be placed at the
focus Fc.

where

γc = tan−1 f
√

x2 + y2
(4.4)

and the focal length of the camera lens is denoted by f . In Figure 4.3, we plot

the dependence of elevation angle θ on the radius r ≡
√

x2 + y2 assuming a =

23.4125 mm, b = 28.095 mm, and f = 8 mm.

4.3 Propagation of Gaussian Error in Angle Estimation

Given the geometry of this catadioptric system, knowledge of the location

(x, y) of a feature of interest (e.g., the beacon of a neighboring node) in the image

plane can be used to calculate its angular bearing (θ, φ). In practice, the methods

of estimating x and y are quite varied and the appropriate model for the noise in

this estimation depends strongly on the estimation algorithm and the properties
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Figure 4.3: Elevation angle θ as a function of r, as given by Eq. (4.3). In this figure,
we assume a = 23.4125 mm, b = 28.095 mm, and f = 8 mm, where these values are
consistent with the experimental system that presented later in this chapter. An
elevation angle of 0◦ corresponds to a horizontal vector pointing radially outward
from Fm (see Figure 4.2), while an elevation angle of 90◦ corresponds to a vector
pointed towards Fc from Fm. The lower limit of observable elevation angle using
this particular mirror is θ = −16◦.
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of the particular hardware implementation. We construct an analytical model for

the case of Gaussian noise in the estimation of x and y coordinates, as this noise

model is commonly used in computer vision research and may serve as a first-

order approximation for other forms of noise [84]. In our model, we assume that

measurements of x and y follow independent Gaussian distribution functions fX(x)

and fY (y), respectively:

fX(x) =
1

σ
√
2π
e

−(x−µx)
2

2σ2 (4.5)

and

fY (y) =
1

σ
√
2π
e

−(y−µy)
2

2σ2 . (4.6)

Here, (x, y) = (µx, µy) is defined as the location of the beacon image, while σ is a

measure of the noise in the measurement of the beacon image location. To describe

the noise in the estimation of φ and θ that results from noise in the measurements

of x and y, we define random variables Φ and Θ and corresponding probability dis-

tributions fΦ(φ) and fΘ(θ). In our model, we assume that fXY (x, y) = fX(x)fY (y).

Eqs. (4.2) and (4.3) show that φ can be expressed as a function of w ≡ y/x,

and θ can be expressed as a function of r. We define random variables W and R

with corresponding probability distributions fW (w) and fR(r), respectively. We can

use the general relation between two random variables [85] to relate W and R to Θ
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and Φ:

fΦ(φ) = fW (w)
dw

dφ
(4.7)

and

fΘ(θ) = fR(r)
dr

dθ
. (4.8)

Given Eqs. (4.5) and (4.6), the probability density function fW (w) is given

by [86]:

fW (w) =
b(w)c(w)

a3(w)

1√
2πσ2

[

2Φ

(

a(w)

b(w)

)

− 1

]

+
1

a2(w)πσ2
exp

[

−1

2

(

µ2
x + µ2

y

σ2

)]

(4.9)

where

a(w) =

√

w2 + 1

σ2
(4.10)

b(w) =
µyw + µx

σ2
(4.11)

c(w) = exp

{

1

2

[

b2(w)

a2(w)
−
(

µ2
x + µ2

y

σ2

)]}

(4.12)

Φ(w) =

∫ w

−∞

1√
2π

exp

(

−1

2
u2
)

du. (4.13)
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As φ depends exclusively on w, fW (w) can be used to solve for fΦ(φ):

fΦ(φ) = fW (w)

∣

∣

∣

∣

dw

dφ

∣

∣

∣

∣

. (4.14)

Following Eq. (4.2), w = y/x or w = tan(φ) and dw/dφ = sec2(φ). Thus, we can

compute fΦ(φ) given values of µx, µy, and σ.

The estimation of the elevation angle θ can be analyzed similarly. Eqs. (4.3)

and (4.4) show that the dependence of the elevation angle on x and y can be ex-

pressed as a dependence on r, the radius in the image plane. This allows Eqs. (4.3)

and (4.4) to be expressed in terms of only one variable, r, with a corresponding

random variable R. Given our model for X and Y , the distribution for R is given

by [87]:

fR(r) =
r

σ2
exp

(

−
µ2
x + µ2

y + r2

2σ2

)

I0

(

r

√

µ2
x + µ2

y

σ2

)

(4.15)

where I0 is the 0th-order modified Bessel function of the first kind.

Thus fR(r) can be used to solve for the distribution of the elevation angle

fΘ(θ) using the relation

fΘ(θ) = fR(r)

∣

∣

∣

∣

dr

dθ

∣

∣

∣

∣

, (4.16)

which can be reexpressed as

fΘ(θ) = fR(r)

∣

∣

∣

∣

dθ

dr

∣

∣

∣

∣

−1

. (4.17)

It follows that Eq. (4.15) and differentiation of Eq. (4.3) with respect to r can be
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used to solve for fΘ(θ). Differentiation yields:

dθ

dr
=

√

1+ f2

r2







(b2+c2)f3
(

1+
f2

r2

)3/2
r4

−
(b2+c2)f
√

1+
f2

r2
r2







b2−c2
−

f2



−2bc+
(b2+c2)f
√

1+
f2

r2
r





(b2−c2)
√

1+ f2

r2
r3

1 +

(

1+ f2

r2

)



−2bc+
(b2+c2)f
√

1+
f2

r2
r





2

(b2−c2)2

. (4.18)

While the performance of experimental systems will be impacted by various error

sources and depends strongly on the angle-of-arrival estimation algorithm, this an-

alytical understanding of the propagation of Gaussian error may serve as a useful

first-order approximation for modeling the cumulative error effects in general.

4.4 Numerical Simulations

To test the accuracy of this solution for fφ(φ), we can simulate randomly

“measuring” a large number of pairs of x and y, for a given µx, µy, σ
2, fx(x), and

fy(y). Each of the pairs measured corresponds to a value of φ via Eq. (4.2). The

relative frequencies of these estimated values of θ in a histogram should be consistent

with the relative frequencies predicted by fφ(φ).

For one million (n = 106) simulated pairs, assuming µx = 0.707 mm, µy =

0.707 mm, σ = 0.05 mm, the histogram of the corresponding values of φ are shown

in Figure 4.4. For the assumed values of µx, µy, and σ, we also plot the frequencies

predicted by fφ(φ) with a solid red line. The model fφ(φ) agrees well with the

simulated data. We also see that σφ = 8.25◦ for parameters assumed.

Simulating random measurements can be used to verify this solution for fθ(θ),
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Figure 4.4: Blue bars represent a histogram of φ values, n = 106 values shown
here. The red solid line represents theoretical prediction of occurrences according
to fφ(φ). Histogram data is based on simulated random “measurements” of X and
Y , which assume µx = µy = 0.707 mm, σ = 0.05 mm. Standard deviation in φ for
these parameter assumptions is σφ = 8.25◦
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Figure 4.5: Blue bars represent a histogram of θ values, n = 106 values shown here.
The red solid line represents theoretical prediction of occurrences according to fθ(θ).
Histogram data is based on simulated random “measurements” of X and Y , which
assume µx = µy = 0.707 mm, σ = 0.05 mm. Standard deviation in elevation angle
θ is σθ = 6.85◦
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as was done in Figure 4.4 for fθ(θ). For one million (n = 106) simulated pairs,

assuming µx = 0.707 mm, µy = 0.707 mm, and σ = 0.05 mm, the histogram of the

corresponding values of θ are shown in Figure 4.5. For the assumed values of µx,

µy, and σ
2, we also plot the relative frequencies predicted by fθ(θ). We see that for

the stated parameter assumptions, σθ = 6.85◦, where σθ is the standard deviation

of the distribution fθ(θ).

4.5 Relating uncertainty in measuring x and y to uncertainty in angle

estimations

With the analysis shown above, we can further explore how uncertainty in the

measurements of x and y translate into uncertainty in the estimation of the azimuth

and elevation angles. In general, this relation depends on the estimated coordinates

(x, y) within the image plane. Given the rotational symmetry of the system, this

relation does not depend on the azimuthal angle, i.e., the relations between σ and

the uncertainties in the angle estimations depend exclusively on the distance from

the center of the image plane, and not at all on φ.

In Figure 4.6 we plot the standard deviations of the fφ(φ) as a function σ for

several different values of rµ, which we define as rµ ≡ (µ2
x + µ2

y)
1
2 . For any given

σ, we see that the estimation of φ becomes more precise as rµ increases, i.e., as

the elevation angle θ of the source increases. The information in Figure 4.6 can

be replotted in a way that normalizes σ with respect to rµ, as shown in Figure 4.7.

When plotted this way, all the data shown in Figure 4.6 overlays each other. In other
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Figure 4.6: σφ vs. σ, for several values of rµ =
√

µ2
x + µ2

y. r is the distance of
the blob from the center of the image plane. φ is the azimuthal angle. σ is the
uncertainty in estimation of centroid coordinates in x and y. The curves are plotted
for several different radii.
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Figure 4.7: σφ vs. σ/rµ. φ is the azimuthal angle, while σ is the uncertainty of
estimation in x and y. σφ depends only on the ratio of σ to rµ, the radius of the
position of the blob on the image plane.

words, in calculating σφ, the specific values of σ and rµ need not be known; only the

ratio of σ to rµ is relevant. In the regime of small σ/rµ, the curve is approximately

linear, with a slope of roughly 60 degrees per unit increase in σ/rµ.

To see how precise the elevation angle estimation is as a function of σ, in

Figure 4.8 we plot σθ as a function of σ for the same values of rµ in Figure 4.6. We

see that σθ increases with σ, for all values of rµ, that is, at all elevation angles θ.

However, the dependence of σθ on rµ seems to be weaker, and less clear, than that

of σθ on rµ; increasing rµ does not always increase σθ.

To further explore this dependence of σθ on elevation angle (and rµ), we plot

72



0 0.1 0.2 0.3 0.4 0.5
0

5

10

15

20

25

σ (mm)

σ θ (
de

gr
ee

s)

σ
θ
 vs σ

 

 

r
µ
=0.1 mm

r
µ
=0.3 mm

r
µ
=0.5 mm

r
µ
=0.7 mm

r
µ
=0.9 mm

r
µ
=1.1 mm
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Figure 4.9: σθ vs. θ. θ is the elevation angle. The curves are plotted for various
values of σ, the uncertainty in estimation of x and y coordinates on the image plane.
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Figure 4.10: σφ vs. θ. φ is the azimuthal angle, while θ is the elevation angle. The
curves are plotted for various values of σ, the uncertainty in estimation of x and y
coordinates on the image plane.

σθ as a function of elevation angle, assuming several different values of σ. This is

shown in Figure 4.9. Consistent with the preceding plots and intuition, precision of

the angle estimation becomes poor with increasing σ, for any given elevation angle.

The concavity of all the curves is downward, and for some values of σ, there seems

to be a peak; increasing elevation angle decreases σθ in some regimes, and increases

it in others.

Figure 4.10 is similar to Figure 4.9 except that it plots σφ instead of σθ. Note

as well that the scale of the vertical axis is quite different, with σθ becoming very

large for low elevation angles at some σ. Estimations of θ seem to be most precise

away from the center of the image plane, i.e., at high elevation angles.
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4.6 Experimental Implementation

To study the use of this catadioptric system for localization of beacons, we con-

structed an experimental system, shown in Figure 4.13 with a commercially available

hyperboloidal mirror [88] and camera [89]. The camera (Prosilica GC1600H) has

1620x1220 resolution, and its lens has an 8 mm focal length. The base of the mirror

is 6 cm in diameter. As shown in Figure 4.13, the distance from the base of the

mirror to the top of camera is approximately 16 cm. The relatively compact size of

the system allows for mounting onto mobile platforms such as robots, and such cata-

dioptric systems have been studied for robot navigation in [75,81–83]. To calibrate

and align the system, we mounted it onto a gimbal capable of precisely rotating in

azimuth and elevation. This camera-mirror system was used to receive signals from

a red LED beacon (Luxeon Rebel - Endor Star) [90]. The camera sensor is fitted

with a Bayer filter for color image processing. The filter pattern is such that 1/4 of

the pixels are dedicated to detecting blue light, 1/4 of the pixels are dedicated to

detecting red light, and 1/2 of the pixels are dedicated to detecting green light. Each

pixel reports an 8-bit intensity value. Thus the system only observes the beacon

using the 1/4 of the total pixels that are designed to detect red light. Despite this

reduction in resolution, color-specific detection could be one of many ways to iden-

tify multiple beacons simultaneously. All experiments performed using this system

were performed in an indoor hallway approximately 70 m in length, with the beacon

pointed directly at the mirror. The beacon was at an elevation angle of 0◦ relative

to the mirror. Figure 4.12 shows a side view on the commercially avaiable mirror.
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Figure 4.11: Commercial off-the-shelf hyperboloidal mirror used for the beacon sys-
tem.

Figure 4.12 shows an image captured by the experimental prototype.

While there are many methods for isolating a beacon against the background,

in our experiments we implement a simple on-off modulation to drive the LED

beacon and subtract consecutive “on” and “off” frames to create a difference image

[91]. The difference image is mostly dark, except for the pixels illuminated by the

beacon. The LED is driven with a 350 mA current during “on” frames, and no

current is applied during the “off” frames.

An example of a difference image is shown in Figure 4.14. In the figure, the

spot corresponds to a beacon at approximately 40◦ azimuth and 0◦ elevation. The

inset shows a mesh plot of the pixels illuminated by the beacon. In our setup, the

images captured by the camera and the modulation of the LED were synchronized

via coaxial cable, enabling controlled experimental study of angle estimation accu-

racy. We use this synchronized algorithm to study the behavior of the system in

static scenarios, in which neither the beacon nor the catadioptric system is moving.

However, in general, asynchronous techniques could be implemented [92]. In moving
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Figure 4.12: Sample image taken with experimental prototype.

Camera 

Gimbal 

Mirror 

16 cm 

Figure 4.13: Experimental system, mounted onto a gimbal.
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Figure 4.14: Example of experimental difference image, where the beacon image
region is enclosed in a white square and the inset is a mesh plot of the beacon
image region. The radius r is used to calculate the elevation angle θ, which is
approximately 0◦ in this example. The azimuth angle φ is approximately 40◦.

scenarios, the differencing processes used to isolate a beacon suffer interference from

motion of objects in the field of view, as well as motion of the receiver itself. Some

methods for addressing these challenges are median filtering and the use of colored

beacons and colored filters to isolate the beacon from the environment. These tech-

niques are discussed in detail in references such as [92]. Other works that have

utilized LED beacons for extraction of location information include [79, 91, 93].

4.6.1 Dark Pixels

The system shows frame to frame variations even when observing unchanging

scenes. These variations arise due to small response variations before frame differ-

encing. The resulting noise can be observed by examining the “dark pixels” of the

difference images, away from the pixel illuminated by the beacon (see Figure 4.14).
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Figure 4.15: Histogram of the dark pixel intensities of the difference image in Figure
4.14. Dark pixels are those not illuminated by the beacon.

Figure 4.15 shows a typical histogram of the pixel intensities of the dark portions of

a difference image. The mean of the pixel intensities in the histogram is µI ≈ 1.52

and the sample standard deviation is σI ≈ 1.56. To reduce the effect of this type of

noise on the angle estimation, we ignore any pixels below a threshold. The camera

detector yields intensity (0 to 255) per pixel, and in data presented in this chapter,

the threshold imposed is a pixel intensity of 10.

4.6.2 Angles-of-Arrival Estimation

A reasonable first step in estimating the angle of arrival is the estimation of

the location (x, y) of the beacon in the image plane. There are many approaches to

estimating (x, y) from the information in a difference image; we take the centroid

as our location estimate. This approach has been utilized frequently as a method

of estimating the location of an object in an image [94–99] and has the practical
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appeal of computational simplicity. For an M-by-N -pixel window of interest, each

of the pixels has an x-coordinate xij and an intensity aij . Here, x̂ (the estimate of

the beacon image’s x-coordinate) is defined as

x̂ =

M
∑

j=1

N
∑

i=1

aijxij

M
∑

j=1

N
∑

i=1

aij

(4.19)

and ŷ is defined similarly. Here, M and N define a minimum bounding rectangle

that encloses the illuminated region. Using the coordinates of the centroid in the

image plane, we then use Eqs. (4.2) and (4.3) to calculate the estimates of the

angles of arrival. The algorithm can be summarized as (1) capturing a frame with

the LED beacon on, (2) capturing a frame with the LED beacon off, (3) image frame

subtraction, (4) applying a threshold, (5) calculating the centroid for pixels within

the window of interest, and (6) transforming the centroid into an angle of arrival

estimate.

Due to sources of noise in the system, we observe small variations in the

estimates of x and y, even when the receiver (mirror and camera) and beacon are

fixed in orientation and position. This small variation may be due to a variety

of physical effects, including instability in the LED brightness, sensor noise in the

camera, etc. We measured these small variations as a function of range from a

set of 100 difference images at each range. Here, we define range as the distance

between the source at S and the focal point Fm. In general, the variation in centroid

estimation (both x and y) is non-Gaussian. For each subset of 100 measurements
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taken at each range, we define sample standard deviations in the centroid estimation

in x and y as σ̂x and σ̂y, respectively. This variation in centroid estimation results

in variation in angle estimates, as the location in the image plane is related to the

angles-of-arrival via Eqs. (4.2) and (4.3). We define the resulting sample standard

deviations in estimation of φ and θ as σ̂φ and σ̂θ, respectively. We plot σ̂φ and σ̂θ

as a function of range in Figure 4.16. As the signal becomes weaker with range, the

variation in the estimates of the angle of arrival generally increases.

To examine the fidelity of the Gaussian error model developed in Section 3

in modeling the error characterized by σ̂x and σ̂y, we define σ ≡
√

σ̂2
x + σ̂2

y. If we

take the variation in centroid estimation to be a circular Gaussian with a variance

defined as σ2, we can define distributions in angular estimates fΘ(θ) and fΦ(φ)

using the model developed in Section 3. The variation in these distributions can

be characterized by their standard deviations σ̂′

θ and σ̂′

φ. These values of σ̂′

θ and

σ̂′

φ are plotted as a function of range in Figure 4.16. Although the variation in

centroid estimates in the image plane is typically non-Gaussian, we observe that

modeling this noise as a circular Gaussian yields reasonable results as a first-order

approximation of the consequent error in angular estimation.

The discrete nature of the camera sensor’s sampling grid introduces errors into

the system. This form of sampling error depends on the size of the pixels relative

to that of the beacon image spot size, as well as the beacon image location on the

sensor plane. In general, decreasing the size of the pixels (and sampling the beacon

image more densely) decreases this error. However, there are potential advantages

to increasing the pixel size.
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Larger pixel sizes may improve performance by enhancing the system’s sen-

sitivity [100] to low light levels. This may enhance the system’s ability to detect

beacons that are either dim or far away. In other scenarios, the strength of the

beacon signal may not be an issue but there may be a need for generating many

angle-of-arrival estimations at a high rate, perhaps to track a fast-moving beacon.

In such cases, increasing pixel size may reduce the number of pixels that need to be

readout, potentially increasing the speed (angle-of-arrival estimations per second)

of the system. For instance, this can be implemented dynamically in many cameras

in a process known as binning, in which pixels are effectively merged together to

create a larger pixel, allowing for a faster readout and increased frames per second.

In our experimental measurements, the rate of angle-estimation was only about 10

Hz, limited by the framerate of the camera.

To explore the errors as a function of the pixel size, we approximate the model

the beacon image spot as a circular Gaussian distribution:

g(x, y) = exp[−(x − µgx)
2

2σ2
g

− (y − µgy)
2

2σ2
g

]. (4.20)

Let x̂ and ŷ be the centroid estimate. In each of the two components, the

estimation can be reduced to a centroid estimation of a one-dimensional Gaussian

function. Thus we choose to consider the errors observed in the centroiding of a

one-dimensional Gaussian that is sampled at points spaced distances T apart, along

the x-dimension, without any loss of generality.

The centroid of g(x) is located at x = µgx. To examine the behavior of

83



0 0.5 1 1.5 2
−0.5

−0.4

−0.3

−0.2

−0.1

0

0.1

0.2

0.3

0.4

0.5

µ
x
 (in units of pixels)

∆x
 e

rr
or

 (
in

 u
ni

ts
 o

f p
ix

el
s)

 

 

T=120 µm
60µm
40µm
20µm
8.8µm

Figure 4.17: Error in centroid estimation ∆x as a function of µgx along 1D sampling
grid, over two pixel periods (µgx = 0 to µgx = 2T ). The five curves correspond to
three different ratios of σg to T , or beacon image size to pixel period. For all curves,
σg = 5µm.
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Figure 4.18: Histograms of the errors ∆x seen in Figure 4.17, for each of the five
curves. With decreasing pixel size T , the distribution of ∆x becomes narrower and
less uniform. For all curves, σg = 5µm.
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the centroiding algorithm, we observe the errors while varying the location of the

Gaussian intensity distribution (µgx). The errors in estimation (∆x ≡ x̂ − µgx)

due to the discrete sampling are shown in Figure 4.17, which examines the error

in centroid estimation as a function of µgx for five different pixel sizes T (120 µm,

60 µm, 40 µm, 20 µm, and 8.8 µm). For pixels that are large compared to the

variance(σg << T ), the error approaches that of a sawtooth function. As the pixels

decrease in size, the error function becomes sinusoidal and shrinks in amplitude. In

all five curves, we assume that σg = 5µm, which is reasonable representation of the

size of beacon images seen empirically. In practice, the size and shape of the blob

varies significantly with parameters such as beacon power, range, elevation angle,

and others. We note that the appropriate choice for σg depends strongly on focusing,

LED beacon power, range and other system parameters.

To examine the error distribution, we plot histograms in Figure 4.18 of the five

sets of errors shown in Figure 4.17. The total number of data points for each of the

five histograms is 200. As the pixels become large compared to the beacon image, the

errors become large, and the distribution approaches uniformity. As pixels become

small, the distribution deviates from uniformity and becomes tail-heavy, while worst-

case errors become smaller, i.e., the region of support of the error is shrinking. The

reduction in errors with shrinking pixel size becomes particularly pronounced as the

pixel size approaches the beacon image size. This is reflected in the large disparity

in worst-case error observed between the histograms for T = 20µm and T = 8.8µm

in Figure 4.18. In the experimental implementation, we use only 1/4 of the sensor’s

pixels (the red pixels). Thus the sampling period is actually twice the pixel cell size,
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Figure 4.19: “Worst-case” errors in elevation angle (θ) estimation, for each of the
five pixel sizes seen in Figure 4.17. Errors are plotted as a function of elevation
angle. All curves assume system parameters consistent with the experimental pro-
totype, except for pixel size. The 8.8 µm pixel period is consistent with experimental
implementation.

which can be approximated by the T = 8.8µm case in these calculations.

The effect of these errors on estimation of θ and φ varies as a function of θ

and φ, i.e., the beacon image’s location on the image plane. For any given azimuth

angle φ, estimation of φ and θ are more sensitive to Cartesian errors ∆x and ∆y

for smaller values of θ, or, equivalently, for smaller values of r. And for any given

elevation angle θ, the effect of Cartesian errors is greatest along certain axes in the

image plane. A given error ∆x induces the greatest error in estimation of θ along

the x-axis, while a given error ∆y induces the greatest error in estimation of θ along

the y-axis. Similarly, a given error ∆x has the greatest effect on estimation of φ

along the y-axis, while a given error ∆y has the greatest effect on estimation of φ
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Figure 4.20: “Worst-case” errors in azimuth (φ) estimation, for each of the five
pixel sizes seen in Figure 4.17. Errors are plotted as a function of elevation angle.
All curves assume system parameters consistent with the experimental prototype,
except for pixel size. The 8.8 µm pixel size is consistent with experimental imple-
mentation.
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along the x-axis.

To calculate the worst possible error on angle-of-arrival estimation, we assume

the largest errors seen in Figure 4.17 for each pixel size, and calculate the consequent

errors in angle estimation along the axes where φ and θ estimation are most sensitive.

Figures 4.19 and 4.20 explore these worst-case errors as a function of θ. In each of

Figures 4.19 and 4.20, the five curves correspond to the five pixel sizes T .

The improvement in estimation with shrinking pixel size becomes most dra-

matic once the pixel size approaches the width σ of the beacon image. Decreasing the

pixel size from 20 µm to 8.8 µm decreases errors in both angle estimations of roughly

two orders of magnitude, while the disparity between the errors for T = 120µm and

T = 60µm is much smaller. Both of these figures assume system parameters consis-

tent with our experimental prototype, with the exception of pixel size.

At zero degrees elevation angle, both angle estimations θ̂ and φ̂ experience ap-

proximately the same level of error, for the same pixel size. At low elevation angles,

the effective pixel density becomes smaller, and errors due to the finite sampling of

the pixels increase. Thus, both angle estimations’ error increases with decreasing

elevation angle, though the effect of elevation angle on the azimuth estimation is

much stronger.

Using our experimental setup, we observe these errors by rotating the gimbal

over small angular ranges. In Figure 4.21, we plot the azimuth angle estimated by

our system, and and compare it to the known gimbal azimuth angle as the gimbal

is swept through one and a half pixel periods. Each point is an average over 100

independent estimates. The initial estimated azimuth angle at zero degrees is taken
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Figure 4.21: Empirical data of azimuth angle estimation, rotating the gimbal
through about 1.5 pixel periods. Given the pixel density, the period of the os-
cillations is 0.23 degrees. Each point is an average over 100 independent estimates.

to be zero error for calibration. We see that the error shows periodic behavior, with

a period of 0.23 degrees in azimuth. This period of 0.23 degrees is consistent with

the pixel cell size and the location in the image plane.

In the extreme case in which pixels are much bigger than the illuminated area,

the error created by granularity of pixels can be understood using numerical sim-

ulations that consider the illuminated area to be a point on the image plane. In

this big-pixel regime, the system is only able to determine which pixel is illumi-

nated by the beacon, but has no knowledge of the beacon image location within

the illuminated pixel. To better understand this uncertainty in estimation of the

image location within the Cartesian plane and how it maps to uncertainty in the

estimation of azimuth and elevation angles, we conduct simulated random trials in

which the beacon image is placed randomly within a pixel, where the pixel size and
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other system parameters are consistent with our experimental implementation.

Figure 4.22 plots the error in angle estimations that results from this uncer-

tainty of placement within an illuminated pixel. In this plot, we assume an elevation

angle of zero degrees, and the center of the pixel that sits on the location of the im-

age that corresponds to the elevation angle is considered zero error. Each data point

represents the error produced by random placement of the beacon image within this

pixel. More precisely, it is the mean error of 1000 simulated random placements

of the beacon image within the pixel. The pixel is considered big relative to the

beacon image, and thus the beacon image is considered to be a point. Naturally,

this mean error increases linearly with the side length of the pixel squares, for both

azimuth and elevation error. The errors between azimuth and elevation error are

nearly equal.

This mean error varies with the elevation angle. We observe this in Figure

4.23, which plots this means error for both azimuth and elevation as a function of

elevation angle. We assume a pixel size of 8.8 µm here. At zero degrees elevation

angle, the two type of error are nearly equal, consistent with Figure 4.22. As the

elevation angle decreases, the mean error increases. This increase is nearly linear

for elevation angle, while the increase is nonlinear for azimuth and becomes much

larger at very negative elevation angles.
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Figure 4.22: Each data point represents the error produced by random placement
of the beacon image within this pixel. More precisely, it is the mean error of 1000
simulated random placements of the beacon image within the pixel. The pixel is
considered big relative to the beacon image, and thus the beacon image is considered
to be a point. This mean error increases linearly with the side length of the pixel
squares, for both azimuth and elevation error. The errors between azimuth and
elevation error are nearly equal.
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Figure 4.23: Mean error for both azimuth and elevation as a function of elevation
angle. We assume a pixel size of 8.8 µm here. At zero degrees elevation angle, the
two type of error are nearly equal, consistent with Figure 4.22. As the elevation
angle decreases, the mean error increases. This increase is nearly linear for elevation
angle, while the increase is nonlinear for azimuth and becomes much larger at very
negative elevation angles.
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4.6.3 Range Estimation

Given our particular implementation, a simple and straightforward method for

range estimation utilizes the observed signal strength. We define the signal strength

as the sum of the reported pixel values of the pixels within the centroiding window

of the difference image. In general, the signal strength monotonically decreases

with range, and this one-to-one mapping from signal strength to range allows for

the possibility of using signal strength observations to create range estimates. The

exact dependence of signal strength on range is a function of many parameters,

including elevation angle and system hardware parameters (e.g., camera sensitivity

and camera exposure time, beacon brightness, etc.). However, if all these parameters

are known, then the dependence of signal strength on range can be specified, and

range can be estimated using signal strength observations. Such signal-strength-

based techniques could also be used to estimate range to individual nodes; in such

an application scenario, signal strength would be estimated for each beacon, as

opposed to observing only the aggregate signal power.

The precision of such a range estimation method is limited by the repeatability

of signal strength observations (which is dictated by factors such as pixel noise and

the stability of the beacon) and the sensitivity of signal strength to range. To assess

the precision of using signal strength as a proxy for range, we recorded observations

of signal strength at nine different ranges ri, in increments of 7.6 m. At the ith range,

the receiver (mirror and camera) and beacon were fixed in orientation and position,

and 100 observations of signal strength were taken. The ith subset of measurements
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yields a mean v̄i and sample standard deviation ∆vi. This data is shown in Figure

4.24, in which the top inset plots the mean signal strength v̄i against range ri. The

sensitivity of signal strength to range, which we define as the steepness of the curve

underlying the data points, generally decreases with range. The bottom portion

of the figure describes the repeatability of the measurements. The ratio of sample

standard deviation to measured mean signal strength (∆vi/v̄i) grows from less than

1% at short ranges to about 5.5% at the longest range examined (67 m).

In a calibrated system, the dependence of signal strength on range is known

empirically, and thus range can be estimated using subsequent measurements of

signal strength. At any particular range, the precision of estimation is a function

of the variability (∆vi) in the observations of signal strength and the sensitivity of

range to signal strength. To estimate the precision achievable using this estimation

method, we estimate the sensitivity of signal strength at a range ri as:

si =

(
∣

∣

∣

∣

v̄i − v̄i−1

ri − ri−1

∣

∣

∣

∣

+

∣

∣

∣

∣

v̄i − v̄i+1

ri − ri+1

∣

∣

∣

∣

)

/2 (4.21)

This is an empirical approximation of the steepness of the curve underlying the

points sampled at ranges ri. Combined with the stability estimated by ∆vi, we

construct an estimate of the precision in range estimation given by: ∆ri ≡ ∆vi/si.

The values of ∆ri evaluated using our system are shown below in Table 1, for the

middle seven of the nine ranges studied. The sensitivity si is undefined for the first

(i = 1) and last (i = 9) ranges studied.

The table shows that this simple method for ranging can yield sub-meter
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precision except at the longest range when the signal is weakest. At long ranges,

the relative flatness (small si) of the curve increases the uncertainty ∆ri of the

range estimation beyond one meter. Ranging precision on the order of one meter

would be useful in many applications, including optical wireless communications.

For instance, a transmitter could use this information to determine the minimum

required transmission power needed to achieve a desired data rate. In general,

the ranging precision achievable with this catadioptric system is dependent on the

particular hardware parameters of the system, and the estimation could be improved

with more sophisticated algorithms. For example, multi-frame integration could

enhance SNR and potentially lead to an enhanced range estimation.

Range ri (m) 13.4 21.0 28.7 36.3 43.9 51.5 59.1

Uncertainty ∆ri (m) 0.27 0.09 0.20 0.31 0.45 0.64 1.10

Table 4.1: Uncertainty in range estimations.
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Chapter 5: Self-aligning LED-based Link Prototype

As discussed in the previous chapter, a hyperboloidal mirror together with a

camera can be used as a means of localizing an LED beacon. In the context of optical

wireless communications, such localization may provide the information necessary

for alignment between two nodes. We constructed a prototype of a self-aligning link,

for proof-of-principle demonstration.

The prototype constructed consists of two links, one beacon and one primary,

that exist between two nodes, Node A and Node B. Node A consists of a beacon

receiver, the catadioptric hyperboloidal-mirror-camera system discussed in the pre-

vious chapter. The catadioptric system, along with the primary link transmitter,

are mounted onto a gimbal. Node B consists of a receiver for the primary link, co-

located with the beacon transmitter. In this configuration, Node A is able to detect

beacon light emitted from Node B, estimate the bearing (azimuth and elevation),

and use control of the gimbal to align the primary link transmitter to towards Node

B and its primary link receiver. In principle, this self-alignment is demonstrable

with node B as well, though we do not demonstrate self-alignment with node B.
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Figure 5.1: Node B consists of a beacon transmitter and primary link receiver, and
is pictured on the left. Node A consists of the hyperboloidal beacon receiver, and
the primary link transmitter pictured on the right. Node A is mounted on a gimbal,
and able to point in the direction Node B, which is fixed in orientation and assumed
to be pre-aligned.

5.1 Unsynchronized detection of the flashing LED beacon

In this system, the beacon transmitter consists of a flashing LED. As discussed

in the previous chapter, such a beacon can be detected by the catadioptric system,

allowing the catadioptric system to estimate the relative azimuth and elevation

bearing of the beacon. There are many possible methods of implementing this. In

any method, it is necessary to localize the image of the beacon within the image

generated by the catadioptric system. In general, this localization could be achieved

by image recognition of the beacon; this could be achieved relatively straightforward,

if, for example, the beacon can be assumed to be of a color distinct from the rest of

the image.

In the method for beacon localization presented in the previous chapter, the

beacon is flashed at some fixed frequency. The beacon receiver (mirror-camera

system) performs subtraction of consecutive images to construct a difference image,

in which all features of the image besides the beacon are “subtracted out” and only
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the pixels illuminated by the beacon are seen as illuminated in the difference image.

As presented in the previous chapter, this method requires synchronization between

the camera’s sampling of images and the beacon’s flashing, and this synchronization

was achieved by means of a coaxial cable. However, image subtraction is a viable

method even in the absence of synchronization, so long as the sampling rate of

images is sufficiently fast relative to the rate of beacon flashing.

In the method demonstrated in this prototype, we perform unsynchronized

frame subtraction, obviating the need for synchronization via coaxial cable. The

timing of this method is illustrated in Figure 5.2. In general, the method could

involve the capture of many frames; five frames are illustrated here for simplicity.

In the absence of synchronization, the alignment of frames A, B, C, D, and E relative

to the LED modulation is arbitrary, but sampling at a sufficient rate guarantees that

at least some of the frames observe images in which the LED’s state is opposite its

state when frame A is captured. In the illustration, frame A is captured when the

LED is on, while frames D and E are capture when the LED is off [92]. Thus,

calculating the absolute differences between frame A and each of the other frames

yields at least some difference images which isolate the beacon from the rest of the

scene.

In practice, the camera frames are not instantaneous, and nor are LED’s tran-

sitions between on and off states. These complications can weaken or obscure the

beacon signal as observed in the difference images. Complicating practical operation

further, any changes in the scene during the grabbing of frames A through E yield

interference in the beacon localization process. This type of interference can arise
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Figure 5.2: In the absence of synchronization, the alignment of frames A, B, C,
D, and E relative to the LED modulation is arbitrary, but sampling at a sufficient
rate guarantees that at least some of the frames observe images in which the LED’s
state is opposite its state when frame A is captured. In the illustration, frame A is
captured when the LED is on, while frames D and E are captured when the LED
is off [92]. This algorithm is used to create a difference image which localizes the
beacon image in the camera sensor plane. This localization allows for estimation of
azimuth and elevation angles of the beacon in the real world. This angle estimation
can be used in the alignment of an optical link.

from any changes in the scene, including motion of the mirror camera system itself,

or motion of objects being observed.

This interference can complicate the beacon localization process. There exist

many potential methods to address this interference and reduce its effect on the

beacon localization process. For example, one could sample over many frames - if

the beacon is fixed relative to the camera, it will stay at a fixed location in the

difference images, while most interference is less likely be so repeatable.

The beacon image can often be differentiated from interference by its shape.

In general, the shape of the beacon image varies with parameters that including

distance, elevation, and others. However, the beacon image is in general circular, to

an approximation. Thus, circle detection is one possible means of helping to localize

the beacon and distinguish it from interference. It is convenient to use circle de-

tection packages available in software such as LabView [101]. In our prototype, the
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beacon is driven at 2.5 Hz, and the camera captures frames at 25 fps. Thus, exam-

ining five camera frames at once guarantees the an absolute difference combination,

i.e., |A − B|, |A − C|, |A − D|, or |A − E|, that isolates the beacon in the image.

Here, |X − Y | is used to denote the absolute difference image generated when one

subtracts the pixel values in image X from their corresponding pixel values in image

Y . This isolation of the beacon image allows for estimation of θ and φ, the bearings

of the beacon. These estimations are used to control the gimbal upon which the

mirror is mounted. The gimbal has a pointing precision of 0.002◦ in both azimuth

and elevation.

5.2 Primary Link Hardware

In the prototype constructed, the hyperboloidal mirror is used as a means of

detecting a beacon and estimating the bearing of the primary link receiver that

is co-located with the beacon. Using this estimation of bearing, the primary link

transmitter mounted on the gimbal in the contructed prototype points towards the

primary link receiver. A general schematic of the primary link is shown in Figure

5.3.

The light emitted from the LED transmitter is focused by an aspheric lens with

focal length The transmitter is pictured in Figure 5.4. The layout of the transmitter

circuit boards is shown in Figure 5.5. The green LED [102] has a center wavelength

of 530nm, a typical turn on voltage of 2.90 V, and a typical current of 350 mA.

At that voltage, it outputs 102 lumens. The aspheric lens used to focus the LED
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Figure 5.3: A schematic of the primary link, implemented as a serial link.

emission is 2 inches in diameter and has a focal length of 49 mm.

The information transmitted is in the format of a serial link, and the trans-

mitted information originates in the Labview program used to control the link. The

serial data is converted from the RS-232 voltage format to voltage levels between

0V and 5V using a Maxim MAX205 [103]. The circuit diagram for the MAX205

is shown in Figure 5.7. Converted into the 0V to 5V format, the data is used to

control the LED driver board. The LED transmitter mounted onto the gimbal is

shown in Figure 5.6.

The receiver uses a 2-inch lens with focal length of 60 mm to focus the received

LED light onto a an amplified photodetector (Thorlabs PDA36A). The front end of

the receiver is pictured in Figure 5.8. The detector is fitted with a bandpass optical

filter (Thorlabs FB500-40) that has a full-width half maximum optical bandwidth of

40 nm, with the bandpass extending from a wavelength of about 500 nm to 540 nm.

The photodiode itself has an active area of 13 mm2. Figure 5.9 shows the strength

of the photodetector’s response as a function of alignment angle, when no focusing
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Figure 5.4: The green LED transmitter, being driven by the PCB board pictured.
The PCB board was provided by colleagues at the U.S. Army Research Laboratory.
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Figure 5.5: Layout of PCB board used to drive the LEDs. The PCB board was
built by colleagues at the U.S. Army Research Laboratory.
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Figure 5.6: The transmitter mounted onto the gimbal, along with the mirror and
camera.

lens is used. The use of a lens to focus the light achieves higher gain, but narrows

the field of the view. Figure 5.10 plots the normalized power received vs the receiver

alignment angle.

The output from the amplified photodetector is fed into a comparator that

acts as a thresholding device. One input of the comparator is the output of the

photodiode while the other is a variable voltage. The variable voltage is controlled

by a potentiometer; it is necessary to adjust for variation in the signal strength as

a function of range, alignment, and other factors. The voltage outputs of the com-

parator are restricted to 0V values. This comparator output is fed into a MAX205

chip which converts the voltage levels back into RS-232 levels. The signal can then

be processed as in Labview.

The sensitivity of the system performance to transmitter alignment depends
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Figure 5.7: Schematic of the layout of the Maxim Max205 devices used to convert
from RS-232 voltages to TTL/CMOS voltages (0V to 5V).
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Figure 5.8: The receiver, pictured here, includes a 2” diameter lens used for focusing
the light onto the photodetector. Included but not shown is an inteference-based
filter used to filter out ambient light, Thorlabs FB500-40.
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Figure 5.10: Normalized power received by the receiver as a function of the receiver
alignment angle.

on the design of optical components used to shape the radiation pattern of the LED.

Using an aspheric lens, the transmitted beam can be focused, as shown in Figure

5.12. In this figure, we plot power received vs. the transmitter pointing angle.

The radiation pattern is approximately 2◦ wide, falling sharply off beyond that.

Directing the LED towards a surface such as a wall shows an image of a square,

consistent with the LED chip itself. At approximately 68 meters in range between

the transmitter and receiver, 10,000 serial packets were sent to the receiver. Figure

5.13 plots the fraction of 10,000 packets received vs the transmitter alignment angle.
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Figure 5.11: Experimental demonstration of the primary link. The green LED
emission is focused by an aspheric lens, and the emitted light is received by a receiver.
Here, the receiver is approximately 35m away from the transmitter.
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Figure 5.12: Normalized power received by the receiver, as a function of transmitter
pointing angle (azimuth angle). This angular dependence is a function of the lens
used to focus the LED light. With the aspheric lens (f = 49mm) approximately a
focal length away from the LED itself, the transmitted beam is nearly collimated,
with the divergence described by this figure.
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Figure 5.13: The system’s sensitivity to alignment at the transmitter. At approxi-
mately 68 meters in range between the transmitter and receiver, 10,000 serial packets
were sent to the receiver. The figure plots the fraction of 10,000 packets received vs
the transmitter alignment angle.
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Chapter 6: Conclusions

In this work, we have explored how LED-based communication can be used in

point-to-point links. This work is motivated by the potential of such links to serve

as a means of communication between mobile platforms such as vehicles and robots.

Technology in this application space has long been dominated by RF communication,

but LED-based communication may serve as an attractive supplement due to its

unrestricted access to a broad range of electromagnetic spectrum, the low cost and

high efficiency of LEDs, and other advantages. Wireless communications that rely

exclusively on optical means may be especially attractive in setting in which RF

communication is prohibited or undesirable.

Perhaps the greatest challenge in implementing optical wireless communication

between mobile nodes is the challenge in alignment. In this work, we define a link

model to estimate achievable rates, and use the model to show that a single LED

can be used to create a low-data-rate alignment-insensitive (beacon) link that could

provide the alignment support needed for a higher-data-rate (primary) link. Once

establishing the feasibility of such a beacon link, we define a design framework for

the consideration of dual-link systems, composed of a primary link supported by a

beacon link.
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Expanding on motivation for optical beacon links which can be insensitive to

the alignment, we propose and analyze the use a catadioptric system as a beacon

receiver. The catadioptric system studied is composed of a hyperboloidal mirror and

a camera, and is used to estimate the range and bearing of a beacon. In the context

of optical wireless communication between mobile platforms, the catadioptric system

may be co-located with a node (A), while the beacon (an LED) may be co-located

with another node (B); the catadioptric system is used as a means for node A to

estimate the range and bearing of node B. This may enable node A to point an LED

transmitter and/or receiver towards node B, facilitating establishment of a wireless

optical link. In our implementation, the LED flashes, helping to isolate the image of

the LED in the images captured by the camera. This enables the localization of the

pixels illuminated by the LED within the x−y plane of the camera image; knowledge

of the illuminated pixels in that plane correspond to azimuth and elevation angles

according to the geometry of the catadioptric system, and thus estimates of the LED

beacon’s bearing can be made. We develop an analytical model for the consideration

of Gaussian error in the the localization of the illuminated pixels in the camera

image, deriving closed-form expressions for the corresponding error in estimation of

azimuth and elevation.

This system is implemented as part of a prototype of a type of dual-link system,

in which the angular estimates produced by the catadioptric system are used to

control a gimbal and direct an LED transmitter towards a receiver co-located with

a beacon.

From each of the sections of this thesis, there exist avenues for the expansion of
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research. The dual-link system proposed may motivate further research that utilizes

more than two cooperative optical links, each with its own sensitivity to alignment.

Systems that include multiple cooperative links may further enhance the data rates

and robustness of communication between mobile platforms. Studies of networks

composed of these links may be well-motivated.

The catadioptric system has been studied as a means of alignment between

mobile nodes. Given this application space, a study of the potential for miniatur-

ization of the system and miniaturization’s effect on the precision of the system are

well-motivated by the footprint constraints on many mobile platforms. The image

processing for beacon localization that was implemented in our study is kept rela-

tively simple; robust beacon localization in dynamic, noisy environments will require

more sophisticated techniques. Such algorithms may exploit high-speed cameras,

high-speed processing of many frames, analysis of beacon shapes, analysis of the

nature of noise due to motion, tracking of multiple beacons simultaneously, color

differentiation of beacons, and many other potential aspects of study. In addition to

catadioptric systems that utilize hyperboloidal mirrors, other related optical com-

ponents, such as paraboloidal mirrors and fish-eye lenses, may also be of potential

interest within the context of beacon localization.
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