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Water is known as the most common and complicated liquid on earth. Meanwhile, graphene, 

defined as single/few layer graphite, is the first member in the 2-dimensional materials family 

and has emerged as a magic material. Interactions between water and graphene generate many 

interesting phenomena and applications. This thesis focuses on applying molecular dynamics 

(MD), a powerful computational tool, for investigating the graphene-water interactions 

associated with various energetic and environmental applications, ranging from the wettability 

modification, species adsorption, and nanofluidic transport to seawater desalination. A key 



 

 

component of one domain of applications involves a third component, namely salt ions. This 

thesis attempts that and discovers a fundamentally new way in which the behavior of ions with 

the air-water interfaces should be probed.  

In Chapter 1, we introduce the motivation and methods and the overall structure of this thesis. 

Chapter 2 focuses on how MD simulations connect the statistical mechanics theory with the 

experimental observations. Chapter 3 discusses the simulation results revealing that the 

spreading of a droplet on a nanopillared graphene surface is driven by a pinned contact line and 

bending liquid-surface dynamics. Chapter 4 probes the interactions between a water drop and a 

holey graphene membrane, which is prepared by removing carbon atoms in a circular shape and 

which can serve as catalyst carriers. Accordingly, chapter 5 studies the effects of various 

terminations on water-holey graphene interactions, showing that water flows faster and more 

thoroughly through the membrane with hydrophobic terminations, compared to that with 

hydrophilic terminations. In chapter 6, simulations describe the generation of enhanced water-

graphene surface area during the water-holey-graphene interactions in presence of an applied 

time-varying force on the water drop. In chapter 7, we focus on the ion-water interaction at the 

water-air interface to fully understand the fluidic dynamics during any seawater desalination. 

Our research revisits the energetic change while ion approaches water-air interface and shows 

that the presence of ion at the interface enhances capillary-wave fluctuation. Finally, in chapter 8 

we summarize the main findings of the thesis and provide the scope of future research. 

 

 

 



 

 

 

WATER, ION, AND GRAPHENE: AN ODYSSEY THROUGH THE MOLECULAR 

SIMULATIONS 

 

By 

Yanbin Wang 

 

Dissertation submitted to the Faculty of the Graduate School of the  

University of Maryland, College Park, in partial fulfillment 

of the requirements for the degree of 

Doctor of Philosophy  

2019 

 

Advisory Committee: 

Professor Siddhartha Das, Chair 

Professor Amir Riaz 

Professor Peter Chung 

Professor Yifei Mo 

Professor Liangbing Hu 



 

 

 

 

 

 

 

 

 

 

 

©Copyright by  

Yanbin Wang 

2019 

 

                            



ii 

 

Acknowledgements  

Throughout the days of my Ph.D. journey, I have been improving myself in the scientific 

understandings and problem-solving skills. Of course, this cannot be done without helps and 

guidance. Here, I would like to use this chance to express my appreciations to the people open 

their minds to interact with me in a beautiful way.  

First, I would like to express my appreciation to my advisor Prof. Siddhartha Das who gave me 

enormous and unconditional support since the very first day I began my Ph.D. journey. I am 

extremely grateful to have the opportunity to join the group and work with my groupmates. As I 

focused on experimental research during my Master program at Materials Science and 

Engineering department, I lacked skills to conduct numerical analysis and computational 

simulations. But Prof. Das was very patient with me and offered tremendous amount of support 

without pressurizing me to produce quick results. Under Dr. Das’ kind and care supervision, I 

developed a firm understanding on statistical mechanics and molecular dynamics simulations. 

Furthermore, I appreciate Dr. Das’ initiative to ensure that I could attend multiple conferences to 

present my research and meet with other researchers from various institutes.  

Second, I would like to express my deep gratitude to Prof. Liangbing Hu, who was my Master 

supervisor. During my Masters program, Prof. Hu guided me into the field of research in the first 

two-year of my study at the University of Maryland. Furthermore, I received systematic training 

from Dr.Wei Luo, Dr. Kun Fu, Dr. Chaoji Chen, Dr. Zhen Liu, the post-docs at that time on 

multiple projects. The experimental experience assists me to combine the experimental 

observations with my theoretical research in my Ph.D. program. What really touched my 

emotions was the moment that Prof. Hu allowed me to continue to use the laboratory in my first 



iii 

 

year of Ph.D. when Prof. Das had a funded experimental project, but the lab was still under 

preparation. Both Prof. Hu and Prof. Das have immensely contributed to my personal and 

professional development in my 5 years journey at UMD.  

Then, I must thank my committee members, Prof. Das, Prof. Hu, Prof. Ryan Sochol, Prof. Amir 

Riaz, Prof. Peter Chung, and Prof. Yifei Mo for offering me critical comments on thesis and 

constructive suggestions on my work. I also thank Prof. Ryan Sochol for offering me teaching 

assistant position in the first semester of my Ph.D., which I really learned a lot of knowledge 

about 3D printing. Such knowledge is critical to me and to our group as we received multiple 

sources of funding on 3D printing. Also, I thank Dr. Chandra Thamire and Prof. Jungho Kim for 

offering me TA positions. 

Since my Ph.D. research focuses on carrying out computational simulations to investigate the 

chemical physical problems, I must thank the Deepthought2 High-Performance Computing 

(HPC) cluster at UMD for providing computational source. Besides, I must thank Prof. Davinder 

Anand and Mr. Dylan Hazelwood from Center for Engineering Concepts Development (CECD), 

who generously provided funding supports in the first two years of my Ph.D. journey.   

Here, I would like to thank my friends at UMD. The great company is crucial to me to study, 

work and research at a place 10,000 miles away from my hometown. Dr. Chen Guang, Dr. 

Shayandev Sinha, Haoyuan Jing, Parth Desai, Harnoor Sachar, Bhargav Chava from Prof. Das 

group, who work with me for years and offer priceless discussions on many problems. I truly 

appreciate their help. Besides, Dr. Yanan Chen, Dr. Yonggang Yao, Dr. Mingwei Zhu, Dr. Jiayu 

Wan, Dr. Yubing Zhou, Xie Hua from Prof. Hu group are always by my side whenever I 

encounter any difficulties. I really enjoy my Ph.D. because of so many great companies.  



iv 

 

Lastly, but the most importantly, I thank my wife Xuewen Zhou to be there in my life from the 

beginning of my Ph.D. and encouraging me to explore the exciting world of science and 

engineering. Whenever I get stuck with difficult problems, her support is just like the first light 

flying through the darkest dawn. Only with her, I could have made this far.  

                                                                                                                                           Yanbin Wang 

                                                                                                                                         October 23, 2019 

 

 

 

 

 

 

 

 

 

 

 



v 

 

Articles Resulting from this Thesis 

Chapter 3 Y.Wang., J.Andrews., L.Hu.,S.Das. Drop spreading on a 

superhydrophobic surface: pinned contact line and bending liquid surface. Phys. 

Chem. Chem. Phys., 2017,19, 14442-14452   

Chapter 4 Y.Wang., S.Shiha., L.Hu.,S.Das. Interaction between a water drop and 

holey graphene: retarded imbibition and generation of novel water–graphene 

wetting states. Phys. Chem. Chem. Phys., 2017,19, 27421-27434  

Chapter 5 Y.Wang., S.Shiha., L.Hu.,S.Das. Dynamics of a Water Nanodrop 

through a Holey Graphene Matrix: Role of Surface Functionalization, Capillarity, 

and Applied Forcing. J. Phys. Chem. C 2018, 122, 23, 12243-12250   

Chapter 6 Y.Wang., K.Ahuja.,S.Shiha., P.Desai.,,S.Das. Water–Holey-Graphene 

Interactions: Route to Highly Enhanced Water-Accessible Graphene Surface Area. 

ACS Appl. Nano Mater. 2018, 1, 10, 5907-5919   

Chapter 7 Y.Wang., S.Shiha., P.Desai.,,H.Jing., S.Das. Ion at Air–Water Interface 

Enhances Capillary Wave Fluctuations: Energetics of Ion Adsorption. J. Am. 

Chem. Soc. 2018, 140, 40, 12853-12861   

 

 



vi 

 

 

Table of Contents  

Acknowledgements ......................................................................................................................... ii 

Articles Resulting from this Thesis................................................................................................. v 

Table of Contents ........................................................................................................................... vi 

List of Figures ................................................................................................................................. x 

Chapter 1: Background and motivation .......................................................................................... 1 

1.1 Introduction to water/graphene interactions .......................................................................... 1 

1.2 Introduction to molecular dynamics simulations .................................................................. 4 

1.3 Thesis Structure ..................................................................................................................... 9 

Chapter 2: Basics of Molecular Dynamics Simulations Relevant for the Present Thesis ............ 10 

2.1 Fundamentals of molecular dynamics simulations ............................................................. 10 

2.2. Thermodynamics ................................................................................................................ 13 

2.3 Dynamics ............................................................................................................................. 17 

2.3 Post-analysis ........................................................................................................................ 24 

Chapter 3: Drop spreading on a superhydrophobic surface: pinned contact line and bending 

liquid surface Introduction ............................................................................................................ 26 

3.1 Introduction ......................................................................................................................... 26 

3.2 Molecular dynamics simulations ...................................................................................... 30 

3.3 Results ................................................................................................................................. 39 

3.4. Discussions ......................................................................................................................... 49 

3.5 Comparison with the experimental findings ....................................................................... 53 

3.6 Choice of the simulation system ......................................................................................... 54 

3.7 Conclusions ........................................................................................................................ 54 

Chapter 4: Interaction between a water drop and holey graphene: retarded imbibition and 

generation of novel water–graphene wetting states ...................................................................... 56 

4.1 Introduction ......................................................................................................................... 56 

4.2 Molecular dynamics simulations...................................................................................... 59 

4.2.1 Summary of simulation procedure ............................................................................... 59 

4.2.2 Motivation for the choice of system geometry ..................................................... 62 

4.3 Results ................................................................................................................................. 82 



vii 

 

4.3.1 Case 1: combined spreading–imbibition dynamics for large vertical inter-stack 

separation (ISS). .................................................................................................................... 83 

4.3.2 Case 2: combined spreading–imbibition dynamics for intermediate vertical inter-stack 

separation (ISS). .................................................................................................................... 86 

4.3.3 Case 3: combined spreading–imbibition dynamics for small vertical inter-stack 

separation (ISS). .................................................................................................................... 89 

4.4 Discussions .......................................................................................................................... 94 

4.4.1 Phase space for imbibition and wetting states .............................................................. 94 

4.4.2 Comparison of results of the present study with those of pressure-driven transport 

across single- or few-layer nanoporous graphene ................................................................. 97 

4.2.3 History and drop-size dependence of nanodrop imbibition– spreading dynamics of 

holey graphene ....................................................................................................................... 98 

4.5 Conclusions ........................................................................................................................ 99 

Chapter 5: Dynamics of a Water Nanodrop through a Holey Graphene Matrix: Role of Surface 

Functionalization, Capillarity, and Applied Forcing .................................................................. 101 

5.1 Introduction ....................................................................................................................... 101 

5.2 Materials and Methods ...................................................................................................... 105 

5.2.1 System description ...................................................................................................... 105 

5.3 Results and Discussion ...................................................................................................... 115 

5.3.1 Flux and Volume of the Transported Water ............................................................... 115 

Transport for F = 0.03 kcal/(mol Å) .................................................................................. 117 

Transport for F = 0.0125 kcal/(mol Å) ................................................................................ 118 

5.3.3 Effect of the System Parameters. ................................................................................ 125 

Effect of Variation of the Vertical Spacing d between the Graphene Stacks on the Drop 

Dynamics ............................................................................................................................. 125 

Effect of Variation of the Vertical Spacing d between the Hole Dimension δ on the Drop 

Dynamics ............................................................................................................................. 126 

Effect of Variation of the Number of Graphene Layers in Each Stack on the Drop Dynamics

 ............................................................................................................................................. 127 

5.3.4 Graphene Stacking Stability in an Aqueous Environment .................................... 127 

5.4 Conclusions ...................................................................................................................... 130 

Chapter 6: Water−Holey-Graphene Interactions: Route to Highly Enhanced Water-Accessible 

Graphene Surface Area ............................................................................................................... 133 

6.1 Introduction ...................................................................................................................... 133 

6.2 Molecular Dynamics Simulations .................................................................................. 137 



viii 

 

6.2.1 System Description ..................................................................................................... 138 

6.2.2 Simulation Model ....................................................................................................... 139 

6.3 Results ............................................................................................................................... 149 

6.4 Discussions ........................................................................................................................ 164 

6.4.1 Applications of Generating Enhanced Water-Accessible Graphene Surface Area Using 

HG ....................................................................................................................................... 164 

6.4.2 Results for Other Combinations of the System Parameters ....................................... 166 

6.4.3 Simulation   Results   for   the   HG   Architecture with Experimentally Motivated . 170 

6.5 Conclusions ....................................................................................................................... 173 

Chapter 7 ..................................................................................................................................... 175 

Ion at Air−Water Interface Enhances Capillary Wave Fluctuations: Energetics of Ion Adsorption

..................................................................................................................................................... 175 

7.1 Introduction ...................................................................................................................... 175 

7.2 Materials and Methods .................................................................................................... 177 

7.2.1 Justifications of simulations ..................................................................................... 178 

Liquid Phase Volume .......................................................................................................... 179 

Liquid-Phase Pressure ......................................................................................................... 180 

7.2.2. Measurement of fluctuations ..................................................................................... 181 

7.3 Results .............................................................................................................................. 184 

7.3.1 Evidence of the Increase in CW Fluctuations with Ion at the Air−Water Interface ... 184 

7.3.2 Energy Map of the Water Molecules, Ion Enforced Redistribution of Water 

Molecules, and the Resulting ΔH ..................................................................................... 188 

7.3.3 Wave Characteristics of the Capillary Waves in the Presence of the Ion and the 

Resulting PV Work and the Change in Enthalpy ................................................................. 191 

7.3.4 Variation of the Enthalpy, Entropy, and Gibbs Free Energy ...................................... 196 

7.4 Discussions ........................................................................................................................ 197 

7.4.1 Importance of the Present Study in the Context of the Experiments Studying Ion 

Adsorption/Desorption at the Air−Water Interfaces ....................................................... 197 

Winter et al.251 ............................................................................................................................. 204 

Tetrabutyl ammonium ion and Iodide ion .................................................................................. 204 

Ghosal et al.247 ............................................................................................................................ 204 

Bromide and Iodide ions from KBr and KI salts ........................................................................ 204 

Cheng et al.248 ............................................................................................................................. 204 

Cl− ion obtained from the NaCl and RbCl salts .......................................................................... 204 



ix 

 

7.4.2 Significance of the Present Study: Technical and Broader Perspective ..................... 205 

Hydrated Excess Protons and Hydroxide Anions ....................................................................... 209 

7.4.3 Results for the simulation in a smaller simulation box .............................................. 211 

7.5 Conclusions ....................................................................................................................... 215 

8. Conclusions and outlook ......................................................................................................... 217 

8.1 Thesis summary................................................................................................................. 217 

8.2 Key scientific findings and future directions .................................................................... 218 

8.2.1 Wetting dynamics of nano-structured graphene (Chapter 3) ...................................... 218 

8.2.2 Water interactions with holey-graphene membrane (Chapter 4-6) ............................ 218 

8.2.3 Ion adsorption at the air-water interface (Chapter 7) ................................................. 219 

8.3 Outlook .............................................................................................................................. 220 

Reference .................................................................................................................................... 221 

 

 

 

 

 

 

 

 

 

 

 

 



x 

 

 

List of Figures  

Figure. 1.1 Simple structure, great potential. (Left) In graphene, carbon atoms (green dots) are 

bonded together through sp2 hybridization (orange lines). (Right) Shiny and flexible graphene 

paper is formed by controlled restacking of graphene sheets (Adapted from Ref 4. Copyright © 

2008 American Association for the Advancement of Science). ..................................................... 1 

Figure 1.2.  Hydrogenated (a) and hydroxylated (b) graphene pores, and (c) side view of the 

computational system investigated in this work (adapted from Ref 15. Copyright © 2012 

American Chemical Society). ......................................................................................................... 3 

Figure 1.3 Structure of the thesis. ................................................................................................... 9 

Figure 2.1 | Porous graphene membranes. a, Schematic and SEM image of a single-layer 

graphene suspended on a 5-μm-diameter hole. For nanoporous graphene fabrication, several 

approaches have been utilized: bombardment by ions, by electrons and via O2 plasma treatment. 

b, Raman spectra (514 nm excitation) of suspended graphene after different exposure times to 

oxygen plasma. (Adapted from Ref 14. Copyright © 2015 Nature Publication Group) .............. 13 

Figure 2.2 Schematic of applying Langevin equation as a stochastic thermostat in MD 

simulations. (a) Langevin equation applied to describe the motion of a Brownian particle (Green 

circle) moving along an arbitrary direction (Black arrow) in a medium consisting of smaller 

particles (Orange and blue circles). The collisions between Brownian particle and the particles 

(constituting the medium) having velocities in a direction opposite to that of the Brownian 

particle (Blue circles) result in slowing down of the Brownian particle. In the Langevin equation, 

the resulting friction force is defined to be varying linearly with the magnitude of the local 

velocity. At the same time, the collisions between Brownian particle and the particles 

(constituting the medium) having velocities in a direction similar to that of the Brownian particle 

(Orange circles) result in slowing down of the Brownian particle. Since the orange and blue 

particles are essentially interchangeable, the connection leads to the fluctuation-dissipation 

theorem. (b) In simulations, the system is immersed in a heat bath with infinitely large heat 

capacity in order to keep its temperature constant. The medium particles described in (a) acts as 

the particles in such heat bath, and the simulation does not explicitly describe the position and 

the conjugate momentum of the heat bath particles, i.e., it does not directly show up in the 

system Hamiltonian. Instead, the effects of the collision force acting on the Brownian particle 

(atoms in simulation) keeps mimicking the interactions of atoms and its surrounding heat bath 

particles. ........................................................................................................................................ 21 

Fig. 3.1 Schematic illustrating the spreading process on a standard non-SH surface – the 

spreading occurs by the motion of the TPCL with a progressive decrease in the local three-

phase contact angle. This progressive lowering of the local contact angle is illustrated in the 

inset – the dynamic contact angle progressively decreases from θi to θii ................................ 27 



xi 

 

Fig. 3.2 Schematic illustrating the proposed spreading mechanism on an SH surface 

(constituting an array of nanopillars). We propose this mechanism based on the MD 

simulations that we report in this study. Unlike the case of the non-SH surface, the spreading 

occurs with the TPCL remaining pinned at the edge of the nanopillar. More importantly, the 

corresponding liquid vapor interface ‘‘bends’’ down, evidenced by the fact that the 

corresponding local three-phase contact angle increases from θi to θii (please see the inset). 

This enhanced contact angle θii can be larger than 180°, indicating a bending of the liquid 

surface even below the horizontal plane of the nanopillars. This bending eventually ensures 

the wetting of the adjacent nanopillar and this wetting is characterized by the attainment of a 

new three-phase contact angle θiii, where θiii < θii (please see the inset). Therefore, the 

spreading occurs not by the motion of the TPCL, but by the bending of the liquid–vapor 

interface of the TPCL that remains pinned. ............................................................................... 28 

Fig. 3.3 Spreading of a water nanodrop in a superhydrophobic CB state on graphene 

nanopillars supported on bare gold. (a–c) represent the case where N = N1, while (d–f) 

represent the case where N = N2. (a) MD simulation snapshots (the corresponding time is 

indicated for each snapshot) illustrating the spreading of a water nanodrop containing N = N1 = 

4500 molecules. (b) Temporal evolution of the right local contact angle of this drop with N = N1 

= 4500 molecules. In insets (i–iii), we provide the magnified views of the right three-phase 

contact line at three different time instants (namely, t = 45, 80, 145 ps). The snapshots of the 

entire drop corresponding to these time instants are shown in (a). (c) Temporal evolution of the 

left local contact angle of this drop with N = N1 = 4500 molecules. In insets (i–iii), we provide 

the magnified views of the left three-phase contact line at three different time instants (namely, t 

= 45, 80, 145 ps). (d)  MD simulation snapshots (the corresponding time is indicated for each 

snapshot) illustrating the spreading of a water nanodrop containing N = N2 = 4000 molecules. (e) 

Temporal evolution of the right local contact angle of this drop with N = N2 = 4000 molecules. In 

insets (i–iii), we provide the magnified views of the right three-phase contact line at three 

different time instants (namely, t = 40, 110, 125 ps). The snapshots of the entire drop 

corresponding to these time instants are shown in (d). (f) Temporal evolution of the left local 

contact angle of this drop with N = N2 = 4000 molecules. In insets (i–iii), we provide the 

magnified views of the left three-phase contact line at three different time instants (namely, t = 

40, 110, 125 ps). ............................................................................................................................ 35 

Fig. 3.4 Temporal evolution of the right local contact angle (for N = N1 = 4500) for three 

different starting trajectories (T1, T2, and T3) of a water nanodrop. Here, T1 refers to the 

trajectory where the water nanodrop contacts the nanostructured graphene surface with the 

drop center vertically aligned with the middle of the groove surface (or the part of the 

surface without nanopillars). Fig. 3.3 is obtained with trajectory T1. T2 and T3 refer to the 

trajectories where, at the time when the nanodrop contacts the nanostructured surface, the 

center of the nanodrop is horizontally shifted to the left by 0.1 nm and 0.2 nm (with respect 

to the drop center corresponding to trajectory T1), respectively. All the contact angles are 

provided for the case where the nanodrop spreads in a superhydrophobic CB state on 

graphene nanopillars supported on bare gold (the structure is depicted in Fig. 3.3).............. 36 



xii 

 

Fig. 3.5 Temporal evolution of the left local contact angle (for N = N1 = 4500) for three 

different  starting trajectories (T1, T2, and T3) of a water nanodrop. Here, T1 refers to the 

trajectory where the water nanodrop contacts the nanostructured graphene surface with the 

drop center vertically aligned with the middle of the groove surface (or the part of the 

surface without nanopillars). Fig. 3.3 is obtained with trajectory T1. T2 and T3 refer to the 

trajectories where, at the time when the nanodrop contacts the nanostructured surface, the 

center of the nanodrop is horizontally shifted to the left by 0.1 nm and 0.2 nm (with respect 

to the drop center corresponding to trajectory T1), respectively. All the contact angles are 

provided for the case where the nanodrop spreads in a superhydrophobic CB state on 

graphene nanopillars supported on bare gold (the structure is depicted in Fig. 3.3).............. 37 

Fig. 3.6 Temporal evolution of the right local contact angle (for N = N2 = 4000) for three 

different  starting trajectories (T1, T2, and T3) of a water nanodrop. Here, T1 refers to the 

trajectory where the water nanodrop contacts the nanostructured graphene surface with the 

drop center vertically aligned with the middle of the groove surface (or the part of the 

surface without nanopillars). Fig. 3.3 is obtained with trajectory T1. T2 and T3 refer to the 

trajectories where, at the time when the nanodrop contacts the nanostructured surface, the 

center of the nanodrop is horizontally shifted to the left by 0.1 nm and 0.2 nm (with respect 

to the drop center corresponding to trajectory T1), respectively. All the contact angles are 

provided for the case where the nanodrop spreads in a superhydrophobic CB state on 

graphene nanopillars supported on bare gold (the structure is depicted in Fig. 3.3).............. 38 

Fig. 3.7 Temporal evolution of the right local contact angle (for N = N2 = 4000) for three 

different  starting trajectories (T1, T2, and T3) of a water nanodrop. Here, T1 refers to the 

trajectory where the water nanodrop contacts the nanostructured graphene surface with the 

drop center vertically aligned with the middle of the groove surface (or the part of the 

surface without nanopillars). Fig. 3.3 is obtained with trajectory T1. T2 and T3 refer to the 

trajectories where, at the time when the nanodrop contacts the nanostructured surface, the 

center of the nanodrop is horizontally shifted to the left by 0.1 nm and 0.2 nm (with respect 

to the drop center corresponding to trajectory T1), respectively. All the contact angles are 

provided for the case where the nanodrop spreads in a superhydrophobic CB state on 

graphene nanopillars supported on bare gold (the structure is depicted in Fig. 3.3).............. 39 

Fig. 3.8 Spreading of a water nanodrop in a superhydrophobic CB state on graphene 

nanopillars supported on a gold-supported graphene monolayer. (a–c) represent the case 

where N = N1, while (d–f) represent the case where N = N2. (a) MD simulation snapshots (the 

corresponding time is indicated for each snapshot) illustrating the spreading of a water nanodrop 

containing N = N1= 4500 molecules. (b) Temporal evolution of the right local contact angle of 

this drop with N = N1= 4500 molecules. In insets (i–iii), we provide the magnified views of the 

right three-phase contact line at three spreading on SH surfaces. Here, we try to understand the 

origin of such a bending. Different instants (namely, t = 40, 90, 140 ps). The snapshots of the 

entire drop corresponding to these time instants are shown in (a). (c) Temporal evolution of the 

left local contact angle of this drop with N = N1= 4500 molecules. In insets (i–iii), we provide the 

magnified views of the left three-phase contact line at three different instants (namely, t = 40, 90, 

140 ps). (d) MD simulations snapshots (the corresponding time is indicated for each snapshot) 



xiii 

 

illustrating the spreading of a water nanodrop containing N = N2 = 4000 molecules. (e) Temporal 

evolution of the right local contact angle of this drop with N = N2 = 4000 molecules. In insets (i–

iii), we provide the magnified views of the right three-phase contact line at three different time 

instants (namely, t = 40, 75, 125 ps). The snapshots of the entire drop corresponding to these 

time instants are shown in (d). (f) Temporal evolution of the left local contact angle of this drop 

with N = N2 = 4000 molecules. In insets (i–iii), we provide the magnified views of the left three-

phase contact line at three different time instants (namely, t = 40, 75, 125 ps)............................ 43 

Fig. 3.9 Temporal evolution of the (a) right local contact angle (for N = N1= 4500) for three 

different  starting trajectories (T1, T2, and T3) of a water nanodrop. Here, T1 refers to the 

trajectory where the water nanodrop contacts the nanostructured graphene surface with the 

drop center vertically aligned with the middle of the groove surface (or the part of the 

surface without the nanopillars). Fig. 3.3 is obtained with trajectory T1. T2 and T3 refer to 

the trajectories where, at the time when the nanodrop contacts the nanostructured surface, 

the center of the nanodrop is horizontally shifted to the left (with respect to the drop center 

corresponding to trajectory T1) by 0.1 nm and 0.12 nm for N = N1 (0.1 nm and 0.15 nm for N 

= N2), respectively. All the contact angles are provided for the case of where the nanodrop 

spreads in a superhydrophobic CB state on graphene nanopillars supported on a gold-

supported graphene monolayer (the structure is depicted in Fig. 3.8). ................................... 44 

Fig. 3.10 Temporal evolution of the local contact angle (for N = N1= 4500) for three 

different  starting trajectories (T1, T2, and T3) of a water nanodrop. Here, T1 refers to the 

trajectory where the water nanodrop contacts the nanostructured graphene surface with the 

drop center vertically aligned with the middle of the groove surface (or the part of the 

surface without the nanopillars). Fig. 3.3 is obtained with trajectory T1. T2 and T3 refer to 

the trajectories where, at the time when the nanodrop contacts the nanostructured surface, 

the center of the nanodrop is horizontally shifted to the left (with respect to the drop center 

corresponding to trajectory T1) by 0.1 nm and 0.12 nm for N = N1 (0.1 nm and 0.15 nm for N 

= N2), respectively. All the contact angles are provided for the case of where the nanodrop 

spreads in a superhydrophobic CB state on graphene nanopillars supported on a gold-

supported graphene monolayer (the structure is depicted in Fig. 3.8). ................................... 45 

Fig. 3.11 Temporal evolution of the right local contact angle (for N = N2= 4000) for three 

different  starting trajectories (T1, T2, and T3) of a water nanodrop. Here, T1 refers to the 

trajectory where the water nanodrop contacts the nanostructured graphene surface with the 

drop center vertically aligned with the middle of the groove surface (or the part of the 

surface without the nanopillars). Fig. 3.3 is obtained with trajectory T1. T2 and T3 refer to 

the trajectories where, at the time when the nanodrop contacts the nanostructured surface, 

the center of the nanodrop is horizontally shifted to the left (with respect to the drop center 

corresponding to trajectory T1) by 0.1 nm and 0.12 nm for N = N1 (0.1 nm and 0.15 nm for N 

= N2), respectively. All the contact angles are provided for the case of where the nanodrop 

spreads in a superhydrophobic CB state on graphene nanopillars supported on a gold-

supported graphene monolayer (the structure is depicted in Fig. 3.8). ................................... 46 

Fig. 3.12 Temporal evolution of the right local contact angle (for N = N2= 4000) for three 

different  starting trajectories (T1, T2, and T3) of a water nanodrop. Here, T1 refers to the 



xiv 

 

trajectory where the water nanodrop contacts the nanostructured graphene surface with the 

drop center vertically aligned with the middle of the groove surface (or the part of the 

surface without the nanopillars). Fig. 3.3 is obtained with trajectory T1. T2 and T3 refer to 

the trajectories where, at the time when the nanodrop contacts the nanostructured surface, 

the center of the nanodrop is horizontally shifted to the left (with respect to the drop center 

corresponding to trajectory T1) by 0.1 nm and 0.12 nm for N = N1 (0.1 nm and 0.15 nm for N 

= N2), respectively. All the contact angles are provided for the case of where the nanodrop 

spreads in a superhydrophobic CB state on graphene nanopillars supported on a gold-

supported graphene monolayer (the structure is depicted in Fig. 3.8). ................................... 47 

....................................................................................................................................................... 50 

Fig. 3.13 Illustration of the forces on liquid mass (shown in green) in the vicinity of the 

three-phase contact line. We consider this fluid mass corresponding to a liquid drop 

spreading on a non-SH surface. One can clearly witness the symmetry of the underlying 

solid with respect to this mass, ensuring that the horizontal component of attraction forces 

from the underlying solid cancel each other. ............................................................................ 50 

Fig. 3.14 Illustration of the forces on liquid mass (shown in green) in the vicinity of the 

three-phase contact line. We consider the fluid mass corresponding to a liquid drop pinned 

at the edge of the pillars (nanopillars or micropillars). The underlying solid is no longer 

symmetric to this fluid mass, enabling the generation of a pinning force (equal to the 

difference of the horizontal components of these forces resulting from the asymmetry in the 

solid on two sides of the liquid mass) that balances the driving force for spreading. ............ 51 

Fig. 4.1 Drop imbibition in a holey graphene structure for lateral ISS (δ) of 4 nm and vertical ISS 

(d) of 4 nm. MD simulation snapshots showing drop dynamics at different time instants. ......... 63 

Fig. 4.2 Drop imbibition in a holey graphene structure for lateral ISS (δ) of 4 nm and vertical ISS 

(d) of 4 nm. Time variation of contact angles θ1, θ2, θ3, and θ4 identified in Fig.4.1. .................. 64 

Fig. 4.3 Drop imbibition in a holey graphene structure for lateral ISS (δ) of 4 nm and vertical ISS 

(d) of 4 nm. Time variation of contact radii r1 and r2 identified in Fig.4.1. ................................. 65 

Fig. 4.4 Drop imbibition in a holey graphene structure for lateral ISS (δ) of 6 nm and vertical ISS 

(d) of 4 nm. MD simulation snapshots showing drop dynamics at different time instants. ......... 66 

Fig. 4.5 Drop imbibition in a holey graphene structure for lateral ISS (δ) of 6 nm and vertical ISS 

(d) of 4 nm. Time variation of contact angles θ1, θ2 and θ3 identified in Fig.4.4. ......................... 67 

Fig. 4.6 Drop imbibition in a holey graphene structure for lateral ISS (δ) of 8 nm and vertical ISS 

(d) of 4 nm (see Fig. 4.1 and 4.4 for the definitions of δ and d). MD simulation snapshots 

showing drop dynamics at different time instants. ....................................................................... 68 

Fig. 4.7 Drop imbibition in a holey graphene structure for lateral ISS (δ) of 8 nm and vertical ISS 

(d) of 4 nm (see Fig. 4.1 and 4.4 for the definitions of δ and d). Time variation of contact angles 

θ1, θ2 and θ3 identified in Fig.4.6. ................................................................................................. 69 



xv 

 

Fig. 4.8 Drop imbibition in a holey graphene structure for lateral ISS (δ) of 4 nm and vertical ISS 

(d) of 2.5 nm (see Fig. 4.1 and 4.4 for the definitions of δ and d). MD simulation snapshots 

showing drop dynamics at different time instants. ....................................................................... 70 

Fig. 4.9 Drop imbibition in a holey graphene structure for lateral ISS (δ) of 4 nm and vertical ISS 

(d) of 2.5 nm (see Fig. 4.1 and 4.4 for the definitions of δ and d). Time variation of contact 

angles θ1, θ2, θ3, and θ4 identified in Fig. 4.8. ............................................................................... 71 

Fig. 4.10 Drop imbibition in a holey graphene structure for lateral ISS (δ) of 4 nm and vertical 

ISS (d) of 2.5 nm (see Fig. 4.1 and 4.4 for the definitions of δ and d). Time variation of contact 

radii r1 and r2 identified in Fig. 4.8. .............................................................................................. 71 

Fig. 4.11 Drop imbibition in a holey graphene structure for lateral ISS (δ) of 6 nm and vertical 

ISS (d) of 2.5 nm (see Fig. 4.1 and 4.4. for the definitions of δ and d). MD simulation snapshots 

showing drop dynamics at different time instants. ....................................................................... 72 

Fig. 4.12 Drop imbibition in a holey graphene structure for lateral ISS (δ) of 6 nm and vertical 

ISS (d) of 2.5 nm (see Fig. 4.1 and 4.4 for the definitions of δ and d). Time variation of contact 

angles θ1, θ2, θ3, θ4, and θ5 identified in Fig. 4.11. ........................................................................ 73 

Fig. 4.13 Drop imbibition in a holey graphene structure for lateral ISS (δ) of 6 nm and vertical 

ISS (d) of 2.5 nm (see Fig. 4.1 and 4.4 for the definitions of δ and d). Time variation of contact 

radii r1, r2 and r3 identified in Fig. 4.11. ....................................................................................... 74 

Fig. 4.14 Drop imbibition in a holey graphene structure for lateral ISS (δ) of 8 nm and vertical 

ISS (d) of 2.5 nm (see Fig. 4.1 and 4.4 for the definitions of δ and d). MD simulation snapshots 

showing drop dynamics at different time instants. ....................................................................... 75 

Fig. 4.15 Drop imbibition in a holey graphene structure for lateral ISS (δ) of 8 nm and vertical 

ISS (d) of 2.5 nm (see Fig. 4.1 and 4.4 for the definitions of δ and d). Time variation of contact 

angles θ1, θ2, and θ3 identified in Fig. 4.14. .................................................................................. 76 

Fig. 4.16 Drop imbibition in a holey graphene structure for lateral ISS (δ) of 4 nm and vertical 

ISS (d) of 1 nm (see Fig. 4.1 and 4.4 for the definitions of δ and d). MD simulation snapshots 

showing drop dynamics at different time instants. ....................................................................... 77 

Fig. 4.17 Drop imbibition in a holey graphene structure for lateral ISS (δ) of 4 nm and vertical 

ISS (d) of 1 nm (see Fig. 4.1 and 4.4 for the definitions of δ and d). Time variation of contact 

angles θ1, θ2, θ3, and θ4 identified in Fig. 4.16 .............................................................................. 78 

Fig. 4.18 Drop imbibition in a holey graphene structure for lateral ISS (δ) of 4 nm and vertical 

ISS (d) of 1 nm (see Fig. 4.1 and 4.4 for the definitions of δ and d). Time variation of contact 

radii r1 and r2 identified in Fig. 4.16. ............................................................................................ 78 

Fig. 4.19 Drop imbibition in a holey graphene structure for lateral ISS (δ) of 6 nm and vertical 

ISS (d) of 1 nm (see Fig. 4.1 and 4.4 for the definitions of δ and d). MD simulation snapshots 

showing drop dynamics at different time instants. ....................................................................... 79 

Fig. 4.20 Drop imbibition in a holey graphene structure for lateral ISS (δ) of 6 nm and vertical 

ISS (d) of 1 nm (see Fig. 4.1 and 4.4 for the definitions of δ and d). Time variation of contact 

angles θ2, θ3, and θ4 identified in Fig.4.19. ................................................................................... 79 



xvi 

 

Fig. 4.21 Drop imbibition in a holey graphene structure for lateral ISS (δ) of 6 nm and vertical 

ISS (d) of 1 nm (see Fig. 4.1 and 4.4 for the definitions of δ and d). Time variation of the contact 

radius r2 identified in Fig.4.19. ..................................................................................................... 80 

Fig. 4.22 Drop imbibition in a holey graphene structure for lateral ISS (δ) of 8 nm and vertical 

ISS (d) of 1 nm (see Fig. 4.1 and 4.4 for the definitions of δ and d). MD simulation snapshots 

showing drop dynamics at different time instants. ....................................................................... 80 

Fig. 4.23 Drop imbibition in a holey graphene structure for lateral ISS (δ) of 8 nm and vertical 

ISS (d) of 1 nm (see Fig. 4.1 and 4.4 for the definitions of δ and d). Time variation of contact 

angles θ2, θ3, and θ4 identified in Fig. 4.22. .................................................................................. 81 

Fig. 4.24 Drop imbibition in a holey graphene structure for lateral ISS (δ) of 8 nm and vertical 

ISS (d) of 1 nm (see Fig. 4.1 and 4.4 for the definitions of δ and d). Time variation of contact 

radius r2 identified in Fig. 4.22. .................................................................................................... 81 

Fig. 4.25 d–δ phase space summarizing imbibition behavior of water nanodrop interacting with a 

multilevel holey graphene structure. ............................................................................................. 91 

Fig. 4.26 d–δ phase space summarizing equilibrium wetting behavior of water nanodrop 

interacting with a multilevel holey graphene structure. ................................................................ 91 

Fig. 4.27 Variation in rw,NG/rw as a function of lateral ISS δ for different values of vertical ISS d 

during water–holey graphene interactions. ................................................................................... 92 

Fig. 4.28 Drop imbibition in a holey graphene structure for lateral ISS (d) of 8 nm and vertical 

ISS (d) of 4 nm (see Fig. 4.1 and 4.4 for the definitions of d and d). The same geometry has been 

used as in Fig. 4.6-4.7. However, here the drop starts from a location between the graphene 

stacks at levels L1 and L2, while in Fig. 4.6-4.7, the drop starts from above the graphene stacks at 

level L1 (see Fig. 4.1 and 4.4 for the definitions of levels L1 and L2). As can be seen from the 

figure, very little change in drop configuration occurs between t = 30 ps and t = 300 ps, 

indicating that the drop attains its final configuration rather quickly. .......................................... 93 

Fig. 4.29 Drop imbibition in a holey graphene structure for lateral ISS (d) of 8 nm and vertical 

ISS (d) of 2.5 nm (see Fig. 3.1 and 3.2 for the definitions of d and d). The same geometry has 

been used as in Fig. 4.14-4.15. However, here the drop starts from a location between the 

graphene stacks at levels L1 and L2, while in Fig. 4.14-4.15, the drop starts from above the 

graphene stacks at level L1 (see Fig. 4.1 and 4.4 for the definitions of levels L1 and L2). As can 

be seen from the figure, not a significant amount of change in drop configuration is noted 

between t = 20 ps and t = 300 ps, indicating that the drop attains its final configuration rather 

quickly........................................................................................................................................... 93 

Fig. 4.30 Drop imbibition in a holey graphene structure for lateral ISS (δ) of 6 nm and vertical 

ISS (d) of 2.5 nm (see Fig. 4.1 and 4.4 for the definitions of δ and d). The same geometry has 

been used as in Fig. 4.14-4.15. However, here we consider a much larger drop containing N = 

5000 molecules, while for all other simulations, we use N = 3000 molecules. ............................ 93 

Figure 5.1. Schematic of the nanodrop dynamics in HGA with different functionalizations of the 

hole. The stack levels L1−L3 are the upper, middle, and lower stacks, with each stack consisting 

of three layers of graphene. Figure 5.5 identifies these stacks as well as the lateral interstack 



xvii 

 

separation or ISS (δ) and vertical ISS (d) in a two-dimensional (2-D) representation. (a, b) 

Nanodrop dynamics for small forces (F < 0.1 kcal/(mol Å)) in HG with (a) hydrophilic 

functionalization (HIF) and (b) hydrophobic functionalization (HOF). The process is dominated 

by (i) the retention of water due to arrested dewetting for HG with HIF (see the larger water mass 

on graphene stacks in level L1 for HG with HIF) and (ii) reduced flow rate and hence reduced 

flux due to HIF-water attraction (see the thinner velocity arrows near the graphene edges for 

graphene stacks in level L3 for the HG with HIF). ..................................................................... 104 

Figure 5.5. Flux-vs-force variation for the HGA with HIF and HOF. In the figure, we 

demonstrate dN/dt ∼ Fα (where αHIF = 1.3 and αHOF = 1.7) from small force values. ................ 111 

Figure 5.6. Nmax/Ntotal-vs-force variation for the HGA with HIF and HOF. Here, Nmax is the 

maximum amount of water molecules that leaves the HG, whereas Ntotal is the number of water 

molecules present in the water nanodrop. ................................................................................... 112 

Figure 5.7 Time variation of the cumulative number of water molecules N leaving the HGA for 

(a) HG with HIF and (b) HG with HOF. In the inset of each of (a) and (b), we zoom the region of 

linear slope of the N-vs-t curve [this region is highlighted in (a) and (b)], clearly depicting how 

the flux (dN/dt) is larger for the HG with HOF. ......................................................................... 113 

Figure 5.8 Time snapshots showing the dynamics of water drop through the HG system for (top) 

HOF and (bottom) HIF. The time corresponding to these snapshots are identified in the figure. 

We consider an applied force of F = 0.03 kcal/(mol Å) for this case. ........................................ 113 

Figure 5.9. Time snapshots showing the dynamics of water drop through the HG system for (top) 

HOF and (bottom) HIF. The time corresponding to these snapshots are identified in the figure. 

We consider an applied force of F = 0.0125 kcal/(mol Å) for this case. .................................... 114 

Figure 5.10. Variation of the flux for different values of the vertical spacing d (see Figure 5.8 for 

the definition) for two force levels (F = 0.03, 0.0125 kcal/(mol Å)) and for HG with both HOF 

and HIF. All other parameters are same as that in Figures 5.5−5.9. ........................................... 120 

Figure 5.11 (a) Variation of the flux and (b) variation of Nmax/Ntotal for different values of the 

vertical spacing d (see Figure 5.8 for the definition) for two force levels (F = 0.03, 0.0125 

kcal/(mol Å)) and for HG with both HOF and HIF. All other parameters are same as that in 

Figures 5.5−5.9. .......................................................................................................................... 121 

Figure 5.12 (a) Variation of the flux and (b) variation of Nmax/Ntotal for different values of the 

hole dimension (which is also the horizontal gap δ between the graphene stacks, see Figure 5.8 

for the definition of δ) for two force levels (F = 0.03, 0.0125 kcal/(mol Å)) and for HG with both 

HOF and HIF. All other parameters are same as that in Figures 5.5−5.9. .................................. 122 

Figure 5.13 (a) Variation of the flux and (b) variation of Nmax/Ntotal for different values of the 

hole dimension (which is also the horizontal gap δ between the graphene stacks, see Figure 5.8 

for the definition of δ) for two force levels (F = 0.03, 0.0125 kcal/(mol Å)) and for HG with both 

HOF and HIF. All other parameters are same as that in Figures 5.5−5.9. .................................. 123 

Figure 5.14 Variation of the flux for different number of graphene layers constituting each 

graphene stack for two force levels (F = 0.03, 0.0125 kcal/(mol Å)) and for HG with both HOF 

and HIF. All other parameters are same as that in Figures 5.5−5.9. ........................................... 124 



xviii 

 

Figure 5.15 Variation of Nmax/Ntotal for different number of graphene layers constituting each 

graphene stack for two force levels (F = 0.03, 0.0125 kcal/(mol Å)) and for HG with both HOF 

and HIF. All other parameters are same as that in Figures 5.5−5.9. ........................................... 125 

Figure 5.16 (a) the interlayer distance d is arbitrarily chosen in previous research. (b) the 

graphene stacking is most stable without accommodating any water molecules. (c-d) graphene 

stackings reach metastable states when there are one-layer or two-layers water in between 

graphene sheets. .......................................................................................................................... 129 

Figure 5.17. Normalized PMF(Φ) curve of graphene stacking using the interlayer distance d as a 

reaction coordinate, in four different environments: pure water without pressure gradient, ionic 

solution without pressure gradient, pure water with pressure gradient, and ionic solution with 

pressure gradients........................................................................................................................ 130 

Figure 6.1. (a-i) Schematic of the actual experimentally fabricated holey-graphene architecture 

(Reprinted with permission from ref 98. Copyright © 2014 Nature Publishing Group.). The 

yellow arrows in the picture represent the direction of ion transport through the HG (see ref 66). 

(a-ii) Magnified section of this HG system that we attempt to simulate. (a-iii) Schematic 

representation of our simulation geometry trying to represent the magnified section in a-ii in a 

two-dimensional setting. (Reprinted with permission from ref 181. Copyright © 2017 PCCP 

Owner Societies). The HG is characterized by the dimensions δ (lateral separation between 

graphene stacks), δl (horizontal span of the graphene stack), and d (vertical separation between 

graphene stacks) [kindly compare a-ii and a-iii]. (b-i) Schematic of the generation of wetting 

states that ensure enhanced water-accessible graphene surface area by the interaction between 

water and HG. This enhanced water−graphene surface area is represented by the contact area 

(rw,HG) over which water and HG surfaces interact and is compared (see b-ii) with respect to the 

contact area (rw,G) of water on nonporous graphene. rw,G is the contact area achieved when a 

water nanodrop spreads on nonporous graphene. Given that the nonporous graphene is 

impenetrable, rw,G remains unchanged regardless of whether the drop interacts with the 

nonporous surface in the presence or absence of a force as long as the drop does not break down 

into smaller parts. For the HG, the edges of the graphene holes are colored in order to represent 

the presence of the functional groups (either−OH or −H) that saturate the unsaturation at the 

holes. For the nonporous graphene, we choose eight layers of graphene as the substrate, which 

ensures that it behaves as graphite and there is no chance of any change in the contact area due to 

the wetting translucency effect of graphene.5,69,176–179 ................................................................ 135 

Figure 6.4 Snapshots elucidating the dynamics of the water nanodrop interacting with the HGA 

for −OH functionalization. In both a and b, i−v provides the snapshots corresponding to different 

times. Below each of these snapshots, the corresponding time is also noted. For both cases a and 

b, d = 1 nm, δ = 6 nm, and δl = 4 nm, and we consider that a force of F = 0.005 kcal/mol·A is 

applied for t =600 ps. .................................................................................................................. 144 

Figure 6.5 Snapshots elucidating the dynamics of the water nanodrop interacting with the HGA 

for −H functionalization. In both a and b, i−v provides the snapshots corresponding to different 

times. Below each of these snapshots, the corresponding time is also noted. For both a and b, d = 



xix 

 

2.5 nm, δ = 6 nm, and δl = 4 nm, and we consider that a force of F = 0.005 kcal/mol·A is applied 

for t =200 ps for the case with HIF and for t = 300 ps for the case with HOF. .......................... 145 

Figure 6.6 Variation of the rw,HG/rw,G with time for different values of d and F for −H 

functionalization of the graphene holes. For a given d−F combination, the force is applied for a 

time t which ensures maximum value of (rw,HG/rw,G)transient (for a given t) as well as maximum 

(rw,HG/rw,G)equilibrium. This value of t is summarized below (with F in kcal/mol·A): (t)d=1nm,F=0.003,OH 

= 700 ps, (t)d=1nm,F=0.003,H =700 ps, (t)d=2.5nm,F=0.003,OH = 450 ps, (t)d=2.5nm,F=0.003,H = 800 ps, 

(t)d=1nm,F=0.005,OH = 600 ps, (t)d=1nm,F=0.005,H = 600 ps, (t)d=2.5nm,F=0.005,OH = 200 ps, (t)d=2.5nm,F=0.005,H 

= 300 ps, (t)d=1nm,F=0.006,OH = 350 ps, (t)d=1nm,F=0.006,H = 350 ps, (t)d=2.5nm,F=0.006,OH = 200 ps, 

(t)d=2.5nm,F=0.006,H = 200 ps. Other dimensions are same as those in Figures 6.4 and 6.5. The 

transient wetting is characterized by the transient variation of rw,HG/rw,G; in other words, the 

duration of the transient wetting process is the period of time for which rw,HG/rw,G varies with 

time before attaining equilibrium. ............................................................................................... 146 

Figure 6.7 Variation of the rw,HG/rw,G with time for different values of d and F for −OH 

functionalization of the graphene holes. For a given d−F combination, the force is applied for a 

time t which ensures maximum value of (rw,HG/rw,G)transient (for a given t) as well as maximum 

(rw,HG/rw,G)equilibrium. This value of t is summarized below (with F in kcal/mol·A): (t)d=1nm,F=0.003,OH 

= 700 ps, (t)d=1nm,F=0.003,H =700 ps, (t)d=2.5nm,F=0.003,OH = 450 ps, (t)d=2.5nm,F=0.003,H = 800 ps, 

(t)d=1nm,F=0.005,OH = 600 ps, (t)d=1nm,F=0.005,H = 600 ps, (t)d=2.5nm,F=0.005,OH = 200 ps, (t)d=2.5nm,F=0.005,H 

= 300 ps, (t)d=1nm,F=0.006,OH = 350 ps, (t)d=1nm,F=0.006,H = 350 ps, (t)d=2.5nm,F=0.006,OH = 200 ps, 

(t)d=2.5nm,F=0.006,H = 200 ps. Other dimensions are same as those in Figures 6.4 and 6.5. The 

transient wetting is characterized by the transient variation of rw,HG/rw,G; in other words, the 

duration of the transient wetting process is the period of time for which rw,HG/rw,G varies with 

time before attaining equilibrium. ............................................................................................... 147 

Figure 6.8 Summary of the (rw,HG/rw,G) transient,peak [i.e., the maximum value of (rw,HG/rw,G)transient] 

and (rw,HG/rw,G)equilibrium values for different combinations of d, F (expressed in kcal/mol·A), and 

hole functionalization. For a given d−F combination, the force is applied for a time t which 

ensures maximum value of (rw,HG/rw,G)transient,peak (for a given t) as well as maximum 

(rw,HG/rw,G)equilibrium. We provide (rw,HG/rw,G)transient,peak only for d = 1 nm since we do not 

witness any significant peak in the (rw,HG/rw,G)transient,peak variation for d = 2.5 nm (see Figure 6.6-

6.7). Other dimensions are same as those in Figures 6.4 and 6.5. .............................................. 148 

Figure 6.9 Snapshots elucidating the dynamics of the water nanodrop interacting with the HGA 

for −OH functionalization. In both a and b, i−v provides the snapshots corresponding to different 

times. Below each of these snapshots, the corresponding time is also noted. For both a and b, d = 

1 nm, δ = 5.9 nm, and δl = 6.2 nm, and we consider that a force of F = 0.005 kcal/mol·A is 

applied for t = 1000 and 1100 ps for the HG with HIF and HOF, respectively. ........................ 155 

Figure 6.10 Snapshots elucidating the dynamics of the water nanodrop interacting with the HGA 

for −H functionalization. In both a and b, i−v provides the snapshots corresponding to different 

times. Below each of these snapshots, the corresponding time is also noted. For both a and b, d = 

2.5 nm, δ = 5.9 nm, and δl = 6.2 nm, and we consider that a force of F = 0.005 kcal/(mol·A) is 

applied for t =330 and 420 ps for the HG with HIF and HOF, respectively. ............................. 156 



xx 

 

Figure 6.11 Variation of the rw,HG/rw,G with time for different values of d and F (expressed in 

kcal/mol·A) (other dimensions are same as those in Figures 6.9 and 6.10) for −H 

functionalization of the graphene holes. For a given d−F combination, the force is applied for a 

time t which ensures maximum value of (rw,HG/rw,G)transient (for a given t) as well as maximum 

(rw,HG/rw,G)equilibrium. This value of t is summarized below (with F in kcal/mol·A): (t)d=1nm,F=0.005,OH 

= 1000 ps, (t)d=1nm,F=0.005,H = 1100 ps, (t)d=2.5nm,F=0.005,OH = 330 ps, (t)d=2.5nm,F=0.005,H =420 ps, 

(t)d=1nm,F=0.006,OH = 900 ps, (t)d=1nm,F=0.006,H = 980 ps, (t)d=2.5nm,F=0.006,OH = 220 ps, (t)d=2.5nm,F=0.006,OH 

= 380 ps. The transient wetting is characterized by the transient variation of the rw,HG/rw,G; in 

other words, the duration of the transient wetting process is the period of time for which 

rw,HG/rw,G varies with time before attaining equilibrium. ............................................................ 157 

Figure 6.12 Variation of the rw,HG/rw,G with time for different values of d and F (expressed in 

kcal/mol·A) (other dimensions are same as those in Figures 6.9 and 6.10) for −OH 

functionalization of the graphene holes. For a given d−F combination, the force is applied for a 

time t which ensures maximum value of (rw,HG/rw,G)transient (for a given t) as well as maximum 

(rw,HG/rw,G)equilibrium. This value of t is summarized below (with F in kcal/mol·A): 

(t)d=1nm,F=0.005,OH = 1000 ps, (t)d=1nm,F=0.005,H = 1100 ps, (t)d=2.5nm,F=0.005,OH = 330 ps, 

(t)d=2.5nm,F=0.005,H =420 ps, (t)d=1nm,F=0.006,OH = 900 ps, (t)d=1nm,F=0.006,H = 980 ps, (t)d=2.5nm,F=0.006,OH = 

220 ps, (t)d=2.5nm,F=0.006,OH = 380 ps. The transient wetting is characterized by the transient 

variation of the rw,HG/rw,G; in other words, the duration of the transient wetting process is the 

period of time for which rw,HG/rw,G varies with time before attaining equilibrium. .................... 158 

Figure 6.13 Snapshots elucidating the dynamics of a large water nanodrop (N = 30 000, while for 

all other simulations we use N = 3000) interacting with the HGA for H functionalization (or 

HOF). Parts i−iv provide the snapshots corresponding to different times. Below each of these 

snapshots, the corresponding time is also noted. Other parameters are d = 2.5 nm, δ = 6 nm, and 

δl = 4 nm, and we consider that a force of F = 0.005 kcal/mol·A. The force is maintained 

throughout the time the simulation is run. .................................................................................. 159 

Figure 6.14 Variation of the rw,HG/rw,G with time for different values of F (expressed in 

kcal/mol·A) for a large water drop passing through the HG matrix (see Figure 6.13 for the 

parameters of the HG matrix). .................................................................................................... 160 

Figure 6.15 (a top) Scanning electron microscopy images depicting the cross-section of the 

layered graphene gel (LGG) membranes with interlayer separation of 3.2 nm (left) and 0.5 nm 

(right), respectively. (upper left corner) Actual LGG membrane. (bottom) Corresponding SANS 

patterns. (b) Schematic showing the manner in which the LGG membrane may be represented as 

parallel stacking of graphene nanosheets with dimensions L (equivalent to δl for our considered 

HG architecture), d, and δ (the dimensions d and δ have the same implications in our considered 

architecture as well). (c) Reduced 1D SANS data showing the existence of different possible 

values of the interlayer separation (namely 0.5, 2.2, 3.9, and 7 nm) (Parts a−c are reprinted with 

permission from ref 108. Copyright © 2016 American Association for the Advancement of 

Science). (d) Microscopic image showing the top view of a nanoporous graphene. (Reprinted 

with permission from ref 189. Copyright © 2011 American Association for the Advancement of 

Science). (e) Histogram analysis of the pore size distribution in part d. (f) Side view of the HG 

structure that we consider. The HG matrix is dictated by the dimensions d1 = d3 = 1 nm, d2 = 2.5 



xxi 

 

nm, δ = 4 nm, δl1 = 3 nm, δl2 = 7.5 nm, δl3 = 4 nm, and δl4 = 5 nm. In the text, we discuss in detail 

how these dimensions are directly obtained from the experiments. ........................................... 161 

Figure 6.16 Snapshots elucidating the dynamics of the drop in the holey graphene matrix (shown 

in Figure 6.15f) with both −H termination (a−d) and −OH termination (e−h). For both of the 

cases, the water drop consists of 4000 water molecules and is subjected to a constant force of F = 

0.006 kcal/(mol·Å), which is removed after t = 400 ps. ............................................................. 162 

Figure 6.18 Variation of rw,HG/rw,G with time for the HG architecture described in Figure 6.15f. 

Results are shown for both the −OH termination. For both of the cases, the water drop consists of 

4000 water molecules and is subjected to a constant force of F =0.006 kcal/mol·Å, which is 

removed after t = 400 ps. ............................................................................................................ 163 

Figure 7.1: Variation of the volume of the simulation slab as the ion moves from the bulk ...... 180 

(quantified by the ion z position with z≤62 Å) to the a/w interface (quantified by the ion z 

position ........................................................................................................................................ 180 

with z≥66 Å). We find very little variation in the volume as the ion moves from the bulk to the

..................................................................................................................................................... 180 

interface. Therefore, we ascribe an average value (shown by red dotted line) to this volume, .. 180 

which is used while calculating the PV work. ............................................................................ 180 

Figure 7.2: Variation of the pressure change within the simulation slab as the ion moves from the

..................................................................................................................................................... 181 

bulk (quantified by the ion z position with z≤62 Å) to the a/w interface (quantified by the ion z

..................................................................................................................................................... 181 

position with z≥66 Å)................................................................................................................ 181 

Figure 7.4: A series of 2D views of liquid-vapor interface with ion locations shown by the red

..................................................................................................................................................... 183 

stars. ............................................................................................................................................ 183 

Figure 7.5 (a) Root mean square (RMS) of the CW fluctuations with the cation at three different 

locations [green circles: cation at the a/w interface, i.e., at z = 67 Å; red squares: cation at the 

NIR (please see the text for the definition of NIR or near-interface region), i.e., z = 65 Å; blue 

triangles: cation in the bulk, i.e., z = 57 Å]. The lines parallel to the horizontal axis denote the 

average of the fluctuations. (b−d) Distribution of the water molecules distinguished in terms of 

their interaction energies with the cation for (b) cation at the a/w interface, (c) cation at the NIR, 

and (d) cation in the bulk. (e−g) Distribution of the water molecules distinguished in terms of 

their interaction energies with the other water molecules for (e) cation in the bulk, (f) cation at 

the NIR, and (g) cation at the a/w interface. ............................................................................... 184 

Figure 7.6 Variation of the average number of surface and coordinated water molecules for 

different distances of the cation (measured in Å) from the bottom of the simulation box. A 

distance of 66−68 Å represents the cation at the a/w interface and a distance of <63 Å represents 

the cation in the bulk. For this plot, we first identify what differentiates between the different 



xxii 

 

types of water molecules (surface, coordinate, and bulk). The bulk and the surface water 

molecules are identified by studying the corresponding local number densities ρlocal around these 

water molecules. A water molecule is considered a bulk water molecule if ρlocal = 0.032/Å3 and a 

surface water molecule if ρsurface water = 0.016/Å3. In contrast, a coordinated water molecule is the 

water molecule at a radial distance of 5 Å from the ion center. ................................................. 188 

Figure 7.7 Variation of the parameter Aξ/A0 associated with a given mode for the different 

modes constituting the CWs for different ion positions. This parameter Aξ/A0 dictates the 

contribution of a given mode in the CW. The physical interpretation of Aξ and A0 are provided in 

the main text. ............................................................................................................................... 190 

Figure 7.8 Variation of ΔU (change in internal energy), P−V work [or Δ(PV)], and ΔH with 

respect to the cation distance from the bottom of the simulation box. ....................................... 191 

Figure 7.9 Variation of ΔH, −TΔS, and ΔG with respect to the cation distance from the bottom of 

the simulation box ....................................................................................................................... 196 

Figure 7.10: (a) The simulation set up with small simulation box size. (b) Variation of Δ(PV), 

ΔH, .............................................................................................................................................. 213 

and ΔU for different ion positions obtained from the simulations for this small simulation box.

..................................................................................................................................................... 213 

(c) Variation of ΔH, −TΔS, and ΔG for different ion positions obtained from the simulations for

..................................................................................................................................................... 213 

this small simulation box. In (b) and (c), we consider the movement of the ion from the bulk . 213 

(quantified by the ion z position with z<16 Å) to the a/w interface (quantified by the ion z ..... 213 

position with z≥20 Å)................................................................................................................ 213 

Figure 7.11: (a) A 3D view of a liquid-vapor interface showing the effect of the periodic 

boundary ..................................................................................................................................... 214 

conditions on the corrugations at the boundaries. A schematic of unphysical surface corrugation

..................................................................................................................................................... 214 

due to the application of the periodic boundary condition to a system with (b) a large simulation

..................................................................................................................................................... 214 

volume and (c) a small simulation volume. ................................................................................ 214 

Figure 7.12: The RMS (Root Mean Square) of the CW fluctuations with the cation at two ..... 215 

different Z locations (in Å) for simulations using a small simulation box: Z=15 Å represents the

..................................................................................................................................................... 215 

ion in the bulk, while Z= 21 Å represents the ion at the interface. ............................................. 215 

Figure 7.13: (a) Variation of the ratio Aξ / A0 characterizing the amplitude of the CWs, with the

..................................................................................................................................................... 215 

number of modes for two different Z values (in Å) of the ion (Z=15 Å represents the ion in the

..................................................................................................................................................... 215 



xxiii 

 

bulk, while Z= 21 Å represents the ion at the interface). (b) Ratio of A/A0 (where A represents

..................................................................................................................................................... 215 

the sum of Aξ corresponding to all the modes) as a function of the ion position. ...................... 215 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 

1 

 

Chapter 1: Background and motivation 

1.1 Introduction to water/graphene interactions 

Graphene, defined as an atomic thin layer of carbon (Fig.1.1), has been attracting attention from 

the research community ever since it was discovered, isolated, and characterized in 2004 due to 

its unique physical and chemical properties1–4.  

 

Figure. 1.1 Simple structure, great potential. (Left) In graphene, carbon atoms (green dots) are bonded 

together through sp2 hybridization (orange lines). (Right) Shiny and flexible graphene paper is formed by 

controlled restacking of graphene sheets (Adapted from Ref 4. Copyright © 2008 American Association 

for the Advancement of Science). 

Because of its ultra-thin nature, graphene shows many fascinating phenomena, among which 

wetting transparency effect has roused massive interests and surprises in the wetting community. 

Raifee et al. first reported that the wetting behavior of a monolayer graphene supported on a 

hydrophilic solid is different from that of bulk graphite5.  Raifee et al. pointed out that such a 

behavior is due to the fact that the wetting property of the monolayer graphene is controlled by 

the van der Waals (vdW) interactions and for conditions where the vdW interactions between the 

water and the underlying hydrophilic substrate massively dominates the vdW interactions 
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between the water and the monolayer graphene, it is possible that the graphene coating becomes 

entirely transparent to the drop and the drop contact angle is entirely dictated by this underlying 

solid5.    This observation was extremely important and raised researchers explored all possible 

situations making claims of complete, partial, and negligible wetting transparency of graphene 

(depending on the nature of the underlying substrate). Accordingly, it is crucial whether the 

contact angle is quantified on supported (and the nature of the supporting solid) or unsupported 

graphene. It is experimentally confirmed that the presence of air-borne contaminants on 

graphene surface makes the surface appear to be more hydrophobic (contact angle~80°) as 

compared to contaminant-free (contact angle~60°) graphene. Wetting transparency effect 

demands a larger contact angle (weaker vdW interaction) of water on graphene, which makes the 

effect of the underlying hydrophilic solid much stronger. The presence of the contaminant and 

the resulting hydrophobization (increase in the contact angle), therefore, promotes this wetting 

transparency effect6. So, the wetting of graphene itself needs to be investigated with more care, 

including the wetting of nanostructured graphene and its dynamics. 

Besides pristine graphene, nano-porous graphene is an important member of the graphene 

family7–10. One of the important applications of the nano-porous graphene is to serve as a 

desalination member to remove ions in aqueous ionic solution or seawater11–17. The nano-sized 

pores on graphene allow water molecules to penetrate while repelling hydrated ions and other 

species. Many factors control the permeation, including the pore-ion size ratio, functional groups 

at the edges of the pores, and the stacking structure of nano-porous graphene stacking. However, 

the details of the permeation dynamics are still not well-established. Therefore, my dissertation 

focuses on investigating the wetting and permeation dynamics of water and nano-

porous/nanostructured graphene.  
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Figure 1.2.  Hydrogenated (a) and hydroxylated (b) graphene pores, and (c) side view of the 

computational system investigated in this work (adapted from Ref 15. Copyright © 2012 American 

Chemical Society). 
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1.2 Introduction to molecular dynamics simulations 

Experimental observations are critical to discover the fascinating physical and chemical 

properties of graphene. However, it is not easy to specify the fundamental mechanisms dictating 

these observations by merely employing the experimental methods. Under these circumstances, 

computational simulations, especially with the assistance of fast developing of computational 

power and capacity, can help unraveling these mechanisms. In general, two kinds of MD 

simulation approaches are relevant here:  first is the ab initio molecular dynamics (MD) 

simulations that consider electron-electron interaction explicitly using a density functional theory 

model and second is the classical MD simulations considering electron-electron interaction 

implicitly using various force-field models. The ab initio simulation methods are so 

computationally expensive that it can only capture a finite-size system (~hundreds of atoms) for 

only a small time scale (~ps). On the other hand, the classical MD simulations are capable of 

simulating much larger system (~10 thousands of atoms) for a relatively large time scale (~10 

ns). For the wetting problems, the size of simulations should be large enough to eliminate the 

line tension effect so that the result using a nano-system can match the physical observations in a 

micro-system (experimentally accessible scale). Furthermore, the wetting process usually takes 

several nano-seconds to complete, which also requires the simulations to have a capacity to 

capture that time scale. Therefore, the classical force field MD simulation method is the most 

suitable approach to investigate the problems discussed in this dissertation. 

In MD simulations, the motion of the molecules is governed by the Newton’s second law, in 

which the intermolecular force is the negative gradient of the inter-molecular potential (force 

field). At the beginning of a timestep, the system first calculates the acceleration of each atom 

from the net force acting on it, and then Verlet integration is applied to evaluate the trajectory of 



5 

 

the atoms at the end of that time step. Using classical statistical mechanics principles, the system 

can be expressed by a function of the kinetic energy and potential energy carried by every atom. 

Therefore, there are 3 degrees of freedom for kinetic energy and 3 degrees of freedom for 

potential energy for each atom, making it a total of 6N dimensions (where N is the number of 

atoms). Accordingly, a microstate of the system can be represented by a single point in this 6N 

dimensional space, also called the phase space. Under this setting, the system is brought into a 

thermodynamic equilibrium using various ensembles, which contains all possible microstates 

(locations of the points in the phase space) under a specific ensemble. For example, if a 

microcanonical (NVE) ensemble to the system, only those locations of the points in the phase 

space that yield the total energy of E+ΔE (where E is the initial system energy) of the system can 

be accepted. In other words, the microcanonical ensemble ensures that the simulation follows the 

adiabatic boundary condition. In most of the simulations, the system temperature is usually kept 

constant similar to what happens in an experiment. Therefore, for most of the cases canonical 

(NVT) or grand canonical (μVT) ensembles are normally applied. Please note that the 

application of ensembles is only important for a small system far away from the thermodynamic 

limit (N≈1023). After an ensemble with constant temperature is decided, statistical methods, 

popularly known as thermostats are employed to maintain the system temperature. Therefore, for 

any classical MD simulation, there are three key factors to specify and decide: force fields, 

ensemble, and thermostats.  

 

 

Force fields  
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As mentioned above, the intermolecular interaction is fundamentally controlled by the input 

force field parameters. In this dissertation, water/graphene interaction is described using a 

pairwise potential that captures the intermolecular interactions. These interactionscan be 

decomposed into electrostatics, exchange, and induction contributions. The pairwise potential we 

use consists of Lenard-Jones (LJ) potential and electrostatic force. LJ potential is well-known as 

a good approximation to capture pairwise additive interactions, including the exchange 

(repulsion) and induction (attraction) interactions. The electrostatic interaction is included 

separately by fixing a partial charge to each oxygen and hydrogen atom. However, the force field 

used here does not correctly capture the induction contribution, which is not strictly pairwise 

additive due its vector-like nature. Such a many-body interaction cannot be described by a LJ 

potential. To solve the problem, we employed a LJ potential that is optimized by fitting the 

parameters to match the experimental water-drop contact angle on graphite. There are other 

emerging potentials that consider the induction contribution self-consistently by using a Drude 

oscillator model. Here, however, we shall continue with the classical MD simulation description 

since we are only concerned if the applied force field applied can provide the correct contact 

angle and its dynamics. Using a more specific model to revisit the problems would give more 

accurate result, but it is beyond the context of this thesis. It is worthy to mention that the LJ 

interaction excludes the interaction between hydrogen and any other type of atoms, because the 

electron density around hydrogen is so low that it barely alters the overall exchange and 

dispersion interactions. While some research suggests that including hydrogen interaction in LJ 

potential improves the accuracy, it is not well accepted by the research community.  

 

Ensembles  
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 This thesis employs canonical ensemble, which maintains the total number of atoms (N) and 

temperature (T) of the system constant for most of the problems. In other words, only the 

microstates with the constant temperature (kinetic energy) can be accepted. The system can be 

viewed as a small system connected to a sufficiently large thermal reservoir so that the thermal 

fluctuations in the small system can be suppressed at a significantly fast rate. This will eventually 

ensure the Boltzmann distribution, where the probability of observing one energy level (P(U)) is 

proportional to exp(-U/kT). Using such an ensemble, the system is brought to a thermal 

equilibrium by minimizing the Boltzman free energy.  

 

Thermostats  

Following the choice of the ensemble applied to the system, the simulations should be conducted 

in such a manner that temperature of the system remains constant. However, it is not realistic to 

generate a large physical thermal reservoir coupled with the simulation system due to the 

limitation of the computational resources. Therefore, in our simulations we employed the Nosé–

Hoover thermostat, which is a deterministic algorithm that directly adds new degrees of freedom 

to the system Hamiltonian, for all the equilibrium simulations. The algorithm is designed to 

directly remove/add kinetic energy (part of the system Hamiltonian) from the system when the 

current temperature is above/below the target temperature. It provides more thermal stability to 

the system and generates negligibly small thermal fluctuations since the system always knows 

whether energy shall be added or removed. However, the Nosé–Hoover thermostat does not 

work well in a non-equilibrium MD simulation since it controls the temperature through 

rewriting the Hamiltonian, implying that any microstate that carries the acceptable kinetic energy 

gets accounted for without any loss or gain of energy from the image thermal reservoir. Although 
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not reported by any other work, we experienced the flying ice cube effect while using the Nosé–

Hoover thermostat for simulating the motion of water between two graphene sheets, in which the 

high-frequency motion of water was suppressed to transfer the corresponding kinetic energy to 

low-frequency motion (in particular the translational motion). The observation is unrealistic as it 

violates the equipartition law that each degree of freedom of a motion has the same energy (1/2 

kT per degree). However, the Nosé–Hoover thermostat will still accept such kinetic energy 

distribution as long as the sum total of the kinetic energy components matches the target total 

system kinetic energy. To bypass this issue, we employed a stochastic thermostat, namely the 

Langevin thermostat, which is a random force added directly to each atom in the system as if the 

atom is in a Brownian motion inside a thermal reservoir. By applying the Langevin thermostat, 

the possible long-range correlated motion is suppressed to ensure that the equipartition law is 

satisfied. However, water is a complex liquid where the intermolecular interactions get dictated 

by the formation of a strong hydrogen bond network (HBN). The HBN creates local ordering of 

water, which gets suppressed when the Langevin thermostat is employed. Therefore, the 

thermostat needs to be carefully chosen in a non-equilibrium MD simulation. Details will be 

further discussed in later chapters.  

After the system reaches its equilibrium or quasi-equilibrium, further post analyses are required 

to reveal the corresponding mechanisms. The analyses methods will be described separately in 

each chapter separately.  
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1.3 Thesis Structure 

This thesis work investigates the water interaction with the aqueous environment. Various 

problems have been studied to probe various issues pertaining to the water/graphene interactions. 

Figure 1.3 shows the structure of this dissertation. 

 

Figure 1.3 Structure of the thesis. 
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Chapter 2: Basics of Molecular Dynamics Simulations Relevant for 

the Present Thesis 

In this chapter, we introduce some basic concepts related to Molecular Dynamics (MD) 

simulations that are directly connected to the simulations conducted for obtaining the results 

provided throughout this dissertation. 

2.1 Fundamentals of molecular dynamics simulations 

Molecular dynamics (MD) simulation is a useful tool to investigate the thermodynamic 

properties of physical and chemical systems and for shedding light into the controlling 

mechanisms behind experiments involving these different systems. Ever since the MD 

simulation algorithms became well established and the computational resources became more 

powerful, it has been extensively employed for providing information and predictions about 

many exciting phenomena.  

For example, MD simulations are applied to study the fast water transport in carbon nanotubes 

(CNTs). In 2001, Hummer et.al. employed MD simulations to investigate the highly counter-

intuitive water occupancy and transport in a carbon nanotube (CNT)18. The findings of this study 

were soon confirmed by experiments. In 2006, Holt et.al. fabricated a CNT membrane, and they 

observed an ultra-high mass transport rate through the CNT membrane19. They also 

experimentally reported for the first time the large slip lengths associated with the water 

transport in CNTs. Subsequently, MD simulations were carried out systematically by Kannam 

et.al. and Kerstin et.al. for studying the effects of CNT diameters on these large slip lengths20,21. 

Their studies attributed these large slip lengths to the radial curvature of the CNTs. Furthermore, 

compared to flat graphene sheet, a curved CNT surface has a smoother potential energy surface, 
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which facilitates the fast water transport through the CNT. These simulations have allowed the 

research community to develop the consensus that the large flow rate inside the CNT is due to a 

large slip length, which is curvature dependent. In 2016, the radial curvature dependence slip 

length was confirmed experimentally by Eleonora et.al.22. In other words, the predictions made 

by MD simulations have been confirmed experimentally, and the experimental result supports 

the hypothesis made on the basis of the simulations. From this perspective, MD simulations not 

only acted as a good back up to experimental observations but also a strong tool to propose novel 

theoretical hypothesis.  

The study of nanoflow in the one-dimensional confinement of CNT has been intensively 

conducted, and such confinement leads to a myriad of extraordinary phenomena.  

When the radius of a CNT is set to be infinitely large, the one-dimensional CNT becomes a two-

dimensional graphene sheet. Importantly, two graphene sheets that are parallel to each other can 

act as a confinement as well. This dissertation will focus on investigating the nanofluidic 

behavior in the confined space created by the graphene and its derivatives.  

An example that is more closely related to this dissertation and has been inspired by by MD 

simulations is the problem of using nano-porous graphene as a water desalination membrane.  

In 2012, Grossman et.al. employed MD simulations to predict that a nano-porous graphene 

membrane can serve as a filter to remove salt from seawater15 (Fig.1.2). The nano-porous 

graphene is able to sustain a high pressure gradient across its surface, thereby making it a great 

candidate material for a reverse osmosis membrane23–26. Also, the nano-pores on the graphene 

sheet provide an entry passage to the water molecules to allow fast water transport and at the 

same time serves as a barrier to the hydrated salt ions. This eventually allows the production of 

clean water by removing salt from seawater. Therefore, the functioning of the nano-porous 
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graphene membrane is due to the size effect: a water molecule is about five times smaller than a 

fully hydrated sodium or chloride ion, and therefore passes through the graphene nanopores, 

which in turn blocks the passage of the hydrated ions. Since the hydration free energy of an ion 

is typically ~100 times larger than the thermal energy of a particle at room temperature27–31, it is 

unlikely for an ion to reduce its size during the interactions with the nano-pores in a liquid phase. 

Therefore, the idea of using nano-porous graphene as a desalination membrane can be realistic 

only if the experimentalists come up with a method to precisely control the pore size distribution. 

In this work15, the authors also investigated the effect of terminations around the nano-pores. In 

2015, Surwade et.al. used an oxygen plasma etching process to obtain nano-porous graphene 

with uniform size distribution and proved that a nano-porous graphene indeed can serve as a 

membrane for water desalination14. This time, MD simulations not only predicted the potential 

applications of existing materials but also pointed out the necessary directions to the 

experimentalists for inventing new fabrication approaches.  
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Figure 2.1 | Porous graphene membranes. a, Schematic and SEM image of a single-layer graphene 

suspended on a 5-μm-diameter hole. For nanoporous graphene fabrication, several approaches have been 

utilized: bombardment by ions, by electrons and via O2 plasma treatment. b, Raman spectra (514 nm 

excitation) of suspended graphene after different exposure times to oxygen plasma. (Adapted from Ref 

14. Copyright © 2015 Nature Publication Group) 

 

2.2. Thermodynamics 

Currently, due to the limit of the accessible computational resources, a typical classical MD 

simulation consists of up to 108 atoms and with a time scale of nanoseconds to microseconds, 

which is obviously far away from the thermodynamic limit (1023 atoms) and experimentally 

realistic timescales. So, a system must be examined with care to avoid large disparities between 

simulations and experiments32.  

It is crucial to determine the parameters needed to describe a system. Just like conducting an 

experiment, we need to set up a description of the system using thermodynamic measurements. 

In general, both extensive and intensive variables can be used, but they are not completely 

independent of each other. So, we need to know the least set of parameters required to uniquely 
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define a system. To understand this concept, we start with the most fundamental 

thermodynamics equation with the quasi-static assumptions (assumes that the mechanical and 

chemical forces are constant and only the displacement or atomic number vary in the process of 

applying work to the system): 

                     𝑑𝐸 = 𝑇𝑑𝑆 + 𝑱 ∙ 𝑑𝒙 + 𝜇 ∙ 𝑑𝑁,                                                                           (2.1) 

where 𝐸 is the system energy, 𝑇 is the system temperature in Klevin, 𝑆 is the system entropy, 𝐽 is 

the mechanical force, 𝑥 is the displacement, 𝜇 is the chemical potential of a certain species, and 

𝑁 is the number of the species.  

Since the entropy, displacement, and number of atoms are all extensive quantities, the energy of 

the system is proportional to such extensive quantities. Therefore, we can write:   

                                      𝐸(𝜆𝑆, 𝜆𝑥, 𝜆𝑁) = 𝜆𝐸(𝑆, 𝑥, 𝑁),                                                                    (2.2) 

where 𝜆 is a constant. So, it is safe to specify  𝜆 = 1. After integration, the system energy 

becomes  

                                         𝐸 = 𝑇𝑆 + 𝑱 ∙ 𝒙 + 𝜇 ∙ 𝑁.                                                                       (2.3) 

We can once again differentiate the system energy, which leads to the Gibbs-Duhem relation:  

                                        𝑆𝑑𝑇 + 𝒙 ∙ 𝑑𝑱 + 𝑁 ∙ 𝑑𝜇 = 0,                                                                (2.4) 

which indicates that the intensive quantities 𝑇, 𝑱, 𝜇 are not independent of each other. In other 

words, we do not need to constrain all these three intensive quantities to define a system. 

Constraining one or two of them will be sufficient.  

As it is mentioned above, three parts contribute to the overall energy of the system: heat, 

mechanical work, and chemical work. Obviously, one constraining condition must be assigned to 

each of these three energetic contributions, but at least one extensive quantity should be included 

as the intensive quantities are not independent. Typically, temperature 𝑇 is a default controlling 
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parameter as it does not vary in experiment when the system is at equilibrium. If we further 

assume that the system does not undergo a chemical reaction and the mass is conserved through 

the equilibration, the atom number 𝑁 is constrained to a constant value. Last, for mechanical 

work part, we can choose to set the volume V as a constant (isothermal process) or the pressure P 

as a constant (isothermal-isobaric process). 

We now consider using purely extensive quantities, say in a non-reactive system with constraints 

of E, 𝑁 and V (three extensive quantities). It is a common starting ensemble (a set of microstates 

gives the same macroscopic observation) to understand related statistical mechanics concepts. 

Classically, the essential quantity associated with the ensemble is a partition function, which 

carries all the information needed to describe a system at thermodynamic equilibrium. For NVE 

ensemble, the probability to find one microstate (one point in phase space) is same for any other 

state carrying the same energy, i.e., the states at same energy level. In this way, the system 

entropy is maximized:  

                                                              𝑆(휀) = 𝑘𝐵𝐼𝑛 Ω(휀),                                                         (2.5) 

where 𝑆 is the definition of entropy in NVE ensemble and Ω(휀) is the NVE partition function 

(density of states at energy level E). 

Another commonly used ensemble is canonical ensemble (NVT), with an intensive constrain 

(temperature) added to the system. The probability to find a state is weighted by the Boltzmann 

distribution factor: 

                                                               𝑝(휀) =
Ω(휀)𝑒−𝛽

𝑍
,                                                    (2.6) 

where 휀 is the energy level, Ω(휀) is the energy degeneracy, i.e., the NVE partition function, 𝑍 =

∑ 𝑒−𝛽𝜇
𝜇  is the canonical partition function.  

After some rearrangement, the probability [expressed in eq.(2.6)] becomes 
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            𝑝(휀) =
Ω(휀)𝑒−𝛽

𝑍
=

1

𝑍
𝑒𝑥𝑝 [

𝑆(휀)

𝑘𝐵
−

휀

𝑘𝐵𝑇
] =

1

𝑍
𝑒𝑥𝑝 [−

𝐹(휀)

𝑘𝐵𝑇
],                                        (2.7) 

where 𝐹(휀) = 휀 − 𝑇𝑆(휀) is the Helmholtz free energy. Obviously, the system is at equilibrium 

when the Helmholtz free energy reaches its minimum possible value, which is in line with the 

conclusion obtained from other derivation.  

Let us take a closer look at the NVT partition function, 𝑍 = ∑ 𝑒−𝛽𝜇
𝜇 = ∑ 𝑒−𝛽𝐹( ). When the 

system is at thermodynamic limit (i.e., system atom number 𝑁~1023), the summation over 

exponentials for a large number limit of states would be highly peaked at its maximum value 

(saddle point integration). Under such conditions, 𝑍 = ∑ 𝑒−𝛽𝜇
𝜇 = ∑ 𝑒−𝛽𝐹( ) ≈ 𝑒−𝛽𝐹( ∗) , which 

is the energy level that minimizes the Helmholtz free energy. In this way, the system at large 

number limit with NVT ensemble stays at an energy level that minimizes the Helmholtz free 

energy, which becomes indistinct from a system described by NVE ensemble. Similarly, in 

experiments, there is no constraint on the total system energy, but the system energy remains 

constant at equilibrium.  

However, the situation is different in MD simulations. Taking the LAMMPS simulator as an 

example, when NVE ensemble is applied to the system, the motion of the atoms is merely 

controlled by Newtonian equation. However, the initial configuration is usually not at 

equilibrium and the energy would increase or decrease arbitrarily. In the simulation timescale, 

the system is not likely to find its equilibrium. Therefore, putting intensive constraints to the 

system can facilitate the equilibration process since it confines the path of the phase point 

motion. Furthermore, if the intensive condition is introduced into the system in a way that 

reproduces the properties in a thermodynamic limit, the simulation will be able to provide 

insights into the details of the atomic arrangements only by a small subset of atoms (103-105).  
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2.3 Dynamics  

Before investigating the method to control the system temperature, it is important to understand 

how simulator propagates the motions of atoms.  

In classical mechanics, the motion of the atoms is governed by the Newton’s second law:  

                                             𝑚𝑖

𝑑2

𝑑𝑡2
𝑟𝑖 = −

𝜕

𝜕𝑟𝑖
𝑉(𝑟1, ⋯ , 𝑟𝑁),                                                         (2.8) 

where 𝑟1, ⋯ , 𝑟𝑁 describe the positions of each atom in the system and mi is the mass of the atom 

i. Clearly, this Newtonian picture to describe the atomic motions is fundamentally true for a non-

interactive classical system. At the thermodynamic limit (with the atom number N~1023), the 

simulation result would automatically align with the experimental results. However, the 

computational cost to explicitly describe a system in thermodynamic limit is significantly higher 

than afforded by any accessible recourse. Even in some microscopic system (with the atom 

number N~103 -105), the simulations could be extremely time-consuming.  

However, there are usually only a few degrees of freedom among the total N degrees of freedom 

that attract attentions in the study of the dynamics of problems. For example, to observe the ion 

transport through membranes, it is reasonable to focus only on the motion of the center of mass 

of ions, while ignoring other degrees of freedom, such as the stretching of water bonds, rotation 

of water molecule, and ion solvation dynamics. 

Under the assumptions that only a few degrees of freedom is of our interests, one can describe a 

system with a small subset of degrees of freedom and consider the remainder degrees of freedom 

as the effective potential fields. Thus, it enables the application of Langevin’s equation to 

describe to motion of atoms in a macroscopic system.  
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To introduce the Langevin’s equation, we start with the classical Newtonian equation. Simply 

consider a one-dimensional case for a particle moving in a fluid medium (with viscosity η). The 

motion of the particle is governed by  

                                                      𝑚
𝑑𝑣

𝑑𝑡
= 𝐹𝑡𝑜𝑡𝑎𝑙(𝑡),                                                                        (2.9)  

where 𝐹𝑡𝑜𝑡𝑎𝑙(𝑡) is the total force that the particle experiences at time t. This force can be 

understood as the force that is acted upon the particle by its surrounding liquid medium. Since 

the force is a function of time, the force itself cannot be totally ‘random’. According to the 

experiments in a large scale, the force can be treated as the ‘friction’ whose magnitude is 

proportional to the velocity of the moving particle. If only the friction is considered, the equation 

of motion becomes 

                                                 𝑚
𝑑𝑣

𝑑𝑡
= −𝜉𝑣,                                                                           (2.10) 

where 𝜉 is a positive quantity has the same unit of viscosity. As we can see, it is a first-order 

differential equation, and its solution is: 

                                          𝑣(𝑡) = 𝑒−
𝜉𝑡

𝑚⁄  𝑣(0).                                                                       (2.11) 

This solution indicates that the velocity of the particle decays to zero in the long-time limit, 

which is not in line with the experimental observations on Brownian motion of particles. Also, 

the solution violates the equipartition law at thermal equilibrium, which suggests that    < 𝑣2 >=

𝑘𝐵𝑇/𝑚. Therefore, the particle shall have finite velocity even at the long-time limit. Obviously, 

more terms  should be added to the equation to account for the effects of the medium on the 

motion of particles. The appropriate additional terms needed to modify the equation of motion is 

a ‘random’ force δF(t) to the calculation of total force. Then the equation of motion becomes: 

                                            
𝑑𝑝

𝑑𝑡
= 𝑚

𝑑𝑣

𝑑𝑡
= −𝜉𝑣 +  𝛿𝐹(𝑡).                                                          (2.12) 
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It is the famous Langevin equation for the Brownian particle. In the Langevin language, the total 

force on the particle can be divided into a systematic part (friction) and a fluctuating part (noise). 

The friction and noise are not totally disconnected, rather they are strongly correlated through the 

fluctuation-dissipation theorem. One can think that this correlation is due to the fact that both the 

friction and noise are caused by the interaction between the particle and the surrounding liquid 

molecules. In other words, the surrounding molecules work together to act as a ‘heat bath’, 

providing kinetic energy to the particle through the noise term and stopping the particle from 

moving too fast so as to ensure that the equipartition law remains valid. In this way, a small set 

of molecules described using Langevin equation could be thought as if they are immersed in a 

heat bath maintained at a constant temperature, so that a microscopic simulation can provide a 

macroscopic picture of atomic motions. Now, the correlation of the friction and noise needs to be 

further determined.  

Several assumptions are required to establish the noise term, or the force induced by thermal 

fluctuations. In general, the noise force comes from the frequent collisions between the particle 

and its surrounding medium. Then the force can be understood as the consequence of the 

effective collisions. If the surrounding medium considered to be homogenous and spherically 

symmetric, in a long-time limit, the average value of the noise force should go to zero. The other 

important assumption is that the noise force at time t has no correlation with the noise force at 

any other time, since the time duration of a collision is much shorter than the time scale of 

particle motion. The two assumptions can be written as  
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                                            〈𝛿𝐹(𝑡)〉 = 0, 〈𝛿𝐹(𝑡)𝛿𝐹(𝑡′)〉 = 2𝐵𝛿𝐹(𝑡 − 𝑡′),                                  (2.13) 

where B is the strength of the fluctuation force, which remains to be determined. Note that the 

Langevin equation is a first-order linear differential equation, and it can be solved analytically 

yielding:  

                                          〈𝑣(𝑡)〉 = 𝑒
− 𝑡

𝑚⁄  𝑣(0) +
∫ 𝑑𝑡′𝑡

0
𝑒

−𝜁(𝑡−𝑡′)
𝑚⁄

𝛿𝐹(𝑡′)

𝑚
.                                  (2.14) 

 In order to satisfy the equipartition law, we check 〈𝑣(𝑡)2〉.  After expansion, it is obvious that 

any term that involves 𝑒
− 𝑡

𝑚⁄  𝑣(0) decays to zero in long-time limit, and the surviving term is  

                                 ∫ 𝑑𝑡′𝑡

0
𝑒

− (𝑡−𝑡′)
𝑚⁄ 𝛿𝐹(𝑡′) ∫ 𝑑𝑡′′𝑡

0 𝑒
−𝜁(𝑡−𝑡′′)

𝑚⁄
𝛿𝐹(𝑡′′)

𝑚2 .                                          (2.15) 

Inserting the noise term, we can write:  

                                〈𝑣(𝑡)2〉 = 𝑒
−2 𝑡

𝑚⁄  𝑣(0)2 +  
𝐵

휁𝑚
(1 − 𝑒

−2 𝑡
𝑚⁄ ).                                             (2.16) 

We can clearly see that, in the long-time limit  

                                                              〈𝑣(𝑡)2〉 =
𝐵

휁𝑚
 .                                                                          (2.17) 

To meet the equipartition law, we need 

                                                               〈𝑣(𝑡)2〉 =
𝑘𝐵𝑇

𝑚
.                                                                        (2.18) 

Therefore,  

                                                                  𝐵 = 휁𝑘𝐵𝑇 .                                                                             (2.19) 

Till now, we can see that the friction coefficient 휁 and the noise strength 𝐵 are closely related to 

mimic the effective interaction between a small set of molecules and their surrounding medium 

with constant temperature. In a simple explanation, the noise term keeps the system ‘hot’, and 
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the friction term prevents the system to be ‘overheated’. The result is known as fluctuation-

dissipation theorem.  

 

Figure 2.2 Schematic of applying Langevin equation as a stochastic thermostat in MD simulations. (a) 

Langevin equation applied to describe the motion of a Brownian particle (Green circle) moving along an 

arbitrary direction (Black arrow) in a medium consisting of smaller particles (Orange and blue circles). 

The collisions between Brownian particle and the particles (constituting the medium) having velocities in 

a direction opposite to that of the Brownian particle (Blue circles) result in slowing down of the Brownian 

particle. In the Langevin equation, the resulting friction force is defined to be varying linearly with the 

magnitude of the local velocity. At the same time, the collisions between Brownian particle and the 

particles (constituting the medium) having velocities in a direction similar to that of the Brownian particle 

(Orange circles) result in slowing down of the Brownian particle. Since the orange and blue particles are 

essentially interchangeable, the connection leads to the fluctuation-dissipation theorem. (b) In 

simulations, the system is immersed in a heat bath with infinitely large heat capacity in order to keep its 

temperature constant. The medium particles described in (a) acts as the particles in such heat bath, and the 

simulation does not explicitly describe the position and the conjugate momentum of the heat bath 

particles, i.e., it does not directly show up in the system Hamiltonian. Instead, the effects of the collision 

force acting on the Brownian particle (atoms in simulation) keeps mimicking the interactions of atoms 

and its surrounding heat bath particles. 

MD simulation is a useful tool to investigate the dynamic problems; however, the results related 

to system dynamics is not as accurate as the thermodynamic result. The disparity can be regarded 

due to the assumption made to approximate the Newtonian equation of motion by the Langevin 

equation of motion. Some simulators, like LAMMPS, have options to modify the general 

Langevin equation by introducing rotational degrees of freedom to the system. Equivalently, the 

random force is replaced by random torque and the atomic mass is replaced by the inertia; as a 
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consequence, the rotational energy also follows the equipartition law. This is important for 

problems where rotation is important, e.g., the relaxation of ion solvation shell structures. Other 

details related to the differences in the sizes and masses of the particles can also be modified. 

However, these modifications are not deterministic, and there is no way to verify that any 

modification of the general Langevin equation would make the dynamics more accurate at such a 

small scale.  

In a long-time limit, a simulation where the atomic motion is described by the Langvein equation 

matches the equipartition law, which indicates that it can serve as a thermostat algorith to control 

the system temperature. Similar to the Langevin thermostat, other methods also try to involve a 

small subset of atom motion to reproduce the atomic time evolution in a much larger scale. 

For example, Berendsen thermostat creates a physical model that immerses the atoms in a heat 

bath with a constant temperature 𝑇0 

                                  
𝑑𝑝

𝑑𝑡
= −𝑈′(𝑞) −  

𝑝

𝜏𝑇
[
𝑇0

𝑇
− 1],                                                                 (2.20) 

where 𝑝 is the momentum of a particle, 𝑞 is the position of the particle, −𝑈′(𝑞) is the effective 

force under external potential field, 𝜏𝑇 is the relaxation constant that controls the acceleration of 

an atom moving from its current temperature state (T) to its target temperature 𝑇0, which is also 

the temperature of the heat bath surrounding the system. One can picture this model as if the 

system exchanges its thermal energy with a heat bath at a finite rate. In other words, the system 

is weakly coupled with the heat bath to maintain its temperature. Obviously, in a long-time limit, 

the system temperature approaches the target temperature closely enough so that only some little 

amount of fluctuation exists.  
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Another commonly used thermostat is the Nosé-Hoover thermostat. It extends the Hamiltonian 

of the system by a new degree of freedom. i.e., it writes the heat bath directly into the equation of 

motion 

𝑑𝑝

𝑑𝑡
= −𝑈′(𝑞) −  

𝑝

𝑄
𝑝, (2.21) 

𝑑𝑝

𝑑𝑡
= ∑

|𝑝𝑖|
2

2𝑚𝑖

𝑁

𝑖

−  
3

2
𝑛𝑘𝐵𝑇, (2.22) 

where 𝑄 with a unit of energy.time2  is also called ‘imaginary mass’, 𝑘𝐵is the Boltzmann 

constant, 𝑇 is the target system temperature. Here, the equation of motion for an atom is 

controlled by the overall temperature of the system. Simply, it means that the energy added to or 

subtracted from a single atom is same for other atoms in the system in a microstate.  

Theoretically, any successful thermostat can bring the system to equilibrium under NVT 

ensemble. One way to check the equilibrium is to remove thermostats and run the simulation 

without adding any constrains (NVE). If the system energy does not change any more, it means 

the system has already at a state that minimizes the Boltzman free energy, and there is no 

difference between ensembles.  

However, the dynamics of the system varies with the thermostats used. Consider water flow as 

an example. If the flow temperature is controlled by the Langevin equation, the motion of each 

water molecule in the stream has a very weak correlation with its surrounding water molecules 

due to the applied random force. However, it is well known that water forms a strong hydrogen 

bond network and the correlations between the motions of different water molecules are very 

strong. In this way, a pressure driven flow controlled by Langevin thermostat has a different flow 

rate compared to that controlled by the Nosé-hoover thermostat. Therefore, the choice of 



24 

 

thermostats can affect the dynamics of the system dramatically, and it has to be carefully chosen 

for specific problems.  

 

2.3 Post-analysis 

Free energy calculation is the most important post-analysis of MD simulations. Considering that 

the simulation has been performed under NVT ensemble, as an example, the Helmholtz free 

energy 𝐹(휀) = 휀 − 𝑇𝑆(휀) contains the information of both internal energy and entropy. Internal 

energy can be output directly from the LAMMPS simulator, and the entropy can be obtained by 

subtracting the internal energy contribution from the free energy. Since the entropic contribution 

is very hard to obtain, even in simulations, the decomposition of free energy is especially 

important to evaluate the individual contributions, such as determining if a process is enthalpy 

driven or entropy driven.  

First, let us introduce a concept of potential of mean force (PMF) with respect to a reaction 

coordinate (a reaction path along the free energy surface). A PMF curve along one reaction 

coordinate provides the information of how the system arranges its atoms according to the 

changes in the reaction coordinate. For example, the calculation of hydration free energy of an 

ion can be obtained through scratching the free energy curve connecting the state where the ion 

is in bulk (fully hydrated) and the state where the ion is in vacuum (fully dehydrated); 

accordingly, the reaction coordinate can be chosen as the distance between the ion locations for 

these two cases (fully hydrated and fully dehydrated). In this dissertation, the Weighted 

Histogram Analysis Method (WHAM) is applied to generate the PMF curves.  

As it is shown in equation 2.7, the essential information desired from numerical simulations is 

the probability distribution at each energy level, or at each of the energetic density of states. 
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Since the rare events barely occur in the simulation timescale, a biased potential is added to each 

point along the reaction coordinate to encourage the system to visit the rare event states within a 

reasonable timescale. As the additional biased potential, the result is not the exact density of 

states but the best estimation of the real distribution. The weighted function is considered in a 

way so as to minimize the overall statistical errors. In order to ensure the best evaluation of the 

real curve, the histogram distribution in each simulation with the biased potential needs to have 

sufficient overlap with its neighboring simulations.  
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Chapter 3: Drop spreading on a superhydrophobic surface: pinned 

contact line and bending liquid surface Introduction 

3.1 Introduction  

Superhydrophobicity is fundamental to the functioning and survival of several plants 

and animals33–35 and for developing water-repelling surfaces for applications such as 

self-cleaning,36 enhanced fluid flow,37 environmental remediation,38 thermal 

management,39 energy harnessing,40 etc. Natural and nature- inspired engineered 

superhydrophobic (SH) surfaces have invariably been characterized by static 

equilibrium contact angles with very little attention on the dynamics of spreading on such 

SH surfaces. Most of the spreading literature, summarized excellently in several review 

articles,41–44 primarily focuses on partially wetting or fully wetting surfaces revealing a 

strong dependence of the dynamic contact angle (θD) on the velocity (U) of the three-

phase contact line (TPCL) or the corresponding dimensionless capillary number (Ca = ηU/γ, 

where η is the dynamic viscosity of the liquid and γ is the liquid–vapor surface tension). 

Primarily, two separate theories have known to dictate the interrelationship between θD and 

Ca. The first theory, well- known as the Cox–Voinov model,45–52 describes the spreading 

dynamics in terms of viscous dissipation within the liquid drop and the slip length at the 

TPCL and proposes θD ~ Ca35. The second theory, on the other hand, relates the spreading 

dynamics to the molecular adsorption and desorption processes at the TPCL – this theory 

relates the dynamic contact angle to parameters such as the distance between the adsorption 

sites on the solid surface and the frequency of random molecular displacements at the 

TPCL.53–57 There have also been a large number of studies that have (a) probed different 
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facets of these two theoretical models,48–50,58 and (b) probed cases where these models may 

no longer be appropriate.59,60 Despite such extensive research on the spreading dynamics of 

liquid drops, very little research has been conducted for elucidating the drop spreading and 

the relevant θD versus Ca behavior on SH surfaces. Only very recently, in a couple of 

papers, experiments were conducted to elucidate how the advancing and receding contact 

angles evolve temporally as functions of the capillary number (Ca).61,62 While both these 

papers reported the advancing contact angles to remain constant and independent of Ca, they 

demonstrated the opposite dependence of the receding contact angles on Ca. There are also a 

few recent studies that elucidate issues such as energy change during drop spreading on SH 

surfaces,63 the role of temperature decreases in enabling spreading on SH surfaces,64 etc. 

 

Fig. 3.1 Schematic illustrating the spreading process on a standard non-SH surface – the spreading 

occurs by the motion of the TPCL with a progressive decrease in the local three-phase contact angle. 

This progressive lowering of the local contact angle is illustrated in the inset – the dynamic contact 

angle progressively decreases from θi to θii 
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Fig. 3.2 Schematic illustrating the proposed spreading mechanism on an SH surface (constituting an 

array of nanopillars). We propose this mechanism based on the MD simulations that we report in this 

study. Unlike the case of the non-SH surface, the spreading occurs with the TPCL remaining pinned 

at the edge of the nanopillar. More importantly, the corresponding liquid vapor interface ‘‘bends’’ 

down, evidenced by the fact that the corresponding local three-phase contact angle increases from θi 

to θii (please see the inset). This enhanced contact angle θii can be larger than 180°, indicating a 

bending of the liquid surface even below the horizontal plane of the nanopillars. This bending 

eventually ensures the wetting of the adjacent nanopillar and this wetting is characterized by the 

attainment of a new three-phase contact angle θiii, where θiii < θii (please see the inset). Therefore, the 

spreading occurs not by the motion of the TPCL, but by the bending of the liquid–vapor interface of 

the TPCL that remains pinned. 

 

In this chapter, we investigate at the atomistic scale drop spreading on a SH surface – we 

develop a molecular dynamics (MD) simulation framework to study the spreading of a water 

nanodrop on a SH surface consisting of graphene nanopillars supported on an extremely 

hydrophilic (bare gold) and a much less hydrophilic (gold-supported graphene monolayer) 

solid. There has been considerable prior research on the use of MD simulations for studying 

drop dynamics; 65–78 however, very little effort has been devoted to quantifying the drop 

behavior on SH surfaces over atomistic length scales. The central result of our simulations is 

as follows: on a SH surface, the liquid drop does not spread by the motion of the TPCL; 
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rather the TPCL remains pinned and the drop spreads by the bending of the liquid–air 

interface of this pinned TPCL (see Fig. 3.2). This bending, which ensures that the drop wets 

the adjacent solid surface (here nanopillars), is quantified both from the simulation snapshot 

as well as from noting a progressive increase (and not decrease) of the advancing local 

contact angle (identified in Fig. 3.2) up to a value close to or even greater than 180º. This is 

a most outstanding finding in light of the fact that this is for the first time one witnesses drop 

spreading without the actual physical motion of the TPCL (see Fig. 3.1 and Fig. 3.2 for a 

pictorial comparison). Consequently, the drop spreading (or equivalently the dynamic 

contact angles) no longer depends on the capillary number. There have been previous 

studies elucidating the role of pinning forces in the interaction of water with a nanorough/ 

nanostructured surface;70,79 however, in this paper we elucidate for the first time the 

significance of these pinning forces in triggering the bending-induced spreading on SH 

surfaces. More importantly, we find experimental confirmation of such air–liquid-interface-

bending induced drop motion on SH surfaces. In a very recent study, Butt and co-workers 

experimentally demonstrated the rolling motion of millimetric water drops on SH surfaces – 

they noted that the drops moved by such bending of the air–liquid interface.80 Our 

simulations and this recent experimental study allow us to infer that drops on SH surfaces, 

regardless of the system dimensions, demonstrate a universal tendency to move (spread or 

roll) by the bending of the liquid–vapor interface and not by the motion of the TPCL. We 

anticipate that this finding will be of immense fundamental interest for a better 

understanding of drop dynamics on SH surfaces, thereby enabling a more successful and 

efficient design of SH surfaces for a plethora of applications ranging from self-cleaning and 

energy harvesting to rapid cooling and enhanced drag reduction. 
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3.2 Molecular dynamics simulations 

Our MD simulation framework closely follows our previous works on drop dynamics on 

continuous supported and unsupported graphene layers68 and graphene nanopillars.69 In this 

study, we carry out MD simulations of a two-dimensional water nanodrop on (i) graphene 

nanopillars (consisting of 4 graphene layers) supported on bare gold (the corresponding drop 

equilibrium contact angle is 140 ± 2º) and (ii) graphene nanopillars (consisting of 3 

graphene layers) on a gold-supported graphene monolayer (the corresponding drop 

equilibrium contact angle is 138 ± 3°). Such a system ensures that the substrates supporting 

the nanopillars exhibit distinctly different wettabilities – for example bare gold is more 

hydrophilic (the water drop contact angle on bare gold is 29º) than the gold-supported 

graphene monolayer (the water drop contact angle on the gold-supported graphene 

monolayer is 75º).68 Here, we summarize the important details of the different simulation 

steps. The Large-scale Atomic/Molecular Massively Parallel Simulator (LAMMPS) 81 

software package has been used to carry out the MD simulations. 

Furthermore, the Open Visualization Tool (OVITO)82 is used to render the simulations, 

while the post-processing for quantifying the time evolution of the local contact angle is 

carried out using MATLAB. 

In these simulations, similar to our previous studies,68,69 a quasi-2D simulation geometry is 

employed to ensure that the curvature-induced line tension at the TPCL gets eliminated. For 

3D nanoscale drops, the line tension effect leads to a substantial deviation of the observed 

contact angle (θ) from Young’s angle (θ Y):83 
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                                       𝑐𝑜𝑠𝜃 = 𝑐𝑜𝑠𝜃𝑌 −
𝜏

𝛾𝑟
,                                                                          (3.1) 

where τ is the line tension and r is the wetted radius of the contact line. In contrast, by 

implementing this quasi-2D, cylindrical drop configuration, we ensure that the contact line 

becomes straight, which in turn eliminates the system-size- dependence of the contact 

angle.5,83 In our simulations, we employ the SPC/E model (extended simple point charge) to 

model the water drop.84 This model is characterized by the water molecules interacting with 

each other via a 12-6 Lennard- Jones (LJ) potential as well as Columbic electrostatic inter- 

actions. For the LJ interactions, the LJ site has been localized on the oxygen atom (with LJ 

parameters εOO = 0.650 kJ mol-1, σOO = 0.3166 nm). On the other hand, Columbic 

electrostatic interactions are accounted for by considering that the oxygen hydrogen atoms 

carry charges (qO = -0.8476e and qH = 0.4238e, where e is the electronic charge). In our 

model, water–graphene interactions are modeled using the C–O LJ potential, with the LJ 

parameters being obtained from the work by Werder et al. (εCO = 0.392 kJ mol-1 and σCO = 

0.319 nm).85 The gold substrate is modeled such that the Au(111) surface is aligned with the 

graphene lattice, which is stretched by ~1.5%. Here, the Au–O LJ potential of Merabia et al.  

(εAuO = 2.469 kJ mol-1 and σAuO = 0.36 nm) has been used to model the gold–water 

interactions.86 We employ a cutoff radius of 10 Å for all the LJ interactions. Finally, we 

ensure that the substrate atoms are held fixed at their lattice positions throughout the 

simulations – this approach has been borrowed from similar MD studies of drop wetting 

ensuring substantial reduction of the computational expense without significantly affecting 

the observed contact angles. A more detailed description of the entire simulation procedure 

can be obtained from our previous papers.68,69 
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A key issue here is the choice of the number of water molecules. For the present study, we 

consider two geometries – four-layered graphene nanopillars supported on bare gold and 

three-layered graphene nanopillars supported on a gold- supported graphene monolayer. For 

both these geometries, simulations are carried out by varying the number of water 

molecules. This is done in order to ensure that our simulations yield both the advancing and 

receding contact angles, corresponding to the wetting of a given number of pillars. 

Following Koishi et al.,87 we define the receding and advancing contact angles as the angles 

made by the drop containing N = Nmin and N = Nmax number of water molecules, 

respectively. Here, we define Nmin as follows: for any N (number of water molecules) such 

that N < Nmin, the water nanodrop at equilibrium fails to wet the chosen number of pillars. 

On the other hand, Nmax is defined as follows: for any N (number of water molecules) such 

that N > Nmax, the water nanodrop at equilibrium wets a greater number of pillars than the 

chosen number or transits from the CB to the Wenzel state. For the present study, the chosen 

number of pillars is 3 for both the nanopillared geometries. 

In this study, drop dynamics on nanopillared surfaces are analyzed. In order to form the 

nanopillars, we first create bulk graphene having the desired number of layers and then 

remove the carbon atoms from the specified locations ensuring that the nanopillars (having 

both width and spacing of 13 Å) are left behind. This spacing (and width) is chosen such 

that it is larger than the molecular size of water but smaller than the water drop size (drop 

radius is ~40 Å). Further, this value of the spacing and the width ascertains that all 

nanopillar edges will have a ‘‘zig-zag’’ configuration that is a stable edge configuration of a 

graphene sheet.88 
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There are two key phases for the simulations – the first is the drop equilibration (and in the 

process carefully study the dynamics of the drop and the temporal evolution of the contact 

line and the contact angle) and the second is the data collection. Both the steps are 

performed in the NVT ensemble where a time step of 1 fs is used. Furthermore, the 

temperature control is ensured using a Nosé–Hoover thermostat.89 For the drop equilibration 

phase, we start by initializing the water molecules in an ordered, box-like configuration far 

from the substrate. We subsequently increase the system temperature from 1 K to 300 K in 

50 K increments. We held the intermediate temperatures for 50 ps intervals and the final 300 

K is held for 200 ps. This procedure ensures a well-formed, equilibrated drop and in the 

process provides vital information about the drop dynamics. In the subsequent data 

collection phase, we bring this equilibrated drop to within ~3 Å of the substrate. Finally, we 

allow the system to evolve forward in time again for 500 ps or 1000 ps, allowing the drop to 

spread on the surface. 

In order to calculate equilibrium, contact angles, we import the atomic position coordinate 

data into MATLAB. These data are subsequently sorted into 2 Å by 2 Å square bins in the 

x–z plane, which eventually allows markers to be placed along the edge of the drop thereby 

confirming the drop profile.  In the next step, we fit a circle to these markers using a least 

squares regression. We then calculate the tangent to the circle where it intersects with the 

horizontal upper surface of the substrate, and the equilibrium contact angle is easily 

quantified from this tangent line. For the present study, the quantification of the temporal 

variation of the contact angles is equally important. They are quantified (at several time 

instants during the spreading) by manual measurement (as shown in Fig.  3.3 and 3.4-3.7), 

since the circle fitting procedure does not yield reliable results in this case.  This manual 
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measurement is carried out as follows: Firstly, we draw a horizontal line coinciding with the 

top surface of the nanopillar at the edge of which the TPCL of the nanodrop gets pinned. 

Subsequently, we draw a tangent to the instantaneous location of the air–water interface of 

this pinned TPCL. The instantaneous local angle is defined as the angle made between 

these two lines with the angle obtained by traversing from the top of the nanopillar to 

the air–liquid interface of the drop. The figures in the insets of Fig. 3.3 (b, c, e, f) and 3.8 

(b, c, e, f) illustrate this measurement of the instantaneous local contact angle. Of 

course, the experiments described in ref. 80 prescribe an exactly similar method for 

quantifying the time-dependent contact angle of the drop. 
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Fig. 3.3 Spreading of a water nanodrop in a superhydrophobic CB state on graphene nanopillars 

supported on bare gold. (a–c) represent the case where N = N1, while (d–f) represent the case where 

N = N2. (a) MD simulation snapshots (the corresponding time is indicated for each snapshot) illustrating 

the spreading of a water nanodrop containing N = N1 = 4500 molecules. (b) Temporal evolution of the 

right local contact angle of this drop with N = N1 = 4500 molecules. In insets (i–iii), we provide the 

magnified views of the right three-phase contact line at three different time instants (namely, t = 45, 80, 

145 ps). The snapshots of the entire drop corresponding to these time instants are shown in (a). (c) 

Temporal evolution of the left local contact angle of this drop with N = N1 = 4500 molecules. In insets (i–

iii), we provide the magnified views of the left three-phase contact line at three different time instants 

(namely, t = 45, 80, 145 ps). (d)  MD simulation snapshots (the corresponding time is indicated for each 

snapshot) illustrating the spreading of a water nanodrop containing N = N2 = 4000 molecules. (e) 

Temporal evolution of the right local contact angle of this drop with N = N2 = 4000 molecules. In insets 

(i–iii), we provide the magnified views of the right three-phase contact line at three different time instants 

(namely, t = 40, 110, 125 ps). The snapshots of the entire drop corresponding to these time instants are 

shown in (d). (f) Temporal evolution of the left local contact angle of this drop with N = N2 = 4000 

molecules. In insets (i–iii), we provide the magnified views of the left three-phase contact line at three 

different time instants (namely, t = 40, 110, 125 ps). 
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Fig. 3.4 Temporal evolution of the right local contact angle (for N = N1 = 4500) for three different 

starting trajectories (T1, T2, and T3) of a water nanodrop. Here, T1 refers to the trajectory where the 

water nanodrop contacts the nanostructured graphene surface with the drop center vertically aligned 

with the middle of the groove surface (or the part of the surface without nanopillars). Fig. 3.3 is 

obtained with trajectory T1. T2 and T3 refer to the trajectories where, at the time when the nanodrop 

contacts the nanostructured surface, the center of the nanodrop is horizontally shifted to the left by 

0.1 nm and 0.2 nm (with respect to the drop center corresponding to trajectory T1), respectively. All 

the contact angles are provided for the case where the nanodrop spreads in a superhydrophobic CB 

state on graphene nanopillars supported on bare gold (the structure is depicted in Fig. 3.3). 
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Fig. 3.5 Temporal evolution of the left local contact angle (for N = N1 = 4500) for three different  

starting trajectories (T1, T2, and T3) of a water nanodrop. Here, T1 refers to the trajectory where the 

water nanodrop contacts the nanostructured graphene surface with the drop center vertically aligned 

with the middle of the groove surface (or the part of the surface without nanopillars). Fig. 3.3 is 

obtained with trajectory T1. T2 and T3 refer to the trajectories where, at the time when the nanodrop 

contacts the nanostructured surface, the center of the nanodrop is horizontally shifted to the left by 

0.1 nm and 0.2 nm (with respect to the drop center corresponding to trajectory T1), respectively. All 

the contact angles are provided for the case where the nanodrop spreads in a superhydrophobic CB 

state on graphene nanopillars supported on bare gold (the structure is depicted in Fig. 3.3). 
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Fig. 3.6 Temporal evolution of the right local contact angle (for N = N2 = 4000) for three different  

starting trajectories (T1, T2, and T3) of a water nanodrop. Here, T1 refers to the trajectory where the 

water nanodrop contacts the nanostructured graphene surface with the drop center vertically aligned 

with the middle of the groove surface (or the part of the surface without nanopillars). Fig. 3.3 is 

obtained with trajectory T1. T2 and T3 refer to the trajectories where, at the time when the nanodrop 

contacts the nanostructured surface, the center of the nanodrop is horizontally shifted to the left by 

0.1 nm and 0.2 nm (with respect to the drop center corresponding to trajectory T1), respectively. All 

the contact angles are provided for the case where the nanodrop spreads in a superhydrophobic CB 

state on graphene nanopillars supported on bare gold (the structure is depicted in Fig. 3.3). 
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Fig. 3.7 Temporal evolution of the right local contact angle (for N = N2 = 4000) for three different  

starting trajectories (T1, T2, and T3) of a water nanodrop. Here, T1 refers to the trajectory where the 

water nanodrop contacts the nanostructured graphene surface with the drop center vertically aligned 

with the middle of the groove surface (or the part of the surface without nanopillars). Fig. 3.3 is 

obtained with trajectory T1. T2 and T3 refer to the trajectories where, at the time when the nanodrop 

contacts the nanostructured surface, the center of the nanodrop is horizontally shifted to the left by 

0.1 nm and 0.2 nm (with respect to the drop center corresponding to trajectory T1), respectively. All 

the contact angles are provided for the case where the nanodrop spreads in a superhydrophobic CB 

state on graphene nanopillars supported on bare gold (the structure is depicted in Fig. 3.3). 

 

3.3 Results 

Drop spreading with pinned TPCL and bending of the liquid–vapor interface of the TPCL 

Fig. 3.3 and 3.8 describe the dynamics of spreading of a water nanodrop on an SH surface with 

the drop being in the CB state. In Fig. 3.3, the nanopillars (made of graphene) enforcing the drop 

into an SH CB state are on bare gold, which is a hydrophilic substrate. In Fig. 3.8, on the other 

hand, the nanopillars are on a gold-supported graphene monolayer, which is a substantially less 

hydrophilic substrate. For either of the cases, we study drop spreading for two different numbers 
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of water molecules, N1 and N2, which enforce advancing and receding contact angles, 

respectively (see Section 3.2 for the definitions of N1 and N2). In the present study, for both the 

cases (studied in Fig.3.3 and 3.8), N1 = 4500 and N2 = 4000. 

In Fig.3.3 (a), we provide the snapshots illustrating drop spreading on graphene nanopillars 

supported on bare gold for N = N1. The snapshots reveal that the drop spreads to the right and 

wets a nanopillar on the right (please see the snapshot corresponding to t = 45 and 80 ps), while 

there is no spreading to the left. In Fig. 3.3(b) and (c), we quantify the corresponding temporal 

dynamics of the right and the left three-phase local contact angles, as explicated in the magnified 

snapshots of the locations of the three-phase contact line [see insets (i)–(iii) in both Fig. 3.3(b) 

and (c)]. These magnified snapshots, shown for t = 45, 80, and 145 ps [the corresponding 

snapshots for the entire drop are given in Fig. 3.3(a)], illustrate the method of obtaining the 

instantaneous local contact angles (described at the end of section 3.2). More importantly, these 

snapshots point to a most remarkable spreading behavior. The spreading occurs with the contact 

line remaining pinned, but the liquid surface (or the liquid–vapor interface of this pinned TPCL) 

bending and contacting the adjacent pillars. The time evolution of these resulting local contact 

angles confirms the bending. We witness that the right local contact angle first increases and 

attains a value greater than 180º [please see the temporal variation of the right local contact angle 

in the period 0 to 50 ps in Fig. 3.3(b) and also inset (i) in Fig. 3.3(b)]. In fact, this enhanced local 

contact angle can be even more than 200º. This signals a definite ‘‘bending’’ of the liquid surface 

even below the horizontal nanopillar surface, which eventually ensures that the adjacent pillar on 

the right gets wetted. 

This approach of describing the liquid surface (air–liquid inter- face) to be ‘‘bent’’, 

commensurate with the fact that the local instantaneous contact angle becomes greater than or 
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comparable to 180º, has been borrowed from the experimental study of ref. 80 where such 

bending-induced drop motion of SH surfaces was first experimentally reported. Immediately 

after the occurrence of this wetting, there is a drastic lowering of the right three-phase local 

contact angle, as evident from inset (ii) in Fig. 3.3(b) [also see the temporal variation of the right 

local contact angle in the period 50 to 100 ps in Fig. 3.3(b)]. After this wetting of the adjacent 

nanopillar, the newly formed TPCL (please note that this new contact line is formed on account 

of the liquid-surface-bending-induced wetting of the adjacent right nanopillar) gets pinned once 

again. Subsequently, the right local contact angle increases once again, indicating the bending of 

the liquid–vapor interface [please see the temporal variation of the right local contact angle in the 

period 100 to 150 ps in Fig. 3.3(b) and inset (iii) in Fig. 3.3(b)]; however, this extent of bending 

or equivalently the increase in the right local contact angle (which may increase to as large a 

value as 180º) is not large enough to cause the wetting of the next pillar. Accordingly, this right 

contact angle fluctuates between large and small values, without actually ensuring the bending- 

induced wetting of the adjacent right nanopillar [please see the temporal variation of the right 

local contact angle in the period 150 to 200 ps in Fig. 3.3(b)].  

Fig. 3.3(c) depicts the behavior of the left contact line and the left contact angle. The left contact 

line remains pinned as well and there is indeed a bending of the corresponding liquid–vapor 

interface, as evident from the progressive increase in the left local three-phase contact angle  

[please  see  the  time variation of the left  local  contact  angle  in  the  period 20 to 50 ps in Fig. 

3.3(c) and inset (i) in Fig. 3.3(c)]. However, this bending is not large enough (or equivalently the 

increase in the left local contact angle is not large enough) to trigger the wetting of the adjacent 

pillars. Therefore, during the entire time the contact line remains pinned and the left local contact 

angle fluctuates; but there is no physical spreading to the adjacent pillar. 
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In Fig. 3.3(d–f), we consider the spreading of a water nanodrop with N2 number of water 

molecules with the drop being in the CB state on bare-gold-supported graphene nanopillars. The 

simulation snapshots illustrating the entire spreading process are shown in Fig. 3.3(d) – unlike 

the case with N = N1 [see Fig. 3.3(a)] here the drop spreads to the left and wets a nanopillar on 

the left (please see the snapshot corresponding to t = 110 and 125 ps), while there is no spreading 

to the right. Therefore, we can infer that the qualitative behaviors of the left and the right contact 

angles are reversed as compared to the case of N = N1 [please see Fig. 3.3(a–c)]. The left TPCL 

remains pinned and the left local contact angle [see Fig. 3.3(f)] progressively increases (or 

equivalently the liquid–vapor interface of the left TPCL bends) eventually wetting the adjacent 

left nanopillar. On the other hand, the right contact line remains pinned and the right local 

contact angle fluctuates with the liquid surface failing to bend sufficiently to cause the wetting 

[see Fig. 3.3(e)]. The key difference in this case of N = N2 is that this bending-induced spreading 

is achieved at a much lesser value of this enhanced local left contact angle (~172º). 

 

In Fig. 3.3(a–f) we study the drop dynamics for a given starting trajectory of the drop. By this 

starting trajectory, we imply the relative location of the drop center with respect to the location 

of a nanopillar at the time when the drop contacts the nano- pillared surface. In Fig. 3.4-3.7, we 

study and compare the time evolution of the right and left local contact angles of the drop for 

both N = N1 (case of advancing contact angle) and N = N2 (case of receding contact angle) for 

two more initial trajectories of the drop (see the caption for details). We witness a pretty similar 

temporal evolution of the contact angles. 
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Fig. 3.8 Spreading of a water nanodrop in a superhydrophobic CB state on graphene nanopillars 

supported on a gold-supported graphene monolayer. (a–c) represent the case where N = N1, while (d–

f) represent the case where N = N2. (a) MD simulation snapshots (the corresponding time is indicated for 

each snapshot) illustrating the spreading of a water nanodrop containing N = N1= 4500 molecules. (b) 

Temporal evolution of the right local contact angle of this drop with N = N1= 4500 molecules. In insets 

(i–iii), we provide the magnified views of the right three-phase contact line at three spreading on SH 

surfaces. Here, we try to understand the origin of such a bending. Different instants (namely, t = 40, 90, 

140 ps). The snapshots of the entire drop corresponding to these time instants are shown in (a). (c) 

Temporal evolution of the left local contact angle of this drop with N = N1= 4500 molecules. In insets (i–

iii), we provide the magnified views of the left three-phase contact line at three different instants (namely, 

t = 40, 90, 140 ps). (d) MD simulations snapshots (the corresponding time is indicated for each snapshot) 

illustrating the spreading of a water nanodrop containing N = N2 = 4000 molecules. (e) Temporal 

evolution of the right local contact angle of this drop with N = N2 = 4000 molecules. In insets (i–iii), we 

provide the magnified views of the right three-phase contact line at three different time instants (namely, t 

= 40, 75, 125 ps). The snapshots of the entire drop corresponding to these time instants are shown in (d). 

(f) Temporal evolution of the left local contact angle of this drop with N = N2 = 4000 molecules. In insets 

(i–iii), we provide the magnified views of the left three-phase contact line at three different time instants 

(namely, t = 40, 75, 125 ps). 
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Fig. 3.9 Temporal evolution of the (a) right local contact angle (for N = N1= 4500) for three different  

starting trajectories (T1, T2, and T3) of a water nanodrop. Here, T1 refers to the trajectory where the 

water nanodrop contacts the nanostructured graphene surface with the drop center vertically aligned 

with the middle of the groove surface (or the part of the surface without the nanopillars). Fig. 3.3 is 

obtained with trajectory T1. T2 and T3 refer to the trajectories where, at the time when the nanodrop 

contacts the nanostructured surface, the center of the nanodrop is horizontally shifted to the left (with 

respect to the drop center corresponding to trajectory T1) by 0.1 nm and 0.12 nm for N = N1 (0.1 nm 

and 0.15 nm for N = N2), respectively. All the contact angles are provided for the case of where the 

nanodrop spreads in a superhydrophobic CB state on graphene nanopillars supported on a gold-

supported graphene monolayer (the structure is depicted in Fig. 3.8). 
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Fig. 3.10 Temporal evolution of the local contact angle (for N = N1= 4500) for three different  

starting trajectories (T1, T2, and T3) of a water nanodrop. Here, T1 refers to the trajectory where the 

water nanodrop contacts the nanostructured graphene surface with the drop center vertically aligned 

with the middle of the groove surface (or the part of the surface without the nanopillars). Fig. 3.3 is 

obtained with trajectory T1. T2 and T3 refer to the trajectories where, at the time when the nanodrop 

contacts the nanostructured surface, the center of the nanodrop is horizontally shifted to the left (with 

respect to the drop center corresponding to trajectory T1) by 0.1 nm and 0.12 nm for N = N1 (0.1 nm 

and 0.15 nm for N = N2), respectively. All the contact angles are provided for the case of where the 

nanodrop spreads in a superhydrophobic CB state on graphene nanopillars supported on a gold-

supported graphene monolayer (the structure is depicted in Fig. 3.8). 
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Fig. 3.11 Temporal evolution of the right local contact angle (for N = N2= 4000) for three different  

starting trajectories (T1, T2, and T3) of a water nanodrop. Here, T1 refers to the trajectory where the 

water nanodrop contacts the nanostructured graphene surface with the drop center vertically aligned 

with the middle of the groove surface (or the part of the surface without the nanopillars). Fig. 3.3 is 

obtained with trajectory T1. T2 and T3 refer to the trajectories where, at the time when the nanodrop 

contacts the nanostructured surface, the center of the nanodrop is horizontally shifted to the left (with 

respect to the drop center corresponding to trajectory T1) by 0.1 nm and 0.12 nm for N = N1 (0.1 nm 

and 0.15 nm for N = N2), respectively. All the contact angles are provided for the case of where the 

nanodrop spreads in a superhydrophobic CB state on graphene nanopillars supported on a gold-

supported graphene monolayer (the structure is depicted in Fig. 3.8). 
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Fig. 3.12 Temporal evolution of the right local contact angle (for N = N2= 4000) for three different  

starting trajectories (T1, T2, and T3) of a water nanodrop. Here, T1 refers to the trajectory where the 

water nanodrop contacts the nanostructured graphene surface with the drop center vertically aligned 

with the middle of the groove surface (or the part of the surface without the nanopillars). Fig. 3.3 is 

obtained with trajectory T1. T2 and T3 refer to the trajectories where, at the time when the nanodrop 

contacts the nanostructured surface, the center of the nanodrop is horizontally shifted to the left (with 

respect to the drop center corresponding to trajectory T1) by 0.1 nm and 0.12 nm for N = N1 (0.1 nm 

and 0.15 nm for N = N2), respectively. All the contact angles are provided for the case of where the 

nanodrop spreads in a superhydrophobic CB state on graphene nanopillars supported on a gold-

supported graphene monolayer (the structure is depicted in Fig. 3.8). 

 

In Fig. 3.8, we repeat these results for a water nanodrop on graphene nanopillars on a much less 

hydrophilic surface, namely the gold-supported graphene monolayer. In a recent paper, ref.77, 

we have studied drop dynamics on an exactly similar system; however, we did not probe the 

spreading dynamics in detail. Furthermore, the time instants corresponding to which we probe 

the drop dynamics are different from those probed in ref. 77. In Fig. 3.8, qualitatively very 

similar results to that of Fig. 3.3 are obtained. Firstly, for N = N1 [see Fig. 3.8(a) for the 

corresponding snapshots], we observe an increase in the right local contact angle to a value 
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~180º [see insets (i) and (ii) in Fig. 3.8(b) and the time variation of the right local contact angle 

in the period 40 to 80 ps in Fig. 3.8(b)]. This leads to an equivalent liquid-surface-bending-

driven spreading of the drop to the adjacent right pillar. Here too, the right contact line remains 

pinned and the entire spreading event takes place by a ‘‘large-enough’’ bending of the liquid–

vapor interface of this pinned contact line. In Fig. 3.8(c), we study the temporal behavior of the 

corresponding left local contact angle. The left contact line remains pinned and the left local 

contact angle increases (or equivalently, the corresponding liquid– vapor interface bends). 

However, this bending (or the increase in the left local contact angle) is not large enough to 

ensure the wetting of the adjacent left nanopillar. As a result, the left local contact angle 

fluctuates and there is no spreading to the adjacent left nanopillar.  Fig.  3.8(d–f) illustrate the 

case for N = N2. For this case, the behaviors of the left and the right local contact angles are 

reversed. Here, the left contact line remains pinned with the left local contact angle increasing to 

a value as large as 190º and causing a large enough bending of the corresponding liquid–vapor 

interface ensuring a spreading to the adjacent left nanopillar [see Fig. 3.8(f)]. However, the right 

local contact angle shows a much weaker increase (to ~150º), so the bending of the liquid surface 

is too small to cause any wetting of the adjacent right nanopillar [see Fig. 3.8(e)]. Similar to Fig. 

3.4-3.7, in Fig. 3.9-3.12 we provide the variation of the left and right contact angles for N = N1, 

N2 for two more different initial trajectories of the drop (for details, kindly refer to the caption of 

Fig. 3.9-3.12). 

From Fig. 3.3 and 3.8, we can infer that the spreading on SH surfaces, regardless of the 

wettability of the base surface, invariably occurs by the bending of the liquid surface (or the air–

liquid interface) forming a part of the TPCL that remains pinned. This bending is characterized 

by an increase in the local three-phase contact angle to values close to 180º or even more than 
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180º. This phenomenon where the liquid surface bends and the contact line remains pinned 

ensures that the spreading occurs by the transfer of water molecules, which are originally far 

away from the pinned three-phase contact line, to the adjacent non-wetted nanopillar. This is in 

sharp contrast to the spreading behavior on non-SH surfaces, where the spreading invariably 

implies transfer of molecules at the TPCL to the adjacent non-wetted regions [also see Fig. 3.1 

and 3.2 for a pictorial representation of this comparison]. Furthermore, it is worthwhile to note 

that in Fig. 3.3 and 3.8, the drop spreads to the right for N = N1, while the drop spreads to the left 

for N2. We believe that this is an entirely random process since for both N = N1and N = N2 in Fig. 

3.3 and 3.8, we ensure that at the start when the drop first contacts the nanostructured surface, 

the drop center is vertically aligned with the middle of the groove surface (or the part of the 

surface without the nanopillars). In other words, for neither of these cases, the drop is under any 

bias to move either to the left or to the right. 

  

3.4. Discussions 

What causes the bending? 

Our results clearly indicate the central role of bending of the liquid–vapor interface of the pinned 

TPCL in causing the spreading on SH surfaces. Here, we try to understand the origin of such a 

bending. 
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Fig. 3.13 Illustration of the forces on liquid mass (shown in green) in the vicinity of the three-phase 

contact line. We consider this fluid mass corresponding to a liquid drop spreading on a non-SH 

surface. One can clearly witness the symmetry of the underlying solid with respect to this mass, 

ensuring that the horizontal component of attraction forces from the underlying solid cancel each 

other.  

 

ϕ(t) 
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Fig. 3.14 Illustration of the forces on liquid mass (shown in green) in the vicinity of the three-phase 

contact line. We consider the fluid mass corresponding to a liquid drop pinned at the edge of the 

pillars (nanopillars or micropillars). The underlying solid is no longer symmetric to this fluid mass, 

enabling the generation of a pinning force (equal to the difference of the horizontal components of 

these forces resulting from the asymmetry in the solid on two sides of the liquid mass) that balances 

the driving force for spreading. 

 

On any surface, during the spreading the mass at the TPCL is under the action of several forces. 

In Fig. 3.13, we show these forces for a drop spreading on a standard non-SH and non- pillared 

surface. The symmetry of the underlying solid with respect to the mass at the TPCL [see Fig. 

3.13] will imply that the horizontal force (per unit length of the contact line) responsible for the 

spreading (namely FSp,H) can be expressed as (please note that ϕ+ θ = π, where θ is the 

instantaneous drop contact angle and we use the method of Marchand et al.90 for expressing 

different forces in terms of the surface energies): 
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𝐹𝑠𝑝,𝐻

𝑙
=

𝐹𝑆𝐿 + 𝐹𝐿𝑉 cos[𝜙(𝑡)]

𝑙
= (𝛾𝑆𝑉 − 𝛾𝑆𝐿) + 𝛾𝑆𝐿 cos[𝜙(𝑡)] = 𝛾𝐿𝑉 {cos 𝜃𝑌 − cos[𝜋 − 𝜙(𝑡)]} = 

=𝛾𝐿𝑉{𝑐𝑜𝑠𝜃𝑌 −  𝑐𝑜𝑠𝜃(𝑡)}   (3.2) 

i.e., we get back the classical ‘‘Δ cos’’ form of the spreading force, which confirms the classical 

result that as the spreading occurs (i.e., θ(t) goes down) there is a lowering of the spreading 

force. 

We next study the force balance during the drop spreading on an SH surface, with the TPCL 

being pinned on the nanopillar (see Fig. 3.14). In this case, the solid is no longer symmetric with 

respect to the mass in the vicinity of the TPCL and the force balance in the horizontal direction 

reads (under the pinning conditions):  

𝐹𝑆𝑝,𝐻 + 𝐹𝑝𝑖𝑛

𝑙
= 0 ⇒ 𝛾𝐿𝑉{𝑐𝑜𝑠𝜃𝑌 − 𝑐𝑜𝑠𝜃(𝑡)} =

𝐹𝐴,𝐺𝑟,𝐻

𝑙
−

𝐹𝐴,𝐺𝑜,𝐻

𝑙
,                                          (3.3) 

where FA,Gr,H and FA,Go,H are the horizontal components of the vastly unequal (with FA,Gr >> 

FA,Go) attractive forces from the graphene layers and gold. As the pinning prevents the contact 

line from moving, the drop tries to increase the spreading force by increasing θ(t) [eqn (3.2) 

clearly shows that increasing θ(t) will increase the spreading force], which is equivalent to the 

bending of the liquid surface. While the spreading force on the contact line, despite such 

bending, is still not large enough to overcome the large pinning force, this bending (if large 

enough) eventually ensures that the liquid molecules away from the TPCL can wet the adjacent 

nanopillar, thereby ensuring spreading. Therefore, the bending phenomenon is effectively caused 

by the large pinning effect and the consequent tendency of the contact line to spread by 

overcoming this pinning effect. 
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3.5 Comparison with the experimental findings 

Recent experiments on the rolling of liquid drops on a SH surface (i.e., a surface where the liquid 

drop is in a Cassie–Baxter state supported on pillars) have shown the exact same mechanism 

where the drop advances by the liquid-surface-bending-induced wetting of the adjacent pillars.80 

The apparent contact angle can actually exceed 180º, just like what we witness in our 

simulations. Most remarkably, these experiments are carried out with drops of radius ~1 mm on 

surfaces having pillars of dimensions ~10 mm. On the other hand, our simulations are for drops 

of radius of few nanometers on nanopillars of dimensions ~1 nm. Secondly, for our case we 

study the problem of drop spreading, while in ref. 80 the researchers study the problem of drop 

rolling. Despite the differences in these two issues (i.e., the system dimensions and the nature of 

the contact line motion), we find a very similar qualitative behavior that causes the drop motion, 

namely the liquid-surface-bending and the consequent augmentation of the local contact angle. 

Therefore, we believe that the present simulation and the experiments of ref. 80 confirm that 

regardless of the nature of the drop motion (spreading or rolling) and the dimensions of the 

system (millimetric or nanometric), drop motion on SH surfaces will inevitably occur by the 

liquid-surface-bending-driven migration. Also, these two studies (ref. 80 and the present 

simulation) clearly establish that it is not advisable to describe the spreading on SH surfaces in 

terms of the corresponding capillary number (Ca).61,62 This stems from the fact that Ca depends 

on the contact line velocity, which is not relevant in this case. Furthermore, this may be a 

possible reason for which one witnesses Ca-independent advancing contact angles in ref. 61 and 

62 and an apparent contradiction between the results of ref. 61 and 62 regarding the Ca-

dependence of the receding contact angle. 
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3.6 Choice of the simulation system 

Simulations are carried out here for layered solids like graphene. However, the qualitative facets 

of the findings (e.g., liquid-surface-bending-induced spreading) will be true regardless of the 

nature of the solid, as long as the solid structure enforces the drops into a stable SH CB state. A 

key motivation behind choosing such a layered solid is to ensure that it is much easier to control 

the heights of the nanopillars by simply changing the number of graphene layers. 

The nanopillar and the liquid drop dimensions that we use here are motivated by recent 

simulation studies on layered materials.87,91 To the best of our knowledge, there has been no 

experimental study with configurations similar to what we propose here in context of the 

graphene nanopillared surfaces. The purpose of choosing these configurations (particularly the 

pillar spacing and the pillar width) is to ensure that we can employ MD simulations in a 

computationally manageable setting for unraveling the unique drop spreading dynamics on SH 

surfaces over atomistic length and time scales. Obviously, actual experiments will involve much 

larger length scales of the nanostructured graphene surface (~100 nm),92 which stem from the 

fact that the current technology (e.g., FIB etching) can produce nanoscale features in 2D 

materials only up to such a (~100 nm) resolution.93 Consequently, much larger water drops (R > 

100 nm) will be needed to exhibit the corresponding wetting dynamics. The required number of 

water molecules for such a drop (>107) will make the MD simulation extremely expensive and 

hence unfeasible. 

3.7 Conclusions 

We have carried out MD simulations to unravel how a water nanodrop spreads on a SH surface – 

we witness that the spreading occurs with the TPCL remaining pinned, but the liquid–vapor 
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interface of the TPCL bending and wetting the adjacent nanopillar. This bending process, which 

we justify from a force balance argument, ensures a most remarkable situation where the 

corresponding local contact angle of the drop (i.e., the local angle made by the liquid–vapor 

interface with respect to the horizontal nanopillar at which the TPCL is pinned) may exceed 

180º. The fact that very recently such bending induced drop motion was experimentally reported 

for the rolling of millimetric drops on SH surfaces (see Ref. 80) is even more remarkable. 

Therefore, we believe that the combination of our simulations and the experiments of ref. 80 

establishes a universal picture of drop motion on SH surfaces that is valid over multitude of 

length and time scales – the motion will invariably occur by the bending of the liquid surface and 

a progressive increase of the local contact angle. 
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Chapter 4: Interaction between a water drop and holey graphene: 

retarded imbibition and generation of novel water–graphene 

wetting states 

 

4.1 Introduction 

Holey graphene and discontinuous graphene sheets containing discontinuities in the form of 

nanoscopic holes have emerged as extremely important forms of nanostructured graphene with 

applications in a plethora of disciplines.94,95 Holey graphene possesses the same stable chemical 

and physical properties as graphene.96 In addition, its high porosity enforces enlarged effective 

available surface area. These factors interplay to broaden the scope of employability of holey 

graphene as an activated material in supercapacitors and batteries,97–100 as a substrate for 

enhancing oxygen reduction reactions,101 as a catalyst for reactions in an aqueous medium (e.g., 

to facilitate water-splitting reactions),102 as an agent to ensure selective carbon capture from post-

combustion gases,103 etc. In addition to these widespread applications, rather recently, such holey 

or nanoporous graphene has been extensively applied as membranes for water desalination,14–

16,101,104,105 water–ethanol separation,106,107 improved ion migration,11,108 etc. 

Understanding how water interacts with such nanoporous or holey graphene is fundamentally 

important. The purpose of this chapter is to employ molecular dynamics (MD) simulations to 

probe this fundamental issue by unraveling water nanodrop imbibition mechanism through a 

multilevel holey graphene structure in the absence of any external driving pressure gradient. To 

the best of our knowledge, all previous studies have considered water transport through 
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nanoporous holey graphene in the presence of a finite pressure drive.11,14–16,104–108 This pressure 

drive helps water overcome the wetting barrier imposed by graphene layers stemming from the 

fact that graphene is not hydrophilic. Therefore, our study will probe for the first time this 

completely new issue of no-force water– holey graphene interactions (henceforth, known as 

‘‘no-force’’ interaction; we would be implying capillarity-driven spontaneous imbibition) and 

will shed light on how such interactions regulate water-imbibition behavior in a holey graphene 

structure, which may eventually help control graphene-induced water localization. It is 

worthwhile to note here that while there have been many studies employing MD simulations for 

investigating water wicking/imbibition in nanochannels and nanopores,109–112 to the best of our 

knowledge, this is the first study on water wicking in a holey graphene structure. In order to 

ascertain that the influence of line tension effect in a nanoscale aqueous system is eliminated, we 

carry out our MD simulations in two-dimensional architecture5,57,68 representing a ‘‘slice’’ of the 

cross section of a three-dimensional multilayer holey graphene structure. Accordingly, our 

geometry (see Fig. 4.1–4.24 and 4.26-4.27) manifests as a system consisting of a periodically 

arranged, finite-length graphene stacks interspersed with vertical and lateral gaps.  Henceforth, 

the fluid dynamics of the water nanodrop will be described as a parametric variation of these 

lateral and vertical inter-stack separations (ISSs). The composition of each stack can vary in 

terms of the number of graphene layers it consists: for the present case, we consider each stack to 

consist of three layers of graphene. Finally, in our simulations, the dimensions of the holes 

(which appear as lateral separation between graphene stacks in our 2-D geometry) as well as 

inter-stack distances in vertical directions are assigned values observed in actual 

experiments,96,108,113 in an effort to ensure that our MD results provide realistic and 

experimentally realizable predictions about water–holey graphene interactions. 
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The central result of the study is that a water nanodrop wicks through a multilayer holey 

graphene structure by selecting a plethora of combined imbibition and wetting states dictated by 

the interplay of lateral and vertical separation of the stacks of the graphene layers. We witness a 

complete absence of imbibition for cases of large vertical ISS. The reason is that the imbibing 

water nanodrop does not encounter a large enough attractive pull from the lower stack of the 

graphene layers and as a result remains localized on top of the uppermost stack. On the contrary, 

a lowering of the vertical ISS ensures partial imbibition of the drop from the upper to the lower 

stack, although the drop invariably fails to go beyond this lower stack. A myriad of wetting states 

accompanies this imbibition process. These wetting states can be highly non-trivial, such as 

simultaneous wetting of top and bottom surface of a given graphene stack (which is equivalent to 

fiber-like wetting or wetting-mediated ‘‘encapsulation’’ of the graphene stack), simultaneous 

wetting of multiple surfaces of vertically and laterally separated graphene stacks, and wetting in 

presence of simultaneously pinned and unpinned contact lines in vertically separated graphene 

stacks. Furthermore, this combined imbibition and wetting states effectively ensure, for certain 

lateral and vertical ISSs, a significant enhancement in effective water– graphene contact area. It 

is for the first time that such a situation, which may significantly improve applications requiring 

the presence of larger water–graphene contact areas (e.g., fabrication of graphene–EDL-based 

supercapacitors,114 graphite-based compact heat exchangers,115 and graphene-nanoflake-based 

nanofluid for freezing water116), has been unraveled in the context of water– holey graphene 

interactions. Overall, therefore, the present study has two key objectives. First, it studies a new 

wetting problem, namely the problem of no-force water-drop imbibition in holey graphene. 

Second and more important, it leverages imbibition- induced new graphene–water wetting states 

for conceiving improvements in realistic applications involving graphene–water interactions. 
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4.2 Molecular dynamics simulations 

4.2.1 Summary of simulation procedure  

The basic molecular dynamics simulations framework used in this study closely resembles that 

of our previous studies on graphene wetting dynamics.68,69 In this section, we summarize the 

essential simulation details. We use Large-scale Atomic/Molecular Massively Parallel Simulator 

(LAMMPS)81 software package to carry out the simulations. On the other hand, OVITO or The 

Open Visualization Tool 117 is employed for rendering the simulated drop motions. Finally, post-

processing of data is carried out using MATLAB. 

Similar to that in our previous studies,68,69 here we employ a quasi-2D simulation geometry in 

order to ensure that curvature- induced line tension at the three-phase contact line of the water 

nanodrop is eliminated. Such an approach has been adopted by other studies exploring water 

nanodrop behavior using MD simulations.5,67,83,118 It is also worthwhile to note  that  such  a  2-D 

model of a water nanodrop (or a cylindrical water nanodrop) has been routinely used in a large 

number of MD studies, elucidating the phenomena driven by wetting interactions.5,67–69,83,118–122 

We use the extended simple point charge (SPC/E) model to model the water nanodrop.122 The 

relevant details of the interactions quantifying the SPC/E model used in this study can be found 

in our previous reports.68,69 In this study, simulations are carried out with a fixed size of the 

water drop (N = 3000 and diameter = 6.5 nm). Simulations elucidate how this constant- size 

water drop interacts with a multilayer holey graphene structure with varying lateral and vertical 

inter-stack separations (ISSs). It is again worthwhile to point out here that there has been a 

plethora of studies that have used this SPC/E model to simulate the dynamics of a cylindrical 

water nanodrop.5,68,69,118,123–129 
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Water–graphene (or water–carbon) interactions are captured via a C–O LJ potential with εCO = 

0.392 kJ mol-1 and σCO = 3.19 Å.85 In our two-dimensional simulation system, the multilevel 

holey graphene structure consists of periodically placed graphene stacks with fixed lateral and 

vertical ISSs. This study provides results on the no-force drop imbibition in such a holey 

graphene structure by varying these lateral and vertical ISSs. Each of the stacks, except the 

bottom stack, is self-supporting and consists of 3 layers of graphene. The bottom-most stacks are 

supported by gold (Au) with Au(111) surface being aligned with the graphene lattice, which is 

stretched by ~1.5%. Furthermore, Au–O LJ potentials (εAu–O = 2.469 kJ mol-1 and σAu–O = 3.6 

Å)86 are used to model gold– water interactions. For the entire simulation, all LJ interactions are 

imposed with a cutoff radius of 10 Å. It is worthwhile to note that throughout our simulations, 

which are analogous to those of MD studies on drop dynamics,5,85 we hold the substrate atoms 

fixed at their lattice positions; such a step significantly reduces computational expense without 

compromising the accuracy of prediction of drop dynamics. 

The periodically spaced graphene stacks are created by first creating bulk graphene having the 

desired number of layers (herein, 3, since each stack consists of unsupported graphene trilayer) at 

different vertical locations. Selection of these different vertical locations confirms our desired 

vertical ISSs. Subsequently, C atoms from a given layer of bulk graphene (at a particular depth) 

are removed so as to ensure that we get stacks that are discontinuous laterally. This results in the 

‘‘hole’’ creation in a continuous graphene sheet to make it holey graphene. The locations from 

where we remove the C atoms determine the lateral ISSs. We consider three different values of 

lateral ISSs (d = 4 nm, 6 nm, and 8 nm) and three different values of vertical ISSs (δ = 1 nm, 2.5 

nm, and 4 nm). Later (please see the next subsection), we explain how the selection of d and d is 

motivated by recent experiments on holey graphene.96,108,113 It is also worthwhile to note that 
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there will be an inherent unsaturation of carbon valence at the location of the edges of the 

graphene holes.89,104 Such an unsaturation needs to be saturated by binding to –H. Such an issue 

at the edges of holey graphene has not been considered in the presented charge-free model of 

graphene. 

Simulations are carried out in two distinct phases: in the first phase, the drop is 

equilibrated far from the holey graphene structure, and in the second phase, the 

combined imbibition– spreading dynamics of the drop in contact with the holey 

graphene structure (and the subsequent data collection) is investigated. Simulations in 

both these phases are performed on the NVT ensemble, where the temperature is 

controlled via a Nosé –́Hoover thermostat89 in presence of a simulation timestep of 1 fs. 

In the first phase, we equilibrate the drop (see ref. 90 and 105 for the detailed 

procedure). In the second phase, in which drop dynamics is studied along with data 

collection, the equilibrated drop is brought to within ~3 Å from the top surface of the holey 

graphene structure. The system is then evolved forward in time again for several hundreds of 

picoseconds, and in the process, the dynamics of the drop and relevant data characterizing 

drop dynamics are collected. 

The drop dynamics, in addition to corresponding MD simulation snapshots (see figures later), 

is quantified by corresponding time evolution of the angles and spreading radii made by the 

drop on different surfaces of the holey graphene structure. These values are calculated by 

tracking the atomic position coordinate data imported to MATLAB. For more details, please 

refer to our previous studies.68,69 
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4.2.2 Motivation for the choice of system geometry  

The dimensions for the multilayer holey graphene structure used in our simulations have been 

inspired from similar experiments. Lateral ISS is equivalent to the dimensions of   the holes. 

We used three lateral separation values of 4 nm, 6 nm and 8 nm. These are perfectly 

commensurate with the hole dimensions of 2–10 nm often witnessed in experiments of holey 

graphene.96 On the other hand, we used vertical separations of 1–4 nm. Such vertical ISS 

distances are commensurate with experimental findings that are found to achieve inter-stack 

separation ranging from 0.5 nm to 7 nm by employing techniques such as vacuum filtration 

and dry pressing.11,96,113 
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Fig. 4.1 Drop imbibition in a holey graphene structure for lateral ISS (δ) of 4 nm and vertical ISS (d) of 4 

nm. MD simulation snapshots showing drop dynamics at different time instants.  
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Fig. 4.2 Drop imbibition in a holey graphene structure for lateral ISS (δ) of 4 nm and vertical ISS (d) of 4 

nm. Time variation of contact angles θ1, θ2, θ3, and θ4 identified in Fig.4.1. 
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Fig. 4.3 Drop imbibition in a holey graphene structure for lateral ISS (δ) of 4 nm and vertical ISS (d) of 4 

nm. Time variation of contact radii r1 and r2 identified in Fig.4.1. 
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Fig. 4.4 Drop imbibition in a holey graphene structure for lateral ISS (δ) of 6 nm and vertical ISS (d) of 4 

nm. MD simulation snapshots showing drop dynamics at different time instants.  
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Fig. 4.5 Drop imbibition in a holey graphene structure for lateral ISS (δ) of 6 nm and vertical ISS (d) of 4 

nm. Time variation of contact angles θ1, θ2 and θ3 identified in Fig.4.4. 
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Fig. 4.6 Drop imbibition in a holey graphene structure for lateral ISS (δ) of 8 nm and vertical ISS (d) of 4 

nm (see Fig. 4.1 and 4.4 for the definitions of δ and d). MD simulation snapshots showing drop dynamics 

at different time instants. 
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Fig. 4.7 Drop imbibition in a holey graphene structure for lateral ISS (δ) of 8 nm and vertical ISS (d) of 4 

nm (see Fig. 4.1 and 4.4 for the definitions of δ and d). Time variation of contact angles θ1, θ2 and θ3 

identified in Fig.4.6. 
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Fig. 4.8 Drop imbibition in a holey graphene structure for lateral ISS (δ) of 4 nm and vertical ISS (d) of 

2.5 nm (see Fig. 4.1 and 4.4 for the definitions of δ and d). MD simulation snapshots showing drop 

dynamics at different time instants.  
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Fig. 4.9 Drop imbibition in a holey graphene structure for lateral ISS (δ) of 4 nm and vertical ISS (d) of 

2.5 nm (see Fig. 4.1 and 4.4 for the definitions of δ and d). Time variation of contact angles θ1, θ2, θ3, and 

θ4 identified in Fig. 4.8.  

 

 
Fig. 4.10 Drop imbibition in a holey graphene structure for lateral ISS (δ) of 4 nm and vertical ISS (d) of 

2.5 nm (see Fig. 4.1 and 4.4 for the definitions of δ and d). Time variation of contact radii r1 and r2 

identified in Fig. 4.8. 
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Fig. 4.11 Drop imbibition in a holey graphene structure for lateral ISS (δ) of 6 nm and vertical ISS (d) of 

2.5 nm (see Fig. 4.1 and 4.4. for the definitions of δ and d). MD simulation snapshots showing drop 

dynamics at different time instants.  
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Fig. 4.12 Drop imbibition in a holey graphene structure for lateral ISS (δ) of 6 nm and vertical ISS (d) of 

2.5 nm (see Fig. 4.1 and 4.4 for the definitions of δ and d). Time variation of contact angles θ1, θ2, θ3, θ4, 

and θ5 identified in Fig. 4.11. 
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Fig. 4.13 Drop imbibition in a holey graphene structure for lateral ISS (δ) of 6 nm and vertical ISS (d) of 

2.5 nm (see Fig. 4.1 and 4.4 for the definitions of δ and d). Time variation of contact radii r1, r2 and r3 

identified in Fig. 4.11. 
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Fig. 4.14 Drop imbibition in a holey graphene structure for lateral ISS (δ) of 8 nm and vertical ISS (d) of 

2.5 nm (see Fig. 4.1 and 4.4 for the definitions of δ and d). MD simulation snapshots showing drop 

dynamics at different time instants. 
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Fig. 4.15 Drop imbibition in a holey graphene structure for lateral ISS (δ) of 8 nm and vertical ISS (d) of 

2.5 nm (see Fig. 4.1 and 4.4 for the definitions of δ and d). Time variation of contact angles θ1, θ2, and θ3 

identified in Fig. 4.14. 
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Fig. 4.16 Drop imbibition in a holey graphene structure for lateral ISS (δ) of 4 nm and vertical ISS (d) of 

1 nm (see Fig. 4.1 and 4.4 for the definitions of δ and d). MD simulation snapshots showing drop 

dynamics at different time instants.  

 



78 

 

 

 Fig. 4.17 Drop imbibition in a holey graphene structure for lateral ISS (δ) of 4 nm and vertical ISS (d) of 

1 nm (see Fig. 4.1 and 4.4 for the definitions of δ and d). Time variation of contact angles θ1, θ2, θ3, and θ4 

identified in Fig. 4.16 

.  

Fig. 4.18 Drop imbibition in a holey graphene structure for lateral ISS (δ) of 4 nm and vertical ISS (d) of 

1 nm (see Fig. 4.1 and 4.4 for the definitions of δ and d). Time variation of contact radii r1 and r2 

identified in Fig. 4.16. 
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Fig. 4.19 Drop imbibition in a holey graphene structure for lateral ISS (δ) of 6 nm and vertical ISS (d) of 

1 nm (see Fig. 4.1 and 4.4 for the definitions of δ and d). MD simulation snapshots showing drop 

dynamics at different time instants.  

 
 
 

 

Fig. 4.20 Drop imbibition in a holey graphene structure for lateral ISS (δ) of 6 nm and vertical ISS (d) of 

1 nm (see Fig. 4.1 and 4.4 for the definitions of δ and d). Time variation of contact angles θ2, θ3, and θ4 

identified in Fig.4.19. 
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Fig. 4.21 Drop imbibition in a holey graphene structure for lateral ISS (δ) of 6 nm and vertical ISS (d) of 

1 nm (see Fig. 4.1 and 4.4 for the definitions of δ and d). Time variation of the contact radius r2 identified 

in Fig.4.19. 

 
 
 

 
 

Fig. 4.22 Drop imbibition in a holey graphene structure for lateral ISS (δ) of 8 nm and vertical ISS (d) of 

1 nm (see Fig. 4.1 and 4.4 for the definitions of δ and d). MD simulation snapshots showing drop 

dynamics at different time instants.  
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Fig. 4.23 Drop imbibition in a holey graphene structure for lateral ISS (δ) of 8 nm and vertical ISS (d) of 

1 nm (see Fig. 4.1 and 4.4 for the definitions of δ and d). Time variation of contact angles θ2, θ3, and θ4 

identified in Fig. 4.22. 

 
Fig. 4.24 Drop imbibition in a holey graphene structure for lateral ISS (δ) of 8 nm and vertical ISS (d) of 

1 nm (see Fig. 4.1 and 4.4 for the definitions of δ and d). Time variation of contact radius r2 identified in 

Fig. 4.22. 
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4.3 Results 

Summary of results  

In this study, we report MD findings of the combined no-force spreading–imbibition dynamics of 

the water nanodrop in holey graphene architecture as a function of vertical ISS (d) and lateral 

ISS (δ) characterizing the architecture. The entire spectra of imbibition and spreading behavior of 

the drop, governed by d–δ phase space, have been summarized in Fig. 4.25 and 4.26, 

respectively. Fig. 4.1-4.24 provide detailed temporal dynamics of the nanodrop for different 

combinations of δ  and d, and Fig. 4.25 and 4.26 summarize these findings in a d–δ phase-space 

representation. Fig. 4.25 summarizes the three main types of imbibition events, namely (a) no 

imbibition, (b) partial imbibition, and (c) metastable imbibition. On the other hand, Fig. 4.26 

summarizes the five main types of spreading events, which are related, through corresponding d–

δ dependence, to the corresponding imbibition events. These spreading events are (a) wetted 

upper surfaces of two laterally separated graphene stacks in level L1, (b) wetted upper surface of 

single graphene stack in level L1, (c) wetted upper and lower surfaces of a given graphene stack 

in level L1 and wetted upper surface of a graphene stack in level L2,(d) wetted upper surfaces of 

two laterally separated graphene stacks in level L1 and wetted upper surface of a graphene stack 

in level L2, and (e) wetted upper surfaces of a single graphene stack in level L1 and wetted upper 

surface of a graphene stack in level L2. 
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4.3.1 Case 1: combined spreading–imbibition dynamics for large vertical 

inter-stack separation (ISS).  

Herein, we consider a vertical ISS of 4 nm, as shown in Fig. 4.1-4.3. We keep this vertical ISS 

constant and vary the lateral separation to values of 4 nm, 6 nm, and 8 nm (see Fig. 4.1–4.7). We 

start with the case of the least lateral separation (4 nm), which also implies the least size of the 

holes. In Fig. 4.1, we provide snapshots from our MD simulations illustrating water nanodrop 

dynamics at different time instants for this case with lateral separation of 4 nm. As the drop 

comes in contact with the uppermost level (L1) of the graphene stacks, the water molecules are in 

much closer proximity to the graphene layers of this upper level of the stack as compared to 

graphene layers of the stack at a lower vertical level (L2). As a consequence, the relative 

influence of downward attraction on the water nanodrop from the graphene layers at level L2 is 

negligible, and hence, the water drop localizes entirely in the upper level of the graphene stacks. 

Furthermore, given the relatively small lateral separation of these two stacks, the drop spreads 

simultaneously on the upper layer of these two stacks at level L1. We describe this simultaneous 

spreading behavior by studying time variation of the dynamic contact angles θ1 and θ2 [see 

Fig.4.2]. Most remarkably, we find that θ1 oscillates vigorously about a contact angle (~110º) that 

is much larger than the equilibrium contact angle (~90º) of a water drop on tri-layer unsupported 

graphene. On the other hand, θ2 oscillates about this equilibrium value (~90º). Therefore, 

although spreading occurs simultaneously on the upper surfaces of the two laterally separated 

graphene stacks of level L1, there is a distinct asymmetry in spreading. We can explain this 

asymmetry by noting that unequal mass of liquid gets distributed on these two laterally separated 

graphene stacks. Another way to confirm this asymmetric spreading is to study the time variation 
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of the corresponding spreading radii r1 and r2 showing distinct asymmetry [see Fig. 4.3]; the fact 

that r1 < r2 is commensurate with θ2 > θ2. 

 

While water remains mostly confined on the top surfaces of the laterally separated graphene 

stacks in level L1, ensuring virtually no imbibition, there is wetting of the sides of the graphene 

layers. In other words, water indeed percolates in the space between the two laterally separated 

graphene stacks; yet, we consider no imbibition, since the water drop does not wick beyond the 

upper level of the graphene stack [see Fig.4.1]. The wetting behavior of the percolated part of the 

water drop can be quantified by noting the time variation of the contact angles θ3 and θ4, both of 

which are hydrophobic. However, unlike θ1 and θ2, they demonstrate very similar values over the 

time period of spreading. This confirms that unlike spreading on the upper layer of the graphene 

stack in level L1, wetting of the sides of the graphene stack remains similar. To summarize, for 

this d–δ combination (lateral ISS δ of 4 nm and vertical ISS d of 4 nm) while imbibition is absent, 

the water nanodrop exhibits a myriad of wetting states, wetting multiple surfaces and 

demonstrating wide ranges of equilibrium contact angle values. 

We next consider the case where this lateral separation is increased to 6 nm. The MD simulation 

snapshots for different times are shown in Fig. 4.4.  Here too, water remains confined in the 

uppermost level L1 of the graphene stacks on account of relatively weak attraction from the 

graphene layers of the lower level L2. Therefore, for this case too, there is no inception of 

imbibition. A key difference with respect to the previous case (described in Fig. 4.1-4.3), 

however, is that here wetting occurs only on a single stack and not on two adjacent and laterally 

separated stacks. This obviously stems from the relatively larger lateral separation (6 nm) for this 

case. This equilibration of the drop on a single stack gives rise to several interesting wetting 

scenarios. In case the drop equilibrates on a continuous stretch of a 3-layer-graphene stack (i.e., 
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when there are no holes), it will form an equilibrium contact angle of ~90º and the value of its 

wetted radius will be rw. In the present study, rs < rw, where rs is lateral dimension of a graphene 

stack. As a consequence, the drop contact angle is substantially larger than the equilibrium angle 

(~90º) and is in the superhydrophobic regime [see the time variation of θ1 and θ2 in Fig.4.5]. Of 

course, retention of the drop in this superhydrophobic state is ensured by exertion of a large 

pinning force on the three-phase contact line along the edge of the stack. This large pinning 

force, which is possibly similar to that of the well-known Gibbs pinning experienced by liquid 

menisci in contact with surfaces with sharp edges (e.g., nanoedge of the holey graphene in the 

present case),130 also ensures that the drop does not spill over and wet the sides of the graphene 

stack; therefore, angle θ2 starts to evolve only when angle θ3 has ceased to exist (θ3 quantifies the 

wetting of the sides of the stack by the drop) [see Fig.4.5]. Hence, herein, like in the previous 

case, we find negligible imbibition, although development of wetting states is distinctly different. 

We finally study the case of a very large lateral ISS (8 nm) with this vertical ISS (4 nm). The 

MD simulated snapshots at different times are shown in Fig.4.6. Herein, unlike the other two 

cases, the drop indeed starts to imbibe, i.e., some significant portion of the drop indeed goes 

beyond the uppermost graphene layer L1. However, this imbibition is highly metastable, and the 

drop fails to reach the lower layer L2 and gets pinned to one of the lateral graphene stacks of the 

upper layer L1. Subsequently, the drop spins back and settles on the top of this graphene stack in 

layer L1. Here too rs < rw, and accordingly, one witnesses large contact angles [see the variation 

of θ1, θ2 in Fig. 4.7] with the corresponding contact lines remaining pinned along the edges of the 

graphene stack. In addition, like in the previous case (see Fig. 4.4-4.5), the drop is eventually 

confined entirely on the top surface of the stack L1 without wetting the sides of the graphene 

stack. This is established by noting that similar to the previous case (see Fig. 4.4-4.5), θ2 starts to 
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evolve only when angle θ3 has ceased to exist. It is worthwhile to mention here that pinning 

witnessed here as well as those that will be described later occur due to interaction of the water-

nanodrop contact line with sharp nanoedges of holey graphene; therefore, like in the previous 

case, pinning behavior is possibly similar to well-known Gibbs pinning.130,131 

To summarize, while we encounter several intriguing drop wetting dynamics as a function of 

interplay of lateral and vertical separations, we invariably witness that the liquid drop fails to 

demonstrate stable imbibition even beyond the graphene stacks at the uppermost level L1. 

 

4.3.2 Case 2: combined spreading–imbibition dynamics for intermediate 

vertical inter-stack separation (ISS).  

For this case, we study drop imbibition dynamics in the holey graphene structure for a smaller 

vertical ISS of 2.5 nm for three separate cases with lateral ISSs of 4 nm, 6 nm, and 8 nm. For the 

case of lateral ISS of 4 nm, the behavior is exactly identical to that in the previous case (see Fig. 

4.1-4.3). The corresponding MD simulation snapshots for this case are provided in Fig.4.8. 

Therefore, for this case too, vertical ISS of the graphene stacks is large enough (in comparison to 

lateral ISS) to ensure that water molecules are in much closer proximity to the graphene layers in 

the uppermost level (L1) compared to the graphene layers in the lower level (L2). Therefore, just 

like in the previous case, the drop fails to imbibe and remains localized on the uppermost layer 

(L1). Furthermore, the lateral ISS being small, the drop equilibrates by spreading on the two 

laterally separated stacks. In addition, like in the previous case, the description of wetting is 

completed by studying the time evolution of the contact angles θ1, θ2, θ3, and θ4 [see Fig.4.9] and 

the spreading radii r1 and r2 [see Fig. 4.10]. 
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We next consider the case where the lateral ISS is 6 nm and the vertical ISS 2.5 nm. The MD 

simulation snapshots are revealed in Fig.4.11. Unlike in the previous case (see Fig. 4.4-4.5), the 

graphene layers of the lower level L2 are in close enough proximity of the waterdrop, ensuring 

that they can exert significant attraction on the water nanodrop, thus triggering imbibition action. 

As a consequence, the drop simultaneously spreads on the graphene stack on the upper level (L1) 

and imbibes towards the lower level (L2). During this imbibition, a most remarkable situation 

arises. There is a greater number of water molecules that are closer to the bottom side of the 

graphene stack in level L1 compared to the top side graphene stack at the lower level L2. 

Therefore, the drop starts to spread on the former, while imbibing towards the latter. Eventually, 

the drop hits the graphene stacks at level L2 and starts to spread. Therefore, we end up with 

several most interesting wetting scenarios: (a) a single drop wets four different surfaces (3 sides 

of the graphene stack at level L1 and the stack at level L2), (b) a single graphene stack is wetted 

on both top and bottom, and (c) there is a distinct time lag in the onset of spreading at different 

layers [see Fig.4.13]. Here too the description of wetting is completed by noting the time 

evolution of the contact angles θ1, θ2, θ3, θ4 and θ5 [see Fig.4.12] as well the spreading radii r1, r2, 

and r3 (r1 is the spreading radius on the top surface of graphene stack at level L1, r2 is the 

spreading radius on the bottom surface of graphene stack at level L1, and r3 is the spreading 

radius on the top surface of graphene stack at level L2) [see Fig. 4.13]. Very intriguingly, we 

witness superhydrophobic values for contact angles θ4 and θ5 (i.e., the contact angles made by the 

drop on the upper surface of the graphene stack at lower level L2), but much smaller values for 

the contact angles θ1 and θ2. For the present case, imbibition beyond level L1 being favored, 

significant amount of water moves beyond L1 and distributes between the lower surface of the 

stack at level L1 and the upper surface of the stack at L2. This distribution is unequal, and more 
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amount of liquid goes towards the upper surface of the stack at L2. However, the smallness of the 

lateral extent of the graphene layer in stack at L2 ultimately results in the attainment of a 

hydrophobic contact angle (θ3 and θ4) [see Fig. 4.12] supported by a significantly large pinning 

force imparted by the edge of the graphene stack at level L2. Please note that here imbibition 

occurs only up to the graphene stacks at level L2 and the water drop does not imbibe beyond 

level L2. Therefore, this can be considered to be an example of partial imbibition. 

We finally consider the case where the lateral ISS is 8 nm and the vertical ISS is 2.5 nm. The 

MD simulation snapshots for this case are provided in Fig. 4.14. For this case, the behavior is 

very similar to that in the corresponding situation where the vertical separation is 4 nm (see Fig. 

4.6-4.7). Therefore, here too   the drop starts to imbibe, but fails to reach the lower level L2. In 

the process, the drop gets pinned to one of the lateral graphene stacks of the upper level L1. This 

pinning, coupled with the finite imbibing velocity of the drop, imparts a spinning action on the 

drop that forces the drop to spin back and settle 

on the top of this graphene stack at level L1. Furthermore, the fact that rs < rw enforces much 

larger values of contact angles θ1 and θ2 [see Fig. 4.15]. In addition, like in the previous case (see 

Fig. 4.6-4.7), θ2 appears only after the disappearance of θ3. 

To summarize, for this particular vertical ISS, we witness a plethora of imbibition behavior that 

involves no-imbibition, metastable imbibition, and stable partial imbibition. 
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4.3.3 Case 3: combined spreading–imbibition dynamics for small vertical 

inter-stack separation (ISS).  

We finally consider a much smaller vertical ISS of 1 nm. We first study the case of lateral ISS of 

4 nm [the corresponding MD snapshots are provided in Fig.4.16]. The significantly small vertical 

ISS implies that the drop senses the lower level L2 at the start of imbibition, and accordingly, it 

simultaneously imbibes and spreads. This spreading occurs on the two laterally separated 

graphene stacks at the upper level L1 and on the graphene stack at level L2. Therefore, we 

witness the following highly interesting wetting scenarios: a single drop wets five different 

surfaces, namely the upper and side surfaces of each of the two graphene stacks at level L1 and 

the upper surface of the graphene stack at level L2. Like in the previous cases, the time variation 

of the contact angles θ1, θ2, θ3 and θ4 [see Fig.4.17] and the spreading radii r1 and r2 [see Fig. 4.18] 

are provided to complete the description of the imbibition process. Key to note here is that 

imbibition is restricted only to layer L2 and the drop does not move below this layer. Therefore, 

this is the case of partial imbibition only and the drop fails to imbibe through the entire thickness 

of the holey graphene structure. 

We next consider the case where the lateral ISS is 6 nm and the vertical ISS is 1 nm [see Fig. 

4.19 for MD simulation snapshots]. Here too the proximity of the imbibing water drop to the 

graphene stack at level L2 ensures that imbibition and spreading occur simultaneously. Spreading 

occurs on one graphene stack each at levels L1 and L2. The interesting wetting states witnessed 

here are as follows: (a) a single drop wetting four different surfaces and (b) the drop exhibits 

equilibrium angles (θ2 ~ 90º) on the graphene stack at level L1 [see Fig. 4.19], but demonstrates 

contact angles (θ3 and θ4) that are much larger on the graphene stack at level L2 [see Fig. 4.20]. 

Such augmented contact angles on the lower stack can be explained by arguing that a larger 
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volume of liquid  imbibes  in  the  lower  level  (as compared to the case depicted in Fig. 4.16-

4.18), leading to the attainment of this large contact angle (on the top surface of  the graphene 

stack at level L2) supported by a large pinning force from the edges of the graphene stack. We 

also study the evolution of the spreading radius r2 [see Fig. 4.20] in order to complete the 

description of this combined spreading–imbibition dynamics. Like in the previous case (see Fig. 

4.16-4.18), here too imbibition is only a partial one since the drop does not imbibe beyond the 

graphene layers at level L2. 

Lastly, we consider the case where the lateral ISS is 8 nm and the vertical ISS is 1 nm [see Fig. 

4.22 for corresponding MD simulation snapshots]. In this case, unlike in the previous cases of 

lateral ISS of 8 nm (see Fig. 4.6-4.8 and 4.14-4.15), the drop can successfully imbibe and wet the 

graphene layer at level L2. Therefore, there is simultaneous spreading and imbibition, with 

spreading occurring on the graphene stacks at levels L1 and L2. Of course, the drop exhibits 

equilibrium angles (~90º) on the graphene stack at level L1 but demonstrates a contact angle that 

is much larger on the graphene stack at level L2 [see Fig. 4.23]. The reason is same as that for the 

case studied in Fig. 4.19-4.21 – imbibition of larger fluid mass, which is supported by the 

attainment of this hydrophobic contact angle in presence of a large pinning force imparted by the 

edges of the graphene stack at level L2.  Here too we study the evolution of the spreading radius 

r1 [see Fig. 4.24] in order to complete the description of this combined spreading–imbibition 

dynamics. Like in the previous cases (see Fig. 4.16-4.18 and 4.19-4.21), imbibition here does not 

occur beyond level L2, and hence, it is only partial imbibition. 

To summarize, for this very small value of vertical ISS, we indeed witness partial imbibition 

regardless of the value of the lateral graphene ISS, although the associated spreading and wetting 

behaviors are indeed dictated by the lateral ISS. 
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Fig. 4.25 d–δ phase space summarizing imbibition behavior of water nanodrop interacting with a 

multilevel holey graphene structure. 

 

 

 

 

Fig. 4.26 d–δ phase space summarizing equilibrium wetting behavior of water nanodrop interacting with a 

multilevel holey graphene structure. 
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Fig. 4.27 Variation in rw,NG/rw as a function of lateral ISS δ for different values of vertical ISS d during 

water–holey graphene interactions. 
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Fig. 4.28 Drop imbibition in a holey graphene structure for lateral ISS (d) of 8 nm and vertical ISS (d) of 

4 nm (see Fig. 4.1 and 4.4 for the definitions of d and d). The same geometry has been used as in Fig. 4.6-

4.7. However, here the drop starts from a location between the graphene stacks at levels L1 and L2, while 

in Fig. 4.6-4.7, the drop starts from above the graphene stacks at level L1 (see Fig. 4.1 and 4.4 for the 

definitions of levels L1 and L2). As can be seen from the figure, very little change in drop configuration 

occurs between t = 30 ps and t = 300 ps, indicating that the drop attains its final configuration rather 

quickly. 

 

 
 

Fig. 4.29 Drop imbibition in a holey graphene structure for lateral ISS (d) of 8 nm and vertical ISS (d) of 

2.5 nm (see Fig. 3.1 and 3.2 for the definitions of d and d). The same geometry has been used as in Fig. 

4.14-4.15. However, here the drop starts from a location between the graphene stacks at levels L1 and L2, 

while in Fig. 4.14-4.15, the drop starts from above the graphene stacks at level L1 (see Fig. 4.1 and 4.4 for 

the definitions of levels L1 and L2). As can be seen from the figure, not a significant amount of change in 

drop configuration is noted between t = 20 ps and t = 300 ps, indicating that the drop attains its final 

configuration rather quickly. 

 

 
 
Fig. 4.30 Drop imbibition in a holey graphene structure for lateral ISS (δ) of 6 nm and vertical ISS (d) of 

2.5 nm (see Fig. 4.1 and 4.4 for the definitions of δ and d). The same geometry has been used as in Fig. 

4.14-4.15. However, here we consider a much larger drop containing N = 5000 molecules, while for all 

other simulations, we use N = 3000 molecules. 
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4.4 Discussions 

4.4.1 Phase space for imbibition and wetting states  

In Fig. 4.25, we summarize through a d–δ phase space, the key imbibition behaviors witnessed in 

our simulations. For substantially small d (the vertical ISS), we witness imbibition of the water 

drop (or a part of the water drop) from graphene layer   at the upper level L1 to the graphene 

layers at the lower level L2. Of course, the drop ceases to move beyond the graphene layers at L2. 

Therefore, for this small value of d, one witnesses partial imbibition regardless of the value of 

lateral separation δ (see Fig. 4.16–4-24). Such partial imbibition, albeit with the generation of 

completely non-trivial wetting states (discussed later), is also witnessed for slightly larger d and 

larger δ (see Fig. 4.11-4.13). Increase in d enforces imbibition events to disappear. This 

disappearance can be in the form of no imbibition at all when the drop does not wick beyond the 

graphene layers at level L1 or in the form of metastable imbibition when a large part of the drop 

can only momentarily wick beyond L1 in an unstable fashion only to be pushed back to the top of 

layer L1. The no-imbibition events are typically witnessed for smaller values of δ (4, 6 nm) (see 

Fig. 4.1-4.3, 4.4-4.5 and 4.8-4.10), while metastable imbibition is observed for larger δ (8 nm) 

(see Fig. 4.6-4.8 and 4.14-4.15). 

The retarded imbibition behavior summarized in Fig. 4.25 is invariably associated with a wide 

plethora of wetting behaviors, as summarized in the corresponding d– δ phase space of the 

wetting states (see Fig. 4.26). For small d, where there is always partial imbibition (see Fig. 

4.25), graphene stacks at both levels L1 and L2 are wetted (see Fig. 4.26). Of course, the drop 

wets two laterally separated surfaces at level L1 for small δ (see Fig. 4.16-4.18), but wets only 

one surface at level L1 for larger δ (see Fig. 4.19-4.21 and 4.22-4.24). Interestingly, for the case 
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with larger δ, more volume of liquid wicks to the graphene stack at level L2, ensuring attainment 

of large hydrophobic contact angles on the upper surface of the graphene stacks at level L2 

supported by appropriate pinning force from the edges of the graphene sheets at level L2 (see 

Fig. 4.19-4.21 and 4.22-4.24). For large d, where there is either no imbibition or at best 

metastable imbibition, only graphene stack(s) at level L1 is wetted. Here too, two laterally 

separated stacks are wetted for smaller δ (see Fig. 4.1-4.3 and 4.8-4.10), while only one stack is 

wetted for larger δ (see Fig. 4.4-4.5, 4.6-4.7 and 4.14-4.15). For the latter case, tendency to 

confine the water drop on a single stack enforces attainment of large hydrophobic contact angles 

supported by pinning forces from the edges of the graphene stacks at level L1. The most 

interesting wetting state is witnessed for intermediate values of d and δ (d = 6 nm and δ = 2.5 

nm). For that case, the water-drop wicks towards the graphene stacks at level L2; however, the 

drop not only wets the top surfaces of the stacks at levels L1 and L2, but also wets the bottom 

surface of the stack at level L1. Therefore, we encounter an unprecedented wetting scenario 

where a graphene stack consisting of several graphene layers experiences a fiber-like wetting 

behavior and, virtually, the entire stack is engulfed. This particular fiber-like wetting ensures 

wetting of a larger surface area of graphene, as evident in Fig. 4.27. In this figure, we study the 

ratio of wetted lengths in water–graphene wetting interactions in the presence and absence of 

holes in the graphene structure. For the case with no holes, we consider a continuous stretch of 

an unsupported graphene trilayer and the wetted length is denoted as rw. On the other hand, this 

wetted length for nanoporous or holey graphene structure is denoted as rw,NG. We clearly witness 

rw,NG > rw for the case of d = 6 nm and δ = 2.5 nm. This finding of attainment of a larger wetting 

length compared to that of non-porous graphene (i.e., rw,NG > rw) establishes the significance of 

the present study for realistic applications. Nanoporous graphene, to date, has been typically used 
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for two broad classes of applications. For the first class of applications, 3-D porosity introduced 

by the nanoporous nature of holey graphene is leveraged to create greater ion-accessible surface 

area, thereby leading to applications ranging from efficient capacitive energy storage97–100 to 

enhanced chemical reactions.101,102 In the second class of applications, the porous nature of holey 

graphene allows it to be used as a nanoscopic filter, leading to applications such as in 

desalination,14–16,104,105,132 and water–ethanol separation.106 The present study opens up a new 

domain of applications of holey graphene. Studying water imbibition dynamics through holey 

graphene (please note that this is for the first time that such a study on no-force water imbibition 

through holey graphene has been conducted; all previous studies involved pressure-driven 

transport of water through holey graphene) leads to  wetting  states  where  for the first time 

holey graphene ensures an enhancement in water-accessible surface area. In other words, 

previously, holey graphene was primarily shown to enhance ion-accessible surface area; herein, 

we take it one step forward and show that holey graphene can lead to enhancement of water-

accessible surface area. Therefore, just as standard holey graphene leads to improvement in all 

applications where enhanced ion accessibility is preferred, our study conceives the use of holey 

graphene in all applications that will be benefitted by enhanced water-accessible surface area. 

Some such applications are carbon-based electrical double layer or EDL capacitors (the effect of 

EDL, which is formed at water–carbon interface, will get enhanced by enhancement of available 

water–carbon surface area),114 graphite- based compact heat exchangers (enhanced water–

graphene surface area will allow even greater compaction of heat exchangers without reducing 

performance),115 and ensuring a faster freezing  of water with much less subcooling in presence 

of holey graphene nanoflakes introduced into bulk water (enhanced water–holey graphene 
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interaction area ensures water freezing with even lesser subcooling as compared to non-holey 

graphene nanoflakes).116 

 
 

4.4.2 Comparison of results of the present study with those of pressure-driven 

transport across single- or few-layer nanoporous graphene  

There has been extensive research on pressure-driven transport of water across single- or few-

layer nanoporous graphene, unraveling tremendous potential of nanoporous graphene to help in 

desalination.14–16,104,105,132 The present study differs from these well-researched problems on two 

key accounts. First, we consider the case of no-applied-force-driven imbibition. Second and 

more important, holey graphene architecture is slightly different from that of standard 

nanoporous single- or few-layer graphene typically used in desalination. This architecture, as 

evident from recent experiments96,97 and mimicked in our simulations, consists of vertically and 

laterally separated stacks of multi-layered nano- porous graphene. Such vertical and lateral 

spacing is absent in standard single- or few-layer nanoporous membrane used for water 

desalination. Clearly, the presence of such finite spacing, coupled with the consideration of no-

applied-force imbibition, makes the role of water–graphene capillary interactions extremely 

significant. Such a significant influence of capillary interactions is not relevant for standard 

water desalination studies where pressure-driven water transport ensues across single- or few-

layer nanoporous graphene. Consequently, these studies never report the several new combined 

wetting–imbibition phenomena that we witnessed in our study. To iterate, some of these 

capillarity- driven new phenomena include (a) engulfment of a complete graphene stack by the 

water drop (leading to a fiber-like wetting state and a significant increase in water–accessible 

graphene surface area), (b) simultaneous wetting of multiple surfaces of multiple graphene 
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stacks, and (c) wetting with pinned and unpinned contact lines on vertically separated graphene 

layers. 

 

4.2.3 History and drop-size dependence of nanodrop imbibition– spreading 

dynamics of holey graphene 

In Fig. 4.28 and 4.29, we show the manner in which nanodrop imbibition–spreading dynamics 

depends on the history (or initial position) of the drop. In the case for both these figures, we 

choose δ = 8 nm, but choose d = 4 nm for the case shown in Fig. 4.28 and d = 2.5 nm for the case 

shown in Fig. 4.29. Therefore, the case in Fig. 4.28 shows the same geometry as that in Fig. 4.6-

4.7, while the case in Fig. 4.29 shows the same geometry as that in Fig. 4.16-4.18. Of course, the 

difference is that while in the case shown in Fig. 4.6-4.7 and 4.14-4.15, the drop starts from the 

top of the graphene stacks at level L1, in Fig. 4.28 and 4.29, the drop starts between the graphene 

stacks at levels L1 and L2. 

As shown in both Fig. 4.28 and 4.29, the drop fails to go beyond the graphene stacks at level L2. 

In other words, they fail to go beyond the first layer of the graphene stack that they encounter. 

This is similar to the cases reported in Fig. 4.6-4.7 and 4.14-4.15, where the water drop fails to 

go beyond the first graphene stack (namely the stack at level L1) that the drop encounters. Of 

course, the change in initial position ensures that the drop shown in Fig. 4.6-4.7 and 4.14-4.15 

undergoes initial metastable imbibition, which is missing for the drop shown in Fig. 4.28 and 

4.29. Furthermore, the absence of metastable imbibition, as shown in Fig. 4.28 and 4.29, implies 

that the drops in these figures attain their final equilibrium state much faster than those shown in 

Fig. 4.6-4.7 and 4.14-4.15. In Fig. 4.30, we show nanodrop imbibition for much larger sized 
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drops (containing 5000 water molecules compared to 3000 molecules with which the other 

simulations have been conducted). For this case, we consider δ = 6 nm and d = 2.5 nm. Hence, 

the geometry is identical to the case studied in Fig. 4.11-4.13. However, unlike in Fig. 4.11-4.13, 

we find no imbibition beyond the graphene stacks at level L1 and hence no fiber-like wetting is 

observed. However, on a closer look, we find that drop behavior in Fig. 4.30 is very much 

similar to that in Fig. 4.8-4.10 (δ = 4 nm, d = 2.5 nm); similar to the drop shown in Fig. 4.8-4.10, 

as shown in Fig. 4.30, the drop fails to go beyond the graphene stacks at level L1 and only shows 

a slight bulging in the gap between the two laterally separated graphene stacks and gradual 

spreading on topmost graphene layers on the laterally separated stacks at level L1 (compare the 

snapshots corresponding to t = 30 ps and 130 ps in Fig. 4.30). It is easy to explain this similarity 

in drop behavior shown in Fig.  4.8-4.9 and 4.30.  For a larger sized drop (N = 5000), a larger 

lateral separation (δ = 6 nm) has a similar effect as a smaller lateral separation (d = 4 nm) would 

have on a smaller drop (N = 3000). 

 

4.5 Conclusions 

In this study, we investigate for the first time no-applied-force dynamics of a water nanodrop in 

contact with a multilevel holey graphene structure, whose architecture is built up by horizontally 

and vertically separated graphene stacks consisting of unsupported graphene trilayers. We 

demonstrate remarkable combined imbibition–spreading dynamics dictated by interplay of 

lateral and vertical ISSs. The dynamics spans a multitude of imbibition conditions and wetting 

states. In fact, it may even lead to case(s) where water–graphene contact zone is enhanced 

compared to water–graphene contact corresponding to continuous graphene sheets. Given that 
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existing studies have invariably considered pressure-driven transport of water through a multi- 

layer holey graphene structure (conceived as a nanoporous graphene membrane) for water 

purification and desalination applications, the present study sheds light on a hitherto unprobed 

physical situation of no-force water interaction with a holey graphene structure. We anticipate 

that our findings will not only shed light on hitherto unknown new water–holey graphene wetting 

and imbibition states, but will also provide useful insights into newer uses of holey graphene in 

significantly enhancing graphene–water interaction area for applications ranging from energy 

storage to heat transfer.114–116 As a part of future research, we plan to extend the understanding 

developed through this study to cases where graphene nanoedges undergo oxygen terminations 

when these edges come in contact with water nanodrops, elucidating the role of applied electric 

field to improve water transport through porous graphene (in a manner similar to that achieved 

for nanoporous gold130 
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Chapter 5: Dynamics of a Water Nanodrop through a Holey 

Graphene Matrix: Role of Surface Functionalization, Capillarity, 

and Applied Forcing 

 

5.1 Introduction 

Nanoporous graphene, where continuous graphene sheets are made discontinuous by the 

presence of holes created on account of missing of certain C bonds,133 has seen exceedingly 

growing recent interest in a multitude of applications, such as supercapacitors and batteries,134,135 

hydrogen production,136,137 water desalination  and  filtration,15,17,24,104,138–141 molecular   

sieving142 water−ethanol separation,106,143 ion selection,144,145 DNA sequencing,146 and many 

more. Holey graphene (HG) is a particular form of nanostructured graphene where multilayers of 

nanoporous graphene layers are organized in the form of stacks95–101,147–150 and has been employed 

in several of the above applications that are benefitted by the presence of a large ion-accessible 

graphene surface area that the HG system offers. However, unlike the case of a single layer of 

nanoporous graphene, a HG system, possibly for having a thickness much larger than a single-

layer nanoporous graphene, has never been utilized for membrane- like applications, such as 

water desalination, separation of water from a liquid−liquid mixture, etc. Central to these 

applications involving water is the manner, in which the interplay of an applied force, the 

capillary effects, and the nature of functionalization of the edges of the graphene holes dictates 

the water−HG interactions. Recently, the present authors have unveiled several important aspects 

of the no-force-driven wetting dynamics of a water nanodrop in contact with (a) monolayer and 
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multilayers of supported and unsupported, non-porous graphene layers76 and (b) surfaces with 

graphene nanopillars.77  

In this chapter, we employ molecular dynamics (MD) simulations to probe the force-driven 

dynamics of a water drop through a HGA. The edges of the holes of the HG are functionalized 

with either -H termination (we denote it as hydrophobic functionalization or HOF) or -OH 

termination (we denote it as hydrophilic functionalization or HIF). This functionalization saturates 

the unsaturation created by the removal of the C atoms during the formation of the holes. We study 

in detail the dynamics of a water drop through this HGA under different magnitudes of the applied 

forcing (on the water drop). We consider forces varying from 0.005 to 1 kcal/molÅ. Forces of the 

order of 0.1 kcal/molÅ and larger are often so large that they enforce such a hastened transport 

that we fail to single out ant time interval where one can witness a constant time-independent flux 

(this issue is discussed further later in this section). Therefore, we provide a detailed analysis of 

the drop dynamics for forces that are significantly smaller. For such forces, the capillary effects 

become significant given that we are considering a water drop and not a slab of water. Moreover 

for such forces the dominant influence of capillarity ensures a progressive increase in the flux with 

an increase in the applied force for HG with both HOF and HIF, while for larger forces the flux 

saturates and stops increasing with an increase in the force. On the other hand, large attractions 

between water and the HIF ensure (a) arresting of the dewetting effects enforcing retention of the 

water molecules within the graphene stacks and (b) slowing down of the transport of the water 

molecules past the graphene edges (see Fig. 5.1 a,b). As a consequence, the HGA with HOF 

demonstrates both augmented flux and an augmented volume of the permeated water for most of 

the force values for forces less than 0.1 kcal/molÅ. Finally, we pinpoint a time interval when the 

flux of water coming out of the HG with either HOF or HIF is constant. As already indicated, for 
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forces larger than or equal to 0.1 kcal/molÅ, we do not witness any such time interval where the 

flux is constant. Identification of this time interval where the flux is constant for smaller forces, 

allows us to attempt a Darcy’s Law like description of the flux for such forces – we witness that 

capillarity enforces a breakdown of the Darcy’s Law with flux becoming proportional to Fα, where 

α=1.3 and 1.7 for HG with HIF and HOF, respectively.   

  



104 

 

 

 

Figure 5.1. Schematic of the nanodrop dynamics in HGA with different functionalizations of the hole. 

The stack levels L1−L3 are the upper, middle, and lower stacks, with each stack consisting of three layers 

of graphene. Figure 5.5 identifies these stacks as well as the lateral interstack separation or ISS (δ) and 

vertical ISS (d) in a two-dimensional (2-D) representation. (a, b) Nanodrop dynamics for small forces (F 

< 0.1 kcal/(mol Å)) in HG with (a) hydrophilic functionalization (HIF) and (b) hydrophobic 

functionalization (HOF). The process is dominated by (i) the retention of water due to arrested dewetting 

for HG with HIF (see the larger water mass on graphene stacks in level L1 for HG with HIF) and (ii) 

reduced flow rate and hence reduced flux due to HIF-water attraction (see the thinner velocity arrows near 

the graphene edges for graphene stacks in level L3 for the HG with HIF). 
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5.2 Materials and Methods 

The water nanodrop trajectories within the HGA are simulated in 2-D setup using the Large-

scale Atomic/Molecular Massively Parallel Simulator (LAMMPS) software package. The water 

is modeled using TIP4P/2005 model, whereas the graphene architecture is constructed by 

considering each graphene stack to be made up of three graphene layers with specified vertical 

and lateral separations between the stacks and appropriate functionalization of the graphene 

edges. Appropriate post-processing of the water trajectories is carried out to obtain the different 

parameters that quantify the process. 

 

5.2.1 System description  

We carefully choose a quasi-2D geometry as described in the previous studies77 to eliminate the 

tremendous line tension effect on the observed drop contact angle (θ) and the resulting wetting 

effects, which are critical to probe the nanodroplet-HGA interactions. Accordingly, the 

simulation box is set as 450 Å in x-axis direction, 20 Å in y-axis direction and 500 Å in z-axis 

direction. Periodic boundary condition is applied to all directions. Each stack of the graphene 

matrix (three layers graphene with 40 Å in length and 20 Å in width) represents the graphene 

sheets in between two holes, and the diameter of the holes are set as 60 Å (see Fig. 5.2). The 

vertical inter-stack separation between two holey graphene stacks is set as 25 Å. The holes 

(reflected as the lateral ISSs) are created by removing the C atoms; consequently both the edges 

of the graphene sheets have a zigzag shape ending with hydrogen (-H functionalization) or 

hydroxyl (-OH functionalization) terminations. The hole diameter and interlayer distance is 

selected by following the current experimental result, where the hole diameters mostly appear 
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around 5 nm.151  And interlayer distance can be tuned in a range of 0.5-7 nm.108 Fig. 5.2 provides 

a detailed view of the HG matrix.  

 

Simulation model 

Simulations have been carried out using the Large-scale Atomic/Molecular Massively Parallel 

Simulator (LAMMPS) software package. Water has been modeled using the Tip4p/2005 

model.152
 This model allows accounting for the dipole-dipole interactions between water 

molecules and the partly charged terminations. Furthermore, in this model, the non-bonded 

interactions between distinct species (which are water molecules, C atoms, and the 

functionalization groups) consists of the Lennard–Jones (LJ) 12-6 potential (with a cut off 

distance of 10 angstroms) and columbic interaction. The parameters are calculated through 

Lorentz-Berthelot mixing rules15 and summarized in Table 5.1. The carbon atoms in the 

graphene are fixed at their initial position, as there is no significant impact of graphene flexibility 

on the wetting behavior. Finally, in this model we incorporate the CHARMM36 force field 

potential file153into the LAMMPS for attributing the inner molecular interaction of hydroxyl 

terminations, which contains C-O and O-H bonds, C-O-H and C-C-O angles, and C-C-O-H 

dihedral motions. For hydrogen terminations, the C-H bond is set as fixed.  

 

Performing simulation  

All simulations are performed on a canonical ensemble (NVT) with temperature controlled by a 

Nose´–Hoover thermostat at 300 K. The time step is 1 fs. The simulations start by equilibrating 

water drops significantly away from the HG matrix. This will ensure that we consider the 
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interaction between a water nanodrop and a HG (and not “bulk-water”-nanoporous-graphene 

interaction). In Fig. 5.3, we show the equilibration process. 3000 water molecules (this number 

of water molecules leads to a drop of 6.5 nm diameter) transfer from solid phase to liquid phase 

by when the system temperature is increased from 1K to 300K in 50K increments. All the 

intermediate temperatures are held constant for 50 ps and the final 300K is kept constant for 200 

ps to ensure that the equilibrium phase has been achieved. 

Post equilibrium, a force (~kcal/mol-Å) is applied to every individual water molecule in the drop 

in order to make the drop permeate across the HGA (a representative snapshot is shown in Fig. 

5.4). We use a large simulation box as compared to the water droplet size to ensure that the drop 

is not affected by its neighbors. As a result, only a small area (140 × 20 Å2, see Fig. 5.4) of the 

matrix interacts with water and we use this area information to convert the applied force to a 

pressure (for the present dimensions, where F and pressure are linearly related, F=1 kcal/mol Å 

is equivalent to a pressure of 22 GPa), which helps the results to tally better with the 

experiments. 
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Figure 5.2. (a) Side view of the holey graphene matrix with hydroxyl terminations. Magnified (b) side and 

(c) top view of a representative of holey graphene sheets in between the two holes.  

 

Table 5.1: LJ and charge parameters used in the simulations  

Elements ɛ(kcal/mol)  𝝈 (Å) q(e) 

C(sp2) 0.0859 3.3997 0 

CCOH 0.0703 3.55 0.2 

HCOH 0 0 0.44 

OCOH 0.155 3.07 -0.64 

CCH 0.046 2.985 -0.155 

HCH 0.0301 2.42 0.115 

Hw 0 0 0.5242 

Ow 0.16275 3.16435 -1.0484 
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Figure 5.3. (a) Side view of 3000 water molecules at their initial position at 0k. (b) 50K. (c) 150K. (d) 

300K. 
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Figure 5.4. (a) Perspective view of the water molecules permeating the holey graphene matrix at 

300k. (b) Top view of the matrix with the equivalent pressure calculation zone highlighted.   
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Figure 5.5. Flux-vs-force variation for the HGA with HIF and HOF. In the figure, we demonstrate dN/dt 

∼ Fα (where αHIF = 1.3 and αHOF = 1.7) from small force values.  
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Figure 5.6. Nmax/Ntotal-vs-force variation for the HGA with HIF and HOF. Here, Nmax is the maximum 

amount of water molecules that leaves the HG, whereas Ntotal is the number of water molecules present in 

the water nanodrop. 
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Figure 5.7 Time variation of the cumulative number of water molecules N leaving the HGA for (a) HG 

with HIF and (b) HG with HOF. In the inset of each of (a) and (b), we zoom the region of linear slope of 

the N-vs-t curve [this region is highlighted in (a) and (b)], clearly depicting how the flux (dN/dt) is larger 

for the HG with HOF. 

 

 
 

Figure 5.8 Time snapshots showing the dynamics of water drop through the HG system for (top) HOF 

and (bottom) HIF. The time corresponding to these snapshots are identified in the figure. We consider an 

applied force of F = 0.03 kcal/(mol Å) for this case. 
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Figure 5.9. Time snapshots showing the dynamics of water drop through the HG system for (top) HOF 

and (bottom) HIF. The time corresponding to these snapshots are identified in the figure. We consider an 

applied force of F = 0.0125 kcal/(mol Å) for this case. 
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5.3 Results and Discussion  

5.3.1 Flux and Volume of the Transported Water 

Figure 5.5 shows the flux (quantified by dN/dt, here N = N(t) denotes the total number of water 

molecules that have left the HGA at time t) as a function of the applied force for the HG with 

both HIF and HOF. We show the results for both the small and large forces. We clearly witness a 

slightly enhanced flux for the HG with the HOF. Figure 5.6 provides the variation of the total 

volume of the permeated water as a function of the applied force. Here too we witness a distinct 

increase for the case of HOF for most of the force values less than 0.1 kcal/(mol Å). 

To better analyze the flux behavior for force values less than 0.1 kcal/(mol Å), we study the 

time variation of N (whichprovides the permeation rate or the flux) for different forces (see 

Figure 5.7a,b). Given that N denotes the number of water molecules leaving the HGA, we find N 

= 0 immediately after the drop enters the HGA. However, N gradually increases and attains a 

linear slope for certain time interval (see the magnified figures in the inset of Figure 5.7 a,b). This 

implies a constant dN/ dt for this time interval, leading to the case of a steady flow because ṁ= 

ρAv ⇒ K(dN/dt) = ρAv ⇒ v = constant (here ṁ is the mass flow rate, which is proportional to 

dN/dt, v is the velocity, ρ is the density of water, and A is the effective passage area for the water to 

come out of the HGA). This increase in N with time is soon arrested and we witness saturation 

in the value of N, signaling that there is no further elimination of water from the HGA. Of 

course, this saturation value is larger for the HOF indicating a greater amount of permeated 

volume.  
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Identification of the time domain where the flow (or the flux) is steady allows us to attempt a 

Darcy’s law-like description of the flux-versus-force behavior (Figure 5.5). The strong influence 

of capillarity leads to a breakdown of Darcy’s law. In other words, flux-versus-force variation is 

no longer linear; rather (
𝑑𝑁

𝑑𝑡
)

𝐻𝐼𝐹
~𝐹1.3 (hence κHIF ∝ F0.3) and (

𝑑𝑁

𝑑𝑡
)

𝐻𝑂𝐹
~𝐹1.7 (hence κHOF ∝ 

F0.7). Consequently, the permeability κ (where κ ∝ (
𝑑𝑁 

𝑑𝑡
) /𝐹) is force-dependent and is expressed 

as κHIF ∝ F0.3 and κHOF ∝ F0.7. As capillarity dominates here, any increase in force increases the 

influence of the applied force much more as compared to what happens for larger forces. This 

justifies this nonlinear behavior of the flux with respect to the applied force or equivalently a 

force-dependent permeability. Furthermore, the fact that κHOF > κHIF can be justified by a 

significant retardation of the water transport past the graphene edges for the HIF on account of an 

enhanced water- hydrophilic-edge attraction. Figure 5.1 provides the schematic, Figures 5.8 and 

5.9 provide the actual MD simulation snapshots. It should be noted that this steep nonlinear 

increase of the flux with the force for both types of functionalization is arrested for larger F. For 

such F, the flux effectively becomes constant and independent of F. 

The total volume or the total number of the permeated water molecules is invariably larger for the 

HG with HOF, regardless of the force magnitude (see  Figure 5.6). This occurs since the 

hydrophilic edges attract the water enforcing a retarded dewetting of water from the wetted 

graphene layers in HG with HIF. It is to be noted here that for a few values of forces less than 

0.1 kcal/ (mol Å), we witness the value of N for the HG with HIF to be comparable or slightly 

larger than N for the HG with HOF. Of course, as has been elucidated later (see Figures 

5.10−5.14), this trend where the total volume of permeated water is larger for the HG with HOF 

persists for other combinations of system parameters (e.g., different values of d and δ and 

different numbers of graphene layers constituting the graphene stack). 
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5.3.2 Time-Dependent Water Trajectories through the HG Architecture.  

Two mutually interconnected processes dictate  the  transport  through  the  HGA:  (a)  vertical  

force imbibition (VFI) across the HGA and (b) wetting and dewetting across the graphene stacks 

at different levels (L1− L3, see Figure 5.8). Below we analyze this transport behavior for two 

different force values and attempt to explain the variation of flux and the permeated water 

volume as a function of the force (see Figures 5.5, 5.6) for different types of hole 

functionalization.  

 

Transport for F = 0.03 kcal/(mol Å) 

The simulation snapshots provided in Fig. 5.8 elucidate the drop dynamics for the cases of the 

HG with HIF and HOF, respectively (top panel: HG with HOF and bottom panel: HG with HIF). 

As the drop starts to penetrate the HGA, it contacts the graphene stacks at the uppermost level 

(level L1) and starts to spread on the two laterally separated graphene stacks. This spreading 

dynamics is very similar for both the cases of HG with HIF and HG with HOF (see Figure 5.8 a-

top,bottom) because only a very little fraction of the drop hits the functionalized edges during the 

onset of the spreading process. As a part of the water drop spreads, the rest of the drop undergoes 

the VFI across the graphene stack. Subsequently, this penetrating mass of water hits the center of 

the stack on the intermediate level (level L2) and spreads on that stack identically for both the 

cases of HG with HIF and HG with HOF (see Figure 5.8a-top,bottom). Post this spreading, for 

HG with both types of functionalization, some water gets retained on this stack, whereas the rest 
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of the water penetrates further and hits and spreads on the two laterally separated stacks at the 

lowermost level or level L3 (see Figure 5.8b-top,bottom). In the meantime, the spreading on the 

uppermost stacks (at level L1) ceases and the dewetting starts. For the HG with HIF, a strong 

attraction between the water and the hydrophilic graphene edges retards the dewetting, thereby 

ensuring some water molecules fail to come out of the graphene stacks (compare Figure 5.8 b-top 

and 5.8 b-bottom). Such retarded dewetting driven retention of water molecules decreases the 

total volume of permeated water for the HG with HIF for F = 0.003 kcal/(mol Å) (see Figure 

5.6). The water molecules that have wetted the stacks at the lowermost level (level L3) overshoot 

the graphene layer and eventually leave the HG system. However, this overshooting enforces the 

water molecules to again come into contact with the functionalized graphene edges. The 

hydrophilic edge attracts the water molecules, which opposes the tendency of the water 

molecules to overshoot and leave the graphene stack. As a consequence, the time needed for the 

water molecules to come out of the HGA significantly increases for the HG with HIF. On the 

contrary, the HG with HOF does not impart such attraction, enforcing a much faster escape of the 

water molecules. This justifies the smaller flux for the HG with HIF for F = 0.003 kcal/(mol Å) 

(see Figure 5.5). The reduced flux ensures the presence of a much larger water within the HG with 

HIF (see the snapshots corresponding to t = 28 ps in Figure 5.8c and t = 60 ps in Figure 5.8d).  

 

Transport for F = 0.0125 kcal/(mol Å) 

Here, we consider drop dynamics for a much smaller force (F = 0.0125 kcal/(mol Å)) (see Figure 

5.9). The simulations elucidate the drop dynamics for the cases of the HG with HIF and HOF. 

Very much similar to the case of F =0.03 kcal/(mol Å), here too we witness for both the cases of 

HG with HIF and HG with HOF (a) spreading and subsequent dewetting on graphene stacks in 
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level L1, (b) VFI of the remaining water molecules to wet the graphene stacks at levels L2 and L3, 

and (c) escaping from the HGA following the wetting of the graphene stacks in level L3. 

However, there are two key differences as compared to the case of F = 0.03 kcal/ (mol Å). For 

example, here the dewetting from the stacks in level L1 is even more retarded for the HG with 

HIF leading to the retainment of a much large amount of water in the stacks. This stems from the 

fact that the force being lower, the dominant effects of capillarity is experienced even more 

pronouncedly leading to such an augmented hydrophilic- water-attraction mediated enhanced 

retention of water on graphene stacks in level L1. The second difference is the manner in which 

the water exits the HGA. Firstly, the low applied force implies that the water molecules do not 

overshoot the graphene stack in level L3. Consequently, the lowering of the velocity of the 

exiting water molecules for the HGA with HIF is witnessed as the water passes by the graphene 

edge (of the graphene stacks in level L3) that is nearer to the wetted graphene stacks in level L2. 

Most importantly, for the HGA with HOF the repulsion of the water molecules from the 

hydrophobic edges and the fact that the driving force remains small allows the water molecules 

to coalesce and exit the HGA as nearly a single mass of water. Of course, the gross behavior of 

augmented retention of water by the HG with HIF (and hence an increased value of permeated 

volume of water for the HG with HOF) and an augmented flux for the HG with HOF is witnessed 

here too. 

  



120 

 

 

 

 

Figure 5.10. Variation of the flux for different values of the vertical spacing d (see Figure 5.8 for the 

definition) for two force levels (F = 0.03, 0.0125 kcal/(mol Å)) and for HG with both HOF and HIF. All 

other parameters are same as that in Figures 5.5−5.9. 
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Figure 5.11 (a) Variation of the flux and (b) variation of Nmax/Ntotal for different values of the vertical 

spacing d (see Figure 5.8 for the definition) for two force levels (F = 0.03, 0.0125 kcal/(mol Å)) and for 

HG with both HOF and HIF. All other parameters are same as that in Figures 5.5−5.9. 
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Figure 5.12 (a) Variation of the flux and (b) variation of Nmax/Ntotal for different values of the hole 

dimension (which is also the horizontal gap δ between the graphene stacks, see Figure 5.8 for the 

definition of δ) for two force levels (F = 0.03, 0.0125 kcal/(mol Å)) and for HG with both HOF and HIF. 

All other parameters are same as that in Figures 5.5−5.9. 
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Figure 5.13 (a) Variation of the flux and (b) variation of Nmax/Ntotal for different values of the hole 

dimension (which is also the horizontal gap δ between the graphene stacks, see Figure 5.8 for the 

definition of δ) for two force levels (F = 0.03, 0.0125 kcal/(mol Å)) and for HG with both HOF and HIF. 

All other parameters are same as that in Figures 5.5−5.9. 
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Figure 5.14 Variation of the flux for different number of graphene layers constituting each graphene stack 

for two force levels (F = 0.03, 0.0125 kcal/(mol Å)) and for HG with both HOF and HIF. All other 

parameters are same as that in Figures 5.5−5.9. 
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Figure 5.15 Variation of Nmax/Ntotal for different number of graphene layers constituting each graphene 

stack for two force levels (F = 0.03, 0.0125 kcal/(mol Å)) and for HG with both HOF and HIF. All other 

parameters are same as that in Figures 5.5−5.9. 

 

5.3.3 Effect of the System Parameters.  

Effect of Variation of the Vertical Spacing d between the Graphene Stacks on the Drop 

Dynamics 

We carry out separate simulations for a smaller vertical spacing d (between the graphene stacks, 

see Figure 5.8) of 10 Å and compare the results with those from our simulations with d = 25 Å 

(see Figure 5.5-5.9). We conduct simulations for two force levels (F = 0.03, 0.0125 kcal/(mol 

Å)) and for HG with both HOF and HIF. 
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We provide simulations showing the dynamics for both HOF and HIF for F = 0.03 kcal/(mol Å). 

The basic drop dynamics for both the force levels as well as both types of functionalization remain 

the same for this case as well. The drop follows the same pattern of interactions with the HGA: it 

first hits and spreads on the two top layers (stacks in level L1, see Figure 5.8 for definition of L1), 

then penetrates and hits the graphene stacks at level L2 (see Figure 5.8 for definition of L2), and 

finally hits and slides along the graphene stacks at level L3. More importantly, for this value of d 

as well, the values of dN/dt and Nmax/Ntotal are more for the HOF than HIF (see Figure 5.10). The 

most important issue, however, is that both these quantities get drastically reduced in comparison 

to the case of d = 25 Å (see Figures 5.10, 5.11). Significantly lower vertical separation between 

the graphene stacks would imply that the water drop prefers more lateral wetting and spreading 

than vertical forced imbibition leading to these significantly smaller values of dN/dt and 

Nmax/Ntotal. 

 

Effect of Variation of the Vertical Spacing d between the Hole Dimension δ on the Drop 

Dynamics 

 We carry out simulations for a different value of the hole dimension δ (see Figure 5.8 for the 

definition of δ), namely δ = 40 Å. Our previous simulations (Figures 5.5-5.8) were for δ = 60 Å. 

For this case as well, we consider two force levels (F = 0.03, 0.0125 kcal/(mol Å)) and HG with 

both HOF and HIF. In simulations, we show the corresponding dynamics for HG with HOF and 

HIF for F =0.03 kcal/(mol Å). Here too the basic drop dynamics, i.e., the manner, in which the 

drop wets the graphene stacks at the different levels (L1−L3), remain very similar to those for δ = 

60 Å. The most important issue here is that the larger lateral proximity between the stacks 

(because δ is smaller) ensures that the water shows more enhanced wetting and spreading 
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tendency as compared to the case of δ = 60 Å (as evident in the simulations), and this is manifested 

in smaller values of dN/dt and Nmax/Ntotal (see Figures 5.12,5.13). Of course, for this system as well 

dN/dt and Nmax/Ntotal for the HG with the HOF is always more than the HG with the HIF. 

 

Effect of Variation of the Number of Graphene Layers in Each Stack on the Drop 

Dynamics 

The previous simulations (Figures 5.5-5.9) considered each graphene stack to consist of three 

graphene layers. Here, we repeat the simulations for the HG system where each graphene stack 

consists of only one graphene layer. Here too we consider two different forces (F = 0.03, 0.0125 

kcal/(mol Å)) as well as HG with both HOF and HIF. We provide simulations elucidating the 

drop dynamics for the HG with HOF and HIF for F = 0.03 kcal/(mol Å). Here also, the drop 

dynamics is very similar to that for the case where each graphene stack consists of three graphene 

layers. More importantly, we do not see any noticeable trend in the drop- HG interactions that 

may affect the overall values of dN/dt and Nmax/Ntotal. In fact, as revealed by Figures 5.14,5.15, 

there is hardly any difference between the cases with HG stacks of one and three graphene layers 

for a given force and given type of functionalization. Of course, here too we find that the HG 

with HOF shows distinctly larger values of dN/dt and Nmax/ Ntotal as compared to the case of the 

HG with HIF. 

 

5.3.4 Graphene Stacking Stability in an Aqueous Environment  

As we mentioned in this chapter, one of the most important motivations to investigate the 

transport properties of graphene-based stockings is its application on seawater desalination. 

http://pubs.acs.org/doi/suppl/10.1021/acs.jpcc.8b01749/suppl_file/jp8b01749_si_008.avi
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Due to graphene’s robust nature, graphene can possible sustain high pressure gradients. 

However, to the best of our knowledge, none of the previous work has carefully examined 

whether the graphene stacking structure is stable is water, i.e., Could the vertical interlayer 

distance of graphene stacking immersed in water be stable at a value that allow water to 

penetrate but reject ions (Fig. 5.16)? Without getting an answer to this issue, many reports 

simply fix or constrain carbon atoms to their initial locations. Here, we systematically 

investigate the stability of graphene stackings under various conditions.  

Compared to the model using fixed carbon atoms, we employ the Dreiding force field to 

allow graphene to deform, and only the center of mass of graphene sheet is sampled during 

the simulations. The potential of mean force (PMF) curve using the interlayer distance as a 

reaction coordinate is mapped to reveal the stability of graphene stackings in an aqueous 

environment.  

Fig 5.17 indicates that the two metastable states have very small energy barriers that are 

easily to be overcame by the thermal fluctuations, regardless the presence of pressure 

gradient or solutes. It is worthy to extend the dissuasions on the role pressure gradient plays in 

the stability. The hydrophobic effect between two graphene sheets is so strong that make water 

almost impossible to enter its interlayer spacing, or in the other words, the recombination of two 

free-standing graphene sheets in water is inevitable. But how would pressure change the game? 

As a pressure gradient is added to the system, water molecules are constantly pushed through the 

membrane, however, due to the finite maximum flux limit, a graphene stacking would respond to 

the exceed water flux by spontaneously wider the interlayer spacing. Would this factor be large 

enough to overcome the energy barrier to separate the recombined graphene sheets? The PMF 

shows that instead of opening the interlayer spacing, the pressure gradient helps the graphene 
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sheets recombine as the pressure increase the probability to bring these two sheets close enough 

to recombine. Therefore, pristine graphene stacking is not able to form stacking in water with a 

interlayer distance larger than 0.33 nm, half of the lattice constant along stacking direction. 

 

Figure 5.16 (a) the interlayer distance d is arbitrarily chosen in previous research. (b) the graphene 

stacking is most stable without accommodating any water molecules. (c-d) graphene stackings reach 

metastable states when there are one-layer or two-layers water in between graphene sheets. 
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Figure 5.17. Normalized PMF(Φ) curve of graphene stacking using the interlayer distance d as a reaction 

coordinate, in four different environments: pure water without pressure gradient, ionic solution without 

pressure gradient, pure water with pressure gradient, and ionic solution with pressure gradients.  

 

5.4 Conclusions 

In this paper, we unravel that the force-driven dynamics of a water nanodrop through a HG 

matrix, characterized by parameters, such as the nature of functionalization of the edges of the 

HG and the dimensions of the holes and the vertical spacing separating the different graphene 

stacks, depend on the intricate interplay of the capillary effects and the impact of the driving 

force. For significantly lower forces, it is possible to attempt a Darcy law-like description of the 

water transport only to witness that the flux varies nonlinearly with the employed forcing with 

the extent of nonlinearity being much more severe in HG with HOF. The HG with the HOF also 

demonstrates a larger value of the total permeated water volume and we ascribe both these 

enhanced flux and enhanced permeation to the repulsive interactions between the hydrophobic 

edges and the water molecules. We also carry out an extended parametric analysis of the problem 



131 

 

and witness that this tendency of the HG with HOF to enhance the flux and the permeated water 

volume remain intact. 

At the end, it is worthwhile to briefly discuss the connection of the present study to a more 

extensively studied problem of water transport through graphene oxide (GO) or reduced 

graphene oxide (rGO) laminate films.148,154,155 These films are in the form of submicron thick 

membranes, and the graphene stacks/flakes are often separated by as small a gap as d = 4 Å 

(please see Figure 5.1c of ref 155 for the schematic). On the other hand, the lateral dimension (L) 

of the graphene flakes can be hundreds of nanometers making L/d ∼ 1000. Under such 

circumstances, the laminate graphene membrane has a significantly larger tortuosity than the 

HG architecture that we consider here, enforcing the water molecules in such laminate films to 

undergo a much larger traversal distance inside the laminate membrane as compared to the case 

of HG. Therefore, the experimentally motivated94,96 HG structure that we consider is significantly 

different from that of the graphene laminate membrane and therefore deserves to be investigated in 

terms of its properties in permeating water despite the significant number of earlier efforts in the 

investigation of water transport phenomena in a GO/rGO laminate structure. 

In addition, we carefully investigate the stability of graphene sheets in aqueous environments, 

with or without the presence of pressure gradient or solutes by mapping the PMF curve using the 

interlayer distance as the reaction coordinate. The four PMF (free energy) shows very similar 

trend, which the graphite state (d=0.33nm) is the most stable phase and one-layer and two-layer 

water states are metastable. Moreover, the system strongly prefers the graphite state without a 

large enough barrier to separate the two metastable states from the stable graphite state. The 

results suggest that the pristine graphene stacking with any separation other than 0.33nm is 
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intrinsically energetically unfavorable and get little influence from other factors like the presence 

of ions and pressure.  
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Chapter 6: Water−Holey-Graphene Interactions: Route to Highly 

Enhanced Water-Accessible Graphene Surface Area 

6.1 Introduction  

Nanoporous graphene represents a particular type of structurally defective graphene.133,156,157 

These defects, appearing in the form of pores or holes, are a type of point defect. When many 

lattice atoms are removed from a small area on a layer of a graphene, the formation of such holes 

(with often unsaturated bonds) is preferred over the corresponding reconstruction that may 

necessitate bending or warping of the layer. These holes are characterized by unsaturation at the 

edges, which get saturated by hydrophobic or hydrophilic functionalization.158 There has been 

massive interest in understanding the physics, chemistry, and material science of nanoporous 

graphene owing to its extensive use in a large number of applications such as 

desalination,15,24,104,138,139,158–160 dialysis,159 water−ethanol separation,143,161 DNA 

sequencing,158,161 oxygen reduction,162,163 selective molecular and ion sieving,13,17,164–167 

fabrication  of  supercapacitors168  and  fuel  cells,169  and many more. Holey-graphene (HG) is 

an interesting variant of the nanoporous graphene, where unlike the typical case of single or few 

layers of nanoporous graphene, one witnesses a periodically spaced (having a spacing of one to 

several nanometers, i.e., much larger than the typical graphene interlayer distances) graphene 

stack, where each stack consists of a single or a few layers of nanoporous graphene.94–101,149,170–

175 HG is a relatively recent discovery that has kindled the imagination of material scientists and 

chemists alike providing most notably a mechanism to significantly enhance the ion-accessible 

surface area of graphene. Such a capability of HG has been extensively used for applications 

such as fabrication of ultracapacitors and supercapacitors,96,98–100,114,175 ultrahigh-rate energy 
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storage,149 promoting chemical reactions101,170,171 and atomic adosprtion,172 improving the 

functioning of Li-ion batteries,173,174 etc. 

The significant number of investigations employing atomistic simulations to probe the interaction 

of water with a single or a few layers of nanoporous graphene have invariably considered a 

“bulk” mass of water (in the form of a cube or a rectangular parallelepiped) and neglected any 

detailed wetting or   capillary   interactions   between   water   and nanoporous 

graphene.15,24,104,138 On the other hand, the very structure of HG (see Figure 6.1) necessitates 

consideration of a framework that appropriately accounts for the water−graphene wetting 

interactions stemming from the apparently unavoidable role of the three phase contact line in 

dictating the water−HG interactions. Therefore, unlike the previous MD simulation studies, in 

the present study, we consider the interaction between an appropriately equilibrated water drop 

and the HG architecture (or HGA). In a recent study,176 we have employed MD simulations to 

probe the imbibition behavior of a water nanodrop in an HGA in the absence of any externally 

imposed force on the drop. Our simulation setup considered HG dimensions predicted by the 

experiments.96,108,113 Our results in that paper,176 in addition to pinpointing different novel 

spreading and wetting states, also pointed to the development of a fiberlike wetting state where 

the drop wetted multiple surfaces of the HGA, eventually ensuring a wetting area ratio rw,HG/rw,G 

> 1 (where rw,HG is the graphene−water wetted area for the HGA and rw,G is the equilibrium 

graphene−water wetted  area  for  the  a  water  drop  resting  on  a nonporous graphene 

substrate). 
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Figure 6.1. (a-i) Schematic of the actual experimentally fabricated holey-graphene architecture (Reprinted 

with permission from ref 98. Copyright © 2014 Nature Publishing Group.). The yellow arrows in the 

picture represent the direction of ion transport through the HG (see ref 66). (a-ii) Magnified section of this 

HG system that we attempt to simulate. (a-iii) Schematic representation of our simulation geometry trying 

to represent the magnified section in a-ii in a two-dimensional setting. (Reprinted with permission from 

ref 181. Copyright © 2017 PCCP Owner Societies). The HG is characterized by the dimensions δ (lateral 

separation between graphene stacks), δl (horizontal span of the graphene stack), and d (vertical separation 

between graphene stacks) [kindly compare a-ii and a-iii]. (b-i) Schematic of the generation of wetting 

states that ensure enhanced water-accessible graphene surface area by the interaction between water and 

HG. This enhanced water−graphene surface area is represented by the contact area (rw,HG) over which 

water and HG surfaces interact and is compared (see b-ii) with respect to the contact area (rw,G) of water 

on nonporous graphene. rw,G is the contact area achieved when a water nanodrop spreads on nonporous 

graphene. Given that the nonporous graphene is impenetrable, rw,G remains unchanged regardless of 

whether the drop interacts with the nonporous surface in the presence or absence of a force as long as the 

drop does not break down into smaller parts. For the HG, the edges of the graphene holes are colored in 

order to represent the presence of the functional groups (either−OH or −H) that saturate the unsaturation 

at the holes. For the nonporous graphene, we choose eight layers of graphene as the substrate, which 

ensures that it behaves as graphite and there is no chance of any change in the contact area due to the 

wetting translucency effect of graphene.5,69,176–179 

 

In the present study, we first modify the architecture of our previous study by accounting for 

−OH (i.e., hydrophilic functionalization or HIF) and −H (i.e., hydrophobic functionalization or 
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HOF) termination of the edges of the graphene holes. Of course, very much like the previous 

paper, we consider a 2D representation of the system so that the water drop is represented as a 

cylindrical slab, while the HGA is represented as a system of periodic graphene stacks with 

vertical and lateral separations. Most importantly, in this study, we subject the water drop to a 

finite force (F) that drives it deep inside the HGA. The current problem is motivated to study a 

variant of the problem of force-driven interaction of water with nanoporous graphene 

membrane17,104,138,139,158,167 with a finite contribution of capillary effects therefore, the origin of 

this force that drives the water−HG interaction is the same as that in water−nanoporous-

graphene-membrane interactions, namely the suction pressure.17,104,138,139,158,167 In the present 

case, this  force F is applied for a time t that is less than the minimum time (tF,0) needed to 

drive any amount of water out of the HGA. Our results demonstrate that the interplay of F and t, 

the dimensions of the HG matrix, and the nature of the surface functionalization lead to hitherto 

unknown combined capillarity and force driven imbibition dynamics of the water drop in the 

HGA leading to the generation of a plethora of novel transient   and   equilibrium   wetting   

states.   These different wetting states, apart from shedding light on the rich physics associated  

with  the  water−HG  wetting  interactions,  are specially   significant   as   they   ensure   an   

enhanced water-HG  (or  nanostructured  graphene  in  general),  namely  the generation of 

extremely enhanced (often more than two times as compared to a nonporous graphene) 

water−graphene surface areas. Porous graphene has been known to provide a platform for water 

filtration and water desalination; in this paper, for the first time we have established that the 

porous graphene can be equally important for providing a highly stable and highly enhanced 

water−graphene surface area. Of course, a plethora of other methods attempting to enhance the 

water−graphene  contact  area   have   been   attempted  (see the Discussions section); 
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however, given the relative ease of ensuring a highly enhanced graphene−water surface area by 

simply adjusting the magnitude and the duration of the force with which water is made to interact 

with the HG (post the fabrication of HG), the present study signifies a much more facile 

mechanism of enhancing water−graphene surface  area. This is the biggest novelty of the present 

paper in comparison to our previous study.176 Such an enhancement in water− graphene surface 

area will be beneficial for applications involving larger graphene−water surface area such as 

graphene-based  ultracapacitors,97,180  graphene-based compact heat excahngers,115 graphene-

based techniques for water freezing with minimal subcooling,116 etc. In fact, toward the end of 

the paper, we establish that this area enhancement would be equally true for an HG matrix with 

dimensions that exactly match the experimental results making our work appealing to the larger 

experimental community as well. 

 

6.2 Molecular Dynamics Simulations 

Here we discuss the key findings of the MD simulations  of a well-equilibrated water nanodrop 

interacting with the HGA. We consider a 2D representation of the problem: as a consequence, 

the water drop is a cylindrical one while the HG is represented as stacks of graphene layers with 

specified vertical and lateral inter stack separations (ISSs). The vertical ISSs represent the 

vertical distance between the different stacks of graphene, while the lateral ISSs represent the 

dimensions of the graphene holes. 

We have used the large-scale atomic/molecular massively parallel simulator (LAMMPS) package 

to simulate the 2D water nanodrop trajectories. For simulating the water drop, we use the TIP4P 

model. The holey graphene architecture (HGA) is made up of graphene stacks; where each 
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individual graphene stack consists of three layers of graphene. The graphene stacks have a 

specific vertical and lateral arrangement with proper functionalization (hydrogen and hydroxyl) 

present at its edges. Simulations have been carried out by varying a wide range of parameters, 

and we performed the post processing to find out various parameters dictating the water−HG 

interactions. Further details about the geometry, simulation, and post processing are provided. 

 

6.2.1 System Description 

The nanoporous graphene matrix is modeled in a 2D geometry to eliminate the tremendous line 

tension effect existing in any 3D nano-scale drop system.181–183 Accordingly, the dimensions of 

the simulation box are set as 450, 20 and 500 Å in the X, Y and Z axis directions respectively. 

Each graphene stack consists of 3 layers of graphene assembled along Z axis direction, 

representing the graphene sheets left in between two neighboring pores. The lateral length of the 

stacks is set as approximately 40 Å and 60 Å, and the stacks end with a zigzag shape at both ends 

in X axis direction. Each carbon atom of stack edge is terminated by a Hydrogen atom or a 

Hydroxyl group. The horizontal gap between two stacks in the same X-Y plane stands for the 

diameter of the pores, and it is set as 60 Å. Two layers of graphene stacks are separated by a 

distance of 10 Å and 25 Å in the vertical direction, following the most current experimental 

result.151,184 The detailed configurations of the HG matrix are shown in Figure 6.2.  
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6.2.2 Simulation Model 

The system consists of 3000 TIP4P water and this water model is considered to be an appropriate 

approach to include the dipole-dipole interactions between water atoms and the partial charged 

terminations.15 The non-bonded interaction between two atoms is described by the Lennard–Jones 

(LJ) 12-6 potential and the columbic interaction. The system temperature is controlled by applying 

a Nosé-Hoover thermostat to the water drop and set the carbon atoms fixed. All simulations are 

performed using Large-scale Atomic/Molecular Massively Parallel Simulator (LAMMPS) 

software package. The force field parameters used in this article are summarized here in Table 6.1. 

The water drop is made to move through the holey graphene matrix by employing a finite body 

force F to all the water molecules. The force is always applied only in the negative z direction (see 

Fig. 6.2 for the axes), i.e. in the direction perpendicular to the HG matrix. Of course, the constant 

force F is always present on the water molecules until the time when the force is switched off. At 

that point when the force is switched off, none of the water molecules are subjected to this force 

anymore. No external force is ever applied to the carbon atoms and other functional groups 

attached to the carbon atoms. This also implies that the HG matrix remain fixed in position during 

the entire simulation.  

For a given set of parameters (i.e., a given set of d, δ, and δl values, given type of functionalization 

and given value of the applied forcing), we have played around with different values of the total 

time (Δt) for which the force has been applied. In the process, we have identified the corresponding 

critical value Δtc; one witnesses the most enhanced value of the rw,HG / rw,G  ratios (both in terms of 

the temporal maximum as well as the equilibrium) when the force is applied for Δtc. Typically, we 

find that this Δtc is slightly larger than the time at which the wetting effect is maximum. All the 

results for a given set of parameters are provided for the case when the force is removed at t=Δtc. 
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Obviously, depending on the combination of the parameters (e.g., HG dimensions, nature of hole 

functionalization, strength of the applied force), Δtc varies. As we provide results for different 

combinations of the system parameters, the corresponding Δtc also varies. 

Such a simulation set up where force has been employed to all the water molecules have been 

extensively investigated before.185–1877-9 There are also examples where liquid motion (or 

imbibition) has been studied by applying a pressure.18810 However, such a set-up is applicable 

when one considers the imbibition of a slab of water.18810 Consideration of a slab of water allows 

demarcating a well-defined boundary in contact with the water slab. Under such circumstances, a 

force can be applied to this boundary that translates into a pressure that drives the water slab. On 

the other hand, for a water drop one cannot define such well-identified boundary. Therefore, as 

has been done by Ref. 185, the force-driven transport of a water drop would necessitate the 

employment of a constant force on all the water molecules of the drop.  

In this context, it is also important to point out a critical difference between our force model and 

that of Ref. 185. Both our model and Ref. 185 consider the triangular SPC/E water model. 

However, Ref. 185 applies force only to the oxygen atom, while we apply force to the oxygen as 

well as the hydrogen atoms. Such a step ensures that we eliminate the undesired tumbling motion 

of the water molecules that occurs when force is applied only to the oxygen atom of the SPC/E 

water molecule. This situation is represented in Fig. 6.3.  
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Figure 6.2 (a) Side view of the holey graphene matrix with hydrogen terminations and vertical gap 10 Å. 

Magnified (b) side and (c) top view of a representative of holey graphene sheets in between the two holes. 

(d) Side view of the holey graphene matrix with hydrogen terminations and vertical gap 25 Å. 
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Figure 6.3 Comparison of the force model of the earlier work (Ref. 185) shown in (a) with our force model 

shown in (b). In Ref. 185, the force is applied only to the oxygen atom [see (a-i)], which would lead to a 

possible tumbling motion of the SPC/E water molecule [see (a-ii)]. On the other hand, in our model we 

employ the force on both the oxygen atom and the two hydrogen atoms [see (b-i)] ensuring that this 

tumbling motion has been arrested [as illustrated by comparing (a-ii) and (b-ii)].  
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Table 6.1 LJ and charge parameters used in the simulations  

Elements ɛ (kcal/mol) σ (Å) q 

Ow 0.163 3.164 -1.048 

Hw 0 0 0.524 

CCH 0.046 2.985 -0.115 

HCH 0.030 2.42 0.115 

C(sp2) 0.086 3.399 0 

CCOH 0.070 3.55 0.2 

HCOH 0 0 0.44 

OCOH 0.155 3.07 -0.64 
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Figure 6.4 Snapshots elucidating the dynamics of the water nanodrop interacting with the HGA for −OH 

functionalization. In both a and b, i−v provides the snapshots corresponding to different times. Below 

each of these snapshots, the corresponding time is also noted. For both cases a and b, d = 1 nm, δ = 6 nm, 

and δl = 4 nm, and we consider that a force of F = 0.005 kcal/mol·A is applied for t =600 ps. 
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Figure 6.5 Snapshots elucidating the dynamics of the water nanodrop interacting with the HGA for −H 

functionalization. In both a and b, i−v provides the snapshots corresponding to different times. Below 

each of these snapshots, the corresponding time is also noted. For both a and b, d = 2.5 nm, δ = 6 nm, and 

δl = 4 nm, and we consider that a force of F = 0.005 kcal/mol·A is applied for t =200 ps for the case with 

HIF and for t = 300 ps for the case with HOF. 
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Figure 6.6 Variation of the rw,HG/rw,G with time for different values of d and F for −H functionalization of 

the graphene holes. For a given d−F combination, the force is applied for a time t which ensures 

maximum value of (rw,HG/rw,G)transient (for a given t) as well as maximum (rw,HG/rw,G)equilibrium. This value of t 

is summarized below (with F in kcal/mol·A): (t)d=1nm,F=0.003,OH = 700 ps, (t)d=1nm,F=0.003,H =700 ps, 

(t)d=2.5nm,F=0.003,OH = 450 ps, (t)d=2.5nm,F=0.003,H = 800 ps, (t)d=1nm,F=0.005,OH = 600 ps, (t)d=1nm,F=0.005,H = 600 ps, 

(t)d=2.5nm,F=0.005,OH = 200 ps, (t)d=2.5nm,F=0.005,H = 300 ps, (t)d=1nm,F=0.006,OH = 350 ps, (t)d=1nm,F=0.006,H = 350 ps, 

(t)d=2.5nm,F=0.006,OH = 200 ps, (t)d=2.5nm,F=0.006,H = 200 ps. Other dimensions are same as those in Figures 6.4 

and 6.5. The transient wetting is characterized by the transient variation of rw,HG/rw,G; in other words, the 

duration of the transient wetting process is the period of time for which rw,HG/rw,G varies with time before 

attaining equilibrium. 
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Figure 6.7 Variation of the rw,HG/rw,G with time for different values of d and F for −OH functionalization 

of the graphene holes. For a given d−F combination, the force is applied for a time t which ensures 

maximum value of (rw,HG/rw,G)transient (for a given t) as well as maximum (rw,HG/rw,G)equilibrium. This value of t 

is summarized below (with F in kcal/mol·A): (t)d=1nm,F=0.003,OH = 700 ps, (t)d=1nm,F=0.003,H =700 ps, 

(t)d=2.5nm,F=0.003,OH = 450 ps, (t)d=2.5nm,F=0.003,H = 800 ps, (t)d=1nm,F=0.005,OH = 600 ps, (t)d=1nm,F=0.005,H = 600 ps, 

(t)d=2.5nm,F=0.005,OH = 200 ps, (t)d=2.5nm,F=0.005,H = 300 ps, (t)d=1nm,F=0.006,OH = 350 ps, (t)d=1nm,F=0.006,H = 350 ps, 

(t)d=2.5nm,F=0.006,OH = 200 ps, (t)d=2.5nm,F=0.006,H = 200 ps. Other dimensions are same as those in Figures 6.4 

and 6.5. The transient wetting is characterized by the transient variation of rw,HG/rw,G; in other words, the 

duration of the transient wetting process is the period of time for which rw,HG/rw,G varies with time before 

attaining equilibrium. 
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Figure 6.8 Summary of the (rw,HG/rw,G) transient,peak [i.e., the maximum value of (rw,HG/rw,G)transient] and 

(rw,HG/rw,G)equilibrium values for different combinations of d, F (expressed in kcal/mol·A), and hole 

functionalization. For a given d−F combination, the force is applied for a time t which ensures maximum 

value of (rw,HG/rw,G)transient,peak (for a given t) as well as maximum (rw,HG/rw,G)equilibrium. We provide 

(rw,HG/rw,G)transient,peak only for d = 1 nm since we do not witness any significant peak in the 

(rw,HG/rw,G)transient,peak variation for d = 2.5 nm (see Figure 6.6-6.7). Other dimensions are same as those in 

Figures 6.4 and 6.5. 
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6.3 Results 

The drop dynamics on the HG matrix with different dimensions and functionalization are 

elucidated in Figure 6.4 and 6.5. Figure 6.4a shows the dynamics of the water nanodrop 

interacting with the HGA with −OH functionalization. We consider d = 1 nm. Hence the 

vertically separated graphene stacks are significantly closer to one another. Therefore, the drop, 

immediately after contacting the graphene stacks in level L1, undergoes a spreading on the 

laterally separated stacks in level L1 [shown by the orange arrows on graphene stacks in level L1; 

see Figure 6.4a,i] and encounter a downward motion [shown by the yellow arrow; see Figure 

6.4a,i] that wets the upper surface of the graphene stack in level L2. As the drop (or all the 

molecules constituting the water drop) is under the applied force until 600 ps, this vertically 

downward translation of the drop continues, and the drop simultaneously spreads on the bottom 

part of the graphene stacks in level L1 and (b) the upper part of the graphene stacks in level L3 

(see Figure 6.4a,ii]. This spreading is shown by orange arrows in Figure 6.4a,ii. Two events are 

responsible for such a spreading behavior. First, the height of the puddle-like portion of the drop 

on the top of the graphene stacks in levels L1 decreases in the presence of the applied force. 

Second, the water that is released as a result [shown by a yellow arrow in Figure 6.4a,ii] wets and 

spreads on the bottom of the graphene stacks in levels L1 and top of the graphene stacks in level 

L3. Therefore, Figure 6.4a,ii shows how the water simultaneously wets as many as seven 

horizontal surfaces. In fact this wetting progresses and reaches a maximum around 400 ps (see 

Figure 6.4a,iii). This dynamic wetting state (at t ∼400 ps) is the one that corresponds to the 

maximum value of (rW,HG/rW)transient (see Figure 6.7). The force is continued to be applied even 

after t = 400 ps, and as a consequence, gradually after t = 400 ps, there is dewetting (shown by 

green arrows) from the top surface of the graphene stacks at level L1 (see Figure 6.4a,iv). These 
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additional water molecules leaving the graphene stacks at level L1 due to dewetting do not wet 

any new stack; rather they accumulate in the space between the different vertically separated 

stacks. As a consequence, there is a gradual decrease in the wetted area (see Figure 6.7) for t > 

400 ps. The force is removed at t = 600 ps; hence very soon after that the water drop attains an 

equilibrium configuration (see Figure 6.4a,v), as also indicated by the attainment of an 

equilibrium of the ratio (rw,HG/rw,G) (see Figure 6.7). 

Figure 6.4b shows the dynamics of the water drop interacting with the HG matrix (with d = 1 

nm) with HOF of its holes. The major part of the dynamics (e.g., force driven simultaneous 

spreading on as many as seven horizontal surfaces, a gradual decrease in the height of the puddle 

accumulated on the top of the graphene stacks in levels L1, attaining a maximum extent of 

spreading at ∼400 ps, etc.) remains very similar to that for the case of HIF (see Figure 6.4a). The 

only main difference between the cases of HG with the HOF and the HIF is the manner in which 

the enhanced attraction between the HIF and water reduces dewetting (as discussed above), 

which is not witnessed for the case of HG with the HOF. As a result, the dewetting on the 

graphene stacks in level L1 starts much earlier for the HG with HOF. Therefore, at t ∼ 400 ps, 

i.e., at a time when the wetting of the bottom of the graphene stacks in level L1 and the top of 

the graphene stacks in level L3 attains a maximum, the dewetting from the top of the graphene 

stacks in level L1 has already started. This has been illustrated by green arrows in Figure 6.4b,iv. 

Accordingly, the maximum value of (rw,HG/rw,G)transient [or (rw,HG/rw,G)transient,peak] that is attained 

for the case of HG with HOF is less than that for the case of HG with HIF (compare Figure 6.6 

and 6.7). Also, such an enhanced dewetting for the case of HG with HOF would imply that at 

equilibrium, very little water is present on the top of the graphene stacks at the  level  L1  (see  

Figure  6 . 4b,v).  Here the attainment of equilibrium is slightly delayed (occurs at t ∼ 800 ps, 
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while the force was removed at t = 600 ps) as compared to the case of the HIF (where 

equilibrium occurs at t ∼ 700 ps). The enhanced dewetting for the case of HG with HOF leads to 

a maximum possible removal of water fromm the upper surface of the graphene stacks in level 

L1, which in turn ensures that a much larger time is needed for attaining the equilibrium. Figure 

6.5a probes the dynamics of interactions between the water nanodrop and the HG matrix with 

−OH functionalization and d = 2.5 nm. At the beginning, very much like the case of d = 1 nm, the 

drop spreads on the graphene stacks in level L1 (as shown by orange arrows) and there is a 

vertically downward migration of the drop wetting the graphene stack in level L2 (see Figure 

6.5a,i). Subsequently, the bottom of the stacks at level L1 (see Figure 6.5a,ii) gets wetted. 

However, the presence of the large vertical separation between the graphene stacks implies that 

in the presence of the applied vertical force, water only wets a portion of the graphene stacks in 

level L3 and that too when the puddle of water that has accumulated on top of the graphene stacks 

in level L1 has got sufficiently thinned (see Figure 6.5a,iii). Therefore, here too the water 

simultaneously wets seven horizontal surfaces (see Figure 6.5a,iii); however the large vertical 

distance between the graphene stacks implies that only a part of these surfaces get wetted. This is 

reflected in the significantly smaller value of (rw,HG/ rw,G)transient at any time t for this case as 

compared to the case of d = 1 nm (see Figure 6.7). More importantly, the significant resistance to 

dewetting imparted by the strong attraction between water and the HIF implies that while the 

puddle accumulated in the lateral space between the graphene stacks at level L1 thins down, there 

is still a significant amount of water left on the upper surface of the graphene stacks in level L1 

(see Figure 6.5a,iii). In fact, this water on the upper surface of the graphene stacks at level L1 

stays there while the applied force drives the rest of the water away from the graphene stacks at 

level L1 (see Figure 6.5a,iv). In the process, the drop attains an equilibrium state where (a) the 
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water completely engulfs the graphene stack in level L2, while the top of the graphene stacks in 

level L3 gets wetted and (b) there are isolated islands of water on the laterally separated 

graphene stacks at level L1 (see Figure 6.5a,v). This equilibrium (see Figure 6.5a,v) is attained at 

t ∼ 210 ps, i.e., almost instantly after the removal of the force at t = 200 ps. In Figure 6.5b we 

study the interaction of the water nanodrop with the HG matrix with HOF of its holes. Here too 

we consider d = 2.5 nm. The significantly large value of d ensures that the wetting of the bottom 

surfaces of the graphene stacks in level L1 and the top surfaces of the graphene stacks in level L3 

necessitates significant thinning of the puddle of the water that has accumulated in the space 

between the laterally separated graphene stacks in level L1 (see Figure 6.5b,ii and iii). However, 

this thinning of the puddle is also associated with a significantly enhanced dewetting of the water 

from the top of the graphene stacks in level L1. Such a dewetting behavior is not witnessed for 

the case of HG with HIF (see Figure 6.5a) due to the large attraction between the HIF and water. 

As a consequence, the water only wets five horizontal surfaces together (see Figure 6.5b,iv), i.e., 

the water has completely dewetted the top of the graphene stacks in level L1. This also explains 

as to why even for d = 2.5 nm, one witnesses a smaller value of (rw,HG/ rw,G)transient for any t for the 

case of HG with HOF as compared to the case of HG with HIF. In fact, such enhanced dewetting 

induced complete removal of the water from graphene stacks in level L1 implies that at 

equilibrium, water exists as a single mass that completely engulfs the graphene stacks at level L2 

and wets the top surface of the graphene stacks at level L3 (see Figure 6.5b,v). This equilibrium is 

reached at t ∼ 360 ps, i.e., shortly after the removal of the force at t = 300 ps. Since this 

equilibrium state, unlike the equilibrium state corresponding to the case with the HIF (see Figure 

6.5a,v), does not contain water wetting the top of the graphene stacks in level L1, we find (rw,HG/ 

rw,G)equilibrium,HOF ,d=2.5 nm < (rw,HG/ rw,G)equilibrium,HIF,d=2.5 nm (compare Figures 6.6 and 6.7).  
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Figure 6.6-6.7 summarizes the time evolution of the area ratio rw,HG/rw,G for different d and F 

combinations for (a) −H functionalization and (b) −OH functionalization. As discussed before, for 

a given d−F combination, we choose that value of t (i.e., the time for which the force is applied, 

identified in the caption of Figure 6.6-6.7) that ensures a maximum value of the peak in the 

rw,HG/rw,G variation (i.e., (rw,HG/rw,G)transient,peak) as well as maximum equilibrium value of 

rw,HG/rw,G. As evident from the detailed analysis of the drop dynamics in Figures 6.4 and 6.5, for 

smaller d, the presence of a much smaller space between two vertically separated graphene stacks 

ensure that a given volume of water is able to simultaneously access and wet multiple number of 

graphene stacks, thereby enabling a larger (rw,HG/ rw,G)transient (at a given t) as well as a larger 

(rw,HG/rw,G)equilibrium. Most interestingly, the effect of the force in dictating either (rw,HG/ 

rw,G)peak or (rw,HG/ rw,G) equilibrium for a given d is not massively significant. The reason is that for a 

given F, we choose the corresponding t (i.e., the time for which the force is applied) in a manner 

such that we obtain the highest possible value (rw,HG/ rw,G)transient,peak and (rw,HG/ rw,G)equilibrium 

corresponding to that particular F. Hence this combination of F and t ensures that the key role of 

F is to ensure an optimal positioning of the drop (or the deformed drop) inside the HG matrix. Of 

course, the effect of the force is witnessed in the overall dynamics; accordingly, the peak in the 

rw,HG/rw,G variation (for d = 1 nm) as well as the attainment of (rw,HG/ rw,G)equilibrium always occurs 

for a much lesser time for a larger F. Finally, the −OH termination ensures a slightly larger value 

of (rw,HG/rw,G)transient at a given t, primarily associated with the tendency of reduced dewetting 

(due to the attraction of the water molecules to the HIF) that allows the retainment of the wetted 

water molecules within the graphene stacks for a longer duration of time. functionalization. This 

is the central result of the paper elucidating the manner in which a controlled interaction between 
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water and HG unravels the remarkable capability of HG in generating wetting states that ensure 

highly enhanced water−graphene wetting area. Of course, from Figure 6.6 we can clearly witness 

the following main results, which have been already discussed while probing the drop 

dynamics in details (see Figures 6.4−6.7): (a) (rw,HG/rw,G)equilibrium is always larger for  a smaller d 

for a given F and d (for reasons explained above), increase in F has a relatively less effect in 

altering (rw,HG/rw,G)transient,peak and (rw,HG/rw,G)equilibrium values (for reasons explained above), 

and (c) (rw,HG/rw,G)transient,peak for d = 1 nm is enhanced for −OH functionalization due to the effect 

of arrested dewetting on account of enhanced attraction between water and hydrophilic 

functionalization. 
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Figure 6.9 Snapshots elucidating the dynamics of the water nanodrop interacting with the HGA for −OH 

functionalization. In both a and b, i−v provides the snapshots corresponding to different times. Below 

each of these snapshots, the corresponding time is also noted. For both a and b, d = 1 nm, δ = 5.9 nm, and 

δl = 6.2 nm, and we consider that a force of F = 0.005 kcal/mol·A is applied for t = 1000 and 1100 ps for 

the HG with HIF and HOF, respectively. 
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Figure 6.10 Snapshots elucidating the dynamics of the water nanodrop interacting with the HGA for −H 

functionalization. In both a and b, i−v provides the snapshots corresponding to different times. Below 

each of these snapshots, the corresponding time is also noted. For both a and b, d = 2.5 nm, δ = 5.9 nm, 

and δl = 6.2 nm, and we consider that a force of F = 0.005 kcal/(mol·A) is applied for t =330 and 420 ps 

for the HG with HIF and HOF, respectively. 
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Figure 6.11 Variation of the rw,HG/rw,G with time for different values of d and F (expressed in kcal/mol·A) 

(other dimensions are same as those in Figures 6.9 and 6.10) for −H functionalization of the graphene 

holes. For a given d−F combination, the force is applied for a time t which ensures maximum value of 

(rw,HG/rw,G)transient (for a given t) as well as maximum (rw,HG/rw,G)equilibrium. This value of t is summarized 

below (with F in kcal/mol·A): (t)d=1nm,F=0.005,OH = 1000 ps, (t)d=1nm,F=0.005,H = 1100 ps, (t)d=2.5nm,F=0.005,OH = 

330 ps, (t)d=2.5nm,F=0.005,H =420 ps, (t)d=1nm,F=0.006,OH = 900 ps, (t)d=1nm,F=0.006,H = 980 ps, (t)d=2.5nm,F=0.006,OH = 

220 ps, (t)d=2.5nm,F=0.006,OH = 380 ps. The transient wetting is characterized by the transient variation of the 

rw,HG/rw,G; in other words, the duration of the transient wetting process is the period of time for which 

rw,HG/rw,G varies with time before attaining equilibrium. 
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Figure 6.12 Variation of the rw,HG/rw,G with time for different values of d and F (expressed in kcal/mol·A) 

(other dimensions are same as those in Figures 6.9 and 6.10) for −OH functionalization of the graphene 

holes. For a given d−F combination, the force is applied for a time t which ensures maximum value of 

(rw,HG/rw,G)transient (for a given t) as well as maximum (rw,HG/rw,G)equilibrium. This value of t is 

summarized below (with F in kcal/mol·A): (t)d=1nm,F=0.005,OH = 1000 ps, (t)d=1nm,F=0.005,H = 1100 ps, 

(t)d=2.5nm,F=0.005,OH = 330 ps, (t)d=2.5nm,F=0.005,H =420 ps, (t)d=1nm,F=0.006,OH = 900 ps, (t)d=1nm,F=0.006,H = 980 ps, 

(t)d=2.5nm,F=0.006,OH = 220 ps, (t)d=2.5nm,F=0.006,OH = 380 ps. The transient wetting is characterized by the 

transient variation of the rw,HG/rw,G; in other words, the duration of the transient wetting process is the 

period of time for which rw,HG/rw,G varies with time before attaining equilibrium. 
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Figure 6.13 Snapshots elucidating the dynamics of a large water nanodrop (N = 30 000, while for all other 

simulations we use N = 3000) interacting with the HGA for H functionalization (or HOF). Parts i−iv 

provide the snapshots corresponding to different times. Below each of these snapshots, the corresponding 

time is also noted. Other parameters are d = 2.5 nm, δ = 6 nm, and δl = 4 nm, and we consider that a force 

of F = 0.005 kcal/mol·A. The force is maintained throughout the time the simulation is run. 
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Figure 6.14 Variation of the rw,HG/rw,G with time for different values of F (expressed in kcal/mol·A) for a 

large water drop passing through the HG matrix (see Figure 6.13 for the parameters of the HG matrix). 
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Figure 6.15 (a top) Scanning electron microscopy images depicting the cross-section of the layered 

graphene gel (LGG) membranes with interlayer separation of 3.2 nm (left) and 0.5 nm (right), 

respectively. (upper left corner) Actual LGG membrane. (bottom) Corresponding SANS patterns. (b) 

Schematic showing the manner in which the LGG membrane may be represented as parallel stacking of 

graphene nanosheets with dimensions L (equivalent to δl for our considered HG architecture), d, and δ 

(the dimensions d and δ have the same implications in our considered architecture as well). (c) Reduced 

1D SANS data showing the existence of different possible values of the interlayer separation (namely 0.5, 

2.2, 3.9, and 7 nm) (Parts a−c are reprinted with permission from ref 108. Copyright © 2016 American 

Association for the Advancement of Science). (d) Microscopic image showing the top view of a 

nanoporous graphene. (Reprinted with permission from ref 189. Copyright © 2011 American Association 

for the Advancement of Science). (e) Histogram analysis of the pore size distribution in part d. (f) Side 

view of the HG structure that we consider. The HG matrix is dictated by the dimensions d1 = d3 = 1 nm, 

d2 = 2.5 nm, δ = 4 nm, δl1 = 3 nm, δl2 = 7.5 nm, δl3 = 4 nm, and δl4 = 5 nm. In the text, we discuss in detail 

how these dimensions are directly obtained from the experiments. 
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Figure 6.16 Snapshots elucidating the dynamics of the drop in the holey graphene matrix (shown in 

Figure 6.15f) with both −H termination (a−d) and −OH termination (e−h). For both of the cases, the water 

drop consists of 4000 water molecules and is subjected to a constant force of F = 0.006 kcal/(mol·Å), 

which is removed after t = 400 ps. 
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Figure 6.17 Variation of rw,HG/rw,G with time for the HG architecture described in Figure 6.15f. Results are shown 

for both the −H termination. For both of the cases, the water drop consists of 4000 water molecules and is subjected 

to a constant force of F =0.006 kcal/mol·Å, which is removed after t = 400 ps. 

 

 

Figure 6.18 Variation of rw,HG/rw,G with time for the HG architecture described in Figure 6.15f. Results are 

shown for both the −OH termination. For both of the cases, the water drop consists of 4000 water 

molecules and is subjected to a constant force of F =0.006 kcal/mol·Å, which is removed after t = 400 ps. 
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6.4 Discussions 

6.4.1 Applications of Generating Enhanced Water-Accessible Graphene 

Surface Area Using HG  

Sophisticated techniques like laser scribing has been employed to reduce graphene oxide films to 

graphene having very large specific surface area, which enables its use as excellent 

electrochemical capacitors in the presence of aqueous electrolyte solvents such as H3PO4.113 

Other examples of the deployment of sophisticated techniques to fabricate graphene based 

materials with large specific surface area that can interact with aqueous electrolyte and lead to 

the fabrication of highly effcient ultracapacitors include (a) chemical activation of exfoliated 

graphene,180 (b) preparation of nanocomposites using graphene sheets and graphene foams,190–193 

(c) fabrication of porous graphene-based  carbons containing  hierarchical  pores,194 and many 

more. Through this chapter, on the other hand, we establish for the first time that generation of an 

increased water-accessible (or aqueous-electrolyte-accessible) surface area which is paramount 

in fabricating graphene-based ultracapacitors, is afforded by the force-driven water−HG 

interactions without necessitating the use of such sophisticated fabrication techniques. 

 

Graphene with large specific surface areas and capable of interacting with water has also been 

routinely used for developing nanohybrids (e.g., graphene−cobalt−oxide  nano-hybrid,195 carbon 

nitride−aromatic diimide graphene nanohybrids,196 NiSx−catalyst−graphene   nanohybrid,197 

cuprous oxide/graphene nanohybrids198) that enable enhanced chemical reactions such as water 

splitting,195,197,198 generating hydrogen peroxide from water,198 etc. This chapter by elucidating 

the possibility of enhancing water-accessible graphene surface by using HG will provide a 
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possible design alternative where such graphene-based nanohybrids can be fabricated using a HG 

platform for enhancing different chemical reactions. 

We would like to re-emphasize here that in comparison to the different methods described above, 

the use of the HG is a much simpler approach to enhance the water-graphene wetting areas. The 

above statement does not imply that the fabrication procedure of HG is easier than that of the 

processes like laser scribing,113 chemical activation of exfoliated graphene,164 fabrication of 

nanocomposites using graphene sheets and foams,190–193 etc.; rather it implies that, once we have 

a HG matrix, we can ensure very large and stable water−graphene surface area by simply 

triggering an interaction between water and this HG in the presence of a force whose magnitude 

and the duration of application is carefully controlled. Of course, one can conceive of even 

simpler approach than the use of HG for generating enhanced water−graphene wetting area. For 

example, one can enhance the water−graphene wetting area by merely squeezing a water drop 

between two different graphene plates or between a square nanochannel whose all the four walls 

are of graphene. For such cases, the area enhancement would be due to the formation of the 

liquid capillary bridges.199,200 However, the big challenge of such a design is that it cannot be 

easily employed (possibly as a coating to surfaces) in a manner that allows the utilization of 

the enhanced water−graphene surface area for some applications. For example, consider the case 

where one would like to use this enhanced water−graphene surface area to achieve an enhanced 

heat transfer from the heated metal pipes by employing a nanoscale coating of graphene. It is 

much easier to employ a coating of HG (which is very easy to fabricate) on such metal pipes 

than to ensure a coating that has such square nanochannel (with four graphene walls). Once such 

HG coating is applied to metal pipes, a much faster conductive heat loss can be ensured by virtue 
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of the fact that water can access large area of the heated graphene (which has been heated by 

conduction from the hot metal pipe). 

Therefore, the use of HG not only ensures a facile approach for generating enhanced 

water−graphene wetting areas but also ascertains an easy employability for actual practical 

applications. 

 

6.4.2 Results for Other Combinations of the System Parameters  

In addition to the results provided here, we have also carried out extensive MD simulations for 

other combinations of HG dimensions as well as a significantly larger drop size. For example, we 

carried out simulations for d = 1,2.5 nm, δ = 5.9 nm, and δl = 6.2 nm, i.e., we now consider a 

HG architecture where the length of the graphene stack is slightly larger than the hole 

dimensions (see Figures 6.9−6.12). This is in sharp contrast to the cases discussed in Figures 

6.4−6.8, where we had considered d = 1, 2.5 nm, δ = 6 nm, and δl = 4 nm. Figure 6.9a shows the 

drop dynamics for the HG with HIF and d = 1 nm, δ = 5.9 nm, and δl = 6.2 nm with the drop being 

subjected to a force of F = 0.005 kcal/(mol·Å). The basic wetting mechanism (in terms of how the 

graphene stacks at different vertical levels L1−L3 get wetted) remains very similar to that studied 

in Figure 6.4a. However, the main difference lies in the fact that for this case the overall time of 

wetting the graphene stacks at different layers is much longer. This can be directly attributed to 

the fact that here the length of the graphene stack is larger than the hole dimension and a larger 

amount of fluid gets involved in wetting, which in turn makes less water available in the 

horizontal space between the graphene stacks enforcing a much slower depthwise forced vertical 

imbibition of the water molecules through the HG matrix. For example, after the initial wetting 
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of the graphene stacks at level L1 (see Figure 6.4a,i for the definition of level L1) and the 

subsequent penetration of the drop to the stack at level L2 (see Figure 6.9a,i), the water mass 

takes a significantly longer time (t = 360 ps as compared to t = 260 ps in Figure 6.4a,ii) to start 

wetting the bottom of the graphene stacks at level L1 and the top of the graphene stacks at level L3 

(see Figure 6.9a,ii). This is entirely due to the reduced speed of the forced vertical imbibition, as 

identified above.  Such  a  reduction  also  means  that  the maximum wetted area is achieved at 

t ∼ 800 ps (see Figure 6.9a,iii) as compared to t ∼ 400 ps in Figure 6.4a,iii. Of course, at a 

slightly later time (t ∼ 1000 ps), the dewetting from upper level of graphene stacks starts (see 

Figure 6.9a,iv); such dewetting is also witnessed in Figure 6.4a,iv but at a much earlier time (t = 

600 ps). Finally, the force is removed at t = 1000 ps and the drop attains an equilibrium 

configuration at t= 1200 ps (see Figure 6.9a,v), which is distinctly larger than t =800 ps, i.e., the 

time when the drop in the system studied in Figure 6.4a,v attained equilibrium. 

In Figure 6.9b, we repeat these simulations but for graphene edges with HOF. Here too the 

overall drop dynamics remain similar to that reported in Figure 6.4b, albeit the process occurs 

much more slowly. Here the reason for the slow vertical imbibition is the fact that the edge of the 

graphene stack from an upper level (say level L1) protrudes over the graphene stack at the level 

immediately below (level L2). Such an arrangement would imply that for the vertical imbibition 

(say from level L1 to L2), the water molecules would be bound to come in contact with the 

hydrophobic graphene edges thereby severely slowing down the imbibition. Therefore, for this 

chosen geometry, the water transport in HG with both HIF and HOF gets slowed down, but for 

different physical reasons. Such slow down ensures, as evident in Figure 6.9b,ii, the wetting of 

the bottom of the graphene stacks in levels L1 and the top of the graphene stacks in level L3 

starts much later (i.e., t = 660 ps as compared to t = 260 ps in Figure 6.4b,ii). Also such slow 
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down ensures that the maximum wetted area is achieved at t = 770 (as compared to t = 400 ps in 

Figure 6.4b,iii) (see Figure 6.9b,iii). The HOF also ensures that dewetting from the graphene 

stacks in level L1 starts early (see Figure 6.9b,iii and iv and compare it to Figure 6.9a,iv). Finally, 

the force is removed at t = 1100 ps and the equilibrium is attained significantly later at t = 1500 ps 

(see Figure 6.9b,v). 

In Figure 6.10a,b, we study the drop dynamics for HG with HIF and HOF for d = 2.5 nm, δ = 5.9 

nm, and δl = 6.2 nm for the case when the drop is subjected to F = 0.005 kcal/mol·Å. Here too, 

the dynamics remain similar (in terms of the progression of wetting of the different stacks) to that 

reported in Figure 6.5a,b, albeit slowed down due to the same reasons (separate for HOF and 

HIF), as illustrated in the discussions for Figures 6.9a,b. Of course, larger value of d would 

imply that vertical imbibition of the drop from level L1 to L2 would be only possible when the 

water mass in the horizontal space between the graphene stacks in level L1 has suffciently thinned 

out (see Figure 6.10 a,ii, iii, and iv and b,ii, iii, and iv). This is true for the HG with both HIF and 

HOF. The relatively slow nature of this vertical imbibition is evident by comparing the times of 

Figure 6.10 a,iv with Figure 6.5a,iv and Figure 6.10 b,iv with Figure 6.5 b,iv. Of course, for the 

HG with the HIF even at the equilibrium stage (reached at t = 380 ps after the force was removed 

at t = 330 ps, see Figure 6.10 a,v some water molecules are found to wet the graphene stacks in 

level L1, while for the HG with HOF at the equilibrium stage (reached at t = 550 ps after the 

force was removed at t = 420 ps, see Figure 6.10 b,v) none of the water molecules are found to 

wet the top surface of the graphene stacks in level L1. 

In Figure 6.11-6.12, we provide the time variation of the ratio rw,HG/ rw,G for the cases studies in 

Figures 6.9a,b and 6.10a,b as well as for the case where the HG system is identical to that in 

Figures 6.9a,b and 6.10a,b, but the drop is subjected to a force F = 0.006 kcal/mol·Å. Results 
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show very similar qualitative behavior as reported in Figure 6.6 in the sense that the ratio 

rw,HG/rw,G (for any value of d, any type of functionalization, or any value of the force) first 

increases with time, attains a maximum value of much more than one, and then decreases and 

equilibrates to a value more than unity. Also similar to Figure 6.6-6.7, this maximum as well as 

the equilibrium value of rw,HG/rw,G is always larger for the case of smaller d and the case of the 

HG with HIF. In Figure 6.11-6.12 we report the results for the case where the length of the 

graphene stack is larger but the size of the graphene hole remains same (in comparison to the 

case for which we report the results in Figure 6.6-6.7). Therefore, the water encounters the same 

passage area to imbibe, but a larger surface area to wet. This ensures that rw,HG/rw,G values (for a 

given value of the applied force and given type of surface functionalization) is larger in Figure 

6.11-6.12 than in Figure 6.6-6.7. 

Finally, we study the interaction of the drop with the HG for a drop that is ten times larger than 

the drop considered so far the drop consists of 30 000 water molecules, while previous 

simulations (Figures 6.4, 6.5, 6.9, and 6.10) all considered 3000 water molecules. The drop 

dynamics is depicted in Figure 6.13, and the large drop ensured simultaneous coverage of a large 

number of graphene stacks. In fact, such an action even led to a significantly larger near 

equilibrium value of rw,HG/rw,G, as evident in Figure 6.14. In principle, the mechanism of the drop 

interacting with the HG is same regardless of the size of the water drop. Here too the drop first 

wets a few of the graphene stacks (larger drop wets a larger number of stacks) on the upper level 

and simultaneously imbibe through the HG matrix wetting graphene stacks at lower levels. Of 

course, this behavior (along with those witnessed for smaller water drop) is characteristic of the 

case where there are several adjacent holes. In case there is just one hole (similar to the case 
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studied by ref 15), there exists no graphene stack at lower levels and accordingly the overall 

wetting effect would be reduced. 

 

6.4.3 Simulation   Results   for   the   HG   Architecture with Experimentally 

Motivated  

Dimensions. As indicated in Figure 6.1a-iii, three dimensions dictate the HG architecture: d or 

the vertical gap between the different stacks, δ or the dimension of the holes, and δl or the lateral 

length of the graphene stack. In this subsection, we shall provide the simulation results for the 

water−HG interactions for the HG architecture where we use direct experimental results to choose 

the values of d, δ, and δl. Cheng et al.108 successfully fabricated layered graphene gel (LGG) with 

an architecture very similar to the HG architecture that we use (see Figure 6.15a,b). Cheng et 

al.108 employed SANS (small angle neutron scattering) analysis to establish that the interlayer 

vertical distance characterized the LGG may vary from 0.5 to 7 nm  (see Figure 6.15c). Although 

the SANS analysis clearly indicated that there was an ordering in the vertical direction, there is 

no direct evidence showing the local variation of the interlayer distance d. Therefore, in the HG 

architecture that we construct (please see Figure 6.15f), we use a combination of two values (1 

and 2.5 nm) that fall within this range of 0.5−7 nm. Accordingly, our constructed HG matrix 

consists of four horizontal layers of graphene stacks with vertical interstack separation distance 

d varying as 1 nm (d1), 2.5 nm (d2), and 1 nm (d3), respectively (see Figure 6.15f). The next 

important issue is the choice of the pore size (which will determine δ) and the separation 

between the pores (which will determine δl). There are several state-of-the-art methods for 

fabricating nanoporous or holey graphene, such as the KOH activation method189 and the air 
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annealing method.94 The results shown in these papers indicate that the pore size/diameter can be 

precisely controlled within a small range by carefully adjusting the experimental parameters. 

We obtain the diameter distribution from the marked section (in the green rectangle) of the 

microscopic image taken from ref 197 (see Figure 6.15d) and the hole diameter distribution 

peaks around 4 nm (see Figure 6.15e). Therefore, we choose δ = 4 nm in our constructed HG 

matrix. Unlike the pore size, the distance between the pores (which determines the parameter δl) 

is much more random and nonuniform. Therefore, an appropriate accounting of this situation 

would necessitate the consideration of the HG architecture where unlike our chosen HG 

architecture (in Figures 6.4, 6.5, 6.9, 6.10, 6.13), the value of δl cannot be constant and should 

vary randomly. In order to obtain the experimentally supported values of δl, we randomly select 

a cross-section labeled by yellow line in the green box (see Figure 6.15d). Along this yellow line, 

four values of δl. (separated by the pores) are witnessed: 3 nm (δl1), 7.5 nm (δl2), 4 nm (δl3), and 5 

nm (δl4). In our constructed HG architecture, we use these four values to ascribe randomness to 

the values of δl: accordingly, we have δl1 = 3 nm, δl2 = 7.5 nm, δl3 = 4 nm, and δl4 = 5 nm (please 

see Figure 6.15f). These randomly chosen δl values are repeated for all the four rows of the 

graphene stacks constituting the HG architecture (see Figure 6.15f). In summary, therefore, we 

construct the HG architecture with dimensions finalized using a thorough analysis of the 

experimental results. 

We study the interactions between a water drop (consisting of 4000 water molecules) and this 

HG architecture with dimensions motivated by experimental results (described in Figure 6.15f). 

Like our previous simulations, the water drop is first brought to equilibrium at 300 K slightly 

away from the HG matrix. Subsequently, an external force of 0.006 kcal/mol· Å is applied to all 

the water molecules of the water drop and the water drop is made to move into the HG matrix. 



172 

 

Finally, the force field is removed at t = 400 ps allowing the water molecules to attain a final 

equilibrium state within the HG matrix. The drop dynamics within the HG matrix with 

dimensions specified in Figure 6.15f and both −H and −OH terminations are elucidated in Figure 

6.16 a−d and e and f, respectively. 

 

The enhancement in the area ratio, quantified by rw,HG/rw,G, is shown in Figure 6.17. The time-vs-

rw,HG/rw,G variation (Figure 6.17) is very similar qualitatively to those witnessed for the HG 

matrix with uniform dimensions (please see Figures 6.6-6.7 and 6.11-6.12). In other words, 

(rw,HG/rw,G)transient attains a maximum (this maximum value is 1.8 at t = 800 ps for the HG matrix 

with −H termination and 2.3 at t = 700 ps for the HG matrix with −OH termination) and then 

decreases and attains a slightly reduced value at equilibrium (this equilibrium value is 1.7 for the 

HG matrix with −H termination and 2.1 for the HG matrix with−OH termination). Two more 

critical observations emerge if we compare Figure 6.17-6.18 with Figures 6.6-6.7 and 6.11-6.12. 

First, both (rw,HG/rw,G)transient,maximum and (rw,HG/rw,G)equilibrium are larger for the HG 

matrix with −OH termination. As evident from Figures 6.6-6.7 and 6.11-6.12, the parameter that 

has the largest influence on deciding the rw,HG/rw,G is the value of the vertical interstack separation 

d. A smaller d (d = 1 nm) leads to a larger value (both transient maximum and equilibrium) of 

rw,HG/rw,G as compared to a larger d (d = 2.5 nm). Given that for case studied here (architecture 

depicted in Figure 6.15f), d varies between 2.5 and 1 nm, both the transient maximum and 

equilibrium values of rw,HG/rw,G are intermediate to those witnessed for cases with uniform 

values of d (either d = 2.5 nm or d = 1 nm, see Figure 6.11-6.12). Figures 6.15−18 therefore 

establish that we witness very similar wetting and area enhancement effect during the water− HG 

matrix interactions with the dimensions of the HG matrix being chosen by a thorough analysis of 

the experimental results. 
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6.5 Conclusions 

To summarize, in this paper, we carry out extensive MD simulations to shed light on a completely 

new capillarity-driven wetting physics associated with water−HG interactions. We unravel that 

such interactions dictated by a plethora of factors such as the duration and magnitude of the 

applied forcing, nature of functionalization of the edges of the graphene holes, and the 

dimensions of the HG matrix ensure generation of novel transient and equilibrium 

water−graphene wetting states. Development of such wetting states, which are also scalable (i.e., 

witnessed even for a drop as large as ten times the original drop size) are associated with a 

significant enhancement of the water-accessible surface area of graphene. This enhanced area 

ratio has a transient maximum value or a slightly reduced equilibrium value. Both the numbers 

(the one representing the transient peak and the one representing the equilibrium) are important. 

The equilibrium value represents the ability of the holey graphene (HG) matrix to ensure a stable 

and time- independent enhancement of the area ratio. On the other hand, the transient maximum, 

which is invariably larger than the equilibrium, indicates a window of time where certain 

applications that require transient but very large graphene surface area (e.g., certain kinds of 

chemical reactions with molecules intercalated within the graphene layers) can be carried out. 

It is well-known that a variety of functional groups can be found at a defected graphene surface 

(e.g., the edge of a graphene hole). These functional groups can be hydroxyl, carbonyl, carboxyl, 

etc. As we are studying the interactions of water with such holey graphene, we are mostly 

interested to study representative examples of hydrophobic and hydrophilic functional groups. 

Accordingly, we choose the −H termination (representing the hydrophobic case) and the −OH 
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termination (representing the hydrophilic case). Of course, for our simulations we could have 

chosen other functional groups as well, representing such disparate cases of hydrophobic and 

hydrophilic functionalization, or could have used a model where a given HG matrix had a 

distribution of −OH and –H functionalization of the graphene edges.  These simulations would 

have ensured an even more extensive accounting of the effect of the system parameters, albeit the 

central findings would have still been very much the same qualitatively. 
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Chapter 7 

Ion at Air−Water Interface Enhances Capillary Wave Fluctuations: 

Energetics of Ion Adsorption 

 

7.1 Introduction  

The problem of ion adsorption at air−water (a/w) interface is significant to better understand a 

large number of events ranging from Hoffmeister effects in protein chemistry,201 light-induced 

conversion of hailde ions to halogen atoms on the surface of a water drop,202,203 use of the a/w 

interface for promoting certain reactions,204,205 regulating the size and composition of 

atmospheric aerosols that play a critical role in thunderstorm activity, lightning production, and 

precipitation,206,207 hydrolysis of SO2 in cloud droplets responsible for producing acid rain,208 

oxidation of chloride ion to chlorine gas contributing to the ozone formation in the polluted 

marine boundary layer,209,210 dictating the preferential ion adsorption to proteins at the air−water 

interface,211 improving the efficiency of the fabrication of semiconductor thin-film transistors,212 

and many more. Extensive studies over the past couple of decades have opened up a large 

number of issues that dictate the preferential adsorption/desorption of a variety of different ions at 

the air water interface.213–230 Several of these studies attempted to provide a comprehensive 

understanding of the ion adsorption/desorption process by specifically studying the changes in the 

internal energy, enthalpy, and entropy, and the resulting changes in the Helmholtz and Gibbs free 

energy as the ion moves from the bulk to the interface.218–222 Two key inferences emerge from 

these analyses: (a) The presence of the ions at the interface dampens the fluctuations of the 
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capillary waves (CWs) thereby decreasing the entropy (i.e., ΔS < 0);220  (b) The ion at the 

interface displaces the weakly interacting surface and ion-solvating water molecules to the bulk 

where the water molecules can form stronger water−water bonds thereby decreasing the overall 

enthalpy (i.e., ΔH < 0).220 Obviously, these two effects compete with each other and regulate the 

overall Gibbs free energy change ΔG = ΔH − TΔS to decide if at all the ion adsorption at the a/w 

interface is favorable or not. 

 

Here we present results from extensive atomistic simulations that contradict these inferences 

about the physical origins of the different energy components that dictate the ion adsorption at 

the a/w interface. First and foremost, we discover that the fluctuations of the capillary wave are 

enhanced and not reduced with the ion at the a/w interface. The existing studies220 reported a 

suppression of the CWs as they considered too small a size of the simulation box that led to a 

pinning of the CWs. We also obtain the wave characteristics of these enhanced CW fluctuations 

to confirm that a single mode associated with the longest wavelength dominates these enhanced 

fluctuations, which causes a large decrease in the pressure−volume (or PV) work and hence the 

enthalpy with the ion at the interface. In parallel, we also demonstrate that the enthalpy 

change associated with the ion- at-interface mediated displacement of the weakly interacting 

surface and coordinated water molecules to bulk is extremely small. This enables us to infer that 

ΔHion-at-interface < 0 is primarily associated with the PV work dictated by the properties of the 

enhanced fluctuations of the CWs with the ion at the interface. Therefore, here too, we 

contradict the key inference of the existing studies: The ion-at-interface mediated decrease in 

enthalpy is not due to the resulting redistribution of the water molecules but is due to the resulting 

change in the pressure volume work associated with the modified CW fluctuations. Given that the 

presence of the ion at the interface enhances the capillary wave fluctuations, what happens to the 
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entropy change? We establish that the entropy change is negative just as reported by the existing 

studies, and we associate such a change to the corresponding predominance of a single mode in 

the enhanced fluctuations of the CW. We carry out all the simulations using the interaction 

potential used by Venkateswaran et al.;221 therefore, the overall variations in ΔG, ΔH, and −TΔS 

are exactly similar to those predicted by ref 221. Despite this, the appropriate choice of the 

simulation box size allows us to pinpoint the actual physical causes that dictate the variation of 

the energy components and that is where our study counters and contradicts the existing 

simulation studies and points to a new understanding of the energetics of ion adsorption at the 

a/w interface. 

 

7.2 Materials and Methods 

All the simulations are carried out in a system having a simulation cell size of x × y × z = 52 Å × 

52 Å × 200 Å. A periodic boundary condition is applied in all the three Cartesian directions. The 

simulations are performed by using the molecular dynamics (MD) simulation package 

LAMMPS.81 A total of 5780 SPC/E water molecules and one cation (σ = 0.44 nm, ϵ = 0.85 

kJ/mol, q = 1.2 e) are introduced in the system. A layer of hydroxyl group is attached to the 

bottom of the simulation box to help the solution slab remain cubic. The simulations are initially 

carried out in the canonical ensemble (NVT) for 1 ns at 300 K to reach an equilibrium. At 

equilibrium, the liquid phase occupies a continuous space starting from the bottom of the 

simulation box and the corresponding global Gibbs dividing surface (indicating the liquid−vapor 

interface) is located at approximately z = 64 Å from the bottom of the simulation box. This 

leaves out the rest of the simulation box for the vapor phase. Once the equilibrium has been 
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reached, the simulations are carried out using the microcanonical ensemble (NVE) for another 5 

ns. Data is collected from this simulation of additional 5 ns, and this methodology ensures that 

the influence of the thermostat on the capillary wave (CW) hydrodynamics is eliminated. 

Furthermore, the kinetic energy fluctuations during the data collection are also carefully 

monitored to prevent the status shifts from the equilibrium. The interaction between water 

(treated with the SPC/E model) and ion is calculated using the short-range Lennard-Jones (LJ) 

potential and long-range electrostatic potential: The LJ parameters (σij, εij) between two different 

species are obtained by Lorentz−Berthelot rules,15 and the Columbic interactions are solved by 

using the particle−particle particle-mesh (PPPM) solver.231 

The potential of mean force (PMF) for all the systems is calculated by employing the umbrella 

sampling with the ion placed in the simulation box. The z location for the ion is constrained at 12 

different values (ranging from 57 to 68 Å from the bottom of the simulation box) by employing a 

bias potential with a spring constant of Kbias = 836.8 kJ/mol/nm2 along the z direction. Therefore, 

our energy data are obtained for 12 values of the z location for the ion. The system internal 

energy and liquid phase pressure are collected directly from the simulation output, while the 

liquid phase volume is generated using Voronoi Tessellation algorithm. Finally, all the error bars 

are provided based on the standard error (SE) calculated from the standard deviation (SD). 

 

7.2.1 Justifications of simulations 

The simulation set-up of the system used in this study is largely different from those used in 

pervious literature. For example, the cross-section area is set to be 16 times of σwater , which is 

significantly more than the correlation range in the simulations. In other words, using this set-up 
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can prevent the system to have unnecessary interaction due to the periodic boundary conditions. 

However, the consequences of using this set-up are not clear, as it has not been studied 

thoroughly. For example, it is not clear that the NVT ensemble is still valid or not. How would 

the system react to the ion approaching to the interface? Here, I would like to include the 

justification of the system to support the idea of using a larger simulation system.  

 

Liquid Phase Volume 

The volume of the simulation slab is generated using the Voronoi Tessellation algorithm, which 

shows negligible change as the ion moves from the bulk to the a/w interface (see Fig. 7.1). This 

negligible variation also allows us to define an average value of the volume of the simulation 

box, which is later used to calculate the PV work. 
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Figure 7.1: Variation of the volume of the simulation slab as the ion moves from the bulk 

(quantified by the ion z position with z≤62 Å) to the a/w interface (quantified by the ion z position 

with z≥66 Å). We find very little variation in the volume as the ion moves from the bulk to the 

interface. Therefore, we ascribe an average value (shown by red dotted line) to this volume, 

which is used while calculating the PV work. 

 

 

Liquid-Phase Pressure 

Unlike the volume, the pressure of the system shows a dramatic reduction as the ion moves from 

the bulk to the a/w interface (see Fig. 7.2). This is attributed to the fact that the CWs with the ion 

at the a/w interface is dominated by a single mode of longest wavelength leading to a significant 

lowering of the pressure. 
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Figure 7.2: Variation of the pressure change within the simulation slab as the ion moves from the 

bulk (quantified by the ion z position with z≤62 Å) to the a/w interface (quantified by the ion z 

position with z≥66 Å). 

 

 

7.2.2. Measurement of fluctuations 

The simulation system is equilibrated using the NVE ensemble for 1 ns and in the process, we 

evaluate the surface fluctuations. For this simulation, we constrain the ion motion only along the 

z direction, setting the ion free to move in the x-y plane (see Fig.7.3). During the sampling 

period, the ion travels across the simulation boundary freely and covers a wide range of the 

simulation box (see Fig. 7.4), allowing the surface to present multiple corrugation configurations. 

The surface water molecules are separated from the water slab using the coarse-grain density 



182 

 

method. Subsequently, the root-mean-square height difference between the surface water and the 

global Gibbs dividing surface ℎ(𝐺𝐷𝑆) is collected to obtain the surface fluctuations. 

𝛿ℎ(𝑥) = ℎ(𝑥) − ℎ(𝐺𝐷𝑆),            (7.1) 

where 𝛿ℎ(𝑥) is the collection of global fluctuations of the surface, and ℎ(𝑥) is the collection of 

surface water height within a bin defined by 𝑥. 

By this sampling method, a quantitatively averaged surface fluctuation is obtained, instead of 

having a fluctuation peak around the ion location. 

 
Figure 7.3: A 3D view of a liquid-vapor interface with an ion location shown by the red star. 
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Figure 7.4: A series of 2D views of liquid-vapor interface with ion locations shown by the red 

stars. 
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Figure 7.5 (a) Root mean square (RMS) of the CW fluctuations with the cation at three different locations 

[green circles: cation at the a/w interface, i.e., at z = 67 Å; red squares: cation at the NIR (please see the 

text for the definition of NIR or near-interface region), i.e., z = 65 Å; blue triangles: cation in the bulk, 

i.e., z = 57 Å]. The lines parallel to the horizontal axis denote the average of the fluctuations. (b−d) 

Distribution of the water molecules distinguished in terms of their interaction energies with the cation for 

(b) cation at the a/w interface, (c) cation at the NIR, and (d) cation in the bulk. (e−g) Distribution of the 

water molecules distinguished in terms of their interaction energies with the other water molecules for (e) 

cation in the bulk, (f) cation at the NIR, and (g) cation at the a/w interface. 

 

7.3 Results 

7.3.1 Evidence of the Increase in CW Fluctuations with Ion at the Air−Water 

Interface 

 Figure 7.5a quantifies the fluctuations of the CWs with the cation being positioned at the three 

different locations with respect to the a/w interface (see section 7.2.2 for the techniques to 

quantify the CW fluctuations). These three different locations are (a) the a/w interface [see 

Figure 7.5b,g], (b) the near-interface region (or NIR) [see Figure 7.5c,f], which refers to the 
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region up to which the influence of the CWs are experienced (in other words, the width of this 

region is approximately twice the amplitude of the long wavelengths constituting the CWs), and 

(c) the bulk [see Figure 7.5d,e].  Here we shall study the interactions between a cation and the 

a/w interface. We have also carried out simulations to study the interactions between an anion 

and the a/w interface. We do not witness any distinct qualitative variation in the different 

inferences. Therefore, we refrain from discussing the results when the ion is an anion. 

Furthermore, henceforth in this paper the term “ion” will be synonymously used to imply a 

cation. In Figure 7.5a, we clearly witness an increase in the fluctuations of the CWs with the ion 

at the interface, and the magnitude of these fluctuations decreases as the ion gradually moves 

from the interface to the bulk through the NIR. This finding is completely opposite of that 

reported by the existing studies,220,221 which claim that the ion at the interface must always 

reduce the CW fluctuations. We associate this finding of ref 220 to the consideration of a 

significantly small size of the simulation box. For example, Otten et al.220 considered a 

simulation volume (20 Å × 20 Å × 20 Å) that is small enough to cause a pinning of the CWs, 

which dampens the CW fluctuations. It is well-established that the simulation box size must be 

significantly larger than at least 10σ (i.e., 31.6 Å considering σ = 3.16 Å for water) to avoid 

periodic boundary conditions artificially impacting the simulation results.232,233 Therefore, we 

believe that the notion of these papers220–222 that the dampening of the CWs occur due to the 

presence of the ion at the interface is inappropriate; a dampening of the CWs is witnessed not due 

to the presence of the ions at the a/w interface but rather to the selection of too small a size of the 

simulation box220 that leads to a pinning of the CWs. Of course, in our simulations, we considered 

a much larger system size of 52 Å × 52 Å × 65 Å, which is distinctly larger than the cut off of 

10σ = 31.6 Å. Therefore, our simulation system is a suffciently large box of water with a single 
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ion (see Figure 7.1). Other relevant details of our simulation are summarized in the “Materials 

and Methods” section (section 7.2). 

 
 

In order to reaffirm our hypothesis that the ion-at-interface mediated suppression of the CW 

fluctuations reported by the previous studies220–222 is due to the consideration of a reduced size of 

the simulation box,220 we carry out extensive simulations for significantly small simulation box 

size and indeed witness that the CW fluctuations are reduced as the ion moves from the bulk to 

the a/w interface (the details have been provided in section 7.4.3 towards the end of this chapter). 

 

It is worthwhile to discuss ref 220 in more detail here. The box size used in ref 220 is larger (in x 

× y directions) than 10σ (x × y = 3.5 nm × 3.46 nm as well as x × y = 7 nm × 7 nm). However, ref 

220 does not provide any explicit result showing the variation of the CW fluctuations with the 

ion position. Therefore, we have no clue what would be their corresponding prediction of the CW 

fluctuations and if that would affect their prediction of the factors responsible for the energy 

changes. We still refer to ref 220 while identifying papers that have neglected the role of 

appropriate capture of the CW fluctuations since ref 220 supports the predicted mechanisms (for 

ion adsorption) of ref 222. It is also noteworthy that ref 220 despite being a study of much wider 

scope (studying the behavior of both single ion and ion pair) does not provide answers to the 

following questions: How would free energies, enthalpy, and entropy of ion adsorption be 

affected by the consideration of larger simulation box? How would PV work compete with the 

change in the internal energy for dictating ΔH? Are the CW fluctuations dampened or enhanced, 

and what accordingly would be the factors contributing to the entropy change? The lack of 

answers to these questions ensures that the actual physical mechanisms responsible for the 



187 

 

behavior of a single ion and an ion pair, governed by the appropriate capturing of the CWs, have 

not been unravelled in ref 220. In contrast, our study considers and responds to all these above 

questions for a single ion (as will be evident from the results later). Our simulations consider the 

potentials used in ref 220 and therefore (as will be evident later) produce very similar ΔG (as in 

ref 220) for the adsorption of a single ion for both large and small simulation boxes [compare the 

red curves between Figures 7.5]. However, unlike ref 220, an analysis of the corresponding 

ion−CW interactions help us to dissect the physical factors that contribute to these variations of 

ΔG, ΔH and ΔS. 
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Figure 7.6 Variation of the average number of surface and coordinated water molecules for different 

distances of the cation (measured in Å) from the bottom of the simulation box. A distance of 66−68 Å 

represents the cation at the a/w interface and a distance of <63 Å represents the cation in the bulk. For this 

plot, we first identify what differentiates between the different types of water molecules (surface, 

coordinate, and bulk). The bulk and the surface water molecules are identified by studying the 

corresponding local number densities ρlocal around these water molecules. A water molecule is considered 

a bulk water molecule if ρlocal = 0.032/Å3 and a surface water molecule if ρsurface water = 0.016/Å3. In 

contrast, a coordinated water molecule is the water molecule at a radial distance of 5 Å from the ion 

center. 

 

7.3.2 Energy Map of the Water Molecules, Ion Enforced Redistribution of 

Water Molecules, and the Resulting ΔH 

 Figure 7.5b−g provides the energy map of the water molecules (in kJ/mol) with the ion at 

different locations (with respect to the a/w interface). The detailed analysis, which has been 

developed following Otten et al.,220 considers the energy of interaction of a water molecule with 

the ion [Figure 7 . 5b−d] and other water molecules [Figure 7.5e−g]. Following Otten et al.,220 

we can relate the energy of a water molecule to the energies e j  corresponding to three different 

environments, namely the (a) the a/w interface, (b) the coordinate region (i.e., the solvation 
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shell of the ion), and (c) the bulk.  Consequently, the change in the local internal energy as the 

ion moves from the bulk to the interface can be expressed as220 

                                   DUlocal = ecord - ebulk( )Dncord + e surf - ebulk( )Dnsurf ,                        (7.2) 

where Δncord and Δnsurf denote the change in the number of water molecules in the coordinate 

region and the surface (or the a/w interface) as the ion moves from the bulk to the a/w interface. 

Otten et al.220 provided explicit numbers for ecord - ebulk  and e surf - ebulk . In contrast, we calculate 

Δncord and Δnsurf (see Figure 7.6). As  evident from  Figure 7.6  as well as ref 220, as the ion 

moves from the bulk to the interface, there is a small change, Δncord, in the number of the 

coordinated water molecules, while there is a slightly larger change (or decrease) Δnsurf in the 

number of surface water molecules. Once we know the energy differences ecord - ebulk  and 

e surf - ebulk  
and Δncord and Δnsurf, eq 7.2 can be employed to obtain the change in the local 

internal energy associated with the ion moving from the bulk to the a/w interface. Otten et 

al.220 hypothesized that this local internal energy change is approximately equal to the global 

internal energy change, which in turn became equal to the global enthalpy change (associated 

with the ion transfer from the bulk to the a/w interface) since the PV (pressure− volume) work is 

negligible in the presence of damped CW fluctuations triggered by the consideration of too small 

a simulation volume. Of course, even if ΔHglobal ≈ ΔUglobal ≈ ΔUlocal(z), then the values of Δncord 

and Δnsurf are so low (see Figure 7.6) that the large negative value of ΔHglobal that is hypothesized 

to be associated with the ion transfer from the bulk to the interface is never achieved. Therefore, 

we directly contradict the inference of the previous papers220,221 that the decrease in the 

enthalpy caused by the movement of the ion from the bulk to the a/w interface can be associated 

with the resulting redistribution of the water molecules. 
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Figure 7.7 Variation of the parameter Aξ/A0 associated with a given mode for the different modes 

constituting the CWs for different ion positions. This parameter Aξ/A0 dictates the contribution of a given 

mode in the CW. The physical interpretation of Aξ and A0 are provided in the main text. 
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Figure 7.8 Variation of ΔU (change in internal energy), P−V work [or Δ(PV)], and ΔH with respect to the 

cation distance from the bottom of the simulation box. 

 

7.3.3 Wave Characteristics of the Capillary Waves in the Presence of the Ion 

and the Resulting PV Work and the Change in Enthalpy   

In order to pinpoint the actual cause  for the significantly high negative enthalpy change 

associated with the ion transfer from the bulk to the interface, following the procedure elucidated 

in refs,233,234 we first investigate the surface structure (or the wave characteristics) of the CWs 

fluctuations for different ion positions. The CW is composed of several modes (namely, 1−10) 

with mode 1 having the longest wavelength [or equivalently, representing the lower wavevector 

cutoff]234 allowed by the size of the simulation box. The contribution of each mode (or the 
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wavevector) to the CW is quantified in terms of the corresponding value of the dimensionless 

ratio Aξ/A0 associated with a given mode. Here Aξ represents the surface area associated with a 

particular wavelength, accounting for all the roughness associated with the CW fluctuations,234 

and A0 represents the projection area. We provide the detailed method to compute Aξ. For the ion 

at the a/w interface, the CW (with augmented fluctuations, see Figure 7.5a) is dominated by only 

one mode (mode 1) associated with the longest wavelength (see Figure 7.7); this is evident from 

the fact that with the ion at the a/w interface the Aξ/A0 value for this mode is significantly higher 

than those associated with the other modes. Additionally, we study the ion-oxygen (oxygen of the 

water molecule) cylindrical radial distribution function g(r) for two different locations of the ion 

(one in the bulk and one at the interface). As long as the value of this RDF is larger than unity, 

we can infer that the presence of the ions is affecting the water molecules, and from there, we can 

quantify the length scale lion over which the ion affects the water molecules. We witness lion,ion-at-

interface ≫ lion,ion-in-bulk, and lion,ion-at-interface ≈ 2.3 nm signifies the length scale  that dictates  the range  

of influence  of the  ions on the water molecules with the ion at the interface. Given that lion,ion-at-

interface provides the radius of this zone of influence, the total length/diameter of the zone of 

influence lzone should be twice this length, i.e., ∼4.6 nm. lzone provides a cut off that dictates the 

size of the simulation box, i.e., the simulations must be conducted in box such that l ≫ 10σ and l 

> lzone. For the present case, we satisfy this condition by choosing l = 5.2 nm (see the “Materials 

and Methods” section or section 7.2), and obviously, the longest wavelength that dictates the 

ion−CW interactions is ∼l. Given that the periodic boundary condition of the system would always 

imply that a second ion is present at a distance of l from the first ion, in which case l < lzone, the 

water molecules within the simulation box would be influenced by this second ion yielding a 

wrong estimate of all the quantities. 
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Predominance of the contribution of a mode of a given wavelength (see Figure 7.7) ensures that 

the pressure fluctuations characterizing the CWs are significantly reduced with the ion at the 

interface. This is established, showing a much smaller (quantified by a larger negative value) of 

ΔP as the ion approaches the a/w interface. However, the CWs with the ion in the bulk have a 

uniform distribution of the contribution from the constituting modes (in other words, there is a 

uniform distribution of Aξ/A0 ratio corresponding to different modes with the ion in the bulk) (see 

Figure 7.7). This results in a larger value of pressure fluctuations, as evidenced by a larger value 

of ΔP with the ion in the bulk. This large difference in ΔP as the ion approaches the a/w interface 

from the bulk causes a significant lowering of the pressure−volume work Δ(PV) = VΔP + PΔV 

≈ VΔP (since the change in volume is negligible as the ion moves from the bulk to the a/w 

interface). This significantly negative Δ(PV)  ensures  a  negative  (or  favorable) enthalpy 

change, i.e., ΔH = ΔU + Δ(PV) < 0 with the ion at the interface (see Figure 6.4) despite a very 

large unfavorable (or positive) change in the internal energy (U). Therefore, we can make the 

second important inference of the paper: The negative (or favorable) ΔH witnessed here and in 

the previous papers220,221 as the ion moves from the bulk to the interface is primarily due to the 

change in the pressure volume work associated with the wave structure of the CW fluctuations 

and not due to the redistribution of the water molecules. Also note that the ΔU appearing in 

Figure 7.8 which is the global ΔU and computed directly using LAMMPS is significantly 

different than the ΔUlocal (discussed above) stemming from the fact that the consideration of an 

appropriate simulation volume (in our case) allows for (a) a less relative change (with respect to 

the total number of water molecules) of the number of surface water molecules and (b) for the 

ion-position-dependent change in dielectric constant.235 
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From the detailed wave-structure analysis of the CWs, we can paint a physical picture of how the 

ion at the interface triggers the CW fluctuations. As the ion approaches the interface, it deforms it 

locally. Such local interface deformation is energetically unfavorable, and the system tries to 

nullify it by smoothing the interface. The most energetically preferred mechanism for such 

smoothing is to develop a CW of longest possible wavelength supported by the simulation box 

size. This is the reason why with the ion at the interface one witnesses a predominance of Aξ/A0 

associated with the mode with the longest wavelength. 

It is useful to discuss here how this smoothing happens when the ion approaches the a/w 

interface for a small simulation box. Of course, exactly the same mechanism of smoothing will 

develop where the wave with the long wavelength would try to smooth the ion-induced local 

deformation of the a/w interface. Therefore, for this case of small simulation box as well, we 

witness a divergence of Aξ/A0 value with an increase in the wavelength or a decrease in the mode 

number. However, there is a very important difference between the cases corresponding to large 

and small simulation box sizes. If we integrate all the different values of Aξ/A0 for the different 

wave numbers and obtain the total area associated with the CW fluctuations (i.e., A/A0), then we 

find that for the large simulation box A/A0 ratio increases as the ion approaches the interface,  

whereas for the small simulation box A/A0 ratio decreases as the ion approaches the interface. 

This can be directly associated with the fact that the overall CW fluctuations, which also directly 

dictate this integrated area ratio A/A0, increase with the ion at the interface for large simulation 

box but get suppressed (due to pinning) with the ion at the interface for the small simulation box 

[in fact, for small simulation box, at a given mode number, (Aξ/ A0)ion-at-interface<  (Aξ/A0)ion-in-bulk]. 

Such weakened A/A0 ratio with the ion at the interface for small simulation box leads to such 

variations of ΔH (ΔH > 0) [Figure 7.9 below] and –TΔS (−TΔS < 0) [Figure 7.9 below] that are 
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not commensurate with the ion adsorption process. In summary, therefore, even though the 

diverging nature of the CW amplitude with the wavelength is retained even for the small 

simulation box size, its impact needs to be quantified in terms of the variation of the overall 

integrated area, and these things are drastically different for the large and small simulation boxes. 
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Figure 7.9 Variation of ΔH, −TΔS, and ΔG with respect to the cation distance from the bottom of the 

simulation box 

 

7.3.4 Variation of the Enthalpy, Entropy, and Gibbs Free Energy  

Finally, in Figure 7.9, we show the variation of ΔG and ΔH and the resulting −TΔS = ΔG − ΔH. 

The variations of these different energy components in Figure 7.9 are identical to those predicted 

in ref 221, as we use the same interaction potentials as ref 221. Critically, here very much like ref 

221, we witness a decrease in entropy.  However,  ref  221  and other papers associated this 

entropy decrease to the ion-at-interface mediated dampening of CWs,220,222 while we establish 

that the ion-at-interface actually augments the CW fluctuations [Figure 7.5a]. Thus, the question 
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is what reduces the entropy? Entropy reduction can be associated with the fact that with the ion 

at the interface the enhancement of the CW fluctuations is dominated by a single mode associated 

with longest wave- length, while with ion-at-bulk, the CW fluctuations are constituted by modes 

of multiple wavelengths (see Figure 7.7). Presence of the modes of multiple wavelengths 

enhances the mixing entropy for the case with the ion in the bulk, justifying the decrease in the 

entropy as the ion moves from the bulk to the a/w interface. We provide the detailed calculation 

procedure for the entropy change. This discovery of the physical cause of the entropy reduction is 

the third important inference of the paper: the negative (or unfavorable) ΔS witnessed here and 

previous papers,220,221 as the ion moves from the bulk to the interface, is primarily due to the 

change in the mixing entropy of the different modes dictating with the wave structure of the CW 

fluctuations and not due to the suppression of the CW fluctuations. 

 

7.4 Discussions  

7.4.1 Importance of the Present Study in the Context of the Experiments 

Studying Ion Adsorption/Desorption at the Air−Water Interfaces 

The behaviors of the ions at the interfaces have been attracting the attention of the research 

community for more than a century (see some of the excellent reviews on this topic in refs 214, 

223-224). The initial interest in the topic was raised by the experimental findings that the 

surface tension of the aqueous salt solutions is larger than that of the pure water.236 A depletion of 

ions (inorganic) from the a/w interface was associated with this increase.237 For a major part of 

the previous century, such a depletion of inorganic ions from the a/w interface was a universally 

accepted notion. It is only in the past two decades that the researchers started to challenge this 
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idea and proposed highly sophisticated experimental techniques and atomistic simulations that 

established that there could be several inorganic ions that show propensity toward the a/w 

interface. These sophisticated experimental strategies, including vibrational sum frequency 

generation   spectroscopy   (VSFG),238–243 second harmonic generation   (SHG)   

spectroscopy,244,245 high-pressure  VUV photoelectron spectroscopy,246 and X-ray photoelectron 

spec- troscopy,247,248 provide significantly more comprehensive under- standing (as compared to 

the indirect strategies such as the measurement of the surface tension or surface potential of an 

electrolyte solution or using the evidence from hypothesized chemical reactions at the a/w 

interface) suggesting the preference (or the lack of it) of the ions toward the a/w interface. These 

sophisticated approaches have been able to confirm an attraction/repulsion of the ions toward the 

a/w interface and in the process validate the corresponding predictions from the MD simulations 

pinpointing the behavior of the ions toward the a/w interface. Combined experimental and 

simulation approaches confirm that certain ions are indeed attracted toward the a/w interface, 

while others are repelled.  

In Table 7.1, we summarize the adsorption/desorption behaviors of different ions as revealed by 

these sophisticated spectroscopic experimental techniques and the corresponding MD 

simulations. 

The extensive progress in determining if a given ion would adsorb at the a/w interface or not has 

shifted attention to the question: What are the physical mechanisms (driving forces) that dictate 

ion adsorption at the a/w interface?224 Use of the MD simulations seems to be an ideal approach 

to answer this question; however, the force fields to be used for such MD simulations should be 

connected to the experimental findings. For example, the use of SHG spectroscopy allows 

quantification of the Gibbs free energy (ΔG) of the ion adsorption process by fitting the 
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Langmuir isotherm to the SHG response.220,222,249 The force fields for the MD simulations should 

be chosen so that the corresponding ΔG predicted from the MD simulations should be close to 

the experimental result. This ΔG, thus obtained from the MD simulations, would of course help 

determine if the ion is attracted or repelled from the a/w interface. More importantly, it can be 

dissected to bring out the relative contributions of the enthalpy and the entropy changes in 

determining the overall ΔG (i.e, the overall ion adsorption/desorption process).219,220,222 Our 

present paper becomes important at this dissection stage, or in other words, to provide the answer 

to this question: What are the physical mechanisms (driving forces) that dictate ion adsorption at 

the a/w interface? We establish the need to carry out the MD simulations with an appropriately 

large simulation box size that forbids the suppression of the CWs (as occurs in ref 220) and in the 

process helps to delineate the factors that contribute to the enthalpy and the entropy changes 

responsible for causing the ion adsorption/desorption at the a/w interface. Therefore, our work 

would ensure a better use of the experimental findings (e.g., the quantification of the ΔG for ion 

adsoprtion using the SHG approach) to develop the MD framework that is more capable of 

pinpointing the right driving forces needed for the ion adsorption/desorption. This is the central 

connection of our paper to the larger experimental community investigating the interactions 

between ion and a/w interface. 
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Table 7.1: Experiments on adsorption/desorption of inorganic ions at the air-

water interface and supporting MD Simulations 

Reference Studied Ion 

and 

interface 

Experimental 

Method 

Main conclusions 

from experiments 

Findings from the MD 

simulations 

Otten et 

al.220 

SCN− at air-

water 

interface 

Resonance-

enhanced 

second 

harmonic 

generation 

(SHG) 

spectroscopy 

ΔGads is negative 

indicating a favorable 

adsorption at the air-

water interface 

MD simulations support 

the findings by providing a 

substantially negative 

value of ΔG (or ΔE) 

(where E is the Helmholtz 

free energy and ΔG= ΔE, 

as PV work is neglected) 

supporting such ion 

adsorption. 

Peterson 

and 

Saykally 

250 

Tetrabutyl-

ammonium 

cation at air-

water 

interface 

Resonance-

enhanced 

second 

harmonic 

generation 

(SHG) 

spectroscopy 

ΔGads is negative 

indicating a favorable 

adsorption at the air-

water interface 

MD simulations in a 

different study confirms 

the observations.251 
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Perrine et 

al.218  

K+ and Li+ 

ion at the air-

water 

interface 

X-ray 

photoelectron 

experiments 

Li+ ion shows a 

propensity to adsorb 

while K+
 ion does not 

at the air-water 

interface  

MD simulations (218) 

support the findings 

Tian et 

al.252  

I−
, NO3

−, 

NH4
+, Cl−, 

K+, Na+, and 

SO4
2− ions at 

the air-water 

interface 

Phase-sensitive 

sum-frequency 

vibrational 

spectroscopy 

Relative tendencies of 

these different ions to 

accumulate at the air-

water rank as (in 

decreasing order): I−
, 

NO3
−, NH4

+, Cl−, K+, 

Na+, SO4
2− 

MD simulations (252) 

support these observations, 

except for the adsorption 

tendency of the NO3
− and 

NH4
+ ions. 

Piatkowsk

i et al.216  

I− and Cl− 

ions at the 

air-water 

interface  

Surface-

specific 

femtosecond 

vibrational 

spectroscopy 

Both I− and Cl− ions 

have large tendency to 

adsorb at the air-water 

interface, with I− ion 

showing a much larger 

tendency 

This paper does not carry 

our MD simulations; but 

previous MD papers have 

confirmed this observation 

qualitatively. (253) 

Liu et al. 

242 

Halide ions 

(from the 

sodium 

halide salts) 

at the air-

Vibrational 

sum frequency 

generation 

spectroscopy 

Bromide and iodide 

ions have a greater 

propensity to absorb at 

the air-water interface 

as compared to the 

MD simulations by 

Jungwirth and Douglas 

(254) and Caleman et al. 

(253) reproduce these 

findings on the relative 
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water 

interface 

Fluoride and Chloride 

ions; however, no 

quantification based 

on the bcorresponding 

Gibbs free energy of 

adsorption was 

provided 

preference of the halide 

ions at the air-water 

interface  

Raymond 

and 

Richmond 

243 

Halide ions 

(from the 

sodium 

halide salts) 

at the air-

water 

interface 

Vibrational 

sum frequency 

generation 

spectroscopy 

Very similar 

inferences as that of 

Liu et al. (242) 

MD simulations by 

Jungwirth and Douglas 

(254) and Caleman et al. 

(253) reproduce these 

findings on the relative 

preference of the halide 

ions at the air-water 

interface 

Mucha et 

al253 

Halide ions 

from the 

acidic halides 

and Na+ 

cations from 

the NaOH 

Vibrational 

sum frequency 

generation 

spectroscopy 

H3O
+ and heavier 

halide ions are 

attracted while OH− 

and Na+ ions are 

repelled from the 

interface  

MD simulations (255) 

confirm these observations 
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Gopalakri

shnan et 

al.254 

SO4
2− and 

NH4
+ ions 

Vibrational 

sum frequency 

generation 

spectroscopy 

SO4
2− ions are 

repelled from the air-

water interface and 

NH4
+ ions approach 

the interface more 

closely than the Na+ 

ions 

MD simulations of 

previous papers (257) and 

this paper (256) confirm 

these observations.  

Petersen 

and 

Saykally 

244 

Azide (N3
−) 

ion 

Second 

harmonic 

generation 

(SHG) 

spectroscopy 

Azide ions adsorb 

strongly to the air-

water interface 

MD simulations by Yang 

et al. (258) confirm this 

observation.  

Petersen 

et al.245  

Iodide (I−) 

ion 

Second 

harmonic 

generation 

(SHG) 

spectroscopy 

Iodide ions adsorb 

strongly to the air-

water interface 

MD simulations (254) 

confirm this observation. 

Petersen 

et al.255 

SCN− ion Second 

harmonic 

generation 

(SHG) 

spectroscopy 

SCN− adsorb strongly 

to the air-water 

interface 

MD simulations (259) 

confirm this observation. 
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Bohm et 

al.256  

F− ion from 

the CsF salt  

Photoelectron 

spectroscopy 

F− ion is depleted 

from the air-water 

interface 

MD simulations on the F− 

ion obtained from the NaF 

salt confirms this 

observation (254) 

Winter 

et al.251 

Tetrabutyl 

ammonium 

ion and 

Iodide ion 

Photoelectron 

spectroscopy 

Both Tetrabutyl 

ammonium ion and 

Iodide ion are 

attracted to the air-

water interface 

MD simulations (251) 

confirm these observations 

Ghosal 

et al.247 

Bromide 

and Iodide 

ions from 

KBr and KI 

salts 

X-ray 

photoelectron 

spectroscopy 

Concentration of both 

bromide and iodide 

ions are enhanced at 

the air-water interface 

MD simulations (247) 

confirm these observations 

Cheng et 

al.248 

Cl− ion 

obtained 

from the 

NaCl and 

RbCl salts 

X-ray 

photoelectron 

spectroscopy 

Cl− ions obtained from 

the NaCl showed a 

greater tendency to get 

attracted to the air-

water interface as 

compared to the Cl− 

ions obtained from the 

RbCl 

MD simulations (248) 

confirm these observations 
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7.4.2 Significance of the Present Study: Technical and Broader Perspective 

 The purpose of this paper is to show how the appropriate accounting of the simulation system 

size is essential to understand the detailed mechanisms that dictate the adsorption of an ion at an 

a/w interface. The adsorption process is quantified from the corresponding variation of the Gibbs 

free energy, enthalpy, entropy, and internal energy.219,220,222 These quantities depend on the  

parameters  of  the model used for the MD simulations. In contrast, a correct accounting of the 

simulation box size, which in turn allows us to capture the influence of the CWs appropriately, 

ensures that we pinpoint the right physical factors that dictate these changes. For example, in the 

present paper, we identify that with the ion at the interface, the PV work (and not the 

redistribution of the interfacial water molecules, as proposed by ref 220) is the main cause of the 

enthalpy change, while the lowering of mixing entropy (and not the suppression of the CW 

fluctuations, as proposed by ref 220) is the main cause of the entropy decrease. Therefore, our 

paper provides a generic framework that would serve as the microscope to analyze and dissect 

the fundamental forces that dictate the adsorption of the ions and other moieties at the a/w 

interface. 

In Table 7.2, we list a large number of papers that have conducted the MD simulations of 

inorganic ions, inorganic gas molecules, organic molecules (some of which are known 

atmospheric pollutants, e.g., phenol), and nanoparticles interacting with the a/w interface using 

a simulation box size that is less than 10σ. The CW fluctuations, which are intrinsic to any a/w 

interface, are invariably suppressed in these calculations, thereby creating a situation where there 

might be an inappropriate prediction of the factors that dictate the ion (or other moiety) 
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adsorption/desorption at the a/w interface. All these studies need to be reanalyzed by considering 

a larger simulation box size and an appropriate accounting of the influence of the CWs (this is 

what our paper proposes a framework for) in order to pinpoint the appropriate physical 

mechanisms that dictate the interactions of the ions and other moieties with the a/w interface. 

Therefore, from a purely technical standpoint, our paper raises the issue of how to better capture 

the key physical principles that govern the behavior of ions, biomolecules, colloids, and so on at 

the a/w interface. 

From the perspective of broader impact, our paper will contribute to a better understanding and 

analysis of all those phenomena where the adsorption/interaction of ion(s) with the a/w interface 

becomes important. These phenomena include the problems of (a) environmental chemistry 

[e.g., hydrolysis of SO2 and N2O5 in cloud droplets leading to the formation of acid rain,208 

reaction of Cl− ion with the sea salt aerosols (SSA) to form the Cl2 gas in the marine troposphere 

leading to the depletion of the ozone layer,209,257 uptake of OH− ion by the SSA eventually 

catalyzing the formation of the environmentally hazardous sulfate particles,204,258–261 nocturnal 

and tropospheric release of the Cl2 gas caused by the reaction of the Cl− with the nitrate 

radicals,210,262 production of Br2 gas by the reaction of the Br− ion with the SSA263 which can lead 

to an   “ozone   hole”   in   stratosphere,264 and  triggering foam 

formation by the interaction of NaCl with the a/w interface in seawater],265 (b) biology and 

chemical engineering [e.g., differential reaction probability of the kosmotropic and chaotropic 

ions with the proteins adsorbed at the a/w interface thereby dictating the protein dynamics at the 

a/w interface,211 adosprtion of the ionic surfactants at the a/w interface dictating the processes 

such as detergency, emulsification, dispersion, coating, wetting, floatation, and oil recovery, and 

adsorption of EDL-supporting colloids at a/w interfaces for various applications, etc.], and (c) 
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fabrication of the semi- conductor thin-film transistors by using ionic liquids.212,266 We provide 

detailed discussions on how these different applications will be potentially benefitted from a 

better physical understanding of the interactions between ions (and other moieties) with the a/ w 

interface, which our paper intends to do. 
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Table 7.2: List of Papers that have conducted MD simulations for the 

interactions of ions (and other moieties) with the air-water interface using a 

simulation box of size less than 10σ 

Reference Ion (or Other Moieties) simulated Simulation box Size 

Tuma et al. 267 Cl−, Br−, I−, and Na+ generated from 

the Sodium halide salts 

x×y×z = 18.6Å×18.6Å×50Å 

Jungwirth and 

Tobias268  

F−, Cl−, Br−, I−, and Na+ ions generated 

from the Sodium halide salts 

x×y×z = 30Å×30Å×100Å 

Winter et al. 251 Tetrabutylammonium and Iodide ion x×y×z = 31Å×31Å×100Å 

Salvador et al. 269 NO3
− ion x×y×z = 26.4Å×26.4Å×100Å 

Yang et al. 270 Azide (N3
−) ion x×y×z = 26.4Å×26.4Å×100Å 

Jungwirth and 

Tobias271  

Na+ and Cl− ions from the NaCl salt x×y×z = 30Å×30Å×100Å 

Mucha et al. 253 H3O
+, Cl−, Br−, Na+, OH−, and I− ions x×y×z = 30Å×30Å×100Å 

Gopalakrishnan et 

al.254  

SO4
2− and NH4

+ ions x×y×z = 30Å×30Å×100Å 

Petersen et al. 255 Na+ and SCN− ions x×y×z = 30Å×30Å×150Å 

Roeselova et al. 272 OH− ion and O3 species x×y×z = 30Å×30Å×100Å 

Brown et al. 273 Na+ and I− ions from the NaI salt x×y×z = 30Å×30Å×160Å 

McCaffrey et al. 

222 

SCN− ion x×y×z = 21.3Å×19.7Å×40Å 

Otten et al. 274 SCN− ion x×y×z = 20Å×20Å×40Å 
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Stern et al. 275 I− ion x×y×z = 15Å×15Å×70Å 

Tse et al.276  Hydrated Excess Protons and 

Hydroxide Anions 

x×y×z = 31Å×31Å×100Å 

Horinek et al. 277 F−, Cl−, Br−, I−, Li+, Na+, K+, and Cs+ 

ions 

x×y×z = 30Å×30Å×90Å 

Baer et al. 278 H3O
+ and OH− ions x×y×z = 15Å×15Å×71.44Å 

Wick et al. 279 Na+ and OH− ions generated from 

NaOH 

x×y×z = 23.6Å×23.6Å×23.6Å 

Wick et al. 280 H3O
+ ion x×y×z = 26Å×26Å×120Å 

Roeselova et al. 281 OH− ion x×y×z = 30Å×30Å×100Å 

Vieceli et al. 282 OH− ion and O3 species x×y×z = 26.3Å×26.3Å×76.3Å 

Minofar et al.283  CH3COO−, NO3
−, and Mg2+ ions x×y×z = 30Å×30Å×100Å 

Hrobárik et al. 284 Choline, tetraalkylammonium (TAA), 

and Na+ cations, and SO4
2− and Cl−  

anions 

x×y×z = 31Å×31Å×100Å 

Dang et al.285  H3O
+ ion x×y×z = 26.3Å×26.3Å×26.3Å 

Petersen et al.286  H3O
+ ion x×y×z = 31.2Å×31.2Å×75Å 

Yiapanis et al. 287 Graphitic nanoparticles x×y×z = 400Å×25.5Å×100Å 

Baer et al. 288 SO2 molecule x×y×z = 15Å×15Å×71.44Å 

Murdachaew et 

al.289  

NO2 molecule x×y×z = 15Å×15Å×71.44Å 

Kusaka et al. 290 Phenol (as an example of a neutral 

amphiphilic organic compound) 

x×y×z = 25Å×25Å×150Å 
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Martins-Costa et 

al. 291 

Formaldehyde, acetaldehyde, 

benzaldehyde 

x×y×z = 24.7Å×24.7Å×130Å 

Vacha et al.292  Polycyclic aromatic hydrocarbons like 

naphthalene, anthracene, and 

phenanthrene 

x×y×z = 23.5Å×23.5Å×200Å 

Vacha et al.292  Polycyclic aromatic hydrocarbons like 

benzene and naphthalene 

x×y×z = 18.6Å×18.6Å×388Å 

Chen et al.293  Dimethyl Sulfoxide and 

Methanesulfonic Acid 

x×y×z = 30Å×30Å×100Å 

Blower et al.294  Malonic acid x×y×z = 30Å×30Å×30Å 
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7.4.3 Results for the simulation in a smaller simulation box 

We perform a new set of simulations to evaluate the effect of the size of the simulation box. We 

consider a simulation box size x × y × z = 20 Å × 20 Å × 100 Å in the canonical ensemble 

(NVT) at 300 K. In total, the simulation consists of 288 SPC/E water molecules and one cation, 

occupying a volume of 20 Å × 20 Å × 20 Å at equilibrium (i.e., the z height of the equilibrated 

water mass is 20 Å from the bottom of the simulation box) [see Fig. 7.10(a)]. Here too the same 

interaction potentials are used for calculating the interactions between the different species . 

Also, the potential of mean force (PMF) for all the systems are calculated by employing the 

umbrella sampling with the ion placed in the simulation box. The z-location for the ion is 

constrained at 6 different values (ranging from 15 Å to 25 Å from the bottom of the simulation 

box) by employing a bias potential with a spring constant of Kbias=836.8 kJ/mol/nm2 

along z direction. Therefore, our energy data are obtained for 6 values of the z location for the 

ion. The error bar is obtained following the same procedure as employed in the simulations that 

use a large simulation box size (see section 7.2). 

In Fig. 7.10(b), we provide the variation of Δ(PV), ΔH, and ΔU for different ion positions 

obtained from the simulations for this small simulation box. We witness that Δ(PV) is not 

sufficient to change the sign of ΔH, making it positive as ΔU is also large and positive. 

Furthermore in Fig. 7.10(c), we provide the variation of ΔH, −TΔS, and ΔG for different ion 

positions obtained from the simulations for this small simulation box. Most surprisingly, we 

witness negative –TΔS, i.e.,the entropy change (as ion moves from the bulk to the interface) is 

positive. Therefore, the variation in the entropy and the enthalpy associated with the ion 
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movement from the bulk to the interface is just the opposite to what has been reported previously 

(7-9) and we associate that to the consideration of an erroneous simulation box size. Finally, we 

attempt to understand the role of the small simulation box on the CW fluctuations. When 

periodic boundary condition is applied to a water/vapor interface simulation, the corrugation at 

each end along one direction (X or Y) must match. In other words, the two red lines in Fig. 7.11a 

must have the same profile as would the two black lines (see Fig. 7.11a). The 

overlapping of these two set of profiles results in an unnatural height profile at each corner 

(labeled as red boxes, see Fig. 7.11 b,c). In a significantly smaller simulation box (𝐿 ≈ 6𝜎), the 

capillary wave is not able to develop fully, thereby ensuring that the detrimental impact of this 

unnatural height profile at each corner (associated with a periodic boundary condition) is 

extremely significant [see Fig. 7.11c]. On the other hand, in a larger simulation box (𝐿≈ 16𝜎), 

this impact of this unnatural height profile at each corner is relatively small so that the capillary 

wave is able to develop out of the corner region [see Fig. 7.11b]. Comparing the two cases of 

purewater surface corrugations obtained by both smaller and larger simulation boxes, we can 

infer that the relatively larger significance of the unnatural height profile at each corner caused 

by the periodic boundary conditions ensure that much of the surface fluctuation information is 

missing for the simulation that uses a smaller simulation box. Fig. 7.12 shows the dependence of 

surface fluctuation on the ion locations for the simulations carried out using a small simulation 

box. One can clearly see that the consideration of a small simulation box leads to a dampening of 

the CW fluctuations as the ion moves from the bulk to the interface. Fig. 7.12 is in complete 

contrast to what we report for larger simulation box size and firmly establishes our hypothesis 

that the dampening of the CW fluctuations (as proposed previously, see Refs. 276-278) can 

solely be attributed to the selection of too small a simulation box. 
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Finally in Fig. 7.13(a), we provide the variation of the ratio Aξ/A0 , characterizing the amplitude 

of the CWs, with the number of modes for the simulations conduced in this small simulation box. 

We find that for this case as well the Aξ/A0 diverges with the wavelength (i.e., has the highest 

values for mode 1). However, the overall area A/A0, characterizing the CW fluctuations and 

obtained by integrating/summing Aξ/A0 for different modes, decreases as the ion approaches the 

interface [see Fig. 7.13(b)]. This is in sharp contrast to what happens for the case of large 

simulation box and can be attributed to the artificial pinning of the CWs in a small simulation 

box. 

 

Figure 7.10: (a) The simulation set up with small simulation box size. (b) Variation of Δ(PV), ΔH, 

and ΔU for different ion positions obtained from the simulations for this small simulation box. 

(c) Variation of ΔH, −TΔS, and ΔG for different ion positions obtained from the simulations for 

this small simulation box. In (b) and (c), we consider the movement of the ion from the bulk 

(quantified by the ion z position with z<16 Å) to the a/w interface (quantified by the ion z 

position with z≥20 Å). 
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Figure 7.11: (a) A 3D view of a liquid-vapor interface showing the effect of the periodic boundary 

conditions on the corrugations at the boundaries. A schematic of unphysical surface corrugation 

due to the application of the periodic boundary condition to a system with (b) a large simulation 

volume and (c) a small simulation volume. 
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Figure 7.12: The RMS (Root Mean Square) of the CW fluctuations with the cation at two 

different Z locations (in Å) for simulations using a small simulation box: Z=15 Å represents the 

ion in the bulk, while Z= 21 Å represents the ion at the interface. 

 

 

Figure 7.13: (a) Variation of the ratio Aξ / A0 characterizing the amplitude of the CWs, with the 

number of modes for two different Z values (in Å) of the ion (Z=15 Å represents the ion in the 

bulk, while Z= 21 Å represents the ion at the interface). (b) Ratio of A/A0 (where A represents 

the sum of Aξ corresponding to all the modes) as a function of the ion position. 

 

7.5 Conclusions 

We provide atomistic simulations-based evidence that establishes that the fluctuations of the 

CWs are enhanced as the ion moves from the bulk to the a/w interface. Further analyses establish 
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that wave structure of the CWs with the ion at the interface is dominated by the mode with the 

longest wavelength. This leads to a drastic reduction in the pressure and the pressure−volume 

work, leading to the drastic enthalpy reduction. Finally, we also establish that the structural 

features of the CWs ensures a significant decrease in the mixing entropy with the ion at the 

interface and is the primary cause of the entropy reduction. 

Our simulations are carried out with a generic cation and generic anion (results not reported). 

However, we anticipate that our simulation approach that emphasizes on the appropriate 

selection of the simulation volume and a subsequent analysis of the wave structure of the CWs 

would be critical to quantify the interaction of specific cations and anions with the a/w interface. 

Furthermore, the presented simulation methodology will also be useful to better under- stand 

more involved systems such as the system studying interaction of a pair of similar and oppositely 

charged ions with the a/w interface,221 system studying the ion-a/w interaction in the presence of 

a solid substrate,222 and so on. 
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8. Conclusions and outlook 

8.1 Thesis summary  

This dissertation focuses on providing new insights on various thermodynamic and dynamic 

properties of multiple water-ion-2D materials related phenomena, including, wetting, water flow, 

and ion adsorption. All these physioco-chemical problems occur at the liquid-graphene and 

liquid-air interfaces and are probed over a nanometer scale. Molecular dynamics simulations 

methods have been accordingly employed to investigate these problems. These conduced 

simulations have shed light on understanding these problems, including (1) the wetting dynamics 

of nano-structured graphene (see Chapter 3), (2) the water permeation through holey-graphene 

membrane with and without the present of external pressure gradient (see Chapter 4-6), and (3) 

energetics analysis of the ion adsorption at the air/water interface (see Chapter 7). By solving 

those problems, his dissertation improves our understandings on utilizing newly emerging 2D 

materials as functionalized surfaces. In this dissertation, besides the water wetting and 

permeation behaviors, ion-water and ion-ion correlations are specifically considered. The 

following sections summarize the key findings of the thesis and also provide some outlooks that 

pinpoint the future directions. 
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8.2 Key scientific findings and future directions  

8.2.1 Wetting dynamics of nano-structured graphene (Chapter 3) 

This chapter focused on the spreading of a droplet on a nano-structured graphene sheet. . 

Microscale experiments report that when a liquid drop rolls on the superhydrophobic (SH) 

surface (consisting of microscale pillars), the drop three-phase contact line (TPCL) remains 

pinned on the pillar edges and the rolling occurs by the bending of the air-water interface of the 

drop to an angle that can exceed 180°.    Our detailed nanoscale MD simulations confirmed the 

exact same mechanism of drop dynamics on a SH surface: we considered drop spreading (instead 

of rolling) and the spreading occurred by the bending of the air-water interface of the liquid drop 

with the TPCL remaining pinned on the nanopillars of the SH surface.  This finding confirmed 

the universal mechanism of drop dynamics on SH surface that transcends the length scale as well 

as the nature of the drop motion.  

 

8.2.2 Water interactions with holey-graphene membrane (Chapter 4-6) 

Nano-porous graphene, or holey-graphene, is proposed to be able to serve as a membrane for 

reverse osmosis desalination. This dissertation first explored the possibility of utilizing holey 

graphene as a catalysis carrier in an aqueous environment chemical reaction. Accordingly, the 

dissertation established that a droplet could exhibit imbibition behavior when it is placed on top 

of a holey-graphene membrane. Certain combinations of the structure parameters enhanced the 

effective wetting area, which improved the catalysis kinetics and showed that holey graphene 

membrane could be an ideal material in many related fields. Second, the permeation of water 

flow through the holey graphene was studied in details for the first time. Multiple levels of 
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pressure were applied to drive the flow through the membrane, and it was found that the flow 

was controlled by the capillary force during the penetration in the channel created by two 

adjacent holey-graphene sheets; accordingly,  the flow did not follow the Darcy’s law.. Lastly, 

the wetting enhancement of holey graphene membrane was found to be even more effective 

when a pressure was added to the system and removed shortly afterwards. In other words, in 

presence of the external force perturbation, the droplet imbibition in a holey graphene membrane 

was found to be much more stable and effective.   

 

8.2.3 Ion adsorption at the air-water interface (Chapter 7) 

The problem of ion removal from seawater using a nano-porous membrane revealed that the ion-

water and ion-ion correlations have been typically ignored or treated without care. However, the 

ion hydration and dehydration processes are very complicated and affect the understanding of the 

desalination process. The ion is not likely to fully dehydrate in an aqueous environment. 

However, the situation could be different at the air/water or solid/water interface. In this 

dissertation, we discover significant flaws in the current understanding of the thermodynamics of 

ion adsorption at the air-water interface. We discovered that when an ion was partially 

dehydrated near the Gibbs dividing surface, it caused a large energy penalty. Meanwhile, the 

pressure of the system decreased, while the volume remained the same:  the consequent 

reduction in the pressure-volume work is the essential factor that balanced the energy penalty 

due to the ion dehydration. During the analysis, it was discovered found that the ion at the air-

water interface enhanced the capillary waves, while previous studied reported an ion-adsorption-

induced suppression of the capillary waves at the air-water interface. Furthermore, the ion 
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merely enhanced the longest allowed wave mode, which reduced the system mixing entropy. The 

observations offered a new perspective to revisit the thermodynamics of the well-established ion 

adsorption behaviors. 

  

8.3 Outlook  

In this dissertation, I have investigated the ion-water-2D materials interactions to demonstrate 

the potential of 2D materials when they are involved in a series of physical and chemical effects. 

Through this dissertation, hope it provide useful information and perspectives to experimentalists 

to thoroughly understand the controlling mechanisms involved in several effects pertaining to 

water-2D-Materials-ion interactions. Meanwhile, there are several related problems worth 

mentioning. For example, the ion-water correlation at the solid/liquid interface of other 2D 

materials. Solid/liquid interface is intrinsically different from the air/liquid interface and this 

becomes particularly interesting at the interfaces of non-graphene 2D materials (e.g., hexagonal 

boron nitride, MoS2, black phosphorous, MXene, etc.).  Other interesting problems can be 

probing the air-water adsorption of other ions, ion-pairs, organic molecules, nanoparticles, 

polymers, etc. I hope the different methods and insights developed in this dissertation will be 

critical in probing these problems.  
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