BOUNDARY CONDITIONS IN APPROXIMATE COMMUTATOR PRECONDITIONERS FOR THE NAVIER-STOKES EQUATIONS
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Abstract. Boundary conditions are analyzed for a class of preconditioners used for the incompressible Navier-Stokes equations. We consider pressure convection-diffusion preconditioners [8, 12] as well as least-square commutator methods [2, 3], both of which rely on commutators of certain differential operators. The effectiveness of these methods has been demonstrated in various studies, but both methods also have some deficiencies. For example, the pressure convection-diffusion preconditioner requires the construction of a Laplace and a convection–diffusion operator, together with some choices of boundary conditions. These boundary conditions are not well understood, and a poor choice can critically affect performance. This paper looks closely at properties of commutators near domain boundaries. We show that it is sometimes possible to choose boundary conditions to force the commutators of interest to be zero at boundaries, and this leads to a new strategy for choosing boundary conditions for the purpose of specifying preconditioning operators. With the new preconditioners, Krylov subspace methods display noticeably improved performance for solving the Navier-Stokes equations; in particular, mesh-independent convergence rates are observed for some problems for which previous versions of the methods did not exhibit this behavior.

1. Introduction. Consider the Navier–Stokes equations

\[ \begin{align*}
\eta \mathbf{u}_t - \nu \nabla^2 \mathbf{u} + (\mathbf{u} \cdot \nabla) \mathbf{u} + \nabla p &= \mathbf{f} \\
-\text{div} \mathbf{u} &= 0
\end{align*} \]  

(1.1)

on \( \Omega \subset \mathbb{R}^d, d = 2 \) or 3. Here, \( \mathbf{u} \) is the \( d \)-dimensional velocity field, \( p \) is the pressure, and \( \nu \) is the kinematic viscosity, which is inversely proportional to the Reynolds number. The value \( \eta = 0 \) corresponds to the steady-state problem and \( \eta = 1 \) to the case of unsteady flow. It is assumed that \( \mathbf{u} \) satisfies suitable boundary conditions on \( \partial \Omega \), which is subdivided as follows:

\[ \begin{align*}
\partial \Omega_i &= \{ x \in \partial \Omega | \mathbf{u} \cdot \mathbf{n} < 0 \}, \text{ the inflow boundary,} \\
\partial \Omega_c &= \{ x \in \partial \Omega | \mathbf{u} \cdot \mathbf{n} = 0 \}, \text{ the characteristic boundary,} \\
\partial \Omega_o &= \{ x \in \partial \Omega | \mathbf{u} \cdot \mathbf{n} > 0 \}, \text{ the outflow boundary.}
\end{align*} \]

Linearization and discretization of (1.1) by finite elements, finite differences or finite volumes leads to a sequence of linear systems of equations of the form

\[ \begin{bmatrix} F & B^T \\ B & 0 \end{bmatrix} \begin{bmatrix} \mathbf{u} \\ p \end{bmatrix} = \begin{bmatrix} \mathbf{f} \\ g \end{bmatrix}. \]  

(1.2)

These systems, which are the focus of this paper, must be solved at each step of a nonlinear (Picard or Newton) iteration, or at each time step. Here, \( B \) and \( B^T \) are matrices corresponding to discrete divergence and gradient operators, respectively and \( F \) operates on the discrete velocity space. In this paper, we focus only on \textit{div}-stable discretizations where the corresponding \((2, 2)\) block entry is identically zero.
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In recent years, there has been considerable activity in the development of efficient iterative methods for the numerical solution of the stationary and fully-implicit versions of this problem. These are based on new preconditioning methods derived from the structure of the linearized discrete problem given in (1.2). An overview of the ideas under consideration can be found in the monograph of Elman, Silvester and Wathen [5]. A survey of solver algorithms and issues associated with saddle point systems appears in [1]. The key to attaining fast convergence lies with the effective approximation of the Schur complement operator

$$S = BF^{-1}B^T,$$  \hspace{1cm} (1.3)

which is obtained by algebraically eliminating the velocities from the system.

Two approaches of interest are the pressure convection–diffusion (PCD) preconditioner proposed by Kay, Loghin and Wathen [8] and Silvester et al. [12], and the least squares commutator (LSC) preconditioner developed by Elman et al. [3]. We will describe (variants of) these in Section 2. They are derived using a certain commutator associated with convection-diffusion and divergence operators, which we introduce here. Consider the linear convection-diffusion operator

$$F = -\nu \nabla^2 + \mathbf{w} \cdot \nabla,$$  \hspace{1cm} (1.4)

where the convection coefficient \( \mathbf{w} \) is a vector field in \( \mathbb{R}^d \). This operator is defined on the velocity space (we will not be precise about function spaces) and derived from linearization of the convection term in (1.1) via Picard iteration. We will also assume that there is an analogous operator \( F(p) \) defined on the pressure space. Let \( \nabla \) denote the divergence operator on the velocity space. For two-dimensional problems,

\[
F = \begin{bmatrix} F^{(u_1)} \\ F^{(u_2)} \end{bmatrix},
\]

where

\[
F^{(u_1)} = F^{(u_2)} = -\nu \left( \frac{\partial^2}{\partial x^2} + \frac{\partial^2}{\partial y^2} \right) + w_1 \frac{\partial}{\partial x} + w_2 \frac{\partial}{\partial y}.
\]

Now, define the commutator

\[
\mathcal{E} = \mathcal{B}F - F(p)\mathcal{B} = \left[ B_x F^{(u_1)} - F(p)B_x, B_y F^{(u_2)} - F(p)B_y \right]
\]

(1.5)

where \( B_x = \frac{\partial}{\partial x} \) and \( B_y = \frac{\partial}{\partial y} \). When \( w_1 \) and \( w_2 \) are constant and boundary effects are ignored, \( \mathcal{E} = 0 \) in (1.5). This observation leads to the PCD and LSC preconditioners, as shown in Section 2.

This discussion does not take into account any effects that boundary conditions may have on the outcome. For example, the PCD preconditioner requires a discrete approximation \( F_p \) to the operator \( F(p) \), and for this it is necessary that boundary conditions associated with \( F(p) \) be specified. In previous work, decisions about defining boundary conditions within the preconditioner have been made in an ad hoc manner. These decisions have been primarily guided by experimentation and they lack a solid basis. A poor choice of boundary conditions can critically affect the performance of the preconditioners.

In this study, we systematically study the effects of boundary conditions on commutators of the form (1.5), and we use these observations to define new versions
of the PCD and LSC preconditioners. We show that for one-dimensional problems, it is possible to specify boundary conditions in such a way that the commutator is zero even at domain boundaries. In particular, a Robin boundary condition is used at inflow boundaries for the convection-diffusion operator \( \mathcal{F}(p) \). It is interesting to note that Robin conditions appear in several somewhat related preconditioning contexts. In section 11.5.1 (page 329) of [15] (see also the references therein), Robin conditions are discussed in terms of domain decomposition and how they enhance coercivity. In our context, the Robin condition leads directly to discrete (matrix) operators for which a corresponding discrete commutator is zero, and it results in a perfect PCD preconditioner in a one-dimensional setting. This basic idea is then generalized to higher dimensions by splitting the differential operators into components based on coordinate directions. This split leads to several equations associated with the commutator that can be analyzed in a fashion similar to the one-dimensional case. Although not all the commutator equations can be satisfied simultaneously, it is possible to satisfy an important subset of them. This again leads to an appropriate set of boundary conditions within the PCD method for coordinate-aligned domains. The resulting new PCD preconditioner, when combined with Krylov subspace solvers, displays significantly improved convergence properties for solving a problem with inflow and outflow boundary conditions. For enclosed flow problems (containing only characteristic boundaries), our analysis shows that the Neumann condition previously used [8] to define the convection-diffusion operator \( \mathcal{F}(p) \) is, in fact, the right choice.

Our analysis also leads naturally to a modification of the LSC preconditioner obtained through the introduction of a weighting operator that enables certain relationships in the commutator to be emphasized in the least-squares formulation. The convergence of the resulting LSC-preconditioned GMRES iteration appears to be independent of the discretization mesh parameter. This contrasts with the (mild) mesh dependence seen for the standard LSC method and it also helps explain that this dependence is caused by boundary effects.

An outline of the paper is as follows. In Section 2, we briefly review the derivation of the PCD and LSC preconditioners. In Section 3, we present some preliminary results for a commutator associated with a one-dimensional model. In Section 4, we show how to split the differential commutator into components and examine the effects of directionality on properties of the components and of discrete versions of them. In Section 5, we analyze the effects of satisfying different relationships associated with the commutator. Specifically, we show that a component of the commutator corresponding to the direction orthogonal to a Dirichlet boundary plays a special role in the qualities of the commutator. New versions of the PCD and LSC method that take these considerations into account are derived in Section 6. In Section 7, we demonstrate the improved performance of the new preconditioners on two benchmark problems, the backward-facing step, whose boundary contains inflow, outflow, and characteristic components, and the driven cavity problem, which has only characteristic boundaries. Finally, in Section 8, we make some concluding remarks.

2. Review: preconditioners derived from approximate commutators. If finite element methods are used to discretize the component operators of \( E \) in (1.5), then a discrete version of the commutator takes the form

\[
E = (Q_v^{-1}B)(Q_v^{-1}F) - (Q_p^{-1}F_p)(Q_p^{-1}B),
\]

(2.1)

where \( Q_v \) and \( Q_p \) are the velocity mass matrix and pressure mass matrix, respectively. Assuming that this matrix version of the commutator is also small (i.e., \( E \approx 0 \)), a
straightforward algebraic manipulation leads to the approximation
\[(BQ_{v}^{-1}B^T)^{-1} F_p Q_p^{-1} BF^{-1} B^T \approx I.\]
That is, the inverse of the Schur complement can be approximated by
\[(BF^{-1} B^T)^{-1} \approx A_p^{-1} F_p Q_p^{-1}\] (2.2)
where
\[A_p = BQ_{v}^{-1}B^T\] (2.3)
is a discrete Laplacian. If the commutator is small, we expect \(A_p^{-1} F_p Q_p^{-1}\) to be an effective preconditioner for the Schur complement. In an implementation, a diagonal matrix (spectrally equivalent to \(Q_p^{-1}\)) can be used to approximate the action of \(Q_p^{-1}\), and similarly, \(Q_v^{-1}\) can be replaced by a spectrally equivalent approximation in (2.3) [17]. In the following, we will assume that \(Q_p\) and \(Q_v\) represent these diagonal approximate mass matrices. Moreover, one or two multigrid cycles applied to a Poisson equation can be used to approximate the action of \(A_p^{-1}\). A complete specification of the PCD preconditioner (2.2) requires that the matrix \(F_p\) be defined as though it comes from a differential operator (a convection-diffusion operator) having some boundary conditions associated with it; this is a primary focus of this paper.

For the LSC method, \(F_p\) is defined in an alternative fashion. The basic idea is to formally solve a least squares problem designed to make a discrete version of the commutator small. In particular, we solve a weighted least squares problem for the \(i^{th}\) row of \(F_p Q_p^{-1}\) (equivalently, the \(i^{th}\) column of \(Q_p^{-1} F_p^T\)) via
\[\min || [F^T Q_v^{-1} B^T]_{:,i} - B^T [X^T]_{:,i} ||_H, \] (2.4)
where MATLAB-style notation is used to refer to matrix columns. Here, \(H\) is a positive-definite matrix defining an inner product and induced norm,
\[\langle q, q \rangle_H = (Hq, q), \quad ||q||_H = (\langle q, q \rangle_H)^{1/2}.\] (2.5)
\(X\) is to be determined and produces an approximation to \(F_p Q_p^{-1}\).

The choice of the weighting matrix \(H\) and its relation to the commutator will be described in Section 6. Briefly here, the problem (2.4) is derived by multiplying \(E\) of (2.1) by \(Q_p\), transposing, and then attempting to make the result small in the least squares sense with respect to the \(H\)-inner product. The normal equations associated with this problem are
\[BHB^T [X^T]_{:,i} = [BHF Q_v^{-1} B^T]_{j}.\]
This leads to the definition
\[F_p = (BQ_v^{-1} F HB^T)(BHB^T)^{-1} Q_p.\] (2.6)
Substitution of this expression into (2.2) and using (2.3) then gives an approximation to the inverse of the Schur complement matrix,
\[(BQ_v^{-1} B^T)^{-1} (BQ_v^{-1} F HB^T)(BHB^T)^{-1}.\] (2.7)
It is important to recognize that the matrix \(F_p\) is never explicitly computed. Moreover, as above, (2.7) is used with \(Q_v^{-1}\) approximated by a diagonal matrix, and for practical
computations the actions of \((BQ_v^{-1}B^T)^{-1}\) and \((BHB^T)^{-1}\) are approximated by one or two multigrid cycles.

These (PCD and LSC) preconditioners differ in several ways from the “standard” ones described, for example, in [5]. Most notably, previously the commutator was defined using the gradient operator, as \(\mathcal{F} \nabla - \nabla \mathcal{F}^{(p)}\). The difference from (1.5) appears innocuous since (for constant \(w\)) the components of the composite differential operators are the same. However, we are concerned with boundary conditions here, and we are now using the divergence operator because it operates on the velocity space, where boundary conditions are defined; in contrast, the gradient operator operates on the pressure space, on which there are no boundary conditions specified. We will elaborate on this in Sections 3 and 4.

In addition to this essential difference, concerning boundary conditions, there are also a few structural differences between the new variants derived here and those previously developed:

- **PCD preconditioning.** Previously, manipulation of the commutator that uses the gradient operator led to the approximation
  \[
  (BF^{-1}B^T)^{-1} \approx Q^p_{v}F_{p}A_{p}^{-1}.
  \]
  Thus the order in which the operators appear differs from (2.2).

- **LSC preconditioning.** The scaling matrix \(H\) has previously been taken to be the same as \(Q_v^{-1}\), a diagonal approximation to the inverse velocity matrix in [3] and it is taken as the reciprocal of the diagonal of \(F\) in [9] for highly variable viscosity Stokes problems. Here, we consider other diagonal forms of \(H\) in (2.7) to allow for different treatment of boundary effects. A derivation of (2.7) using the gradient would also change the order in which \(Q_v\) and \(H\) appear.

- Both new methods use (2.3) explicitly for the discrete pressure Laplacian \(A_p\), so that no decision is needed for boundary conditions for this operator.

These differences are negligible from the point of view of computational requirements.

3. **One-dimensional analysis.** Consider the one-dimensional operators

\[
\mathcal{F} = \mathcal{F}_p = -\nu \frac{d^2}{dx^2} + w \frac{d}{dx}, \quad \mathcal{B} = \frac{d}{dx}
\]

applied on an interval, say \(\Omega = (0, 1)\), where \(\nu\) and \(w\) are positive constants. We are interested here in the impact of boundary conditions on differential and discrete commutators, and we need not think of these operators as being associated with a problem such as (1.1)

It is easy to see that the commutator \(\mathcal{B} \mathcal{F} - \mathcal{F}^{(p)} \mathcal{B}\) is identically zero in \(\Omega\), with

\[
\mathcal{B} \mathcal{F} = \mathcal{F}^{(p)} \mathcal{B} = -\nu \frac{d^3}{dx^3} + w \frac{d^2}{dx^2}.
\]

Let us assume that a Dirichlet value \(u(0) = 0\) is specified at the inflow boundary \(x = 0\) for functions \(u\) defined on \(\Omega\), and that at the outflow boundary \(x = 1\) we have a condition in which \(\nu u' = 0\); the latter requirement is intended to be consistent with a standard outflow condition for (1.1), see (4.1). In addition, for the first-order operator \(\mathcal{B}\) to be uniquely specified, we require one boundary condition, which, to be consistent with the left-to-right nature of the flow, we also take to be a Dirichlet condition at the left boundary.
Now, given $u$, let $v = F u$. For $v$ to be appropriate as an argument of $B$ on the left side of (3.2), we require $v(0) = 0$. Then

$$v = F u = \left(-\nu \frac{d}{dx} + w\right) \frac{du}{dx} = \left(-\nu \frac{d}{dx} + w\right) p, \quad p = \frac{du}{dx}.$$  

That is, specifying the inflow value of $v$ is the same as specifying the inflow value of $\left(-\nu \frac{d}{dx} + w\right) p$. But $p$ is the argument of the operator $F^{(p)}$ in the second term of the commutator, $F^{(p)} \frac{d}{dx}$. So, to make the commutator 0 at the inflow, we define $F_p$ applied to (any) $p$ to satisfy the Robin boundary condition

$$-\nu p' + wp = 0$$  

at $x = 0$. This boundary condition more closely resembles a Dirichlet or a Neumann condition depending on the size of convection relative to diffusion. This is fundamentally different from what has been done previously [5], where either a Neumann or Dirichlet condition is imposed on a boundary depending on whether it corresponds to inflow, outflow, or no slip. The Robin condition is consistent with the analysis in [11] where it is shown that Dirichlet conditions on inflow are preferred as $\nu$ approaches 0. Also, notice that with our choice of boundary condition for $F_p$, the third-order operator in (3.2) has two inflow boundary conditions specified at $x = 0$, $u = 0$ and $-\nu \frac{d^2u}{dx^2} + w \frac{du}{dx} = 0$.

A similar argument can be made at outflow, where $F$ is defined with a Neumann condition and no additional boundary conditions are needed for $B$. Thus, the composite differential operator $B F u$ is only required to satisfy a Neumann condition at outflow, i.e. $u_x = 0$. For the composite differential operator $F^{(p)} B u$, we have $p = B u = u_x$. This implies that $F^{(p)} p$ must be equipped with a Dirichlet condition $p = 0$ at the outflow in order for the composite differential operator $F^{(p)} B u$ to satisfy the same Neumann condition as $B F u$.

Consider the staggered mesh given in Figure 3.1 corresponding to a one-dimensional version of a mesh that might be used for "marker-and-cell" (MAC) finite differences [7]. Given a subdivision of $(0, 1)$, by analogy with higher dimensions, take the discrete "velocities" (arguments of the matrix approximations $F$ and $B$ to $F$ and $B$, respectively) to be defined on interval endpoints, and the discrete "pressures" (arguments of $F_p$ and $B^T$) to be defined on interval centers. The discrete operators take the form of $n \times n$ matrices

$$F = \begin{pmatrix} a + b & -b & & & \\ -a & a + b & -b & & \\ & \ddots & \ddots & \ddots & \\ -a & a + b & -b & \ddots & c \\ -c & c & \ddots & \ddots & \ddots \end{pmatrix}, \quad B = \begin{pmatrix} d & & & & \\ -d & d & & & \\ & \ddots & \ddots & \ddots & \\ & -d & d & & \\ & & \ddots & -d & d \end{pmatrix},$$  

(3.4)
We will explain in detail below how the first and last rows of $F$ are determined. We show here how, given $F$, the requirement that the commutator $BF - FpB$ be zero defines the first and last diagonal entries of $F_p$. Suppose these entries are unknowns to be determined,

$$[F_p]_{11} = \xi_1, \quad [F_p]_{nn} = \xi_n.$$  

It is easy to show that requiring the first row of the products $BF$ and $F_pB$ to be equal leads to the condition on the $(1,1)$-entries

$$[BF]_{11} = d(a + b) = \xi_1 d + bd = [F_pB]_{11},$$

giving $\xi_1 = a$ as in (3.5). The situation is slightly different for the right, outflow, boundary. Here, the last rows of $BF$ and $F_pB$ are the same only if two conditions hold:

$$(a + \xi_n)d = (a + b + c)d, \quad \xi_n d = (b + c)d. \quad (3.6)$$

Fortuitously, these conditions are compatible and give $\xi_n = b + c$ as in (3.5). Thus, it is possible to construct $F_p$ so that the discrete commutator $BF - F_pB$ is identically 0. It follows from this that

$$BF^{-1}B^T = F_p^{-1}BB^T,$$

i.e., the matrix $F_p$ can be used to produce a “perfect” preconditioner for $BF^{-1}B^T$.

The entries of $F$, $B$ and the interior rows of $F_p$ are determined in a standard way. For concreteness, we will describe the case where centered differences are used for all convection terms. After scaling by $h^2$, this gives $a = \nu + \frac{wh}{2}$ and $b = \nu - \frac{wh}{2}$. The first row of $F$ corresponds to an equation centered at $x_1$ with a Dirichlet value for $x_0$. In the last row of $F$, the choice $c = 2\nu$ comes from using a central discretization to the PDE and eliminating the ghost point via the outflow Neumann boundary condition. With $d = 1$, $B$ corresponds to a centered difference approximation, scaled by $h^2$. The entries of $F_p$ centered at $x_{1/2}$ are determined using

$$[F_p]_{1/2} = -\left(\nu + \frac{wh}{2}\right)p_{-1/2} + 2\nu p_{1/2} - \left(\nu - \frac{wh}{2}\right)p_{3/2}. \quad (3.7)$$

Special treatment is needed for the value $p_{-1/2}$ at the “ghost point” $x_{-1/2} = -\frac{h}{2}$. If we use the Robin condition (3.3), approximated at $x_0$ by

$$(-\nu p' + wp)|_{x=x_0} \approx -\nu \left(\frac{p_{1/2} - p_{-1/2}}{h}\right) + w \left(\frac{p_{1/2} + p_{-1/2}}{2}\right), \quad (3.8)$$

then setting the difference operator on the right to zero leads to

$$p_{-1/2} = \left(\frac{\nu - \frac{wh}{2}}{\nu + \frac{wh}{2}}\right)p_{1/2}. \quad (3.9)$$
Substitution into (3.7) gives
\[
[F_p] \frac{1}{2} = (\nu + \frac{wh}{2}) p_{\frac{1}{2}} - (\nu - \frac{wh}{2}) p_{\frac{3}{2}} = a p_{\frac{1}{2}} - b p_{\frac{3}{2}}.
\]
That is, the discrete Robin condition (3.3) is exactly what is needed to make the discrete commutator zero at the inflow boundary. It is also possible to interpret the discrete outflow condition as an approximation that incorporates a Dirichlet assumption. Specifically, the entries of \(F_p\) centered at \(x_{n-\frac{1}{2}}\) are
\[
[F_p]_{n-\frac{1}{2}} = - \left( \nu + \frac{wh}{2} \right) p_{n-\frac{3}{2}} + \left( 3\nu - \frac{wh}{2} \right) p_{n-\frac{1}{2}}.
\]
This can be obtained by assuming a standard interior stencil and eliminating the ghost point using \(\frac{1}{2} \left( p_{n-\frac{1}{2}} + p_{n+\frac{1}{2}} \right) = 0\) which is a discrete approximation to the Dirichlet condition \(p = 0\). It should be noted that the MAC discretization is special in that the pressure grid contains no points on the boundary. Thus, each row of \(F_p\) is an approximation of the differential operator (making use of boundary conditions for the first and last row). However, most discretizations have points on the boundary. Consider, for example, the discretization \(BF\) of the composite differential operator \(B \mathcal{F}\). The last row of \(F\) can be written as an approximation to \(\mathcal{F}\) in (3.1) where a ghost point is removed using the outflow condition \(\nu u' = 0\). Application of \(B\) then entails finite difference approximation to the derivative operator, applied along this row. Thus, \(BF\) would effectively be an approximation to (3.2) where a ghost point is removed using the outflow condition on \(F\). It is not generally possible to exactly satisfy a discrete commuting relationship by taking a Dirichlet approximation for \(F_p\) (e.g. \(F_p(k, n) = 0\) for \(k \neq n\), \(F_p(n, n) = 1\) where \(n\) is the dimension of \(F_p\)). This Dirichlet condition implies that the last row of \(F_pB\) is simply the last row of \(B\) which is an approximation to \(u_x\). Further, the scaling of a simple Dirichlet condition (e.g. taking instead \(F_p(n, n) = \alpha\)) has an effect on how much the commuting relationship is violated, i.e. the size of \(\|BF - F_pB\|_2\). This follows from the fact that \(BF\) is independent of this scaling while \(F_pB\) obviously depends on the scaling. This scaling issue does not arise in a standard discretization context so long as the right hand side is scaled appropriately. In our case, however, it is the scaling of \(F_p\) which must be consistent with \(F\). This will be discussed further in Section 7.

To summarize, the discrete commutator equation is solved exactly for a one-dimensional constant wind model problem with a MAC discretization by using a Robin condition at inflow and a Dirichlet condition at outflow. Although exact commuting is not always possible in other situations, the differential commuting relationships provide justification for using these conditions as a guide for higher dimensional settings.

### 4. Analysis for higher dimensions

Commuting ideas are now extended to problems in higher dimensions. We consider a two-dimensional rectangular domain \(\Omega\) aligned with the coordinate axes (see Figure 4.1), where inflow and outflow conditions hold on the left and right vertical boundaries of \(\Omega\), respectively. This corresponds to Dirichlet values for \(u\) on the left that satisfy \(u_1 > 0\), and the solution satisfies
\[
\nu \frac{\partial u_1}{\partial x} - p = 0, \quad \frac{\partial u_2}{\partial x} = 0,
\]
on the right boundary with \(u_1 > 0\). To simplify the discussion, we use periodic boundary conditions on the top and bottom.
Consider a splitting of the convection-diffusion operators $F$ and $F^{(p)}$ into components associated with coordinate directions,

$$F = F_x + F_y, \quad F^{(p)} = F^{(p)}_x + F^{(p)}_y,$$

where

$$F_x = -\nu \frac{\partial^2}{\partial x^2} + u_1 \frac{\partial}{\partial x}, \quad F_y = -\nu \frac{\partial^2}{\partial y^2} + u_2 \frac{\partial}{\partial y},$$

and $F^{(p)}$ is split analogously. We can use these to split the commutator (1.5) into four components,

$$1^\circ \ B_x F^{(u_1)}_x - F^{(p)}_x B_x, \quad 2^\circ \ B_x F^{(u_1)}_y - F^{(p)}_y B_x,$$

$$3^\circ \ B_y F^{(u_2)}_x - F^{(p)}_x B_y, \quad 4^\circ \ B_y F^{(u_2)}_y - F^{(p)}_y B_y,$$

where the first pair comes from a splitting of the first block of (1.5), and the second pair comes from the second block. In particular, $E = [1^\circ + 2^\circ, 3^\circ + 4^\circ]$. The expressions in (4.3) can be categorized by component orientations in relation to the vertical boundaries:

1. orthogonal-orthogonal, 2. orthogonal-tangential, 3. tangential-orthogonal, 4. tangential-tangential.

The first direction is associated with a component of $B$, and the second is associated with a component of $F$. For example, $2^\circ$ contains the horizontal-oriented part of $B$ ($\partial/\partial x$) which is orthogonal to the left and right boundaries, together with the vertical-oriented part of $F$, tangent to the left and right boundaries.

Our aim is to understand how the choice of boundary conditions for $F^{(p)}$ affects these commutators, and ultimately, to understand the impact this choice has on discrete versions of the commutators and the preconditioners. Indeed, although (4.2)–(4.3) correspond to differential operators, we are primarily interested in the discrete ones, and $F$, $B$ and $F^{(p)}$ can be thought of as continuous approximations to their discrete analogues.

We begin with the discrete setting. The discrete analogue of (4.3) is

$$1^\circ \ B_x F^{(u_1)}_x - F^{(p)}_x B_x, \quad 2^\circ \ B_x F^{(u_1)}_y - F^{(p)}_y B_x,$$

$$3^\circ \ B_y F^{(u_2)}_x - F^{(p)}_x B_y, \quad 4^\circ \ B_y F^{(u_2)}_y - F^{(p)}_y B_y,$$

For marker-and-cell finite differences, assume $\Omega$ is subdivided into an $m \times n$ grid; an example is shown in Figure 4.1 for $m = 5$ and $n = 4$. The component matrices are
then structured as follows:

\[
\begin{align*}
F^{(u_1)}_z &= \text{diag}(F_1, \ldots, F_1), & F^{(u_2)}_z &= \text{diag}(F_2, \ldots, F_2), \\
F^{(p)}_z &= \text{diag}(F_3, \ldots, F_3), & B_x &= \text{diag}(B_1, \ldots, B_1),
\end{align*}
\]  

and

\[
F^{(u_1)}_y = F^{(u_2)}_y = F^{(p)}_y = \begin{bmatrix}
d I & q I & \ell I \\
\ell I & d I & \ddots \\
\vdots & \ddots & q I \\
q I & \ell I & d I
\end{bmatrix}, \quad B_y = \begin{bmatrix}
I & -I \\
-I & I \\
\ddots & \ddots & \ddots \\
-I & I
\end{bmatrix}.
\]  

\[F^{(u_1)}_x, F^{(u_2)}_x\] and \[F^{(p)}_x\] are finite difference discretizations of \(F_x\). \(F_1\), \(F_2\) and \(F_3\) are tridiagonal matrices corresponding to discretization along a single horizontal grid line. \(F_1\) is identical to \(F\) of (3.4). \(F_2\) is somewhat different due to the location with respect to the boundaries of the grid points labeled “\(\bigcirc\).” \(F_3\) near the boundaries is to be determined. \(B_1\) also corresponds to discretization along a single horizontal grid line and is identical to \(B\) of (3.4). \(F^{(u_1)}_y\), \(F^{(u_2)}_y\) and \(F^{(p)}_y\) are finite difference approximations to \(F_y\). They are identical to each other because of the periodic boundary conditions. All the approximations to \(F_x\) and \(F_y\) are block matrices where the block order is \(n\) and each of the individual blocks is of order \(m\). It is easy to see that the entries of the commutators in (4.4) corresponding to interior points of \(\Omega\) are zero when \(w\) is constant in (4.2).

Let us examine in detail what happens along boundaries. The discrete commutator (1) is the block-diagonal matrix

\[
\text{diag}(B_1 F_1 - F_3 B_1, \ldots, B_1 F_1 - F_3 B_1).
\]  

(4.7)

As \(F_1\) and \(B_1\) are identical to the matrices in the one-dimensional scenario described in Section 3, it follows that this expression is zero when \(F_3\) at inflow includes a discrete version of the Robin condition

\[-\nu \frac{\partial p}{\partial x} + w_1 p = 0.\]  

(4.8)

Specifically, \([F_3]_{11} = a\) and \([F_3]_{12} = -b\). Similarly, \(F_3\) should include a Dirichlet condition at outflow. The complication not seen in the one-dimensional case is that \(F_3\) also appears in the commutator (3). In particular, this discrete commutator is

\[
\begin{bmatrix}
F_2 - F_3 & -(F_2 - F_3) \\
-(F_2 - F_3) & F_2 - F_3 \\
\ddots & \ddots \\
-(F_2 - F_3) & F_2 - F_3
\end{bmatrix},
\]  

(4.9)

which is only zero if \(F_3 = F_2\). This implies that \(F_3\) should include a Dirichlet condition at inflow and a Neumann condition at outflow, as these are the boundary conditions for \(F_x\) (and so consequently for \(F_2\)). For example, at inflow \([F_2]_{11} = 2a + b\) and \([F_2]_{12} = -b\), and so taking \([F_3]_{11} = 2a + b\) and \([F_3]_{12} = -b\) makes (3) equal zero along the inflow boundary.\(^1\) Thus, the conditions required to make (3) equal to zero are

\(^1\)The (1, 1)-entry of \(F_2\) is larger than the (1, 1)-entry of \(F_1\) due to the fact that the leftmost grid point “\(\bigcirc\)” is closer to the boundary than the leftmost grid point “\(\times\).”
continuous commutators may not be identically zero. Further, the order of operators is not important in a continuous setting either (though the approximations to the discrete commutators, one can loosely make an argument that is important in the discrete setting. If one views the continuous commutators (4.3) as coming from an orthogonal/tangential pair. The tangential differencing leads to circulant matrices commute, which makes only those commutators equal to zero. Commutators (2) and (3) come from an orthogonal/tangential pair. The tangential differencing leads to circulant matrices with scaled identity submatrices whereas the orthogonal differencing leads to a block diagonal matrix with the same submatrix in each block diagonal entry. Here, self-commuting relies on the fact that scalar multiplication with a matrix commutes.

Thus, no special requirements are needed along the vertical boundaries in order for (2) and (3) to be zero; they are compatible with each other and they do not affect (1) as they do not depend on \( F_3 \). This implies that it is possible for three of the four commutators in (4.4) to be zero simultaneously at each vertical boundary, but not all four. We note, however, that for centered finite differences, in the limit \( \nu \to 0 \), \( a = -b = \frac{\omega h}{2} \), so that the discrete commutator is identically zero at the inflow in the hyperbolic limit.

We summarize these observations with the assertion that the discrete operators (2), (3), and (4) of (4.4) are “self-commuting,” in the sense that these commutators are zero when the discrete pressure convection-diffusion matrix \( F^{(p)} \) is defined from the same boundary conditions used to specify the velocities. Furthermore, the property of self-commuting depends only on the special matrix structures and not on values in the particular stencils, as \( F_2, d, q, \) and \( \ell \) are arbitrary. In fact, self-commuting does not even depend on the specific boundary conditions per se; instead it is a consequence of the fact that (2), (3), and (4) contain at most one discrete difference operator associated with a direction orthogonal to the vertical boundaries. In particular, (4) comes from only tangential differencing, which, in light of the periodic boundary conditions at top and bottom, are represented by circulant matrices. It is well known that circulant matrices commute, which makes (4) equal to zero. Commutators (2) and (3) come from an orthogonal/tangential pair. The tangential differencing leads to circulant matrices with scaled identity submatrices whereas the orthogonal differencing leads to a block diagonal matrix with the same submatrix in each block diagonal entry. Here, self-commuting relies on the fact that scalar multiplication with a matrix commutes.

To summarize, the order in which the individual operators appear in (2)-(4) is not important in the discrete setting. If one views the continuous commutators (4.3) as approximations to the discrete commutators, one can loosely make an argument that the order of operators is not important in a continuous setting either (though the continuous commutators may not be identically zero). Further, (1) (corresponding

\[ B_x F_y^{(u_1)} = \begin{bmatrix} B_1 d & B_1 q & B_1 \ell \\ B_1 \ell & B_1 d & \ddots \\ \vdots & \ddots & B_1 q \\ B_1 q & B_1 \ell & B_1 d \end{bmatrix} = \begin{bmatrix} dB_1 & qB_1 & \ell B_1 \\ \ell B_1 & dB_1 & \ddots \\ \ddots & \ddots & qB_1 \\ qB_1 & \ell B_1 & dB_1 \end{bmatrix} = F_y^{(p)} B_x. \]

Similarly, for (4),

\[ B_y F_y^{(u_2)} = \begin{bmatrix} (d - q)I & q & \ell I \\ -(d + \ell)I & (d - q)I & qI \\ -\ell I & \ddots & \ddots \\ qI & \ddots & -(d + \ell)I & (d - q)I \end{bmatrix} = F_y^{(p)} B_y. \]
to the one-dimensional problem) is unique in that it has an orthogonal-orthogonal characterization and it is the only discrete commutator that does not involve self-commuting.

This discussion has focused on boundaries assumed to be of either inflow or outflow type. We conclude this section with an observation for the case where the velocities satisfy a characteristic Dirichlet boundary condition. This holds along top and bottom boundaries in a simple channel flow application which is similar to the problem under discussion here, where \( w = (1, 0)^T \), and it also applies to the driven cavity problem. In this case, it is condition \( \mathbb{2} \) that is of (orthogonal,orthogonal) type with respect to both the top and bottom boundaries, and a zero commutator is obtained using the Robin boundary condition analogous to (4.8) to define \( F^{(p)}_y \) along these boundaries. For \( w_2 = 0 \), this Robin condition is

\[
-\nu \frac{\partial p}{\partial y} + w_2 p = -\nu \frac{\partial p}{\partial y} = 0, \tag{4.10}
\]

at the bottom, a pure Neumann condition. (The top is the same, with the opposite sign for \( \frac{\partial p}{\partial y} \)). This is what has been used previously for characteristic boundaries [5, 8], and this observation provides justification for this choice. As above, this would not be compatible with the Dirichlet condition needed to make the commutator \( \mathbb{2} \) equal to zero. Our computational experience, which we report in Section 7, is that the Robin condition is to be preferred.

To summarize, three out of four commutator equations can be satisfied along the boundaries of \( \Omega \), but there is a conflict between the commutators of “orthogonal-orthogonal” and “tangential-orthogonal” types. When Dirichlet conditions are specified for the Navier-Stokes equations, such as at an inflow boundary, Robin boundary conditions for \( F^{(p)} \) enables the first of these commutator types to be zero. We will explore the effect of this choice in the following sections.

5. Perturbation Analysis. As not all commutators in (4.4) can be zero simultaneously, we now seek to understand the impact of nonzero commutators, using a combination of analysis and empirical results for the MAC discretization. Once again, we consider a rectangular domain where the velocities satisfy periodic boundary conditions on the top and bottom, a Dirichlet inflow condition on the left boundary, and an outflow condition (4.1) on the right boundary. The PCD preconditioner (2.2) approximates the inverse of the Schur complement \( S = BF^{-1}B^T \). For MAC discretization on uniform grids, the mass matrices \( Q_x \) and \( Q_y \) are both diagonal of the form \( h^2 I \), and they cancel each other in (2.2). Hence, the inverse of the preconditioning operator is

\[
M = (BB^T)^{-1}F_p = (B_xB_x^T + B_yB_y^T)(F_x^{(p)} + F_y^{(p)}).
\]

The convergence of a preconditioned iterative method is (for “right-oriented” preconditioning) governed by properties of \( SM^{-1} \). We explore the variant obtained from a similarity transformation,

\[
Y = F_pSM^{-1}F_p^{-1}
\]

\[
= (F_x^{(p)} + F_y^{(p)})(B_x(F^{(u_1)})^{-1}B_x^T + B_y(F^{(u_2)})^{-1}B_y^T)(BB^T)^{-1}
\]

\[
= (F_x^{(p)}B_x + F_y^{(p)}B_y)(F^{(u_1)})^{-1}B_x^T(BB^T)^{-1} + (F_x^{(p)}B_x + F_y^{(p)}B_y)(F^{(u_2)})^{-1}B_y^T(BB^T)^{-1}
\]

\[
= (E_{xx} + E_{xy}B_xF_x^{(u_1)} + B_xF_y^{(u_1)})(F^{(u_1)})^{-1}B_x^T(BB^T)^{-1} + (E_{yx} + E_{yy}B_yF_y^{(u_2)} + B_yF_y^{(u_2)})(F^{(u_2)})^{-1}B_y^T(BB^T)^{-1}
\]

(5.1)
where
\[
E_{xx} = F_x^{(p)} B_x - B_x F_x^{(u_1)}, \quad E_{xy} = F_y^{(p)} B_x - B_x F_y^{(u_1)},
\]
\[
E_{yx} = F_x^{(p)} B_y - B_y F_x^{(u_2)}, \quad E_{yy} = F_y^{(p)} B_y - B_y F_y^{(u_2)},
\]
are the commutator errors. The similarity transformation will allow us to decouple the analysis of different components of the boundary.

Further simplification of (5.1) yields
\[
Y = I + (E_{xx} + E_{xy})(F^{(u_1)})^{-1}B_x^T(BB^T)^{-1} + (E_{yx} + E_{yy})(F^{(u_2)})^{-1}B_y^T(BB^T)^{-1}. \tag{5.2}
\]
If \(E_{xx} = E_{yy} = E_{xy} = E_{yx} = 0\), then \(Y = I\) and \(M\) is an ideal preconditioner. We will explore the size of the perturbations from the identity as a measure of the effectiveness of \(M\) as an approximation to \(S\), i.e., as a preconditioning operator.

As shown in Section 4, we can choose \(F_y^{(p)}\) so that \(E_{xy}\) and \(E_{yy}\) are zero near the inflow boundary. Let \(F_x^{(p, \perp)}\) be the version of \(F_x^{(p)}\) determined from Robin boundary conditions that makes \(E_{xx}\) (i.e., (5)) equal zero along the inflow, let \(F_x^{(p, \parallel)}\) similarly be the operator obtained from Dirichlet inflow conditions, for which \(E_{yx}\) (3) is zero, and let \(\delta F_x^{(p)} = F_x^{(p, \perp)} - F_x^{(p, \parallel)}\). Let \(Y^\perp\) be the version of \(Y\) obtained when \(F_x^{(p)} = F_x^{(p, \perp)}\), and let \(Y^\parallel\) be the version obtained when \(F_x^{(p)} = F_x^{(p, \parallel)}\). It follows that
\[
Y^\perp = I + (\delta F_x^{(p)})B_y(F^{(u_2)})^{-1}B_y^T(BB^T)^{-1},
\]
\[
Y^\parallel = I - (\delta F_x^{(p)})B_x(F^{(u_1)})^{-1}B_x^T(BB^T)^{-1}.
\]
Notice that only the factor \(\delta F_x^{(p)}\) is tied directly to the size of errors in the commutators. Furthermore, each row of the perturbations is associated with a commutator error at one pressure grid point. That is, the commutator error at a particular pressure point only affects the row in the perturbed matrix associated with that point. This means that we can explore the effect of each boundary in isolation. For example, errors in the commutator associated with points adjacent to the inflow (outflow) boundary do not have any effect on entries in rows of the perturbation associated with points adjacent to outflow (inflow) boundaries.

To examine these perturbations, we consider a 40 \times 40 MAC mesh with \(w_1 = 1\), \(w_2 = 0\), \(\nu = .25\), and centered finite differences for both the convection and diffusion terms. The computed condition numbers of the preconditioned Schur complement using the orthogonal commutator (from \(F_x^{(p, \perp)}\)) and the tangential commutator (from \(F_x^{(p, \parallel)}\)) are 45.2 and 4404.1 respectively. Thus, the system is much better conditioned using the orthogonal commutator. This correlates well with the size of the inflow perturbations associated with using each of the two perturbation formulas:
\[
P^\perp = (\delta F_x^{(p)})B_y(F^{(u_2)})^{-1}B_y^T(BB^T)^{-1},
\]
\[
P^\parallel = (\delta F_x^{(p)})B_x(F^{(u_1)})^{-1}B_x^T(BB^T)^{-1}. \tag{5.3}
\]
Specifically, Figure 5.1 illustrates a single row of \(P^\perp\) and \(P^\parallel\) associated with the 21st vertical pressure point adjacent to the inflow boundary. In this and several other figures below, this matrix row is displayed as a grid function on the underlying 40 \times 40 grid.\(^3\) It is obvious that the perturbation associated with the orthogonal

\(^3\) All perturbation rows associated with points adjacent to the inflow boundary have the same values due to the periodic boundary conditions. The only difference is that grid functions associated with different rows are shifted so that their peak corresponds to the row location.
commutator is small and localized. In addition, the Euclidean norm of the row vector from $P^\perp$ depicted in the left side of Figure 5.1 is approximately $1/2$. In contrast, the perturbations associated with the tangential commutator, shown on the right side of the figure, are much larger and do not decay quickly to zero. The Euclidean norm of the row vector from $P^\parallel$ is 7.34.

Comparison of the two perturbation formulas reveals that the only differences are the appearance of either $F(u_1)$ or $F(u_2)$, the appearance of either $B_x$ or $B_y$, and the sign of the perturbation term. $F(u_1)$ and $F(u_2)$ are almost identical as they correspond to the same convection-diffusion operator and both $u_1$ and $u_2$ satisfy Neumann conditions on outflow and Dirichlet conditions on all other boundaries. Thus, the difference in magnitude of the two perturbations $P^\perp$ and $P^\parallel$ must be due to the presence of one or the other of $B_x$ or $B_y$.

We can get a clear understanding of $P^\perp$. Using the fact that $B_y$ and $B_y^T$ commute with $F(u_2)$ and $BB^T$ due to the periodic boundary conditions on the top and bottom boundaries, we can rewrite this perturbation as

$$P^\perp = (\delta F_x^{(p)}) (BB^T F(u_2))^{-1} B_y B_y^T.$$  \hspace{1cm} (5.4)

Each inflow row of $\delta F_x^{(p)}$ is nonzero in precisely one entry, corresponding to a grid point next to the inflow boundary; this difference comes from the difference in boundary conditions. Let $r^T$ denote one such row, so that the corresponding row of $P^\perp$ is given by (the transpose of)

$$B_y B_y^T (BB^T)^{-1} (F(u_2))^{-1} r,$$  \hspace{1cm} (5.5)

where $r$ can now be interpreted as a discrete point source. Figure 5.2 plots the intermediate quantity $s \equiv (BB^T)^{-1} (F(u_2))^{-T} r$ as a grid function, where $r$ comes from the 21st vertical point adjacent to the inflow boundary. It can be seen that this

---

4The only differences come from specific aspects of the MAC discretization, as $F(u_1)$ is defined on vertical edges whereas $F(u_2)$ is defined on horizontal edges.
function has a large variation in the $x$-direction, and variations in the $y$-direction that are small everywhere, largest near the inflow boundary, and becoming smoother as one moves away from the inflow boundary. Consequently, application of the vertical discrete Laplacian $B_y B_y^T$ to $s$ (see (5.5)) largely eliminates the variation in the $x$-direction, and the resulting row of $P^\perp$ is small. Our speculation is that the shape of the function depicted in Figure 5.2 is tied directly to the fact that an inflow row of $\delta F_x(p)$ is a point source (centered adjacent to the inflow boundary) and that $(BB^T F(u_2))^T$ enforces a Neumann condition on the left boundary and a Dirichlet condition on the right boundary.

An expression analogous to (5.4) for $P^\|$ is

$$\frac{\delta F_x(p)}{(BB^T F(u_1))^{-1} B_x B_x^T}. \tag{5.6}$$

Because the horizontal variation of $(\delta F_x(p))(BB^T F(u_1))^{-1}$ is large, application of the horizontal discrete Laplacian $B_x B_x^T$ is not likely to produce a small result. It should be noted however that the “commuting trick” used to obtain (5.4) cannot be used in this case, so that $P^\|$ is not in fact equal to the expression of (5.6), and this is merely a heuristic observation.

The conclusion reached from this discussion is that Robin boundary conditions for $F(p)$ at the inflow make the preconditioned operator more resemble the identity than Dirichlet conditions, suggesting that Robin conditions are to preferred.

One can also compare perturbations for outflow by choosing $F_x(p)$ to make either 1 (Dirichlet conditions) or 3 (Neumann) zero at the outflow boundary. Figure 5.3 illustrates perturbations for a single outflow row. There is no clear sense as to which perturbation is superior to the other. The Euclidean norm of the orthogonal perturbation is a little larger (2.16 vs. 1.05 for the tangential perturbation), the signs of the perturbations are different, and $P^\perp$ extends somewhat further into the domain away from the outflow boundary than $P^\|$. This suggests that there might be a slight advantage for Neumann conditions at the outflow boundary, although the differences here are less conclusive.
Fig. 5.3. Perturbation terms (as grid functions) Values of $P^\perp(k,:)$ (left) and $P^\parallel(k,:)$ (right) next to the inflow or outflow boundaries, where $k$ is the row associated with the 21st vertical pressure grid point adjacent to the corresponding boundary.

Fig. 5.4. Perturbation terms $P^\perp(k,:)$ and $P^\parallel(k,:)$, where $k$ is the row associated with the 21st vertical pressure grid point adjacent to the inflow boundary (left figure) and the outflow boundary (right figure).

In the figures discussed above, $\nu$ was fixed at $\frac{1}{4}$. Figure 5.4 shows $P^\perp$ and $-P^\parallel$ along the single vertical lines next to either the inflow or outflow boundaries in the two-dimensional grid, for different values of $\nu$. Specifically, rows adjacent to the inflow (or outflow) boundaries are considered, and to compress the presentation, only the values along the leftmost (for inflow) or rightmost (for outflow) grid line are plotted. One can see that as $\nu$ decreases, the difference between the orthogonal and tangential inflow perturbations also decreases. This is most likely due to the fact that the Robin condition (from the orthogonal commutator) approaches a Dirichlet boundary condition (which is obtained with the tangential commutator) as $\nu$ is decreased.
In summary, we conclude that at inflow boundaries, the orthogonal commutator (coming from Robin conditions) gives rise to smaller perturbations than the tangential commutator. The difference between these two commutators becomes less significant as the Reynolds number increases (i.e., as $\nu$ decreases). The perturbations at outflow boundaries are roughly of equal size. Numerical experiments that augment these observations are presented in Section 7.

6. New variants of the PCD and LSC preconditioners. We use the results of Sections 4 and 5 to develop new variants of the pressure convection-diffusion and least squares commutator preconditioners. Both the PCD and LSC preconditioners are defined by the preconditioning matrix

$$
\mathcal{M} = \begin{bmatrix} F & B^T \\ 0 & -\hat{S} \end{bmatrix}.
$$

(6.1)

When $\hat{S}$ is the true Schur complement, the preconditioned GMRES method converges in two iterations [10]. For the PCD method we approximate $\hat{S}^{-1}$ via (2.2)–(2.3), where $F_p$ is a discrete convection-diffusion operator on the pressure space, together with the specification of boundary conditions for $F_p$. The results above identify new criteria for these conditions. If the Navier-Stokes equations (1.1) are posed with Dirichlet conditions of either inflow or characteristic type, then we will define $F_p$ with Robin conditions

$$
-\nu \frac{\partial p}{\partial n} + (w \cdot n)p,
$$

(6.2)

as in (4.8) and (4.10). This reflects a decision to favor the commutator of (orthogonal-orthogonal) type, 1 in (4.4), as suggested by the results of Section 4. It constitutes a new strategy at inlets, where previously a Dirichlet condition was used for $F_p$, and which can now be seen to favor the commutator of tangential-orthogonal type, 3 in (4.4)). We will give additional evidence of the superiority of the new approach in Section 7. For characteristic boundaries, the new approach (Neumann conditions for $F_p$) is the same as what was done previously. We also note that although the discrete operators discussed above were obtained for MAC finite differences, in the following we will use the new guidelines in a finite element setting. Details for specifying $F_p$ in this setting are given in [5, Ch. 8].

The new variant of the LSC preconditioner is defined by (6.1) where $\hat{S}^{-1}$ is given by (2.7) and the scaling matrix $H$ is chosen in such a way that the discrete commutator 1 in (4.4) is given appropriate emphasis. To motivate this strategy, we begin with a version of the commutator of (2.1), scaled by $Q_p$:

$$
BQ_v^{-1}F - F_pQ_p^{-1}B = [B_xQ_{u_1}^{-1}f(u_1) - F_pQ_p^{-1}B_x, B_yQ_{u_2}^{-1}f(u_2) - F_pQ_p^{-1}B_y],
$$

(6.3)

where the two terms on the right here could be further split into sums of the form 1+2 and 3+4. This scaling is used to make the derivation similar to what was done for finite differences in the previous two sections. We seek an approximation $X$ to $F_pQ_p^{-1}$. For each row $i$ of $X$, we will attempt to minimize the difference

$$
[BQ_v^{-1}F]_{i,:} - X_{i,:}B
$$

in a least squares sense using a weighted norm that forces 1 to be more heavily emphasized than 3 in (6.3).
This will be achieved using a weighting matrix. We have

\[
\left\| (BQ_i^{-1}F)_{i,j} - X_{i,j}B \right\| H^{1/2} = \| B^TX_{i,:} - FQ^{-1}B^T_{i,:} \| H ,
\]

(6.4)

where the norm in the expression on the left is the vector Euclidean norm, and \( H \) is a symmetric positive-definite matrix that induces an \( H \)-norm as in (2.5). We choose \( H = W^{1/2}Q^{-1}vW^{1/2} \) where, as above, \( Q^{-1}v \) is a diagonal approximation to the velocity mass matrix and \( W \) is a diagonal weighting matrix. Note that that the \( j^{th} \) column of the commutator on the left of (6.4) is scaled by the \( j^{th} \) diagonal entry of \( W \). When the domain boundaries are aligned with the coordinate axis, we take \( W_{jj} = 1 \) for all \( j \) except those corresponding to velocity components that are near the boundary (i.e., defined on a node contained in an element adjacent to \( \partial\Omega \)) and oriented in a direction tangent to the boundary. For those indices, we take \( W_{jj} = \epsilon \), a small parameter. Specifically,

\[
W_{jj} = \begin{cases} 
\epsilon & \text{if } j \text{ corresponds to a vertical velocity term } (u_2) \text{ and } B_{ij} \neq 0 \text{ for some } i \text{ corresponding to a pressure unknown on a vertical boundary} \\
\epsilon & \text{if } j \text{ corresponds to a horizontal velocity term } (u_1) \text{ and } B_{ij} \neq 0 \text{ for some } i \text{ corresponding to a pressure unknown on a horizontal boundary} \\
1 & \text{otherwise.}
\end{cases}
\]

The effect of this is that for each row \( i \) corresponding to a pressure unknown on a boundary, the weight is small in all columns \( j \) corresponding to the velocity component tangent to that boundary, and the associated component 3 is deemphasized in the least squares problem (6.4).\(^5\)

This strategy is intended to mimic the treatment of boundary conditions used for the PCD preconditioner. We also point out its impact in the Stokes limit. For Stokes problems, a good approximation to the inverse of the Schur complement is \( Q_p^{-1} \) which gives rise to iterative solvers with convergence rates independent of discretization mesh size [16, 13]. In light of (2.2), this suggests that \( F_p \) should be the same as \( A_p \) (including boundary conditions) in the Stokes case. The boundary conditions of \( A_p \) of (2.3) are completely determined by those associated with \( B \). It is easy to show that Dirichlet conditions in the original system give rise to Neumann conditions for \( A_p \). Emphasis on 3 makes LSC’s version in \( F_p \) of (2.6) more like a Dirichlet condition (which obviously does not match the Neumann condition for \( A_p \)). Emphasis on 1 in the new LSC preconditioner has the effect of forcing \( F_p \) to more closely correspond to an operator defined with Neumann conditions (which properly matches the Neumann condition for \( A_p \)).

Finally, we note that \( A_p \) specified by (2.3) is non-degenerate only when the underlying discretization of (1.1) is \textit{div-stable} [5, 6], so that \( B \) is of full rank (or rank-deficient by one in the case of enclosed flows). Techniques for defining \( A_p \) and other operators arising in the LSC preconditioning for finite element discretizations that require \textit{stabilization} are discussed in [2]. We expect these ideas to carry over to the techniques discussed in this study, although we do not consider this issue here.

7. \textbf{Numerical results.} We now show the results of numerical experiments with the new variants of the PCD and LSC preconditioners, addressing the following issues:

\(^5\)From this discussion, one might conclude that \( \epsilon = 0 \) is an appropriate choice, although it is evident that in this case \( H \) is singular. We have not found performance to be overly sensitive to \( \epsilon \) and we have fixed it to be \( \epsilon = .1 \) in experiments described below.
• For the PCD preconditioner, different choices of boundary conditions in the definition of \( F(p) \) enable different components of the commutators (4.3) and (for MAC discretization) (4.4) to be zero. We compare the different variants of the new PCD preconditioner defined using various choices of boundary conditions at inflow and outflow boundaries.

• We compare the new versions of both the PCD and LSC preconditioners with the original versions of them discussed, for example, in [5].

• We compare the new versions of the PCD and LSC preconditioners.

Two benchmark problems were used, a backward facing step, which is an example of an inflow/outflow problem, and a regularized driven cavity, which contains an enclosed flow with only characteristic boundaries. Figure 7.1 shows examples of the streamlines for the two problems. For the step, the inflow is at \( x = -1 \) and the outflow is at \( x = 5 \) for Reynolds numbers 10 and 100, and at \( x = 10 \) and \( x = 20 \) for Reynolds numbers 200 and 400, respectively. The examples were generated using the ifiss software package [14] and discretized with with a div-stable \( Q_2 - Q_1 \) finite element discretization (biquadratic velocities, bilinear pressures) on a uniform mesh of velocity element width \( 2/2^\ell - 1 \) (giving velocity nodal mesh width \( 2/2^\ell \)). Additional details concerning these problems are given in [5, Ch. 8].

The nonlinear discrete systems were solved using either a Picard or Newton iteration, which was stopped when the relative accuracy in the nonlinear residual satisfied a tolerance of \( 10^{-5} \). Each step of the nonlinear iteration requires a linear system solve, where the coefficient matrix is a discrete Oseen operator for Picard iteration or a Jacobian matrix for Newton iteration. The results reported below show the performance of preconditioned GMRES for solving the last system arising during the course of the nonlinear iteration.

Consider the performance of the new PCD preconditioner. At inflow and outflow boundaries, the matrix \( F_p \) used by the PCD preconditioner can be defined from four possible combinations of boundary conditions, corresponding to either Robin or Dirichlet conditions at inflow boundaries and Neumann or Dirichlet conditions at outflow boundaries. Figure 7.2 shows the performance of these four variants for four systems arising from the backward facing step. Neumann conditions are used along the top and bottom characteristic boundaries. In these tests, the discretization parameter was \( \ell = 6 \), giving nodal velocity grids of size \( 64 \times 96 \) for \( Re \leq 100 \) (top of figure), \( 64 \times 192 \) (\( Re = 200 \), bottom left) and \( 64 \times 384 \) (\( Re = 400 \), bottom right). It can be seen that a choice of \( F_p \) with Robin conditions at the inflow boundary is more
effective than when Dirichlet conditions are used. This means that we are favoring commutator 1 at the inflow. The situation at the outflow is less clear, and for small $Re$, a Dirichlet condition at the outflow (which favors commutator 3) appears to offer some advantage; we will return to this point in a moment. The difference between the two choices becomes negligible as $Re$ increases. This can be attributed to the fact that as $\nu \to 0$, the Robin condition (6.2) is close to a Dirichlet condition. For large $Re$, the new variants are more efficient than the original version of the PCD preconditioner, in large part also because of a significantly shorter transient period of slow convergence.

Returning to the question of Dirichlet conditions for $F_p$ at the outflow, we note that implementation of Dirichlet conditions in a boundary value problem entails adjusting the coefficient matrix so that the known boundary values are obtained. A typical strategy is to force appropriate rows of the coefficient matrix to contain only diagonal entries, with values equal to 1. We have found, however, that with a strategy of this
type for specifying $F_p$, the performance of the PCD preconditioner is sensitive to the scale of these diagonal entries. The results of Figure 7.2 come from taking these entries to be the average of the diagonal values of $F_p$ from all rows not corresponding to inflow and outflow boundaries. Figure 7.3 shows what happens when other scalings are used at the outflow, for one example from Figure 7.2 (discrete Jacobian, $Re = 100$). It is evident that performance is sensitive to this choice, and with other scalings, it is not better than when a Neumann condition are used at the outflow. Since the latter strategy does not entail a parameter, we use that in subsequent tests. Thus, for problems with inflow and outflow boundaries, we define $F_p$ with Robin conditions at the inflow (focusing commutator $\{1\}$ of (orthogonal,orthogonal) type), and Neumann conditions at the outflow (focusing $\{3\}$ of (tangential,orthogonal) type). These choices are consistent with the conclusions about perturbations reached in Section 5.
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**Fig. 7.3. GMRES iterations with PCD preconditioning for four scalings of Dirichlet boundary conditions at the inflow, discrete Jacobian, $Re = 100$.**

We also found the ordering of operators in the new PCD operator (contrast (2.2) and (2.8)) to have a significant impact. In particular, if the new boundary boundary conditions are used with the old ordering (from (2.8)), the resulting preconditioner is significantly less effective.

In general we have found the Jacobian systems arising from a Newton iteration to be slightly more costly than the Oseen systems, and this trend holds here as well. For the remainder of this section, we restrict our attention to the Oseen problem.

Figure 7.4 shows the performance of the PCD preconditioner for fixed values of the Reynolds number (denoted $Re$) and various grid refinements. The two graphs each show the results for both the new and original versions of the preconditioner. The graph on the left is for the driven cavity problem, where the original PCD preconditioner is known to exhibit mesh independent behavior [5]. Here, the eight curves (four for the new preconditioner and four for the original) are largely indistinguishable. The graph on the right is for the step problem. Here, the convergence behavior of GMRES with the new method is essentially independent of the mesh, whereas the initial transient exhibited by the original method increases as the mesh is refined.

This issue was previously not well understood. The results shown in Figures 7.2 and 7.4 clearly demonstrate that boundary conditions are responsible for the difference
between the original and new methods. For the cavity problem, with characteristic boundaries, Neumann boundary conditions are the right choice for defining $F_p$. For the inflow/outflow (step) problem, with the wrong choice of boundary conditions for $F_p$, GMRES exhibits a long period of slow convergence in its initial steps. The new method produces mesh-independent convergence for both types of problems; in contrast, previously, only the asymptotic convergence rate was known to be independent of the mesh [4].

Figure 7.5 shows analogous performance results for the LSC preconditioner. It can be seen that with the new version of this method, GMRES also exhibits mesh-
independent performance. (Note that for the step, performance improves as the grid is refined, until the convergence rate appears to settle to a constant for grid parameters \(\ell = 6\) and 7.) In contrast, for previous versions, the asymptotic convergence factor degrades slightly as the grid is refined.

![Graph showing GMRES iterations with new PCD and LSC preconditioners for fixed mesh parameter \(\ell = 6\) and various Reynolds numbers. Left: cavity. Right: step.](image)

Finally, Figure 7.6 compares the performance of both the new preconditioners for two sets of problems with fixed grid parameter \(\ell = 6\) and a variety of Reynolds numbers. The iteration counts for the LSC preconditioner are somewhat lower than those for the PCD preconditioner (although the former requires one more Poisson solve). The trends with respect to Reynolds number are largely the same for the two methods.

8. Conclusions. We have analyzed the role of boundary conditions within the pressure convection-diffusion preconditioner for saddle point systems arising from the incompressible Navier–Stokes equations. This examination has led to alternative formulations for the pressure convection-diffusion preconditioner and the LSC preconditioner that in effect emphasize certain commuting relationships near the boundary. Computationally, the number of required GMRES iterations is noticeably better than with the original versions of these preconditioners on two model benchmark problems. Further, the measured GMRES convergence rate with the new preconditioners now appears to be independent of the mesh resolution.
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