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Chapter 1

Introduction

1.1 Motivation

The motivating force behind the present study is prompted by recent advances in different areas of research in active rotor control, both from a control theory perspective and from a point of view of the evolution of actuator technologies, in combination with the recognition that active rotor control systems are essential for the development of future rotorcraft concepts aiming to expand current state-of-the-art payload, range and speed envelopes. Efforts in these areas vary largely, from analytical studies, to wind-tunnel and flight test initiatives. However, research on active rotor control has rarely considered the possible interactions with the entire helicopter coupled fuselage-rotor dynamics from a control engineering stability perspective. Encouraging efforts to move research away from the laboratory into prototype systems and full-fledged flight testing activities have also surfaced recently. Consequently, awareness for the fact that rotor and fuselage dynamics are not isolated, but rather strongly coupled, is one of the chief concerns in this study. With these issues as a backdrop, research presented in this study intends to investigate the importance of often neglected helicopter and control system dynamics on the aeromechanical stability of helicopters with closed loop higher harmonic control (HHC) systems;
first, that of the inherent periodicity in both the helicopter dynamics and control feedback gain and second, that of discrete-time delays involved in the controller implementation.

1.1.1 Background

Ever since the inception of the helicopter people have realized their potential for commercial commuter travel. Rotorcraft, or VTOL aircraft in general, possess the unique ability to carry out runway-independent and point-to-point passenger delivery operations. Exploiting this ability would significantly increase the overall flexibility of the transportation grid system. In the not so distant future, world transport requirements will be dominated by increasingly crowded urban environments. Runway independent aircraft present attractive solutions for this future transportation dilemma. Also, continuous demand for rapid and reliable transport, and requirement for robust military systems are likely to remain constant driving forces for vertical lift flight technology. As of today, commercial use of the helicopter has not yet become a commonplace reality, due in no small part to the failure to achieve a minimum measure of consumer acceptance and economy efficiency [1–4]. References [5, 6] present concise illustrative reviews of the many basic difficulties encountered in helicopter design which have prevented it from competing more favorably against their fixed wing brethren in the commercial transportation market.

Vibration and noise are key elements of community acceptance in as much as they are significant limiting factors of both, comfort and speed. Vibration is not a problem only for occupants (crew and passengers), it is also a leading cause of component fatigue, and related operational costs. Current helicopter designs are normally equipped with a vari-
ety of passive devices that have been developed to reduce fuselage vibration, either by counteracting the vibratory motion or by isolating the rotor vibratory loads from the fuselage. These are usually in the form of mass dampers or shock dampers which come with hefty weight penalties and are insufficient to guarantee the smooth ride flight conditions required for the civilian market in any case.

Leatherwood et al. [7–9] have extensively investigated ride comfort criteria incorporating the effects of both noise and vibration. This exhaustive research program conducted at NASA Langley Research Center produced a mathematical model that accounts for the effects of combined axis vibrations, and includes corrections for the effect of vibration duration and interior noise on helicopter ride quality. The output of the model consists of an estimate of the passenger discomfort produced by a given noise and or vibration environment. Depending on interior noise levels, acceleration vibration levels can be translated to percentages indicating the probability of an individual reporting the overall environment as being uncomfortable.

Current NASA recommendations suggest desirable vibration levels should be under 0.05g over the entire flight envelope. This vibration requirement is basically anchored by the minimum discomfort curve at 5 Hz, as determined by Leatherwood et al. [7–9]. The resonance frequency of the seated human body has been shown to be about 5 Hz according to power absorption measurements (see, e.g., Ref. [10]), explaining the local minima observed in the equal discomfort curves drawn by Leatherwood et al. as functions of vertical vibration acceleration amplitude and frequency.

Considering the combined effect of noise and vibration on the comfort levels of the human body suggests that even a 0.05g peak acceleration level might not be sufficiently
conducive to passenger acceptance. A harmonic vibration with a vertical peak acceleration amplitude of 0.05g will yield a r.m.s. acceleration level of about 0.035g. Depending on the noise level, this level of vibration can be translated to a 40% discomfort rating (i.e., a probability of 40% that a subject will feel discomfort when subjected to that environment) at A-weighted noise levels of about 60 dB [9]. Ride discomfort ratings increase substantially, up to about 90%, for noise levels around 87 dB. Limiting the peak acceleration to 0.005g in all directions, throughout the flight envelope, would go a long way towards ensuring a “jet-smooth” ride quality and justifying the ambitious long range goal limit of 0.005g to be achieved by the year 2022 suggested in Ref. [2].

Even the 0.05g target is an ambitious goal and must be defined more clearly. The now obsolete MIL-H-8501A standard established low speed vibration limits of 0.15g for frequencies up to 32 Hz, and 0.2g for frequencies under 36 Hz for high speed level flight. In Ref. [6] Arnold shows that even these targets were met with difficulty by current helicopter designs over the entire flight envelope, in particular in the high speed range.

Compared to the MIL-H-8501A, which was primarily concerned with the effect vibrations had on the pilot’s ability to handle the helicopter, more modern standards such as the International Organization for Standardization (ISO) 2631 and the Aeronautical Design Standard (ADS) 27, provide guidance for evaluating the severity of human whole-body exposure to mechanical vibration and shock. The general philosophy behind these standards is to account for the combined effects of the different whole-body vibration (WBV) exposure variables (i.e. intensity, duration, direction and frequency) which affect the human body. Consequently, ADS-27 and ISO 2631 standards tend to impose more restrictive limits on the vibratory environment applicable to rotary-wing aircraft. Refer-
ence [11] breaks down the strengths and weaknesses of the two based on comparisons of vibration signatures from UH-1 and UH-60 helicopters.

Defined by Crews [12], the Intrusion Index is the fundamental metric used in the ADS-27 specifications to quantify the exposure level to whole body vibration experienced in the helicopter environment. It is defined as the norm of the four largest weighted peak amplitudes along each of the three orthogonal axes on each point where the Index is being computed. Therefore it follows that limiting the four largest components in each of the three orthogonal directions to a peak of 0.05 g at normal blade passage frequencies (i.e., 16 Hz) or above typically leads to Intrusion Index values of about 0.8–1.4. For frequencies at or below a typical blade passage frequency, such values for the Intrusion Index will tend to push the peak acceleration requirements down to much lower values. The latter situation is probably not representative because the Intrusion Index is dominated primarily by \( bN/\text{rev} \) harmonics produced by the main rotor loads.

The original motivation for establishing the ADS-27 stems from the failure of the UTTAS and AAH projects to meet their original human factors specifications [12]. These aimed to limit peak vibration in all directions to about 0.05 g at the blade passage frequency and below, but none came close. Present day helicopters, especially medium to heavy lift models, still face tremendous difficulties in meeting vibration levels as specified by ADS-27, when equipped only with passive vibration damping mechanisms. If only the 25 Hz frequency is considered, a peak 0.05 g vertical acceleration will result in an Intrusion Index of about 0.4 to 0.5, which amounts to about 1/5 to 1/4 of current AH-64 and UH-60 Intrusion Index values in a worst case level flight [12]. In Ref. [5], Bousman compares Intrusion Index values computed from measurements obtained during the UH-60A
Airloads program with data measurements reported by Crews (see [12]) as well as from data recorded during the acoustics flight testing program detailed in Ref. [13].

Noise categories are differentiated between internal noise, affecting primarily the crew and passengers, and external noise, which carries implications for the communities surrounding aircraft operation centers. Both are equally significant if rotary-wing aircraft are to be successful in the civil transportation market. Although engines and rotors contribute to the overall cabin noise levels, the principal source of internal cabin noise, and the most disturbing, is the high frequency noise generated by the transmission gears. Gear noise is transmitted to the cabin through the structure of the airframe, which suggests the best way to isolate the noise is by actively canceling the vibratory loads directly at the points where the gearbox is mounted to the structure. Active noise control techniques implemented in the Sikorsky S-76 achieved an extraordinary 10–20 dB noise reduction for the main gear mesh frequency [14].

Vibration and cabin noise are not the only significant barriers stunting the potential use of the helicopter in civil transportation. External noise is a very troublesome characteristic, specially as cities and urbanized areas become more and more crowded, and helicopters are increasingly called upon to operate to and from these areas. Regulatory entities such as the FAA and ICAO enforce strict maximum allowable overflight noise limits in order to minimize the strong environmental impact noise has on surrounding communities. Every new helicopter must pass rigorous flyover noise certification tests in different flight conditions.

External noise is mostly governed by rotor noise and is therefore more in tune with the discussion on active rotor control which is the purpose of this study. So-called blade-
vortex interaction (BVI) noise and high speed impulsive (HSI) noise are highly obtrusive and problematic sources of rotor noise, due to their impulsive nature. Most passive solutions involve innovative blade designs aimed at reducing rotor blade tip vortex strength or shock effects, and thus directly attacking impulsive rotor noise at its source. BVI and HSI noise radiation directivity patterns are fairly complex, and are beyond the scope of the present discussion. However they are relevant because they directly affect how noise radiation affects surrounding communities. HSI, for example, propagates forward of the rotor plane. BVI noise propagation tends to propagate mostly forward and downward. Both, BVI and HSI noise radiation are largely dependent on the flight condition (i.e., speed and path angle). Typical peak BVI noise values, forward of the rotor plane, range from 80 to 110 dB, and reductions of 4–14 dB have been reported through the use of advanced blade tip planforms and special airfoil designs [2, 15]. Active rotor control techniques may make it possible to further reduce helicopter acoustic signatures, beyond the limits achievable through passive methods only.

Even though the issues regarding noise and vibration examined in the previous discussion are certainly as relevant today as in the near future, they take on an entirely new significance, considering their adverse impact on the long-term development of future rotary-wing aircraft. Requirements for future generation rotorcraft will see increasing growth in payload, cruise altitude, speed and endurance specifications. A series of studies sponsored by NASA have identified potential requirements for future transport runway independent aircraft for them to be viable from a commercial point of view [2]. In these studies, future technologies are cited as requiring the capability of flying 50–120 passengers in excess of 340 kn.
Motivated by these RIA studies NASA has recently focused on the technologies which will enable a hypothetical civil VTOL transport capable of carrying 120 passengers at a cruise speed of 350 kn at 30,000 ft of altitude and a 1200 nm range [16]. The investigation of several rotary-wing conceptual configurations presented in Ref. [16] identified the tilt-rotor as the best candidate to fulfill the theoretical requirements of a large civil VTOL airliner, in terms of cost efficiency and performance.

Requirements for a heavy lift VTOL military transport have simultaneously motivated the research of similar concepts under the Joint Heavy Lift (JHL) program. Driven by specific military tactical requirements, JHL emphasizes larger payload capacity (16–26 tons) over range (210–500 nm radii) or cruise speed (treated as a design variable). Although these numbers are naturally in flux, overall, such an aircraft would be comparable in size to NASA’s Heavy Lift Rotorcraft System, and would be limited by the same technological barriers.

For comparison purposes only, consider the current Mil Mi-26P civil transport version, which is quoted as being capable of carrying 63 passengers at a cruise speed of 137 kn (and a maximum of 160 kn) over a 1,080 nm (1,240 mile) maximum range [17]. The Mi-26 pretty much represents the current state-of-the-art in terms of heavy lift helicopters. Put in these terms, NASA’s goal amounts to carrying about twice the number of comfortably seated passengers at speeds over twice those of the current state of the art, as defined by the Mil Mi-26P, over comparable distances.

The Mi-26 is reported to have fairly smooth and quiet ride characteristics (e.g., [18]). Clearly the 8-bladed rotor makes for lower noise and vibration signatures, when compared to other rotors, but pays a heavy price in terms of cruise speed and performance.
This is an inescapable consequence of conventional helicopters which have to drag a rotor sideways through the air, which is why heavy lift rotorcraft will probably not follow in the lines of the conventional helicopter, but will rather take shape in the form of tilt-rotor or compound rotorcraft configurations. These new concepts present their own set of aeromechanical and aeroacoustic challenges, which will in all probability drive the necessary advances in active control technologies.

Driven by the necessity of minimizing induced velocity and of optimizing hover performance, main rotor sizing is largely dependent on the disk loading, which must be held to a minimum. The strength of the rotor wake induced velocity field is of primary concern to the safety of all ground crew and installations serving the aircraft, given the amount of thrust that these rotors have to generate. Disk loading is clearly a factor also in determining the induced power required. The requirement for a low disk loading factor at the given rotor thrust results in very large rotors and consequently low main rotor speeds, due to tip speed constraints. The large civil transport concepts in Ref. [16], for example, have main rotor speeds ranging from 137 to 162 rpm (140 rpm for the LCTR) for hover, from 51 to 75 rpm (75 rpm for LCTR) for cruise, and rotor diameters in the order of 76.7 to 90.5 ft (88.7 ft for LCTR).

An unintended consequence of the low rotor speed and elongated blades is that they result in a lower fundamental blade flapping frequency, bringing it closer to the region where pilots or flight control systems tend to operate. Main rotor frequencies found in the large civil transport study range from 2.28 to 2.70 Hz for hover, and from 0.85 to 1.25 Hz for cruise.

Additionally, the sheer size and large inertia of these aircraft are likely to result
in low frequency flexible structural airframe modes, which in turn may create complex aeromechanical rotor-fuselage couplings. To make matters worse, these heavy lift airliners may have multiple rotor systems, and their position on the aircraft may be inconvenient, if not detrimental, to the overall design of the aircraft. Consider the different tilt-rotor configurations, for example. Outboard placement of engines and rotors on the wing tips make them especially susceptible to low frequency and large amplitude motions.

Reference [16] provides a preliminary analysis of the sizing results on airframe structural modes for all three of the heavy lift airliner configurations detailed in the study. In the particular case of the LCTR, both operating modes put the 4/rev blade passage frequency right on, or very near, the natural frequencies of different structural airframe modes as well as blade modes. The most critical of the two operating points is that for cruise, because the 5.0 Hz blade passage frequency falls well within reach of the natural wing mode frequencies. Airframe structural frequencies range from 2.64 Hz to about 11 Hz. The first six modes are identified to be the symmetric and antisymmetric bending, chord bending, and torsion wing modes, which roughly puts them at about 2.6–5.0 Hz. The lowest frequency wing mode for the LCTR is the symmetric wing beam bending at 2.64 Hz. Blade passage frequency for the hover operating mode is 9.33 Hz. At this frequency, main rotor vibratory loads fall near the highest frequency airframe modes which turn out to be fuselage modes.

In general all three configurations have a low speed rotor operating point, resulting in a blade passage frequency that can potentially excite some of the airframe’s natural modes. Also, because these concepts have rotors that operate at two distinct speeds, this brings up questions about the potential effect of fuselage-rotor interactions on the heli-
copter dynamics as the rotor spins up or down, and rotational speed or blade passage frequency pass through the frequency range of fuselage modes. Note that because blade passage frequencies, especially the 5.0 Hz cruise frequency reported for the LCTR, fall right on the frequency range of greatest discomfort for human beings, vibration attenuation becomes a critical design necessity.

Tilt-rotors pose an aggravating noise propagation problem due to the variable orientation of the main rotor tip path planes which causes them to intersect the fuselage when transitioning into cruise flight, thus increasing the impact of main rotor noise on interior cabin. The actual significance of this particular factor depends on the eventual impact of BVI or HSI noise on the interior cabin environment. But the possibility clearly does exist.

1.1.2 Active rotor control

Vibration and noise reduction designs integrating passive elements with fixed characteristics, such as, hydraulic or mass dampers, or even clever mechanical or aerodynamic blade design features, into the rotor system in order to modify its natural dynamic response, typically only operate optimally for a specific flight condition. When passive methods are insufficient for providing adequate noise and vibration qualities, additional reductions may only be possible by means of active control techniques.

Active rotor control is a loose definition that encompasses different control techniques developed over the previous three decades for purposes as varied as helicopter vibration suppression, noise reduction, performance improvement or even rotor blade aeromechanical stability augmentation. Survey papers presented by Friedmann et al. [19,
20] and Teves et al. [21] review many of the different technologies and trends in the fields of rotary-wing active control, mainly that of active rotor control. Passive and active BVI noise abatement methods are reviewed in Ref. [15].

Higher Harmonic Control (HHC) and Individual Blade Control (IBC) are active vibration control technologies designed for the purpose of reducing $N/\text{rev}$ ($N$ being the number of blades) vibratory motion in the fuselage. HHC and IBC concepts are often-times classified specifically in the literature as active blade root control concepts due to the fact that these technologies originated from swashplate-based actuators, where whole blades were necessarily oscillated at the root. Since, promising active twist and trailing-edge flap controlled blade technologies with smart material actuators have emerged, allowing control loads to be applied directly at the region of the blades where they can have the greatest impact on the rotor’s aerodynamic loading, and thus avoiding the need to actuate the entire blade. Notional methods involving smart materials and structures that could, hypothetically, actively modify the mechanical properties of the blade root springs have also surfaced in the literature. One example of such methods has been presented in [22], where it was shown that good vibration reduction characteristics can theoretically be achieved by generating multi-cyclic variations of blade root flap and lag stiffness.

One of the main concerns arises from the ability, or inability, of the rotor blade actuators to operate simultaneously in the frequency bands needed for primary control as well as for noise and vibration control. Several recent studies have investigated the theoretical feasibility of employing on-blade elevons, or trailing edge flaps, as a means of providing primary flight control in place of more conventional rotor swashplate mechanisms. These studies have shown the potential of trailing edge flaps to satisfy the primary
control requirements in steady flight conditions. By means of a simplified aeroelastic model, Ormiston [23] examined the fundamental characteristics of a swashplateless rotor with on-blade trailing-edge flaps, or elevons. In particular, Shen et al. [24–29] carried out a comprehensive aeromechanic analysis of the use of trailing-edge flaps on helicopter blades in a swashplateless rotor. A parametric study of various key design parameters was performed, and an effective optimized design of the trailing-edge flap system was determined. Helicopters operate in, or are designed for, a wide array of tasks. In order to measure or qualitatively characterize the usefulness of on-blade trailing-edge flaps for primary control purposes, it is necessary to understand how much control authority can be exerted on the aircraft when maneuvering or performing specific mission task requirements other than flying in a straight and level trajectory. Reference [30] addressed some of these issues by quantifying the small-amplitude attitude change handling qualities of a medium weight articulated rotor helicopter–through bandwidth and phase delay simulation results of the helicopter pitch and roll attitude responses to longitudinal and lateral inputs–in accordance to the Target Acquisition and Tracking metrics specified in the ADS-33 aeronautical design standard performance specification.

On a basic fundamental level, active control is understood to act on a dynamic system through the explicit application of force or moment in response to input or feedback. Accordingly, active blade or rotor control systems usually operate by directly altering the aerodynamic loading on the rotor blades in an attempt to modify its dynamic response. Interference of the active rotor control system with the rotor aerodynamic loading brings up questions about the possibility of active rotor control and flight control requirements acting in contraposition of each other, considering that the rotor provides not only he-
licopter propulsion and lift, but also the primary means of aircraft control available to the pilot. This is a critical question, because if these technologies are ever to be widely employed in production helicopters, rotor induced noise and vibration reduction must be achieved without degrading performance or handling qualities.

Active control techniques for vibration suppression operate on the principle that *interharmonic coupling* due to the periodicity of rotor dynamics in forward flight (see Ref. [31]) can be exploited by adding suitably phased and modulated higher harmonic components, such as, e.g., \( N \), \( (N \pm 1) \) and \( (N \pm 2)/\text{rev} \), to the rotor controls in order to achieve attenuation of \( N/\text{rev} \) vibratory components in the fuselage. Recognizing that rotor noise and vibration are fundamentally precipitated by the same phenomena, namely, unsteady blade aerodynamic loading and motion in forward flight, has spurred appreciable research on rotor noise reduction techniques, by means of the basic principles normally studied in the context of vibration control [15]. Experience has shown it is generally not possible to suppress rotor low-frequency noise and vibratory loads simultaneously at these frequencies, due to significant phasing discrepancies between independent optimal control requirements for each problem [15,32–38]. Blade control inputs at \( 2/\text{rev} \), however, have been shown to be advantageous in effectively reducing low-frequency BVI noise, while at the same time improving performance, without impacting fuselage vibrations [15, 39].

In reference to feedback, active rotor control can be either open or closed loop, without distinction. Feedback control methods may allow for active rotor systems which can adapt to different operating flight conditions. Inevitably, issues about stability crop up when introducing closed loop control concepts, and care is needed to make sure that
feedback gains do not cause the helicopter to become unstable or cause adverse aeromechanical interactions.

Concerns about vibration control interfering adversely with performance or rotor noise characteristics, for example, may translate to the design of closed loop controllers, depending on the closeness of the effective frequency bands for vibration, BVI noise and performance control, as well as flight control, in particular if control inputs are not steady, because of frequency shifting induced by time-modulation of the amplitude of the higher harmonic controls. Risk associated with this particular aeromechanical interaction is amplified in helicopters with lower number of blades (i.e., 3 or 4 blades), while rotors with a higher number of blades (i.e., 6 or higher) may pose a very light coupling risk due to the natural separation of “vibration control frequencies” and “noise and performance control frequencies”. In a 6-bladed rotor, for example, “vibration control frequencies” range from 4 through 7 or 8/rev, while “noise and performance control frequencies” are confined to 2 and 3/rev. However, very limited attention has been devoted so far in the literature to the dynamic analysis of vibration attenuation schemes (see, e.g., [40, 41])

Active rotor and flight control methods will play a prime role ensuring that next generation breakthrough concepts overcome current technological barriers which restrict the full potential of rotorcraft for commercial transportation and military systems, with the general idea in mind that noise and vibration should be brought down to levels comparable to those of current fixed-wing subsonic aircraft.

Recognition that, on a fundamental level, helicopter noise and vibration are precipitated by the same phenomena, namely unsteady blade aerodynamic loading and motion, has spurred appreciable research on helicopter rotor noise reduction techniques, through
basic higher harmonic control and individual blade control principles normally studied in the context of vibration control. Remarkable progress in understanding the fundamental physical causes and adequate reduction mechanisms for main rotor noise has taken place over recent decades [15]. Given the complexity of modeling BVI noise analytically, the bulk of the work has been limited to experimental settings. Active blade twist or trailing-edge flaps, as well as conventional blade root HHC and IBC pitch concepts have shown promise for noise reduction, provided actuator power requirements can be met. Although HHC has been shown to be effective in reducing BVI noise, one of the challenges has been to optimize the simultaneous vibration and noise reduction. HHC settings producing minimum noise do not necessarily yield minimum vibration, so optimal solutions normally entail a compromise. While HHC has been proven successful in reducing BVI noise, it has also shown a tendency to increase low frequency noise. On the other hand, IBC tests have shown 2/rev pitch inputs are more adequate for achieving simultaneous reduction of rotor noise and vibratory loads [37]. Since Ref. [15] was published, wind tunnel tests on an active twist rotor have confirmed the difficulty in achieving simultaneous control of BVI and low frequency noise, as well as N/rev vibration, with (N − 1), N, and (N + 1)/rev harmonic inputs only [36]. An aeroelastic model suitable for BVI noise simulations presented by Liu et al. [42] has shown a good agreement with experimental results in terms of simultaneous vibration and noise reduction, signaling the possible maturation of analytic computational models. References [43, 44] present further advances in these areas.

Emphasis on active rotor noise control techniques has mostly been limited to open-loop, experimental studies. Few studies have investigated the potential implications of closing the feedback loop. Kube et al. [45,46] carried out a series of wind tunnel demon-
strations showing the utility of closed loop HHC for simultaneous reduction of BVI impulsive noise and vibration. The difficulty in accurately modeling or predicting BVI noise levels analytically has largely stunted the development of closed loop BVI noise control algorithms. As far as the controller design is concerned, BVI plant dynamics are highly nonlinear. Some advancements have been made recently [47], on the basis of a very specific set of simplifying assumptions.

Eurocopter Germany carried out a series of flight tests demonstrating the use of closed-loop IBC on a MBB BO105 helicopter equipped with on-board microphones [48]. Success of the BO105 tests has spawned further initiatives aimed at expanding the knowledge envelope to include different types of rotor systems and active rotor control concepts, namely the six-bladed articulated rotor on the CH-53G [40, 41], and a BK117-borne ADASYS four-bladed hingeless rotor system equipped with active trailing-edge flaps [49]. Presently, the main thrust of these initiatives has been directed at flight testing closed loop IBC for vibration reduction in the fuselage, with closed loop BVI noise control and rotor performance improvement investigations expected at some point in the future. In particular, flight tests with the BK117-ADASYS rotor system [49] have been designed with an emphasis on the system identification steps necessary for vibration controller design and testing. Additional flight test activities will involve topics such as aeromechanical stability augmentation, stall delay as well as rotor power improvements. Any flight testing program must be linked to a serious effort in advancing the capabilities of comprehensive analytical prediction tools for active rotor control system developments. A recently closed-loop computational aeroelastic analysis using Actively Controlled Flaps [50] represents a positive step forward in this context.
Summarizing, it should be said that there is definitely fertile ground for the future growth of active rotor control technologies: firstly, so-called comprehensive models have matured to the point where they are beginning to prove useful for analysis and prediction by capturing, at least, the major aerodynamic and aeromechanic phenomena [51]; secondly, prototype active control technologies have been implemented into real-life helicopter testbeds which will allow future flight testing of open and closed loop control algorithms; and finally, the potential evolution of future rotary-wing aircraft concepts is intimately tied to the development of capable active rotor control techniques. Care must be taken, however, when studying these technologies in the context of frequency-domain feedback control, keeping in mind that closing the loop has implications regarding the stability margins of the entire system, and, also, remembering that potential FCS/ARCS interactions can occur due to the coupling of rotor and fuselage dynamics.

1.2 Literature Review

1.2.1 Higher harmonic control

As mentioned in the previous discussion, Higher Harmonic Control (HHC) is an active rotor control technique designed for the purpose of reducing $N/\text{rev}$ ($N$ being the number of rotor blades) vibratory components in the fuselage by adding higher harmonic components to the rotor controls. Amplitude and phase of these harmonics are determined on line by a suitable control law. If the higher harmonic inputs are applied in the rotating system, via rotating high frequency actuators, the technique is usually called Individual Blade Control (IBC). IBC and HHC are generally considered as effective techniques for
vibration reduction, but issues of power requirements and reliability have until now prevented widespread application on production helicopters [52].

HHC has been the subject of extensive research over the last three decades. Research previous to 1982 has been reviewed by Johnson [53] as part of an extensive study of several types of HHC algorithms and implementation techniques that remains relevant to this date. More recent survey papers have been written by Friedmann and Millott [19] and Teves et al. [21]. Although HHC is generally studied in the context of rotor control, the basic HHC algorithm has also been successfully used for fuselage-mounted active vibration reduction [54] and gear-mesh noise reduction [14]. Finally, it is worthwhile to point out that while HHC and IBC represent significantly different technologies from the implementation point of view (i.e., choice of actuators and sensors), they are completely equivalent from the control theoretic point of view. In particular, the extension of IBC to the more realistic case of a rotor with dissimilar blades requires only a trivial modification of the control algorithms. The terms HHC or IBC throughout this work will refer to the control logic itself, indistinctly of the blade actuation mechanisms.

Figure 1.1 shows the schematic of a typical HHC system for vibration reduction. While this is not the only possible approach, nor is it necessarily the best, it is important for historical and practical reasons, and has been extensively studied theoretically and experimentally (e.g., [55–57]). Some helicopter outputs, typically $N/\text{rev}$ components of fuselage vibrations are extracted through a harmonic analysis, fed to a controller that computes appropriate values of the higher harmonic controls, which are then injected into the rotor controls. Since the controller is designed to deal only with the harmonics of vibration components and controls, it is therefore considered to effectively operate in the
frequency-domain. The notion of a frequency-domain higher harmonic controller which relates the harmonics of the vibration with those of the controls has presented a convenient model for HHC algorithm analysis, and has been widely exploited. Conceptually, this control system is designed to regulate the “envelope” variables that define amplitude of the harmonic vibration signal, rather than the vibration itself. Figure 1.2 portrays a simplified, frequency-domain schematic of the HHC closed-loop algorithm, which is coherent with this notion. Owing to the fact that the purpose of such a feedback configuration is to maintain vibration level at a minimum (ideally at zero), in the presence of external disturbances, it can be fundamentally considered to operate as a classical linear feedback regulator.

The steps necessary to carry out the transformation between the time and frequency domains are not instantaneous, but are carried out over finite time intervals, and therefore cannot be rigorously described by first-order, linear ordinary differential equations (i.e., in state space form). Consider, e.g., the hypothetical timing scheme in Figure 1.3. In this example, the control updating period is equal to one revolution. One quarter of a revolution is allotted for the system to settle to its steady condition. Sampling of vibration takes place during the second quarter of revolution. The remaining time is allotted for inner loop dynamics to take place. The closed loop HHC algorithm is typically defined, not as a continuous system, but rather at specific instants $t_k$, where $t_k = k\Delta t$. The controls are updated at every $t_k$, and kept steady during the entire time interval $\Delta t$, allowing sufficient time for the system to sample vibration, execute the harmonic analysis, and compute updated control amplitude and phase quantities; while at the same time allowing transient dynamics to dissipate. This modeling problem is the probable reason why, although the
basic characteristics of HHC algorithms have been investigated extensively, the influence of the aeromechanic behavior of the helicopter on the performance and, especially, the stability of the closed loop HHC system has been typically ignored.

The analysis of active vibration control in helicopters is aggravated by the time-varying, or more specifically, time-periodic nature of the helicopter equations of motion. Classical linear control theory stability analysis methods applicable to time-invariant systems do not carry over entirely to the time-varying case. The steady-state, frequency-domain reduction of helicopter dynamics (see Fig. 1.2) represents a natural solution approach to the problem, at the expense of oversimplifying the dynamics of both the helicopter and the HHC controller systems. However, this approach requires that helicopter dynamics be treated as quasisteady, that is to say, that transient dynamics in the response to HHC inputs be considered unimportant, so that closed loop helicopter plant dynamics remain, steady, or approximately steady, under the effect of the HHC controller. The underlying assumption is that HHC controls are updated slowly enough, that transient dynamics have a minimal impact on the closed loop dynamics.

Consequently, the majority of investigations dedicated to open or closed loop HHC performance or stability analysis have, up to date, generally relied on at least one of two fundamental simplifying assumptions [58]:

1. Helicopter response to higher harmonic inputs can be assumed to be quasisteady.

2. Periodic helicopter dynamics are inconsequential, such that helicopter can be modeled as a linear time invariant system.
Quasisteady T-matrix algorithm

Helicopter dynamics have mostly been considered indirectly, through their contribution to the quasisteady, frequency-domain rotor response to higher harmonic controls. The concept of a transfer, or T-, matrix to model the linear, quasisteady, frequency-domain approximation of the helicopter response to rotor control inputs, was first introduced by McCloud and Kretz [59], and has been widely used in the study of HHC algorithm performance. The frequency-domain representation of the helicopter dynamics reflects the periodic nature of the rotor control inputs and the corresponding helicopter response in steady flight. McCloud and Kretz [59] and Shaw [55, 56] present detailed analytical and experimental calculations of the T-matrix.

The entirety of T-matrix-based HHC algorithms are based on one of two possible models of the plant dynamics, as far as the vibration response is concerned. In this sense control laws can be based either on local or on global models of the plant dynamics. The former are based upon a linearization about the current operating condition. The latter assume that the system is linear over the entire range of control. Models differ only in the non-linearities of the plant dynamics. Therefore, the two approaches turn out to be equivalent if the actual helicopter plant is linear. The local response model relates the discrete change in vibration to the step change in the control input between two time samples. This relation can be written generically as

$$\Delta y_k = T_k \Delta u_k$$  \hspace{1cm} (1.1)

where \( u \) represents generic control inputs, which in the classical HHC sense would be the blade harmonic pitch envelope variables. Comparatively, the global model is based on
the relation

\[ y_k = T_k u_k + y_0 \]  \hspace{1cm} (1.2)

where \( y_0 \) is the baseline, or uncontrolled, vibration; and \( y_k \) is the vibration at time sample \( t_k \). Transfer matrix \( T_k \) can, generally, be time-varying, thus the subindex \( k \).

Linearity of the plant dynamics for vibration reduction problem is generally shown to be a good assumption, as long as the amplitude of the control inputs remains small [55, 60]. There are however some instances where experimental results seem to indicate non-linear dependencies of the response on the magnitude of the control [61, 62]. Global T-matrix models are completely independent of the value of the controls. Should there be evidence of non-linear response to control over the required control amplitude range, then control design may require the use of locally linearized models. Molusis [63] presents a complete analytical discussion on some of the issues regarding non-linear phenomena, and how they affect the overall control design and convergence of the regulator to a minimum vibration level. The inability of HHC to completely eliminate vibration in some cases seemed to be explained by the presence of multiple local minima to which the various optimal control laws could converge to.

Feedback control design solutions can be fundamentally categorized according to the knowledge of the plant dynamic system that is available. In this sense, control laws can be either deterministic or stochastic. Deterministic control algorithms are implemented assuming perfect knowledge of the dynamic system is available. Deterministic control is possible, e.g., if perfect measurements of the control variables are available. In reality, only imperfect measurements are attainable due to the presence of Gaussian
noise and measurement error. In practice, performance of a deterministic control law in a stochastic environment is, inevitably, degraded by the random unmodeled dynamics present.

Uncertain quantities can be estimated, or predicted within a reasonable margin of error if the knowledge of the statistics defining these uncertain quantities is available, giving rise to what are known as stochastic control methods. Optimal stochastic control methods, for example, are designed to minimize an expected value of a performance function, rather than the function itself.

In the context of active rotor vibration reduction, deterministic higher harmonic controllers are commonly designed to minimize a weighted quadratic performance function of the vibration, as well as the control inputs and their increments. In general, such performance indicators typically fall into the form

\[ J = y_k^T W_y y_k + u_k^T W_u u_k + \Delta u_k^T W_{\Delta u} \Delta u_k \]  

where \( W_y, W_u \) and \( W_{\Delta u} \) are the optimal control weighing matrices. The first recorded use of such an approach in the context of helicopter active vibration control can be found in the wind tunnel tests performed by Hammond [64]. Hammond tested a controller designed to minimize a quadratic performance function of the vibration harmonics of the hub moments and vertical shear in a model articulated rotor.

Stochastic minimum-variance controllers operate on the expected value of such quadratic combinations of the vibration and input harmonics, rather than on the quadratic performance index itself. Therefore, performance objective functions for such cases tend
to be expressed, for example, as

\[ J = E \left\{ y_k^T W_y y_k + u_k^T W_u u_k + \Delta u_k^T W_{\Delta u} \Delta u_k \right\}. \]  

(1.4)

A special form of stochastic control, cautious control assumes that the control inputs are known and uncertainty is only found in the measured vibrations. The performance function reflecting these conditions then takes the form

\[ J = E \left\{ y_k^T W_y y_k \right\} + u_k^T W_u u_k + \Delta u_k^T W_{\Delta u} \Delta u_k. \]  

(1.5)

Molusis, Hammond, and Cline [65] showed, through both analytical studies and wind tunnel tests, that a stochastic controller adapted better to variations of the flight condition (i.e., speed) than a deterministic one. Johnson [53] also touched on the issue of stochastic controllers, showing how the inclusion of information on the stochastic nature of the sensor measurements in the control law design decreases the response to measurement noise and increases the stability range of the controller. These findings were corroborated by Hall and Wereley [58].

Adaptive control and system identification

Identification of the plant dynamics is a fundamental element of HHC algorithm design. Over the years, a great amount of effort has been dedicated to the problem of identifying the rotor (or helicopter) vibratory response, or transfer matrix, to higher harmonic control inputs. Accurate calculation of the rotor, or helicopter, system transfer matrix has been shown to be an essential element of controller gain synthesis, strongly influencing algorithm performance and stability [53, 55, 57, 58, 66], especially in the face of potentially
variable operating flight conditions. System identification requirements vary according to the dynamic model assumed. Local models only require the knowledge of $T$, while global models require the knowledge of both $T$ and $y_0$. Consequently, control laws based on local models only require the identification of $T$. Global controllers can operate on the identification of either the uncontrolled vibration or the transfer matrix, or both. Whenever $T$ is not identified on-line it must be provided some other way.

As far as system identification goes, there exist two fundamental options. Plant dynamics can be identified either off-line, and used in a constant control (i.e., fixed gain) algorithm, or on-line, typically by means of an adaptive recursive estimator.

The most common method for off-line identification of the system transfer, or response, matrix (and the baseline vibration) is through the application of the least-squares fit method to a succession of measurements of the system output, in response to a known input. Nearly all methods of parameter identification, whether off-line or on-line, originate from this technique. Test input signals consist of harmonic functions and are described by their Fourier series. References [55, 57, 58, 66] present some examples of fixed-gain controllers for active reduction of vibration. Off-line techniques are not appropriate for identification of local models, because the latter typically involve time-varying parametric values.

Some studies have retained some level of periodicity for design and analysis, recognizing that control can be improved by introducing information on the LTP dynamics [67–71]. Frequency-domain system identification of LTP systems is slightly more involved, requiring the identification of the multiple components of the harmonic transfer function (HTF) [67, 68]. The steady response matrix $T$ represents only the constant
portion of the HTF. Practical system identification methodologies have been established in order to determine the multicomponent HTF [69–71]. Since the frequency response of LTP systems involves a time-dependent aspect, these techniques which have been proposed must register the time at which the input and output occur, as well as the inputs and outputs themselves. Test signals must include this time-varying element. Parameter identification of LTP systems is made possible by the introduction of a test input signal consisting of sinusoidally modulated Fourier series of a periodic signal [69]. This can be done also through a series of time delayed sine-sweep signals [70]. This methodology is implemented for system identification of the Active Twist Rotor system in wind tunnel tests [71].

Adaptive T-matrix algorithms require the knowledge of the control inputs and the measured vibration outputs at each time step in order to produce estimates of the transfer matrix. Existing methods reflect the stochastic nature of the actual operating conditions. Adaptive filters typically used for on-line identification of the system dynamics generally fall into the following categories: (1) Kalman filters or recursive versions of the least-squares (RLS) method, or (2) stochastic gradient descent methods such as the least-mean-squares (LMS) filter. One of the significant differences between the two approaches is that RLS or Kalman filters operate directly on the signals or measurements themselves (and thus depend on the statistical characteristics of the environment to be provided by the designer as input), rather than on the stochastic characteristics of the signals, as is the case with LMS filters.

Shaw and Albion [60] tested the closed loop feedback control of 3, 4, and 5/rev root flapwise bending moments in a model hingeless rotor. Wind tunnel tests confirmed the
dependency of the T-matrix on the flight condition (i.e., airspeed). A theoretical analysis by Shaw [55] considered the influence of errors in the estimate of $T$ on controller stability, showing that either gain-scheduled feedback gains, or online identification, was required to achieve good vibration rejection performance in the face of varying flight conditions during accelerating flight. Good convergence and stability was demonstrated with the Kalman filter that was tested.

Taylor, Farrar and Miao [62] presented the results from a numerical, time-domain simulation of a closed loop adaptive stochastic higher harmonic control algorithm designed to minimize the expected value of a quadratic performance function of fuselage mounted accelerometer signals and control inputs. Performance was evaluated in terms of the quickness of the transient vibration rejection response. Influence of the quadratic performance function weighting coefficients, as well as the amount of sensor noise, on the vibration rejection speed was investigated.

Wind tunnel tests of closed loop deterministic control of an articulated model rotor [65] showed that the identification of baseline vibration, by itself, failed to provide reasonable tracking for the varying airspeed conditions. Deterministic controllers with on-line identification of the T-matrix exhibited better, although erratic behavior. Good performance, defined by a smooth operation and tracking ability, was only possible with the stochastic (cautious) controllers.

These studies motivated the comprehensive review [53], at the time, of the current HHC system identification and control algorithms. Johnson reviews some of the recursive algorithms commonly employed for on-line or adaptive system identification: mainly, the Kalman filter method and various recursive adaptations of the basic least-squares method.
Around the same time, Chopra and McCloud [66,72] presented a numerical investigation of some of these algorithms, including open and closed loop configurations with both off-line (fixed-gain) and on-line (adaptive) system identification. Chopra and McCloud [66] illustrated for a multi-harmonic HHC configuration how the erroneous modeling of the T-matrix, for any given flight condition, can result in an unstable closed loop.

Although erroneous estimates of $T$ are a primary cause of closed loop instability, adaptation amplifies control response time delays, making it more sluggish, and potentially incapable of reacting to rapidly changing vibration amplitudes. Considering this restriction, it may be advantageous to implement a gain-scheduled, fixed-gain control law to account for the varying operating conditions. This is precisely one of the premises in the work by Hall and Wereley [58]. Wind tunnel testing by Shaw et al. [57] on a dynamically scaled three-bladed CH-47D rotor had previously demonstrated that fixed-gain control, with gain-scheduling, can be effective in achieving multi-component suppression of hub loads. Determination of the baseline vibration was done either by direct measurement or estimated through a Kalman filter. The controller was shown to be able to cancel step changes in vibration amplitude with a time constant of 160 msec. Hall and Wereley [58] showed that the basic T-matrix algorithm is sufficiently robust that specific adaptive techniques may not be necessary. However, the helicopter model may be overly simplistic to be able to make this assessment.

More recently, Jacklin [73] compared the performance of different identification algorithms with respect to the Kalman filter method. The results of this study indicate that all the system identification methods produce similar accuracy, but differ substantially in the complexity of implementation. These differences have an impact on the computational
speed of the different techniques. The speed of the Kalman filter comes from the fact that the algorithm assumes the initial estimate of $T$, $T$ covariance, measurement-noise covariance, and process-noise covariance are known or can be assumed. Least-mean-squares filters, on the other hand, require no a priori knowledge of the theoretical qualities of the estimates. This makes them slower, but also computationally more robust.

Classical recursive adaptation techniques, such as those mentioned in the previous discussion, bring about unfortunate consequences which complicate the analysis of HHC stability by introducing nonlinear feedback control laws into the regulator loop dynamics. Recursive algorithms for on-line system identification create dependence of the estimated $T$-matrix (and therefore the feedback gain) on the controls. This is not unexpected, since the adaptive algorithms discussed require the knowledge of the controls in order to estimate $T$ from the measured response. These nonlinearities make the analytical stability evaluation of the coupled, closed loop higher harmonic control system (i.e. regulator) unsuitable for analysis by means of classical control theory. Rather, their analysis is heavily dependent on simulation studies (e.g., Ref. [66]).

In addition to these nonlinearities, feedback adaptation introduces time-varying dynamics into the loop by changing the parameter estimates at each time step. Under these conditions eigenvalues are time-varying and cannot be used to establish global stability conditions, but rather if each individual step will converge or diverge from the previous state. The same is also true, of course, if the plant matrix $T$ is time-varying due to changing flight conditions. A necessary assumption imposed on the analysis is that the system identification filter be allowed to converge to a steady solution before the control is updated for the next iteration (as well as $T$ varying slowly enough that it can be considered
steady during the algorithm cycle) [53, 55].

The problem of system parameter identification and its effects on algorithm performance is thoroughly investigated in Ref. [53]. Since this study, the focus on the HHC algorithm has largely centered on the convergence characteristics of the controller, in the face of model uncertainty. Recently, Chandrasekar et al. [74] consolidate and extend the existing literature into a common framework for algorithm performance analysis. Following this methodology or line of thought, Patt et al. [75] have explored numerical techniques with the purpose of improving the disturbance rejection robustness properties of the HHC algorithm. This so-called relaxation technique introduces a positive and less than one weighing (i.e., relaxation) coefficient that multiplies the optimal control step change at every time step, effectively reducing the magnitude of the feedback gain. This basically has a similar effect as rate limits have on the optimal control gain synthesis, making it less responsive or sensitive to errors in the estimate of the plant dynamics, by slowing down the speed of response of the controller [53, 66].

Alternative control algorithms

Apart from T-matrix based algorithms or control laws which form, by far, the most common approach, a significant number of alternative control methodologies can also be found throughout the literature on active vibration control. Some of these are covered in this Section for the sake of completeness. All of these approaches have dealt, in one way or another, with the periodic dynamics system identification, and control, problems previously discussed. As a general rule, periodic dynamics increase the complexity of
the various control laws proposed. In some instances periodicity has been explicitly ne-
glected, with this having varying degrees of impact on the performance.

An alternative approach to the active vibration control problem was proposed by Gupta and Du Val [76]. A linear time-invariant helicopter model in hover, including both fuselage and simplified rotor dynamics, was coupled to a frequency-tuned state feedback vibration controller designed to target rigid fuselage accelerations at the vibration frequency ($N\Omega$). In essence, the vibration controller was designed to optimize a quadratic cost functional, with frequency shaping of the feedback gain achieved by imposing large penalties on fuselage accelerations at the vibration frequency. The narrow band feedback control law was implemented by passing fuselage accelerations through a set of undamped second-order filters tuned to resonate at the $N/\text{rev}$ frequency. The issue of periodicity in the equations was eschewed by limiting the study to a linear helicopter model in hover. Any remaining periodic terms are eliminated from the equations by defining the rotor degrees of freedom in the non-rotating axes via a Multi-Blade Coordinate (MBC) transformation. This alternative method of vibration attenuation belongs to a different class of control systems and it completely omits the effects of the digital implementation of the extraction of output harmonics.

Throughout the 1980s, and early 1990s, Ham and McKillip explored various time-
domain, LTP system identification and closed loop control techniques for blade dynamics in the rotating frame, in the context of IBC [77–83]. The methods proposed shied away from LQG optimal control approaches precisely because of their propensity to produce large feedback gains at the control frequencies [79]. Rather, they opted for a model following technique, in the context of time-domain, state-space control, using an array of
accelerometers laid throughout the rotating frame of reference as “kinematic observers”
to try to reconstruct unknown states and to accurately identify the system periodic param-
eters [81–83]. This problem is inherently time-periodic because the signals picked up by
the accelerometers involve a description of system dynamics, resulting in periodic output
dynamics. This was observed to be an important source of complexity for observer-based

In a more recent approach, the adaptive potential of neural networks was employed
in an IBC system, and was shown to asymptotically cancel vibrations in a rotor system
equipped with trailing-edge flaps [84]. Again, system periodicity was shown to increase
the complexity of control system algorithms, and LTI algorithms were only able to pro-
vide good performance as long as time-varying dynamics remained relatively small.

The problem of periodic control has been treated rigorously from a control theory
perspective by several authors [85–89]. The emphasis of these studies has been on finding
solutions for the associated periodic Riccati equations or linear matrix inequalities
resulting from the formulation of the periodic disturbance rejection problem of a known
frequency through modern (optimal or robust) control synthesis techniques. With the fo-
cus of these studies centering on the mathematical or theoretical aspects of the control
algorithm and the disturbance rejection performance, however, no formal stability analy-

Arcara et al. [85,86] find a solution inspired by optimal control theory. The resulting
differential Riccati equation is solved on the basis of the solution being periodic. Solv-
ing the periodic Riccati equation is computation intensive, therefore such an approach is
fine for the design of fixed gain controllers but is impractical for purposes of adaptive
techniques. Bittanti and Cuzzola [88, 89] take this a step further by framing the periodic disturbance rejection problem via $H_\infty$ techniques.

Mannchen et al. [90, 91] approach the problem by performing the controller design based on reduced order linear, time-periodic, models of the helicopter dynamics at multiple equally spaced azimuthal positions of the rotor, resulting in a time-scheduled controller with a period equal to one revolution. The added knowledge in the controller design was found to improve the performance in simulations.

1.2.2 Stability Analysis of Closed-Loop Higher Harmonic Control

Arguably, the most significant consequence that results from approaching the subject of closed loop HHC from a quasisteady perspective is that under steady flight conditions, the stability of the closed loop is inferred directly from the stability of the controller. Consequently, stability analyses have mostly focused on the stability, or convergence, of the HHC update algorithm in the face of model uncertainty, with or without on-line identification, not on the closed loop stability of the complete helicopter under the control of the HHC system [53, 55, 66, 75].

Additionally, no studies have formally accounted for the discrete-time dynamics resulting from the digital implementation of the sampling and the harmonic analysis. This is probably because, with the inception of a frequency-domain model for the helicopter all the details of the real-time implementation of the sampling and harmonic analysis discrete dynamics can be integrated into the helicopter model as shown in Fig. 1.2, in order to simplify the HHC controller analysis. However, when operating conditions are not
quasisteady, these elements become relevant and should not be neglected in the analysis. Roughly equivalent time-continuous approximations, or representations, of the algorithm components have been suggested in order to facilitate the stability analysis [58,92] of the closed loop system.

**Quasisteady Assumption**

The interval $\Delta t$ between control updates is chosen, not only to allow for the real-time implementation of the time to frequency domain transformation, but to let the transient response die out. This last provision is essential to guarantee a quasisteady helicopter response to the HHC inputs. The implication is that system vibration response at time instants $t_k$ correspond to the steady-state, frequency-domain response of the system. Contrary to the general case, under quasisteady flight conditions the discrete-time algorithm response at time instants $t_k$ matches the expected continuous-time response accurately. Since the dynamic response in both cases is equivalent, stability can therefore be inferred from the convergence properties of the resulting algorithm.

Furthermore, after it has been applied, the control input is kept steady during the entire interval in between time samples. The helicopter is assumed to reach its steady state during this interval. Therefore, the helicopter and HHC control system effectively operate together as an open-loop system during every interval $\Delta t$. Shaw therefore suggested that closed-loop stability can be inferred from the stability characteristics of the open-loop [55]. The argument can be taken further. If the helicopter is stable, then the stability of the entire vibration control closed loop system is determined only by the stability of
the control algorithm. This goes to show that in the absence of transient dynamics due to
the quasisteady restriction, any source of unstable dynamics in the closed loop must be
produced by the controller itself [53].

The theoretical investigation by Shaw [55] is the first to relate the convergence
rates of the constant, or fixed-gain, closed loop regulator dynamics with the roots of the
associated characteristic equation. Based on these simulation studies, the closed loop
regulator is shown to take anywhere between 2–5 controller cycles (i.e., approximately
1–2.5 sec), either to converge to its steady state, or to completely eliminate the vibratory
components. In certain conditions it was shown that the closed loop system might become
unstable when the transfer matrix used for gain synthesis is too far off from the actual
steady response of the plant. Control gains in this study were obtained by direct inversion
of the assumed T-matrix.

Johnson [53] examined the essential qualities of various possible regulator config-
urations in light of a thorough discussion of the different control elements: the helicopter
model, the system identification and the control problems, including open loop and closed
loop feedback. The analysis considers, without loss of generality, a SISO version of the
algorithm. Controller dynamics resulting from the different optimal control laws are ex-
amined in conjunction with the adaptive filter coupling.

The stability analysis of the various optimal deterministic closed loop control op-
tions, and how they affect controller stability is presented in a very general form. In fact,
in the particular case when $W_u = W_{\Delta u} = 0$ the analysis presented in Ref. [53] reduces
to the same result obtained from the stability analysis of the closed loop controller in the
theoretical work by Shaw [55].
Reference [53] provides guidance for the selection of the different design parameters of the optimal control regulators proposed in the literature, such as the optimal control weighing coefficients, the Kalman filter measurement noise variance and parameter variance, and the choice of system identification algorithm. It is shown how $W_u$ and $W_{\Delta u}$ increase the stability range for estimation errors of $T$ (i.e., large $W_{\Delta u}$ reduces the sensitivity of the regulator to errors in the estimate of the transfer matrix $T$, and to measurement noise.) The problem with control magnitude limits, $W_u$, is that they curtail the maximum possible higher harmonic control authority. Rate limits $W_{\Delta u}$ are generally preferable because they reduce sensitivity to measurement noise and estimation error [53]. Rate limits are recommended to be as large as possible, as long as the controller response is not too sluggish.

Chopra and McCloud [66] carry out a numerical evaluation, through simulation, of multi-harmonic deterministic versions of the regulator algorithms discussed in Ref. [53]. These analytical results confirm the stabilizing effect optimal control rate limits $W_{\Delta u}$ can have on the closed loop regulator eigenvalues of fixed-gain controllers, when the matrix $T$ estimated off-line differs substantially from the actual value of the plant T-matrix. Increasing sluggishness of these types of vibration controllers is also confirmed by the stability analysis, which shows that several of the eigenvalues converge towards one, in the complex plane.

Stability investigations [53, 55, 66] on the regulator-type closed loop higher harmonic control system configuration which are discussed above are fundamentally limited, however, to the analysis of the controller dynamics induced by the different control laws, and how the system identification filter technique impacts the aforementioned controller.
dynamics. This approach is justified by the fact that the control law is the primary source of controller dynamics, whereas the helicopter steady plant model is simply considered part of the regulator loop closure.

Validity of the previous methods is predicated on the control input being updated slowly enough that transient dynamics do not affect the steady response measurements. Note that, if transient dynamics are not allowed to dissipate, the overall closed loop response at the sample times will contain a non-zero spurious component corresponding to the zero-input response of the states, resulting in erroneous control amplitude and phase estimates for the next iteration. This is in fact equivalent to introducing model uncertainty in the estimation of the T-matrix. Continuous, high frequency, periodic excitation of the system transient behavior may result in unstable or unbounded amplitude responses.

Although essentially defined as a discrete-time system, it has been shown that the universal HHC algorithm behaves fundamentally as a narrow band feedback controller centered at the vibration frequency $N\Omega$, achieving the reduction of vibration by ideally imposing an infinitely large feedback gain at this frequency [58]. Controller bandwidth, as an indicator of how fast the control input is updated, is inversely proportional to $\Delta t$.

The control update time step is conventionally considered to be at least one revolution of the rotor; on the basis of rotor wake natural settling times being of this order (i.e. damping ratio of 0.5–1/rev). Shorter update time intervals will result in a wider band controller which may excite unwanted or unforeseen helicopter modes causing them to become unstable. Furthermore, since rotor first lag (bending) modes as well as helicopter flight modes have slower transient dynamics, the assumption that rotor wake settling times determine the controller updating frequency may not be the best when the entire helicopter
is considered. A couple of studies [57, 62, 93] have compared, with mixed results, the effects of the frame time between control updates using simulation. Overall performance of the controller in Ref. [62] was not affected, probably due to the addition of stochastic control techniques. However, the potential destabilizing effect was hinted at from the simulations. A controller update rate of 1/4 rev during flight tests [41] was, however, found to be adequate and sufficiently slow that frequency ranges of the rotor dynamics and IBC control activity are well separated.

**Broad band control methods**

The performance and stability analysis of closed loop active vibration control systems is fundamentally limited by the need to guarantee quasisteady response conditions. Effects of high control bandwidth on helicopter stability cannot be fully assessed under these conditions. Either plant models which have been used were overly simplified, or controller bandwidth was purposely low. A few studies found in the literature approach the stability problem based on linear, time-continuous mathematical representations of the helicopter and the control system dynamics. Such representations of the dynamics are not bandwidth limited, allowing the analysis of closed loop stability in the face of a broad band control spectrum.

The stability analysis presented by Gupta and Du Val [76] is easily one of the few studies to actually compute the stability eigenvalues of the closed loop, coupled helicopter/HHC system, and to look at the effects of fuselage and rotor, state or output feedback on the entire helicopter dynamics. This is made possible because helicopter dy-
dynamics have been formulated in a state-space LTI mathematical representation. Stability results appeared to indicate a significant effect of rotor state feedback on both fuselage poles and rotor (rigid flapping mode) poles. The procedure avoids, however, to deal with the problems imposed by the periodic dynamics in forward flight. Also, due to the alternative control algorithm definition, the discrete-time nature of the HHC T-matrix algorithm is fully neglected.

Hall and Wereley [58] present an equivalent continuous, linear and time-invariant representation of the classical discrete-time SISO T-matrix HHC algorithm. A stability analysis for a simplified LTI helicopter model is made possible on the basis of classical control theory analysis techniques. Stability margins were predicted to be large enough that control bandwidth could potentially be increased enough to produce a satisfactory vibratory disturbance rejection performance, without running an excessive risk of producing unstable closed loop dynamics.

In a more recent study, Shin et al. [92] relied on multiple SISO T-matrix controllers based on the continuous-time approximation introduced in [58] in order to achieve the multiobjective and multiharmonic control of the 4/rev and 1/rev hub loads of an Active Twist Rotor system. This arrangement avoids the issue of interharmonic coupling. Therefore, the individual controllers can be represented as LTI systems. Previous system identification tests [71] had confirmed the periodicity of this rotor system to be virtually negligible, allowing the use of LTI frequency-domain stability analysis techniques.

A generalization of the T-matrix algorithm has been proposed in the literature (see [37]) in order to exploit the interharmonic coupling, but no detailed theoretical analysis of that approach has been carried out so far. As the above mentioned generalization of
the T-matrix algorithm turns out to be a linear time-periodic compensator, it was referred to as the Periodic HHC (PHHC) algorithm. Therefore, both the HHC and the PHHC algorithms call for the use of periodic systems theory (see [87]) for closed loop stability and performance analysis. This is true even if helicopter dynamics are approximated by a LTI system of equations, because HHC controller is inherently periodic when frequencies other than $N/\text{rev}$ are used.

Also, no study on the potential interactions between an HHC system and a flight control system was available in the literature. These analyses require a mathematical representation in state-space form, preferably with constant coefficients. Some recent studies have addressed this gap. However, they rely to a greater or lesser degree on approximations or assumptions put in place to simplify the issues with the modeling of periodic helicopter dynamics.

Falling short of approaching the subject of potential FCS/HHC interaction, some studies have been limited to the analysis of the interactions of the coupled rotor and fuselage dynamics, instead. Only Gupta and Du Val [76] present the topic from a control engineering perspective. Taylor, Farrar and Miao [62] present one of the few other time-domain analysis that include a full description of helicopter dynamics, although the quasisteady assumption is respected and no stability analysis is included. Friedmann et al. [94] and Papavassiliou et al. [95] present a comprehensive aeroelastic analysis of the effect of coupled rotor/fuselage dynamics on the steady-state performance of active vibration reduction control systems, but the analysis completely neglects the transient behaviour and its potential impact on aircraft flight dynamics. The linear, time-invariant stability analysis in [76] presented one of the few state-space mathematical representations
of the coupled, helicopter-HHC closed loop system, suitable for this type of investigation.

More recently, Cheng et al. [96] have extracted a linearized, state-space, time-invariant model of the helicopter, and have used it for a study of the interaction between the HHC and the flight control system. Periodic dynamics resulting in forward flight have been removed through a time averaging process. The harmonic analyzer is essentially modeled after an analog filter, continuously extracting the required $N/\text{rev}$ vibration harmonics. Computation delays are modeled using Padé approximants and the HHC input is updated continuously. The gain matrix $T$ is fixed.

One important conclusion from these studies is that while the HHC appears to have very little influence on the flight control system and on the handling qualities, the reverse is not true. There is a significant effect of maneuvers on vibration, which leads to higher required crossover frequencies for the HHC loop. This phenomenon was clearly observed in the different IBC flight testing activities in [41], where significant variation in the IBC input amplitude and phase were commanded by the controller in response to the small disturbances created by the pilot as he reacted to counteract the atmospheric disturbances in steady state flight. However, no situations were observed in which the IBC actually increased the vibrations in response to maneuvering flight. The same is also true of earlier flight test initiatives presented in Ref. [97].

Based on these experiences, concern for these potential issues is clearly warranted in the case of heavy lift rotorcraft discussed in Sec. 1.1.1 due to the closeness of the operating frequencies of the pilot/FCS and HHC/IBC systems, as well as the natural frequencies of the structural modes. However, analytical investigation of these issues requires suitable methods and models which capture the mathematical and physical peculiarities of
the problem. Until now, no single analytical investigation on the problem of closed loop stability of helicopter active vibration control systems has presented a comprehensive or unified methodology capable of accounting for all of the issues simultaneously.

Stability Robustness and Performance

Feedback control design has always involved a careful tradeoff between the fundamental necessity to render the system insensitive to external uncertainty (i.e., disturbances) without increasing the sensitivity to internal uncertainty (i.e., modeling error) which can result in the closed loop system becoming unstable. This is particularly true for the HHC vibration control system.

This has motivated the evolution and implementation of adaptive and robust control techniques. The use of adaptive control aims to reduce the sensitivity to error in the estimation of the T-matrix. A complete discussion on commonly employed system identification methods in the context of HHC has already been introduced in Sec. 1.2.1. This also explains the formulation of the problem in robust control frameworks, such as $H_{\infty}$ techniques, which account for the periodicity by considering it a source of uncertainty in the dynamics. Complexity of robust control algorithms is typically higher when time-periodic dynamics are involved. Adaptive filters also generally involve computation times, introducing additional delays into the loop.

Hall and Wereley [58] show that the approach suggested by Gupta and Du Val [76] can be treated as a narrow band feedback control problem, in much the same fashion as the equivalent continuous representation of the classical T-matrix algorithm proposed by
Shaw, and that the HHC vibration attenuation problem is nothing more than the classical narrow band disturbance rejection control problem. Furthermore, disturbance rejection properties are shown to be a result of the integral dynamics intrinsic to the spectral filtering action in the controller, not necessarily of the plant modeling accuracy. Adaptation is shown not to be strictly necessary to improve performance, and therefore, good disturbance rejection performance is theoretically achievable with a fixed gain controller, even in the presence of modeling errors.

Good vibration rejection performance can be obtained by increasing controller bandwidth. This, however, stretches the quasisteady dynamics assumption, and increases the risk of destabilizing the system due to plant uncertainty. While the state space helicopter models employed in Ref. [76] are not subject to the controller bandwidth restrictions related to the quasisteady requirement, they do not, however, address the modeling problems represented by the periodic helicopter dynamics.

Quickness of the closed loop vibration rejection response takes on an added significance, however, when a pilot or flight control system is active within the loop dynamics. The vibration control system should be able to react quickly enough to be able to reject vibratory disturbances generated by the pilot, or the FCS, as they make the necessary adjustments to the flight controls in order to maintain a steady flight condition or to initiate a maneuver. The additional time delay in the response may result in a potentially destabilizing situation. Alternatively, if the vibration control system reacts to vibration at speeds comparable to the frequencies normally associated with the FCS bandwidth, then it may cause the latter to react to the HHC commands. This possibility has been shown to be less likely than the former, however.
As mentioned above, the problem with making the vibration control system bandwidth excessively large is that this may render the closed loop system susceptible to modeling errors or unmodeled dynamics. At the very least this may excite unwanted helicopter natural modes. All of these issues need to be studied with the assistance of an adequate analytic model. Few studies address this issue directly due to the lack of appropriate analytical models. A detailed look at helicopter dynamics modeling issues is warranted, in light of the previous discussion. The previous discussion also justifies taking a closer look at helicopter dynamics issues and their effects on vibration rejection performance and closed loop stability.

1.2.3 Helicopter dynamics

A few experimental and analytical studies in the literature have looked at the response time required by the closed loop control system to completely eliminate a step change of the vibration amplitude. This is important because these time constants are a good indicator of closed loop bandwidth. Overall, closed loop control systems have been shown to be able to reject step changes in vibration amplitude within 1–20 sec, resulting in closed loop bandwidth ranging from 0.2 to 6 rad/sec. Closed loop bandwidth is the maximum frequency of an oscillatory vibration amplitude which the control system can suppress satisfactorily. These bandwidths point out to a potential complication in the design of closed loop HHC systems, regarding potential interactions with the flight control system, due to potentially overlapping bandwidths of the two systems. At the very least, the low bandwidths should call into question the capability of the HHC system to eliminate
vibration in full-scale helicopters during maneuvers or when encountering turbulence.

Among the early work in active vibration control, the theoretical analysis by Taylor, Farrar and Miao [62] was original in being the first to address the importance of fuselage dynamics, in particular flexible fuselage modes, on the effectiveness of closed-loop active vibration control systems. This study is significant also because it is among the first to consider the transient behavior of the closed-loop in the time-domain after the controller is turned on. Depending on the location of the sensors, 90–99% reductions of the vibration performance index take place in about 2–2.5 seconds (8–10 revs) after the controller is turned on. These results should result in borderline vibration reduction performance in response to maneuvers or pilot commands due to the closeness of the resulting closed loop bandwidth, to the frequencies at which the pilot normally operates. These settling times are fully in line with those obtained from the simulation studies performed by Shaw [55] for an isolated rotor, in response to a sudden change in the flight condition.

Wind tunnel tests by Hammond [64,98] were part of a series of steps leading to the eventual flight-testing of a prototypical, higher harmonic, blade pitch, closed loop vibration control system, adapted to a modified OH-6A test-bed helicopter (Wood et al. [99]). Different adaptive control schemes were tried in the series of wind tunnel tests. The control update period in the flight tests by Wood et al. [100,101] was chosen to be two revolutions and 4 sec vibration rejection times were observed.

Wind tunnel tests in Ref. [57] for a three-bladed, dynamically scaled CH-47D Chinook rotor determined the controller could react to a step change in vibration amplitude with a time constant of 160 msec, suggesting the maximum achievable bandwidth to be 6.25 rad/sec, or about 1 Hz. This bandwidth indicates that the controller was capable of
rejecting oscillatory changes in the vibration amplitude at frequencies lower than 1 Hz. With this bandwidth, the HHC system in this study should suppress environment (i.e., turbulence or gust) or pilot induced vibrations satisfactorily. There are some concerns as to how this performance translates to a full-size rotor or, more importantly, an actual helicopter.

Polychroniades and Achache [97] explore various stochastic and deterministic adaptive algorithms during a series of flight tests performed aboard a three-bladed SA349 Gazelle helicopter. The advantages of stochastic techniques are demonstrated in the improved vibration reduction response times, relative to those observed with deterministic control only. Control response times were generally slower in this series of tests, than those reported in Refs. [100, 101]. Stochastic control laws took about 10–20 seconds to achieve elimination of vibratory disturbances. This at a speed of 170 km/h, or an advance ratio of $\mu = 0.22$, which is not a particularly high speed, but is rather closer to the transitional speed range. Although a slower response time to changes in flight condition generally indicates the existence of lower frequency controller dynamics (e.g., 0.2–0.4 rad/sec in this case), tests in this case showed that higher harmonic control had a very small effect on pilot inputs, aircraft attitude and rotor power (i.e., flight dynamics).

In Ref. [41] a 1/4 update rate was found to be sufficient to guarantee reasonable good disturbance rejection performance, but without stability issues coming into play. System identification capabilities involve Recursive Least Squares (RLS) methods, as well as Kalman filter based system identification methods. Both, local and global T-matrix model identification capabilities were included.

There are also a few studies specific to the BO-105 in the literature. Open loop
IBC wind tunnel tests on a full-scale BO-105 helicopter rotor in the 40- by 80-Foot wind tunnel at the NASA Ames Research Center [102] for transition and cruise speed flight conditions showed that the maximum higher harmonic control amplitudes do not need to exceed 1.0 deg. Results indicated that 85% simultaneous reductions in both BVI and hub loads were possible with multi-harmonic control.

Papavassiliou et al. [95] refute the validity of the assertion that vibration reduction of hub loads translates to reduction of accelerations throughout the fuselage. For this, the coupling of the rotor with the fuselage is modeled, with the rotor represented by a four-bladed hingeless configuration attached to a flexible fuselage model retaining five rigid-body degrees of freedom (no yaw) and six elastic degrees of freedom (two vertical bending modes, two horizontal bending modes, and two torsional modes). The model was loosely based on the MBB BO-105 helicopter.

Simulation models

There are few analytical studies among the early works on higher harmonic control, and those available are not comprehensive enough. The helicopter mathematical models available limited early analytical studies on higher harmonic control. The level of sophistication of the helicopter models used in the numerous theoretical studies up to date varies substantially, from simple, quasi-static, frequency-domain representations, to full-blown non-linear aeroelastic comprehensive simulation programs including flexible fuselage dynamics and rotor-fuselage couplings. Differences may exist also between the model used for controller synthesis or design, and the model used to simulate or verify the closed loop
regulator operation performance.

The majority of adaptive control systems, studied in the framework of the classic T-matrix HHC algorithm, rely on measurements of the vibration and the knowledge of the controls to estimate the vibration transfer matrix and the uncontrolled, or baseline, vibration. Kalman filter estimators may also require an initial estimate of these quantities to begin the identification process. Fixed-gain controllers, on the other hand, require the system T-matrix to be identified or computed off-line. In either case, the analytical simulation of the HHC loop requires some form of plant model representing helicopter, or at least rotor, dynamics.

Plant models in early investigations are generally based on the simplified, linear frequency-domain transfer function representations of the helicopter, and are obtained either from rotor “airloads” programs, or from wind tunnel tests (e.g., Refs. [55, 66, 73]). In the theoretical investigations by Shaw [55], for example, a fixed hub rotor loads program is used to update the plant transfer matrix representing the vibration harmonic response to higher harmonic blade pitch inputs. Control feedback gains are computed by direct inversion of the system transfer matrix, which is estimated through a Kalman filter. On-line adaptive estimation of the system response matrix is built in to track the changing flight conditions. For their numerical simulation of HHC systems, Chopra and McCloud [66] used a linear, frequency-domain transfer matrix of a Kaman 7.02 m Controllable Twist Rotor obtained experimentally from tests performed in the 40-by-80 foot wind tunnel at the Ames Research Center, to model the helicopter plant. Gaussian noise is artificially introduced in order to model sensor measurement contamination, and to evaluate the efficiency of the Kalman filter to pick up the real system model and uncontrolled vibration.
This is done for both off-line identification of the transfer matrix, as well as for on-line identification techniques used in adaptive regulators. Deterministic optimal controllers were then synthesized using the estimated transfer matrix.

A similar approach is followed by Jacklin [73] in order to evaluate the different system identification algorithms. Accuracy of wake models to capture unsteady aerodynamics (shed wake) is put into question by Jacklin [73]. This study is limited, however, only to the system identification algorithms, and closed loop control is not tested.

Hall and Wereley [58,103] present an insightful analysis of the periodic disturbance rejection properties of the classical HHC algorithms. However, the helicopter plant model in this study is overly simplistic, and representative of the helicopter dynamics in a very generic sense only. At the least it neglects the effect of the natural helicopter periodic dynamics in forward flight. Hall and Wereley [58] introduce an approximate continuous-time transfer function version of the discrete-time HHC algorithm proposed by Shaw and Albion [60], allowing the analysis of the closed loop system through classical LTI frequency-domain techniques. Controller gains are generated without loss of generality by direct inversion of the T-matrix.

On top of the time-periodic dynamics, the helicopter aeroelasticity problem is inherently characterized by aerodynamic and elastic rotor nonlinearities, and rigid body kinematic fuselage nonlinearities. This raises questions about the validity of the simplistic linear, constant, quasisteady models found in most of the early analytical studies, especially since closed loop controller bandwidth does not necessarily have to be small. Earlier aeroelastic response codes, like the one used in Refs. [62, 63], do not have accurate descriptions of the geometrical nonlinearities due to moderate blade deflections,
nor do they include a suitable time-domain model for calculating the unsteady aerodynamic loads due to high frequency blade pitch. Emergence of so-called comprehensive aeroelastic simulation models suitable for vibration analysis [93–95, 104–110], has enabled the investigation of fundamental issues in HHC, providing physical insight into the vibratory load reduction mechanics. Time-domain unsteady aerodynamics, coupled flap-lag-torsional flexible blade and rotor wake modeling are considered essential elements in comprehensive simulation models. Most importantly, models must account for the coupled aeroelastic response of the rotor.

Various aspects of both, deterministic and minimum-variance (cautious) controllers, for local and global HHC models of a soft-in-plane hingeless rotor aeroelastic simulation model were studied [104]. The fundamental solution method allows for the computation of the steady vibratory response of the helicopter to a steady higher harmonic control input. Thus, the baseline T-matrices are calculated from the linearized vibratory response about the baseline operating conditions. Also, since the control inputs and the vibratory response in a simulation model of this nature are known explicitly, this is equivalent to assuming there is zero process and measurement noise.

The study by Robinson and Friedmann [104] incorporated a finite-state, time-domain model of unsteady aerodynamics suitable for computing circulatory and non-circulatory loads for an airfoil undergoing arbitrary pitch and plunge motion, as well as a model of quasisteady aerodynamics. The influence of blade section aerodynamics modeling on the structure of the T-matrix is investigated. A similar investigation, by Nguyen and Chopra [107], had introduced a more sophisticated, linear, unsteady aerodynamics model (Leishman-Beddoes [111]), including the nonlinear effects of flow separation and dy-
dynamic stall, as well as a free-wake analysis for the calculation of the induced inflow distribution. The structural model is otherwise similar to that used in Ref. [104].

The HHC vibration control systems simulated in this study are based on both local and global transfer matrix vibration control response models; and are designed to minimize a deterministic quadratic performance index of the harmonics of vibration and control inputs. Only non-adaptive, fixed-gain controllers were employed in Ref. [107]. The global response model is reserved for open loop control. Closed loop control controllers are based on local response models, and are technically not fixed-gain control systems, since the transfer matrix varies at each cycle, and needs updating [112]. The initial matrix $T$ is calculated from the nonlinear equations using a finite-difference approach. The transfer matrix for the local control response model is updated at every algorithm cycle by means of Broydens generalization of the secant method. This is by no means an adaptive algorithm in the same sense that the Kalman filter is. It is, rather, a method for improving estimates on the Jacobian for nonlinear systems.

The use of trailing-edge flaps for vibration control is investigated in Refs. [93, 105, 108, 109, 113] with the use of similar structural and aerodynamic models as those proposed in Refs. [104, 107]. Models mainly include refinements in the aerodynamics to include flapped airfoil sections.

Invariably, the underlying closed loop control system dedicated to the task of eliminating vibration is based on some variation of the classical T-matrix algorithm, most notably, any of the fixed-gain deterministic versions of the optimal regulator which have been discussed above. Again, whenever fixed-gain controllers are used, the transfer matrix $T$ used for control syntheses is generally obtained initially by numerical linearization
of the nonlinear vibration response about the zero control operating condition.

With the possible exception of Ref. [93], the entirety of these comprehensive aeroelastic analyses involving the closed loop HHC algorithm for vibration control [104, 107, 109, 113] have treated the simulation of the closed loop response dynamics purely as a quasisteady problem. That is to say, the assumption that transient dynamics are allowed to dissipate before the control inputs are updated is fully respected. Neglecting the transient dynamics of the closed loop by treating the helicopter as quasi-static causes the closed loop response problem to devolve into a sequence of trim solution computations. The convergence of the closed loop response can be demonstrated. However, the iteration steps may not necessarily represent actual time steps. Vibration transient response setting times are important indicators of the performance of the controller, especially in the face of pilot induced disturbances. Therefore, steady, or trim based analyses are possibly inadequate for predicting these types of phenomena. This is, of course, a direct consequence of neglecting the information provided by the transient dynamics when treating the closed loop as quasisteady.

Millott and Friedmann [93, 105] investigate, analytically, the validity of the quasisteady assumption by comparing the steady (i.e. trim) solution with the time-domain response obtained by integrating the system of ODEs defining the rotor dynamics. Lower damping available in the blade lag models is shown to produce a sufficiently slow settling time that the quasisteady assumption is invalidated for a control update interval of one revolution.

Solution methods for the calculation of the steady helicopter response in forward flight [104, 105] fundamentally attempt to compute the simultaneous solution of the ve-
hicle trim problem and the rotor vibration response. Vehicle trim solution methods are typically based on one of several variations of the propulsive trim approach, with the differences mainly lying in the degrees of freedom of the hub attitude.

Numerous variations, or degrees of simplification, on the propulsive trim methodology are employed in these studies. These range from wind tunnel to free-flight trim procedures. Yaw and lateral equilibrium equations can be neglected, for example, eliminating the tail rotor pitch setting and the main rotor lateral shaft angle as trim variables [104]. Consequently, the lateral cyclic control is adjusted only to make the rotor rolling moment equal to zero. Wind tunnel trim calculations, on the other hand, basically only require that the cyclic flapping angles be trimmed to zero.

These procedures do not adequately capture fuselage accelerations. Because it is assumed that the main rotor is attached to a fixed hub and a rigid fuselage, all the degrees of freedom that define the fuselage dynamics are neglected, and therefore this type of analysis is capable only of simulating vibratory hub loads. Consequently, the evaluation of the HHC algorithms can only be done on the basis of vibratory hub load reduction. Should the fuselage be considered rigid, but not fixed in space, then HHC reduction of aircraft vibratory motion (i.e., acceleration) and vibratory hub loads would produce equivalent control solutions.

Although so called free-flight trim procedures may include rotor shaft pitch and roll degrees of freedom, this does not necessarily mean that fuselage dynamics are modeled. Such an analytical model requires that the rotor and the fuselage be dynamically coupled, i.e., rotor hub loads are transferred to the fuselage simultaneously as the fuselage or hub motion is transferred to the rotor.
Calculation of the steady rotor vibration response involves finding the steady state solution for the set of ODEs that define the rotor dynamics. The harmonic balance technique allows for the simultaneous solution of the vehicle trim problem and the harmonic vibration response problem in one pass. Most studies consider only the time-average or constant portion of the vehicle trim equations in the harmonic balance. Eliminating the higher harmonic hub loading and fuselage motion renders this trim solution method useless for purposes of evaluating the HHC of vibratory motion. Hanagad et al. [114] demonstrates how the harmonic balance technique is employed to calculate the steady vibration response for a fully coupled, flexible rotor-fuselage system of ODEs. The method is employed by Millott and Friedmann to find the steady response to HHC inputs. Vehicle trim equations in Millott and Friedmann completely neglect the periodic components, however.

On the other hand, closed loop HHC investigations in the context of active control of the structural response, such as Ref. [115], often involve complex fuselage structural models but no rotor dynamics. Vibratory hub loads are considered to be external excitations acting on the fuselage, and representative hub loads obtained from flight test measurements are used for simulation purposes. A recursive-least-squares filter is employed in this study to estimate the transfer matrix throughout the simulation studies. Other studies [116, 117] studies include a very detailed helicopter models, providing a powerful analytical platform to investigate the problem of vibration suppression in the context of ACSR. The control algorithm used in these studies is of a totally different class of control algorithms from the classical T-matrix algorithm, though [118]. Papavassiliou et al. [95] fully account for the coupled rotor-flexible fuselage dynamics for HHC inves-
tigations with a simple fuselage model. Only open loop control is investigated, however. The problem of solving the vibration response in these studies is treated as a trim problem by means of the harmonic balance technique in much the same way as in [93], but the vibratory motion of the fuselage is accounted for by considering also the higher harmonics in the balance technique.

1.3 Current Investigation

Preliminary results for this investigation have been presented in References [119–122]. These preliminary results and procedures have been revised and will be presented here. Additional results will be presented here as well. The closed loop stability of a hingeless rotor helicopter equipped with an HHC system has been studied in Ref [119]. The T-matrix is constant, and the HHC algorithm is written as a linear time-invariant dynamic compensator using the technique developed by Hall and Wereley [58], extended to cover inputs and outputs at different harmonics. This compensator is coupled to a high-order, coupled rotor-fuselage model, and the closed loop stability is studied using Floquet theory and constant coefficient approximations. The feedback gains of the control system are proportionally scaled down. The key results of the study with this low gain controller are that: (i) the HHC system does not degrade the aeromechanic stability, (ii) the time constants of the HHC are such that interactions with a flight control system could occur, and (iii) that the effects of periodic coefficients need to be taken into account.

A gap in the analysis of HHC systems however remains open, because the issues related to the actual discrete-time implementation were not included in Ref. [119] and have
never been studied in detail in the literature. Discrete-time issues are likely to play a major role in determining the closed loop behavior of the system. In fact, the typical update frequency for HHC control inputs is 1/rev, which is comparable with the bandwidth of the dynamics of the open loop, i.e., uncontrolled helicopter rotor. Previous work on this problem (see, e.g., [58, 119]) tried to overcome this difficulty by developing continuous-time, time domain counterparts of the discrete elements. On the other hand, a more complete and rigorous picture of the operation of HHC can be obtained by looking at the entire control loop, including the coupled rotor-fuselage dynamics, in discrete time rather than in continuous time. Preliminary results accounting for the discrete-time analysis of closed loop HHC were shown in [120, 122].

1.4 Objectives

In the light of the preceding discussion, the present investigation has the following objectives:

1. To provide a simple state space derivation for the continuous time form of the SISO HHC compensator, first introduced in [58];

2. To demonstrate how the same approach can be used to work out a state space representation for the SISO PHHC compensator, which is suitable for stability and robustness analysis of this kind of rotor control algorithm;

3. To generalize the above results in order to get to a general approach for the derivation of the state space form for a MIMO HHC controller;
4. To present the results of a numerical investigation into the stability properties of Higher Harmonic Control, based on a simulation study of the coupled rotor-fuselage dynamics of a four bladed hingeless rotor helicopter (see [123, 124]);

5. To describe a typical discrete-time HHC architecture and derive suitable linearized, state-space, discrete models for all the components present in the control loop;

6. To formulate a coupled helicopter-HHC discrete model, and convert it from a periodic, multiple sampling rate model to a constant coefficient, single sampling rate model using time-lifting techniques; and

7. To perform a closed loop, aeromechanic stability and response analysis of the discrete-time, coupled helicopter-HHC model, and compare it with the corresponding results obtained using a continuous-time model.

1.5 Principal Contributions

The most significant contribution to the state-of-the-art in the field of active rotor control algorithms for vibration attenuation by this study is that it constitutes the first closed-loop coupled rotor-fuselage aeroelastic stability analysis of a helicopter equipped with HHC/IBC including the:

1. First rigorous treatment of the “real-life” effects of HHC/IBC algorithm implementation: discrete elements, multiple sampling rates, computation delays. The time-lifting technique allows the reformulation of the discrete LTP systems that make up the regulator system into LTI systems at one common sampling rate.
2. First aeroelastic stability analysis with a fully discrete rotor-fuselage representation which is rigorously equivalent to the continuous form. Stability equivalence of the two forms can be established since stability of continuous LTP systems, as established by Floquet theory, is identical to the stability for the time-lifted discrete LTI helicopter representation.

3. Although the problem of FCS/HHC interaction has not been studied in depth, the methodology proposed in this study introduces the first mathematical representation of the closed loop, coupled helicopter-HHC systems suited to the analysis of potential FCS/HHC interactions in a control engineering framework that captures the most important dynamics.

1.6 Outline of the Dissertation

Chapter 2 describes the mathematical model of the helicopter, including details of the HHC controller algorithm in continuous and discrete-time. The chapter also illustrates the solution methods for the trim calculation, the extraction of linear systems, and the time integration.

Chapter 3 presents an analytical discussion of the magnitude of the T-matrix SISO and MIMO optimal control feedback gains as a function of the control effort parameter weighing coefficient.

Chapter 4 discusses simulation stability results of the helicopter with a continuous-time representation of Shaw’s HHC algorithm. The effects of periodic helicopter dynamics on closed loop stability is one of the fundamental issues addressed in the chapter.
Chapter 5 is devoted to studying the closed loop aeromechanical stability of the helicopter when the discrete-time dynamics of the HHC algorithm are taken into consideration. The analytical approach suggested in the chapter required the transformation of the continuous-time helicopter system into the discrete-time domain, so that the closed loop can be formulated in discrete-time.

Chapter 6 provides the conclusion to the study and recommendations for future work.
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Figure 1.3: HHC system timing example
Chapter 2

Mathematical Model

This Chapter is divided into two main parts. In the first, a brief description of the helicopter mathematical simulation model is presented, including a short description of the two-dimensional aerodynamical models used for the calculation of aerodynamic loads on the blade, and followed by a synopsis of the different solution methods implemented to manipulate the systems of equations; mainly, the computation of helicopter trim state flight conditions, and the extraction of linearized models suitable for stability and control design and analysis. Then in the second part, the Higher Harmonic Control system algorithm design and implementation techniques, as well as the closed loop analysis methodologies are discussed.

2.1 Helicopter governing equations

The baseline simulation model used in this study is a nonreal-time, blade element type, coupled rotor-fuselage simulation model. The model is discussed in detail in Ref. [123, 124], and only a brief description will be provided here. The fuselage is assumed to be rigid and dynamically coupled with the rotor. A total of nine states describe fuselage motion through the nonlinear Euler equations. Fuselage and blade aerodynamics are
described through tables of aerodynamic coefficients, and no small angle assumption is
required. A coupled flap-lag-torsion elastic rotor model is used [125, 126]. Blades are
modeled as Bernoulli-Euler beams. The rotor is discretized using finite elements, with
a modal coordinate transformation to reduce the number of degrees of freedom. The
elastic deflections are not required to be small. Blade element theory is used to obtain
the aerodynamic characteristics on each blade section. Both quasisteady and unsteady
aerodynamics are used, along with a 3-state dynamic inflow wake model.

The complete dynamic system is modeled as a set of nonlinear first order differential
equations written in implicit form [127]

\[ g(\dot{y}, y, u; t) = 0 \]  

(2.1)

where the control vector \( u \) defines the helicopter’s control inputs determined by the pilot’s
control activity and the active vibration controller, and state vector \( y \) consisting of all the
variables that completely define the dynamics of the helicopter model.

2.1.1 Fuselage equations

As discussed in the previous Section, a nonlinear coupled rotor-fuselage flight dynamics
model is used in the present study. It models the rigid body dynamics of the helicopter
with the nonlinear Euler equations. The three translational velocity components in a body-
fixed coordinate system; the angular velocities about these axes; and the roll, pitch and
yaw attitude angles with respect to the inertial reference frame are required to describe
the helicopter dynamics.
For the forces

\[
\begin{align*}
\begin{bmatrix} X \\ Y \\ Z \end{bmatrix} &= m \begin{bmatrix} \dot{u} \\ \dot{v} \\ \dot{w} \end{bmatrix} + mS(\omega) \begin{bmatrix} u \\ v \\ w \end{bmatrix} + m \begin{bmatrix} -g_x \\ -g_y \\ -g_z \end{bmatrix}
\end{align*}
\]  

(2.2)

For the moments

\[
\begin{align*}
\begin{bmatrix} L \\ M \\ N \end{bmatrix} &= I \cdot \begin{bmatrix} \dot{p} \\ \dot{q} \\ \dot{r} \end{bmatrix} + S(\omega) \cdot \begin{bmatrix} p \\ q \\ r \end{bmatrix}
\end{align*}
\]  

(2.3)

where \( S(\omega) \) is the skew symmetric matrix

\[
S(\omega) = \begin{bmatrix} 0 & -r & q \\ r & 0 & -p \\ -q & p & 0 \end{bmatrix}
\]  

(2.4)

g_x, g_y and g_z are the gravity vector components along the body axes (i.e., a system of coordinate axes that is centered at the helicopter c.g. and is fixed to the helicopter body, with the x, y and z axes pointing forward, sidewards to the right and downwards, respectively); and \( I \) is the matrix of moments of inertia about the body axes. The \( X, Y \) and \( Z \) forces as well as the \( L, M \) and \( N \) moments contain contributions from the main rotor, the tail rotor, and the fuselage and empennage aerodynamic loads.

Roll, pitch and yaw angular velocities are related to the roll, pitch and yaw attitude rates through the linear rotation transformation

\[
\begin{align*}
\begin{bmatrix} p \\ q \\ r \end{bmatrix} &= \begin{bmatrix} 1 & 0 & -\sin \theta_F \\ 0 & \cos \phi_F & \sin \phi_F \cos \theta_F \\ 0 & -\sin \phi_F & \cos \phi_F \cos \theta_F \end{bmatrix} \begin{bmatrix} \dot{\phi}_F \\ \dot{\theta}_F \\ \dot{\psi}_F \end{bmatrix}
\end{align*}
\]  

(2.5)

The aerodynamic characteristics of the fuselage and empennage are included in the form of experimental based look-up tables. Following an approach inherited from GENHELM [128], the main rotor downwash interference effects on the fuselage and empennage are taken into account by introducing a correction factor on the total freestream velocity at the fuselage and empennage aerodynamic reference points. Fuselage interference
components are

\[ u_{inf} = w_0 \nu_{xw_f} (\beta_{1c}, \chi) \]  \hspace{1cm} (2.6)
\[ v_{inf} = 0 \]  \hspace{1cm} (2.7)
\[ w_{inf} = w_0 \nu_{zw_f} (\beta_{1c}, \chi) \]  \hspace{1cm} (2.8)

where \( w_0 \) is the main rotor downwash. Non-linear functions \( \nu_{xw_f} (\beta_{1c}, \chi) \) and \( \nu_{zw_f} (\beta_{1c}, \chi) \) are determined from look-up tables; and are functions of the longitudinal tilt of the tip path plane, \( \beta_{1c} \), and the rotor wake skew angle, \( \chi \). Data for lateral interference velocity components is not known. Interference velocity components on the tail rotor and empennage are treated in a similar fashion; except an additional correction factor is introduced to take into account delayed main rotor wake effects. These interference components result from the product of aircraft forward velocity, exponentially decaying delayed downwash and sidewash coefficients, and a dynamic pressure loss correction factor. Delayed downwash and sidewash coefficients are modeled by first-order differential equations

\[ \dot{\nu}_{DW} = \frac{\epsilon_H - \nu_{DW}}{\tau_e} \]  \hspace{1cm} (2.9)
\[ \dot{\nu}_{SW} = \frac{\epsilon_V - \nu_{SW}}{\tau_e} \]  \hspace{1cm} (2.10)

where terms \( \epsilon_H \) and \( \epsilon_V \) are empirically determined functions of fuselage angle of attack and sideslip, and \( \tau_e \) is the freestream time of travel from the main rotor to the tail. See Turnour [129] for specific details.
2.1.2 Rotor equations

The dynamics of the rotor blades are modeled with a coupled flap, lag and torsion, finite element discretization and a modal coordinate transformation to reduce the number of degrees of freedom. Matrix $V_m$ is the modal coordinate transformation matrix and $\mathbf{q}$ the vector of modal coefficients, where the columns of $V_m$ contain the normal mode shape vectors of the blade. Thus the vector of finite element nodal degrees of freedom $\mathbf{y}_n$ can be related to $\mathbf{q}$ through the linear transformation

$$\mathbf{y}_n = V_m \mathbf{q}$$ (2.11)

Vector $\mathbf{q}$ is taken to be the vector of generalized coordinates which describe rotor bending dynamics. This is possible because blade bending can be entirely described by the modal coefficients, provided that natural mode shapes are known.

Induced inflow is modeled with a linear dynamic inflow approach, with three variables defining the state of the inflow distribution; the uniform distribution, $\lambda_0$, and linear lateral and longitudinal distributions, $\lambda_s$ and $\lambda_c$. This approach is based on the dynamic inflow model introduced by Peters and He [130, 131].

Two-dimensional sectional blade unsteady aerodynamics can be included in the mathematical analysis model as well. This is based on the Leishman-Nguyen state space unsteady aerodynamics model [132], which accounts for the shed wake effects caused by blade motion. The unsteady aerodynamics model can be used in conjunction with a simple three state dynamic inflow wake model, because the latter only accounts for the effects of the trailing vorticity, and not the shed vorticity. The two-dimensional unsteady aerodynamics on an airfoil is defined by an 8-th order linear state space system of equa-
tions. The states define the different circulatory and non-circulatory components of the unsteady lift and pitching moments based on thin airfoil theory, and empirically account for the effects of compressibility in subsonic flow. Unsteady aerodynamics loads must be computed over sufficient points on the blade in order to obtain an accurate resolution of the unsteady aerodynamics loads over the entire blade span. In the present study 5 points per blade were considered, and a different set of states define the aerodynamic loads for each point. Therefore a total of 160 states are required to define the aerodynamic forces and moments over the rotor disk.

Finally, as mentioned above, the equations of motion for the helicopter model are expressed as a system of nonlinear, time-varying, first-order differential equations in the implicit form

$$g(\dot{y}, y, u; t) = 0$$

(2.12)

where the control vector $u$ contains the helicopter control inputs. Vector $u$ contains both, the pilot control and the higher harmonic control inputs. The former are defined by the lateral cyclic, longitudinal cyclic and collective blade pitch harmonics, and the tail rotor collective pitch. The higher harmonic controls are defined by the Fourier coefficients of the higher harmonics of the blade input in the rotating frame. Therefore control input vector is defined as

$$u = \begin{bmatrix} u_P \\ u_{HHC} \end{bmatrix}$$

(2.13)

where $u_P$ is the vector of pilot controls, and $u_{HHC}$ is a vector containing the HHC inputs, such that

$$u_P^T = \{\theta_{1c} \ \theta_{1s} \ \theta_0 \ \theta_t\}$$

(2.14)
and

\[ \mathbf{u}_{HHC}^T = \{\theta_{2c}, \theta_{2s}, \theta_{3c}, \theta_{3s}, \theta_{4c}, \theta_{4s}, \theta_{5c}, \theta_{5s}, \theta_{6c}, \theta_{6s}\} \]  \hspace{1cm} (2.15)

and the state vector \( \mathbf{y} \) contains all the body states, main rotor states, main and tail rotor inflow states, empennage aerodynamic interaction states, and unsteady aerodynamic states, if included, necessary to define the helicopter dynamics at a given instant \( t \).

\[ \mathbf{y} = \begin{bmatrix} \mathbf{y}_F \\ \mathbf{y}_R \\ \mathbf{y}_I \\ \mathbf{x}_u \end{bmatrix} \]  \hspace{1cm} (2.16)

where the rigid-body or fuselage states are

\[ \mathbf{y}_F^T = \{u \ v \ w \ p \ q \ r \ \phi_F \ \theta_F \ \psi_F\} \]  \hspace{1cm} (2.17)

Blade mode coefficients and rates for each mode and each blade define the main rotor states. Rates are necessary to completely describe rotor flexible dynamics in a system of first-order differential equations. The complete main rotor state vector contains the modal coefficients for each mode

\[ \mathbf{y}_R = \begin{bmatrix} \mathbf{y}_{q1} \\ \mathbf{y}_{q2} \\ \vdots \\ \mathbf{y}_{q_{Nm}} \end{bmatrix} \]  \hspace{1cm} (2.18)

where \( N_m \) is the number of modes that have been retained for use in the model. For a 4-bladed rotor, the \( m \)-th mode main rotor states are defined as

\[ \mathbf{y}_{qm} = \begin{bmatrix} \dot{q}_{m1} \\ \dot{q}_{m2} \\ \dot{q}_{m3} \\ \dot{q}_{m4} \\ q_{m1} \\ q_{m2} \\ q_{m3} \\ q_{m4} \end{bmatrix} \]  \hspace{1cm} (2.19)
The vector $y_i$ contains the main rotor and tail rotor inflow states and the rotor downwash aerodynamic interaction coefficient states

$$y_i = \{ \lambda_0 \quad \lambda_c \quad \lambda_s \quad \lambda_t \quad \nu_{DW} \quad \nu_{SW} \}^T$$ (2.20)

Finally, let $z_{ij}$ be the unsteady aerodynamics states for the $j$-th collocation point on the $i$-th blade. Assuming $n_p$ collocation points per blade are selected, the complete state vector is

$$x_u = \begin{bmatrix} z_{11} \\ \vdots \\ z_{1n} \\ \vdots \\ z_{n1} \\ \vdots \\ z_{nn} \end{bmatrix}$$ (2.21)

There are 8 states used to define the blade bending motion for each blade mode in a 4-blade rotor (Eq. 2.19). These consist of one modal coefficient and the corresponding time derivative for each blade. The unsteady aerodynamics at each collocation point requires of 8 states to completely define the aerodynamic loads. Counting the 9 rigid-body of fuselage states, plus the 6 states defining the induced inflow and downwash aerodynamic interactions, the model requires a total of $15 + 8N_m + 48n_p$ states for a 4-bladed rotor, when unsteady aerodynamics are used. With 5 retained modes and 5 unsteady aerodynamics collocation points per blade, the total number of states is 215. If unsteady aerodynamics are removed, then the system reduces the size of the system to 55 states.
2.2 Blade section aerodynamic models

The main element required for the calculation of aerodynamic forces and moments is the absolute velocity of an arbitrary point on the elastic axis of the blade. The total velocity can be expressed in terms of the airflow velocity components in the blade sectional aerodynamics coordinate system (see Ref. [133]).

\[
V_A = U_T e_T + U_P e_P + U_R e_R
\]  
(2.22)

where \( V_A \) is the resultant velocity of the airflow at the 1/4-chord location, and \( U_T, U_P \) and \( U_R \) are the tangential, perpendicular and radial components of the airflow at this location on the blade.

Presence of a radial velocity component implies airflow over the blade section at a point on the blade is skewed by an angle \( \gamma_I \) with respect to the blade, such that the true aerodynamic angle of attack of this yawed airfoil is defined as

\[
\alpha_Y = \tan^{-1}\left[ \frac{(U_T \tan \theta_G + U_P) \cos \gamma_I}{U_T - U_P \tan \theta_G \cos^2 \gamma_I} \right]
\]  
(2.23)

where the airflow skew, or yaw, angle \( \gamma_I \) of the flow over the blade section is defined such that

\[
\cos \gamma_I = \frac{|U_T|}{\sqrt{U_T^2 + U_R^2}}
\]  
(2.24)

and the geometric pitch angle \( \theta_G \) is

\[
\theta_G = \theta_0 + \theta_{1c} \cos(\psi + \Delta_{SP}) + \theta_{1s} \sin(\psi + \Delta_{SP}) + \theta_T W + \theta_n + \phi
\]  
(2.25)

where \( \Delta_{SP} = -10^\circ \) is the swashplate phasing angle, \( \phi \) is the elastic rotation of the blade.
section about the elastic axis and $\theta_n$ is the higher harmonic input defined by

$$\theta_n(\psi) = \sum_{k=N-1}^{N+1} (\theta_{kc} \cos k\psi + \theta_{ks} \sin k\psi)$$  \hspace{1cm} (2.26)

The blade section steady lift, drag and moment coefficients are obtained from data look-up tables as a function of the local angle of attack and Mach number,

$$C_L = C_L (\alpha_Y, M)$$  \hspace{1cm} (2.27)

$$C_D = C_D (\alpha_Y, M)$$  \hspace{1cm} (2.28)

$$C_M = C_M (\alpha_Y, M)$$  \hspace{1cm} (2.29)

### 2.2.1 Quasisteady aerodynamics

Blade sectional aerodynamic loads are calculated on the basis of a two-dimensional quasisteady aerodynamics model [134] which takes into account the shed wake effects associated with variations in the aerodynamic loads with respect to time. Simplified expressions for the distributed lift $L$, drag $D$ and pitching moment $M$ are obtained by neglecting the acceleration terms $\ddot{h}$ and $\ddot{\alpha}$, related to non-circulatory or apparent mass loads, in the basic equations [134]. Therefore the lift $L$ is given by

$$L = L_Q + \frac{1}{8} \rho V_0^2 c^2 \ddot{\alpha}$$  \hspace{1cm} (2.30)

where $L_Q$ is the quasisteady lift and is given by

$$L_Q = \frac{1}{2} \rho V_0^2 c \left[ C_L + \frac{a \ddot{\alpha}}{V_0} \left( \frac{c}{2} - x_A \right) \right]$$  \hspace{1cm} (2.31)

the aerodynamic drag is given by

$$D = C_D \frac{1}{2} \rho V_0^2 c$$  \hspace{1cm} (2.32)
and, finally the pitching moment $M$ is

$$M = M_S + M_Q + M_\alpha$$  \quad (2.33)$$

where the total aerodynamic pitching moment is determined by the components

$$M_S = \frac{1}{2} C_M \rho V_0^2 c^2$$  \quad (2.34)$$

$$M_Q = F_P \frac{L_Q}{L} x_A \cos \theta_G + F_T \frac{L_Q}{L} x_A \sin \theta_G$$  \quad (2.35)$$

$$M_\alpha = -\frac{1}{8} a \rho V_0 c^2 \dot{\alpha} \left( \frac{c}{2} - x_A \right)$$  \quad (2.36)$$

and where $a$ is the lift-curve slope, $\rho$ is the air density, $c$ is the non-dimensional chord length, $\alpha$ is the total pitch angle of the blade section, $V_0$ is the oncoming freestream flow velocity, $x_A$ is the blade cross-sectional aerodynamic center offset from the elastic axis (positive for aerodynamic center forward of the elastic axis), and $\dot{\alpha}$ is the time rate of change of the total blade pitch angle and is approximated by

$$\dot{\alpha} = \dot{\theta}_G = -\theta_{1_1} \Omega \sin(\psi + \Delta_{SP}) + \theta_{1_3} \Omega \cos(\psi + \Delta_{SP}) + \dot{\theta}_n + \dot{\phi}$$  \quad (2.37)$$

### 2.2.2 Unsteady aerodynamics

Quasisteady aerodynamics may be inadequate for higher harmonic control applications due to the higher reduced frequency values associated with the application of $N - 1$, $N$ and $N + 1$/rev blade pitch harmonics. Therefore, the Leishman-Nguyen state space representation of the unsteady aerodynamics on an airfoil [132] is also considered in the present study to account for the effects of the shed wake associated with the high frequency variations in the aerodynamic loads with respect to time. The basic equations for the normal force and the 1/4-chord pitching moment coefficient response to an arbitrary
\( \alpha(t) \) and \( q(t) \) time history are given in generic state space form

\[
\dot{x}_u = A_u x_u + B_u \begin{pmatrix} \alpha \\ q \end{pmatrix}
\]

\[
\begin{pmatrix} C_N^u \\ C_M^u \end{pmatrix} = C_u x_u + D_u \begin{pmatrix} \alpha \\ q \end{pmatrix}
\]

where \( q = \dot{\alpha} c/V_0 \) represents the non-dimensional pitch rate about the 1/4-chord. The total value of the normal force and pitching moment coefficients is

\[
C_N = C_N^u + C_{N0}
\]

\[
C_M = C_M^u + C_{M0} + \left( \frac{c}{4} - x_{ac} \right) C_{N0}
\]

where \( C_{N0} \) and \( C_{M0} \) are the steady values of the lift coefficient at zero angle of attack and the zero-lift pitching moment coefficient, which must be added to the unsteady aerodynamic coefficients, and \( x_{ac} \) is the location of the aerodynamic center measured from the leading edge. These quantities are all obtained from data look-up tables for the airfoil. Finally, in addition to the expression for the pitching moment coefficient, lift and drag coefficients are obtained by resolving the normal and axial suction force coefficients about the angle of attack, \( \alpha \)

\[
C_L = C_N (\cos \alpha + \eta \tan(a_0) \sin \alpha)
\]

\[
C_D = C_N (\sin \alpha - \eta \tan(a_0) \cos \alpha) + C_{D0}
\]

where the leading-edge suction recovery factor, \( \eta \), is determined empirically and accounts for the effects of viscosity on an airfoil of finite thickness, and \( C_{D0} \) is the drag coefficient at zero angle of attack.

In practice, the approximation for \( \dot{\alpha}_Y \) in Eq. 2.37 was shown to be inadequate, and
leads to inaccurate calculations of the unsteady aerodynamic loads. Instead, a more accurate analytical expression for the first derivative of $\alpha_Y$ is obtained from

\[
(1 + \tan^2 \alpha_Y) \dot{\alpha}_Y = \frac{d}{dt} \tan \alpha_Y \tag{2.44}
\]

where \( \tan \alpha_Y \), from Eq. 2.23, is

\[
\tan \alpha_Y = \frac{(U_T \tan \theta_G + U_P) \cos \gamma_I}{U_T - U_P \tan \theta_G \cos^2 \gamma_I} \tag{2.45}
\]

Therefore the derivative of $\alpha_Y$ can be expressed as

\[
\dot{\alpha}_Y = \frac{G \dot{F} - F \dot{G}}{F^2 + G^2} \tag{2.46}
\]

where $F$ and $G$ are defined as

\[
F = (U_T \tan \theta_G - U_P) \cos \gamma_I \tag{2.47}
\]

\[
G = U_T + U_P \tan \theta_G \cos^2 \gamma_I \tag{2.48}
\]

and

\[
\dot{F} = \left[ \dot{U}_T \tan \theta_G + U_T \left(1 + \tan^2 \theta_G\right) \dot{\theta}_G - \dot{U}_P \right] \cos \gamma_I + (U_T \tan \theta_G - U_P) \frac{d}{dt} \cos \gamma_I \tag{2.49}
\]

\[
\dot{G} = \dot{U}_T + \dot{U}_P \tan \theta_G \cos^2 \gamma_I + U_P \left(1 + \tan^2 \theta_G\right) \dot{\theta}_G \cos^2 \gamma_I + U_P \tan \theta_G \frac{d}{dt} \cos^2 \gamma_I \tag{2.50}
\]

with

\[
\frac{d}{dt} \cos^2 \gamma_I = 2 \cos \gamma_I \frac{d}{dt} \cos \gamma_I \tag{2.51}
\]

and

\[
\frac{d}{dt} \cos \gamma_I = \frac{U_R^2 U_T \dot{U}_T - U_T^2 U_R \dot{U}_R}{\cos \gamma_I \left(U_T^2 + U_R^2\right)} \tag{2.52}
\]
2.3 Solution methods

2.3.1 Trim state solution

Fundamentally, trim is defined as the problem of computing a steady state solution of the governing equations of motion for the helicopter dynamics. The solution of the steady state condition is determined by converting the system of coupled ordinary differential equations in Eq. 2.1 to a system of nonlinear algebraic equations. The periodicity of the helicopter response must be satisfied in a steady state condition. The helicopter trim flight condition is calculated in a coordinated, steady, helical turn [135] defined by the

1. velocity along the flight path trajectory, \( V \)

2. turn rate about the \( z_B \) body axis, \( \dot{\psi}_F \)

3. flight path climb angle, \( \gamma \)

Straight and level flight is a special case where \( \dot{\psi}_F = \gamma = 0 \). Hover is a special case of straight and level flight where \( V = 0 \).

The trim procedure is the same as in Ref. [136]. The rotor equations of motion are transformed into a system of nonlinear algebraic equations using a Galerkin method. The algebraic equations enforcing force and moment equilibrium, the Euler kinematic equations, the inflow equations and the rotor equations are combined in a single coupled system. The solution yields the harmonics of a Fourier expansion of the rotor degrees of freedom, the pitch control settings, trim attitudes and rates of the entire helicopter, and main and tail rotor inflow.
With this in mind trim equations are now defined. Aircraft velocity components in the body axes are expressed in terms of the absolute velocity, \( V \); and the angles of attack, \( \alpha_F \), and sideslip, \( \beta_F \), which define the orientation of the fuselage relative to the flight path.

\[
\begin{align*}
    u &= V \cos \alpha_F \cos \beta_F \\
    v &= V \sin \beta_F \\
    w &= V \sin \alpha_F \cos \beta_F
\end{align*}
\]  

(2.53)

(2.54)

(2.55)

In a steady turn the bank angle, \( \phi_F \), and the pitch angle, \( \theta_F \), remain constant, such that \( \dot{\phi}_F \) and \( \dot{\theta}_F \) are equal to zero. Therefore, the aircraft turn rates are based entirely on the yaw turn rate \( \dot{\psi}_F \)

\[
\begin{align*}
    p &= -\dot{\psi}_F \sin \theta_F \\
    q &= \dot{\psi}_F \sin \phi_F \cos \theta_F \\
    r &= \dot{\psi}_F \cos \phi_F \cos \theta_F
\end{align*}
\]  

(2.56)

(2.57)

(2.58)

Fuselage trim equations

Aircraft trim motion is completely determined by the prescribed values \( V \) and \( \dot{\psi}_F \) and the unknown quantities \( \alpha_F, \beta_F, \phi_F \) and \( \theta_F \). Implicit in the definition of steady flight is the fact that accelerations, both linear and angular, in the body axes coordinate system are equal to zero. The four fixed-stick inputs (i.e., collective, lateral, longitudinal, and rudder) complete the set of unknowns for the fuselage system of equations defining the trim problem. The following equilibrium conditions for the fuselage are established:

- *Force and moment equilibrium equations.*
Force equilibrium in the body axes
\[
\begin{bmatrix}
X \\
Y \\
Z
\end{bmatrix} - mS(\omega)\begin{bmatrix}
u \\
v \\
w
\end{bmatrix} + m\begin{bmatrix}
-g_x \\
g_y \\
g_z
\end{bmatrix} = 0
\] (2.59)

Moment equilibrium in the body axes
\[
\begin{bmatrix}
L \\
M \\
N
\end{bmatrix} - S(\omega) \cdot \begin{bmatrix}
p \\
q \\
r
\end{bmatrix} = 0
\] (2.60)

where linear and angular velocities are determined by Eqs. 2.53–2.58.

- **Turn coordination equation.** Accounts for the inertial terms resulting from the rotation of the body axes with respect to the inertial, or gravitational, coordinate system.

If the turn is coordinated then \( Y = 0 \), resulting in the equilibrium equation
\[
g_y - (ur - wp) = 0
\] (2.61)

substituting Eqs. 2.53–2.58 results in
\[
sin \phi_F - \frac{\dot{\psi}_F V}{g} (\cos \alpha_F \cos \phi_F + \sin \alpha_F \tan \theta_F) \cos \beta_F = 0
\] (2.62)

In straight and level flight \( \dot{\psi}_F = 0 \) and the equation simplifies to
\[
sin \phi_F = 0
\] (2.63)

This is a reasonable equilibrium condition for straight and level flight at advance ratios above \( \mu = 0.1 \). This implies the helicopter is trimmed to zero roll angle. For advance ratios below \( \mu = 0.1 \) zero sideslip trim condition is directly enforced by the constraint
\[
\beta_F = 0
\] (2.64)
• *Steady climb constraint.* This equation establishes a kinematic relation between the flight path angle and the attack, sideslip, roll and pitch angles. This relation is based on the condition that the resultant velocity vector component along the vertical direction in the gravitational reference frame be steady.

\[ \sin(-\gamma) = e_T \cdot k_G \]  \hspace{1cm} (2.65)

where \( e_T \) is the unit vector tangent to the trajectory. Expanding the unit vector product results in the relation

\[ -\sin \gamma = (\sin \alpha_F \cos \beta_F \cos \phi_F + \sin \beta_F \sin \phi_F \cos \theta_F - \cos \alpha_F \cos \beta_F \sin \theta_F \]  \hspace{1cm} (2.66)

Main rotor loads are harmonic in nature and introduce small amplitude oscillations on the fuselage motion. Consequently, in practice it is impossible to satisfy the trim definition for every instant in time. Rather, these equations are considered in a average sense, over one rotor revolution. Therefore, the left hand side expressions in Eqs. 2.59, 2.60, 2.62 and 2.66 are assembled in vector \( \epsilon(\bar{x}) \) such that the trim problem system of equations is defined as

\[ F(\bar{x}) = \int_{0}^{2\pi} \epsilon(\bar{x}) \, d\psi = 0 \]  \hspace{1cm} (2.67)

The assumption of steady inflow distribution implies the main rotor and tail rotor inflow trim state derivatives must satisfy the conditions:

\[ \int_{0}^{2\pi} \lambda_0 d\psi = 0 \]  \hspace{1cm} (2.68)

\[ \int_{0}^{2\pi} \lambda_c d\psi = 0 \]  \hspace{1cm} (2.69)

\[ \int_{0}^{2\pi} \lambda_s d\psi = 0 \]  \hspace{1cm} (2.70)
for the main rotor coefficients, and

\[ \int_0^{2\pi} \lambda_t d\psi = 0 \quad (2.71) \]

for the tail rotor.

Similar conditions are imposed on the downwash aerodynamic interaction coefficients, enforcing the time average of the rate of change of the coefficients to be zero over one revolution.

Treatment of blade trim equations

The approach for calculating the blade mode trim states assumes that blade motion is periodic such that the \( k \)-th generalized blade coordinate can be approximated by a Fourier series [136, 137]. The generalized coordinates and their first and second derivatives are given by

\[ q^k(\psi) \approx q^k_0 + \sum_{j=1}^{N_h} (q^k_{jc} \cos j\psi + q^k_{js} \sin j\psi) \quad (2.72) \]

\[ \dot{q}^k(\psi) \approx \Omega \sum_{j=1}^{N_h} j (-q^k_{jc} \sin j\psi + q^k_{js} \cos j\psi) \quad (2.73) \]

\[ \ddot{q}^k(\psi) \approx -\Omega^2 \sum_{j=1}^{N_h} j^2 (q^k_{jc} \cos j\psi + q^k_{js} \sin j\psi) \quad (2.74) \]

where the coefficients \( q^k_0, q^k_{1c}, q^k_{1s}, \ldots, q^k_{N_h c} \) and \( q^k_{N_h s} \) are unknown.

All blade mode generalized coordinates are assembled in vector \( \mathbf{q} \); and the governing blade bending ordinary differential equations are written in the general form

\[ \dot{\mathbf{q}} - \mathbf{f}(\mathbf{q}, \dot{\mathbf{q}}) = 0 \quad (2.75) \]
The solution for the set of unknown coefficients must satisfy the set of equations

\[ \int_0^{2\pi} (\ddot{q} - f(q, q))\, d\psi = 0 \]  
\[ \int_0^{2\pi} (\ddot{q} - f(q, q))\cos j\psi\, d\psi = 0, \quad j = 1, \cdots, N_h \]  
\[ \int_0^{2\pi} (\ddot{q} - f(q, q))\sin j\psi\, d\psi = 0, \quad j = 1, \cdots, N_h \]

which are appended to the system of non-linear algebraic equations. The unknown coefficients are solved for simultaneously along with the fuselage and inflow unknowns.

Unsteady aerodynamics

Solution of the blade unsteady aerodynamics states is also time-periodic and can therefore be approximated by a Fourier series in the same way it is done for the blade modal coefficients. The solution of the \(k\)-th unsteady aerodynamics state is approximated by

\[ z_k(\psi) \approx z_{k0} + \sum_{j=1}^{N_h} \left( z_{kjc} \cos j\psi + z_{ks} \sin j\psi \right) \]  

(2.79)

While the solution for the unsteady aerodynamic unknown harmonic coefficients can be obtained following the same general solution method as for the main rotor coefficients, this is not made practical by the size of the system of equations. As mentioned above, the number of states per unsteady aerodynamics collocation point is 8. Assuming \(N_h\) harmonics are used in the approximation of the steady state solution for each state, then the number of variables increases by \(8n_p(2N_h + 1)\).

The problem can be simplified substantially because the unsteady aerodynamics states are independent of each other. The governing equations for each state are simple first-order, linear, non-homogeneous time-periodic differential equations with the general
form of

\[ \dot{z}_k(t) = a_{f_k}(t)z_k(t) + f_k(t) \]  

(2.80)

where \( f_k(t) \) is a function of the angle of attack motion and the airflow velocity at the
given point on the blade; both of which are harmonic functions in trim flight. The steady
solution for the unsteady aerodynamics coefficients can be fully determined provided the
periodic motion of the point on the blade relative to the air mass is known and well
determined.

The fact that the equations governing the unsteady aerodynamics are linear simpli-
fies the calculation of the trim state because the steady state solution for a periodic input
is readily available [67]. It can be shown that the harmonic coefficients of the periodic
solution are related to the harmonics of the forcing function \( f_k(t) \) by a linear algebraic
system with an infinite number of equations. If the solution is approximated by the trun-
cated series in Eq. 2.79, and only \( N_h \) harmonics are retained, then the \( 2N_h + 1 \) unknown
coefficients can be solved for by solving the linear system

\[
(C - A) \begin{bmatrix} z_{k_0} \\ z_{k_1} \\ z_{k_2} \\ \vdots \\ z_{k_{N_h}} \end{bmatrix} = \begin{bmatrix} f_{k_0} \\ f_{k_1} \\ f_{k_2} \\ \vdots \\ f_{k_{N_h}} \end{bmatrix}
\]

(2.81)

The matrix \( A \) is related to the harmonics of the coefficient \( a_{f_k}(t) \) from Eq. 2.80.

\[
A = \begin{bmatrix}
  a_{k_0} & \frac{1}{2}a_{k_{ic}} & \frac{1}{2}a_{k_{is}} & \cdots & \frac{1}{2}a_{k_j} & \frac{1}{2}a_{k_{ja}} \\
  a_{k_{ic}} & A_{11} & \cdots & A_{1j} \\
  a_{k_{is}} & \vdots & \ddots & \vdots \\
  \vdots & \vdots & \ddots & \ddots \\
  a_{k_{ja}} & A_{11} & A_{1j}
\end{bmatrix}
\]

(2.82)
where the \( \mathcal{A}_{ij} \) block matrices are 2 \times 2 matrices whose elements are defined by

\[
\begin{align*}
\mathcal{A}_{11}^{ij} &= \frac{1}{\pi} \int_{0}^{2\pi} a_{f}(\cdot) \cos i\psi \cos j\psi \, d\psi \\
\mathcal{A}_{12}^{ij} &= \frac{1}{\pi} \int_{0}^{2\pi} a_{f}(\cdot) \cos i\psi \sin j\psi \, d\psi \\
\mathcal{A}_{21}^{ij} &= \frac{1}{\pi} \int_{0}^{2\pi} a_{f}(\cdot) \sin i\psi \cos j\psi \, d\psi \\
\mathcal{A}_{22}^{ij} &= \frac{1}{\pi} \int_{0}^{2\pi} a_{f}(\cdot) \sin i\psi \sin j\psi \, d\psi
\end{align*}
\]

The matrix \( C \) is block diagonal

\[
C = \begin{bmatrix}
0 \\
C_1 \\
\cdots \\
C_{N_0}
\end{bmatrix}
\]

(2.83)

and the block for the \( j \)-th harmonic is

\[
C_j = \Omega \begin{bmatrix}
0 & -j \\
j & 0
\end{bmatrix}
\]

(2.84)

### 2.3.2 Linearization

Systems of linear equations can be extracted via a first-order Taylor series expansion of the full set of non-linear equations of motion. Dropping the higher order terms in the expansion and assuming \( g(\dot{y}_0, y_0, u_0; t) = 0 \), where the 0 subindex indicates trim values, Eq. 2.1 is reduced to

\[
\begin{align*}
\left[ \frac{\partial g}{\partial \dot{y}} \right]_{0} \delta \dot{y} + \left[ \frac{\partial g}{\partial y} \right]_{0} \delta y + \left[ \frac{\partial g}{\partial u} \right]_{0} \delta u & \approx 0
\end{align*}
\]

(2.85)
where the partial derivative matrices are defined as

\[ C(\psi) = \left[ \frac{\partial g}{\partial \dot{y}} \right]_0 \]  

\[ D(\psi) = \left[ \frac{\partial g}{\partial y} \right]_0 \]  

\[ E(\psi) = \left[ \frac{\partial g}{\partial u} \right]_0 \]  

Linearized models are extracted numerically, by perturbing rotor, fuselage, inflow states, unsteady aerodynamics states and control inputs about a trimmed equilibrium position. Because blade dynamics and unsteady aerodynamics are used, the trim state vector \( y_0 \) contains time-periodic coefficients in the rotating reference frame. This is true even in hover, where small amounts of longitudinal and lateral cyclic inputs are required to maintain the trim flight condition. As a consequence of this, the matrices of partial derivatives are time-periodic. The resulting first-order linear equations are given in the state-space form

\[ \dot{x} = A(\psi)x + B(\psi)u \]  

where

\[ A(\psi) = -C^{-1}(\psi)D(\psi) \]  

\[ B(\psi) = -C^{-1}(\psi)E(\psi) \]

and vectors \( x \) and \( u \) represent the perturbation state and control vectors.

The linearized systems are extracted for several rotor azimuth locations over one revolution, and transformed into the non-rotating frame by means of the Multibody Coordinate Transformation which is presented in Appendix A. Since the equations of the coupled rotor/fuselage dynamics are now written in the fixed, or non-rotating, frame of
reference, the linearized models turn out to be time-periodic with period $T/N$, where $N$ is the number of rotor blades and $T$ is the period of one rotor revolution. The matrices of the linearized model can then be generated as Fourier series. For example, the state matrix $A(\psi)$ is given as:

$$A(\psi) = A_0 + \sum_{k=1}^{K} (A_{kc} \cos(kN\psi) + A_{ks} \sin(kN\psi))$$

(2.92)

where the matrices $A_0$, $A_{kc}$, and $A_{ks}$ are constant, and only $A_0$ is retained for constant coefficient approximations.

### 2.4 Higher Harmonic Control

The HHC controller used in the present study is based on a linear, steady state, frequency domain representation of the dynamics of the helicopter. The vector $\mathbf{u}_{\text{HHC}}(k)$ of the harmonics of the rotor controls computed by the HHC system is defined as

$$\mathbf{u}_{\text{HHC}}(k) = [\theta_{3c}(k) \ \theta_{3s}(k) \ \theta_{4c}(k) \ \theta_{4s}(k) \ \theta_{5c}(k) \ \theta_{5s}(k)]^T$$

(2.93)

where $k$ is the discrete-time index associated with the sample time at which the control loop operates (i.e., 1/rev). The vector $\mathbf{y}_{\text{HHC}}(k)$ contains the $N/\text{rev}$ cosine and sine harmonics of the fuselage accelerations, and is defined as

$$\mathbf{y}_{\text{HHC}}(k) = \begin{bmatrix} y_{Nc}^1(k) & y_{Nc}^2(k) & \cdots & y_{Nc}^n(k) & y_{Ns}^1(k) & y_{Ns}^2(k) & \cdots & y_{Ns}^n(k) \end{bmatrix}^T$$

(2.94)

where $y_{Nc}^i(k)$ and $y_{Ns}^i(k)$, $i = 1, \ldots, n$ are, respectively, the cosine and sine components of the $i$-th $N/\text{rev}$ output $y^i(k)$, each defined as

$$y_{Nc}^i(k) = \frac{1}{\pi} \int_{k\pi}^{(k+1)\pi} y^i_H(\psi) \cos N\psi \, d\psi$$

(2.95)

$$y_{Ns}^i(k) = \frac{1}{\pi} \int_{k\pi}^{(k+1)\pi} y^i_H(\psi) \sin N\psi \, d\psi$$

(2.96)
The generic output $\tilde{y}^i(k)$ can be one of the linear or angular components of the accelerations, which in turn can be measured at one or more locations. In general, there will be $n$ such measurements, and therefore the measurement vector will have $p = 2n$ elements. Finally, $\tilde{z}$ is the vector of $N/\text{rev}$ disturbance components corresponding to $\tilde{y}_{\text{HHC}}(k)$.

Then, assuming that the accelerations are linearly related to the HHC harmonics, the variables defined above can be related by

$$\tilde{y}_{\text{HHC}}(k) = T \tilde{u}_{\text{HHC}}(k) + \tilde{z}(k) \quad (2.97)$$

where $T$ is a real, constant coefficient matrix that links the harmonics of the HHC inputs to those of the acceleration response (see Ref. [119] for details). The matrix $T$ can be either estimated from measured data using on-line or off-line identification algorithms, or computed on the basis of a mathematical model of the helicopter, as done in the present study. In general, $T$ is a function of the flight condition. At each discrete time step the HHC controller selects the value of the input harmonics $\tilde{u}_{\text{HHC}}$ to reduce the effect of $\tilde{z}$ on $\tilde{y}_{\text{HHC}}$. Assuming that the baseline acceleration vector $\tilde{z}$ is constant over the time step, the optimal open loop solution is given by

$$\tilde{u}_{\text{HHC}}(k) = -T^\dagger \tilde{z}(k) \quad (2.98)$$

where $T^\dagger$ is the pseudoinverse of the $T$ matrix (which is not necessarily square). Since in general $\tilde{z}$ cannot be measured directly, the same result can be obtained by using a discrete-time integral control law in closed loop, i.e., based on the measurements of $\tilde{y}_{\text{HHC}}$:

$$\tilde{u}_{\text{HHC}}(k + 1) = \tilde{u}_{\text{HHC}}(k) - T^\dagger \tilde{y}_{\text{HHC}}(k) \quad (2.99)$$

The HHC control algorithm used in the present study is defined in terms of the
minimization of a quadratic cost function $J$ of the form [115]

$$J = \tilde{y}_{HHC}^T Q \tilde{y}_{HHC} + \Delta \tilde{u}_{HHC}^T R \Delta \tilde{u}_{HHC} \quad (2.100)$$

where $Q = Q^T \geq 0$ and $R = R^T > 0$ are matrices that allow different weighting of acceleration outputs and $\Delta \tilde{u}_{HHC}$ is the increment of $\tilde{u}_{HHC}$ from one iteration to the next:

$$\Delta \tilde{u}_{HHC}(k + 1) = \tilde{u}_{HHC}(k + 1) - \tilde{u}_{HHC}(k) \quad (2.101)$$

The minimization of $J$, Eq. (2.100) leads to the control law

$$\Delta \tilde{u}_{HHC}(k + 1) = -(T^T Q T + R)^{-1} T^T Q \tilde{y}_{HHC}(k) \quad (2.102)$$

The $T$ matrix links the $N$/rev harmonics of the output to the harmonics of the HHC input vector $\tilde{u}_{HHC}$. The matrix is fixed, and is obtained from the linearized model of the complete helicopter using a methodology based on the harmonic transfer function. The derivation is presented in detail in Ref. [119].

### 2.5 Architecture of the HHC System

The present study focuses on the simulation of the HHC architecture shown in general form in Fig. 2.2. The operation of the system consists of the following three steps, which are performed at every rotor revolution: (i) the determination of the $N$/rev acceleration output vector $\tilde{y}_{HHC}(k)$; (ii) the update $\tilde{u}_{HHC}(k + 1)$ of the control input using Eq. (2.102); and (iii) the actual application of $\tilde{u}_{HHC}(k + 1)$ via a simple zero-order-hold.

Two different sampling rates are used. The first, and faster, corresponds to the sampling of the acceleration signals required to reconstruct the $N$/rev harmonics. The
second, and slower, is that corresponding to the 1/rev update of the HHC inputs. The portions of the block diagram where each sampling rate is used are shown in Fig. 2.2.

2.6 State space formulation of higher harmonic controllers

This section presents the state space formulation of HHC controllers of increasing complexity. First, some background on the T-matrix algorithm is given, and a continuous-time, state space analysis is presented for the case of a SISO HHC system in which input and output are at the same harmonic (N/rev, i.e. N times the rotor speed) of rotor speed. Next, the analysis is extended to the case in which input and output are at different harmonics and the case of a MIMO HHC system with inputs and outputs at arbitrary harmonics is considered, by combining the results of the two previous cases. More precisely the following three cases, corresponding to three different selections for the control input vector $u$, will be dealt with:

- Control input given by a single harmonic at the blade passing frequency, i.e.,
  $$u = u_N = \begin{bmatrix} \theta_{N_c} & \theta_{N_s} \end{bmatrix}^T.$$

- Control input $u$ given by a single harmonic at a frequency different from the blade passing one, i.e.,
  $$u = u_M = \begin{bmatrix} \theta_{M_c} & \theta_{M_s} \end{bmatrix}^T,$$
  with $M \neq N$, like, e.g., $M = N - 1$ or $M = N + 1$.

- Control input $u$ given by the superposition of a number of different harmonics:
  $$u^T = \begin{bmatrix} \theta_{N_1c} & \theta_{N_1s} & \theta_{N_2c} & \theta_{N_2s} & \ldots & \theta_{N_mc} & \theta_{N_ms} \end{bmatrix},$$
with \( N_i, i = 1, \ldots, m \) multiples of the rotor angular frequency. For example, one might consider in practice the choice of \( u \) given by

\[
u = \begin{bmatrix} \theta_{(N-1)c} & \theta_{(N-1)s} & \theta_{Nc} & \theta_{Ns} & \theta_{(N+1)c} & \theta_{(N+1)s} \end{bmatrix}^T. \tag{2.103}\]

As will be made clear in the following, assuming as control variables the harmonics of the rotating frame pitch control greatly simplifies the task of the state space realization of the HHC compensators.

2.6.1 SISO with input and output at the same frequency

A typical non-adaptive HHC system is based on a discrete time mathematical model describing the response of the helicopter to higher harmonic inputs, of the form

\[
y_N(k) = T_{N,N} u_N(k) + z_N(k) \tag{2.104}\]

where \( k \) is the rotor revolution index, \( y_N \) is a vector of \( N/\text{rev} \) harmonics of measured outputs (e.g., hub loads or accelerations at some point of the fuselage), \( u_N \) is a vector of control inputs, and \( T_{N,N} \) is a 2 by 2 constant matrix. The vector \( y_N(k) \) is defined as

\[
y_N(k) = \begin{bmatrix} y_{Nc}(k) \\
y_{Ns}(k) \end{bmatrix} = \begin{bmatrix} \frac{1}{\pi} \int_{k\pi}^{(k+1)\pi} y(\psi) \cos(N\psi) d\psi \\
\frac{1}{\pi} \int_{k\pi}^{(k+1)\pi} y(\psi) \sin(N\psi) d\psi \end{bmatrix} \tag{2.105}\]

The vector \( z_N \) contains the \( N/\text{rev} \) harmonics of the “baseline” vibrations, i.e., the vibrations in the absence of HHC. The control input vector is similarly defined as:

\[
u_N = \begin{bmatrix} \theta_{Nc} \\
\theta_{Ns} \end{bmatrix} \tag{2.106}\]

where \( \theta_{Nc} \) and \( \theta_{Ns} \) are, respectively, the cosine and sine components of the \( N/\text{rev} \) pitch control input, applied in the rotating system.
The HHC inputs are generally updated at discrete time intervals, for example, once per rotor revolution. The conventional HHC control law is derived by minimizing at each discrete time step $k$ the cost function

$$J(k) = y_N(k)^T Q y_N(k) + \Delta u_N(k)^T R \Delta u_N(k)$$  \hspace{1cm} (2.107)

where $Q = Q^T \geq 0$, $R > 0$ and $\Delta u_N(k)$ is the increment of the control variable at time $k$, i.e.,

$$\Delta u_N(k) = u_N(k) - u_N(k - 1).$$  \hspace{1cm} (2.108)

Differentiating (2.107) with respect to $\Delta u_N(k)$ yields the control law

$$u_N(k + 1) = u_N(k) - K_{N,N} y_N(k).$$  \hspace{1cm} (2.109)

where $K_{N,N} = (T_{N,N}^T Q T_{N,N} + R)^{-1} T_{N,N}^T Q$. Equation (2.109) is well known in the literature as the “T-matrix” algorithm. It can be seen from Eqs. (2.104) and (2.109) that this control algorithm introduces a discrete time integral action which ensures that $y_N \to 0$ as $k \to \infty$.

Actually, with $Q = I_{2,2}$ and $R = 0$ deadbeat control (i.e., the output goes to zero after one discrete-time step) could in principle be achieved if exact knowledge of the $T_{N,N}$ matrix was available, and if the static model, Eq. (2.104), was an accurate representation of rotor dynamics. However, these two assumptions are generally not satisfied, as $T_{N,N}$ can only be estimated up to some accuracy level and Eq. (2.104) clearly does not hold if the helicopter is not operating in steady state. Note, also, that if in the cost function (2.107) one chooses $R = 0$ and $Q$ proportional to the identity matrix, the control law (2.109) reduces to

$$u_N(k + 1) = u_N(k) - T_{N,N}^{-1} y_N(k),$$  \hspace{1cm} (2.110)
which can be given a minimum variance interpretation, in the sense that this control law guarantees at each time step the closed loop minimization of the cost function

\[ J(k) = y_N(k)^T y_N(k). \]  
(2.111)

Neglecting the effects of the sample and hold scheme of the digital implementation in the T-matrix algorithm, the overall control algorithm can be represented by the block diagram given in Figure 2.1.

Now, following [58], choose \( y_{N_c} \) and \( y_{N_s} \) as state variables for the controller in Fig. 2.1. Then, the following state space model for the HHC compensator is obtained:

\[ \dot{y}_N = A_c y_N + B_c(\psi) y \]  
(2.112)

\[ u = C_c y_N \]  
(2.113)
where

\[
A_c = \begin{bmatrix} 0 & 0 \\ 0 & 0 \end{bmatrix}
\]

(2.114)

\[
B_c(\psi) = K_{N,N} \begin{bmatrix} \cos(N\psi) \\ \sin(N\psi) \end{bmatrix}
\]

(2.115)

\[
C_c = -\frac{2}{T}I_{2,2}
\]

2.6.2 SISO with input and output at different frequencies

The HHC input in the rotating system is usually not limited to the same \(N/\text{rev}\) frequency of the vibrations to be attenuated. Typically, inputs at \(N-1/\text{rev}\) and \(N+1/\text{rev}\) are also applied (recall that \(N/\text{rev}\) inputs of collective, longitudinal, and lateral cyclic pitch in the fixed system result in \(N-1, N, \text{and } N+1/\text{rev}\) pitch inputs in the rotating system).

In this case, the steady state model relating the \(N/\text{rev}\) harmonic of the output \(y(t)\) to the \(M/\text{rev}\) harmonic of the pitch input \(u(t)\), with \(M \neq N\), can be written in the form

\[
y_N(k) = T_{N,M}u_M(k) + z_N(k)
\]

(2.116)

where \(u_M\) is defined as in Eq. (2.106), but for an \(M/\text{rev}\) harmonic, and where the (constant) matrix \(T_{N,M}\) relates the amplitude of the \(M/\text{rev}\) control input \(u\) to the corresponding steady state amplitude of the \(N/\text{rev}\) component of the output \(y\). The control scheme for the attenuation of \(N/\text{rev}\) vibrations using an \(M/\text{rev}\) input can then be derived along the lines of the previous case, and is represented by the equation

\[
u_M(k+1) = u_M(k) - K_{N,M}y_N(k).
\]

(2.117)

where \(K_{N,M} = (T_{N,M}^T Q T_{N,M} + R)^{-1} T_{N,M}^T Q\). As shown in the following Section, the matrix \(T_{N,M}\) can be related to the Harmonic Transfer Function (HTF) of the controlled system,
which is an extension to periodic systems of the frequency response function of a time-invariant system \[67, 138\]. In addition, as in the case of HHC with input and output at the same frequency \(N/\text{rev}\), the discrete control law, Eq. (2.117) guarantees that \(y_N \to 0\) as \(k \to \infty\), provided that the system can be modeled as in Eq. (2.116).

Similarly to the \(M = N\) case, the state space model for the case \(N \neq M\) is given by

\[
\dot{y}_N = A_c y_N + B_c(\psi) y \\
u = C_c y_N
\]  
(2.118)  
(2.119)

where

\[
A_c = \begin{bmatrix} 0 & 0 \\ 0 & 0 \end{bmatrix} \\
B_c(\psi) = \begin{bmatrix} \cos(N\psi) \\ \sin(N\psi) \end{bmatrix} \\
C_c = -\frac{2}{T} I_{2,2}.
\]  
(2.120)  
(2.121)  
(2.122)

This discussion shows that a coupled rotor-fuselage system with even a simple SISO HHC controller is intrinsically a system with periodic coefficients if the HHC output and the vibration to be attenuated are at two different multiples of the rotor frequency. This happens even if the rotor-fuselage system is modeled as a system with constant coefficients. Therefore, stability, performance and robustness analyses of an HHC system can only be carried out using the tools of periodic systems theory.

2.6.3 MIMO with input and output at arbitrary harmonics

In typical implementations of HHC, multi-harmonic signals are frequently used to attenuate several components of the vibratory loads. For example, inputs at \(N - 1, N\) and
$N + 1/\text{rev}$, sine and cosine (for a total of 6 inputs), could be used simultaneously to control six components of the $N/\text{rev}$ vibratory hub forces and moments. Therefore, this section extends the previous SISO discussion to a MIMO HHC system. We will consider a general configuration in which output measurements of $N/\text{rev}$ vibration are available at n different locations, while a number $m$ of harmonics at frequencies $N_i$, $i = 1,\ldots,m$ is applied on the control input $u$. In this case, the measurement vector has $2n$ elements and is defined as:

$$y_N^T = \begin{bmatrix} y_{Nc}^1 & \cdots & y_{Nc}^n & y_{Ns}^1 & \cdots & y_{Ns}^n \end{bmatrix} \quad (2.123)$$

where $y_{Nc}^i$ and $y_{Ns}^i$, $i = 1,\ldots,n$ are, respectively, the cosine and sine components of the $i$-th $N/\text{rev}$ output, which can be, for example, a force or moment component, or a component of the acceleration at one or more points of the fuselage.

On the other hand, the HHC input vector $u$ has $2m$ elements and is defined as

$$u^T = \begin{bmatrix} u_{N1c} & u_{N1s} & u_{N2c} & u_{N2s} & \cdots & u_{Nm1c} & u_{Nm1s} \end{bmatrix}. \quad (2.124)$$

where $u_{Ni}c$, $i = 1,\ldots,m$ and $u_{Ni}s$, $i = 1,\ldots,m$ are the cosine and sine component of the HHC input, at desired harmonics not necessarily equal to $N$.

Assume now, as in the SISO case, that input and output harmonics are related by the linear equation

$$y_N(k) = T u(k) + z_N(k) \quad (2.125)$$

where $T$ is a $2n \times 2m$ constant coefficient matrix, which is again related to the HTF of the time periodic linearized model of the helicopter. Then, the “$T$-matrix algorithm” is given by

$$u(k + 1) = u(k) - Ky_N(k). \quad (2.126)$$
where $K = (T^T Q T + R)^{-1} T^T Q$, where $Q = Q^T \geq 0$ and $R = R^T > 0$ are cost weighting matrices of suitable dimensions.

In the MIMO case, the operation of the HHC control law differs considerably depending on the relationship between the number of control inputs and measured variables which are available. In order to illustrate this, we now consider the formulation of the “T-matrix algorithm” in the MIMO case with $Q = I_{n,n}$ and $R = 0$, by treating separately the cases of $n = m$ and $n > m$.

In the case of a “square” control problem, i.e., when $n = m$, the SISO algorithm can be readily extended to

$$u(k + 1) = u(k) - T^{-1} y_N(k). \tag{2.127}$$

On the other hand, if $n > m$ matrix $T$ is not square anymore and the discrete time control algorithm must be written as

$$u(k + 1) = u(k) - T^\dagger y_N(k), \tag{2.128}$$

where $T^\dagger = (T^T T)^{-1} T^T$ is the pseudoinverse of $T$. In particular, the minimum of the cost function equals zero only in the $n = m$ case, i.e., unless one considers (at least) the square case, it is not possible to guarantee that the vibratory disturbance will be zeroed on all output channels.

The equivalent continuous time formulation for the MIMO HHC compensator, described in discrete form by Eq. (2.126), can be obtained by applying the previously described SISO results.

Therefore, considering first the case of a control system with as many inputs as

\footnote{The case of $n < m$ is hardly relevant from a practical point of view.}
outputs, the state-space formulation is given by the order $2n$ system:

$$\dot{y}_N = A_c y_N + B_c(\psi)y$$

$$u = C_c y_N$$

where $A_c$ is the $2n \times 2n$ matrix

$$A_c = \begin{bmatrix} 0 & 0 & \ldots & 0 \\ 0 & 0 & \ldots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & \ldots & 0 \end{bmatrix},$$

(2.131)

$B_c(\psi)$ is the $2n \times n$ matrix

$$B_c(\psi) = K \begin{bmatrix} \cos(N\psi)I_{n,n} \\ \sin(N\psi)I_{n,n} \end{bmatrix}$$

(2.132)

and

$$C_c = -\frac{2}{T} I_{2n \times 2n}.$$  

(2.133)

For example, consider the case of a control system relying on the application of $(N-1)$, $N$ and $(N+1)/\text{rev}$ inputs in the rotating frame in order to attenuate vibratory accelerations in $n = 3$ different locations in the fuselage, so that $m = 3$, $N_1 = N - 1$, $N_2 = N$ and $N_3 = N + 1$ and

$$u^T = \begin{bmatrix} \theta_{(N-1)c} & \theta_{(N-1)s} & \theta_{Nc} & \theta_{Ns} & \theta_{(N+1)c} & \theta_{(N+1)s} \end{bmatrix}$$

(2.134)

$$y^T = \begin{bmatrix} y_1 & y_2 & y_3 \end{bmatrix}.$$  

(2.135)
Then, the state space model for the controller is given by

\[ A_c = 0_{6 \times 6} \]

\[ B_c(\psi) = K \begin{bmatrix} \cos(N\psi) & 0 & 0 \\ 0 & \cos(N\psi) & 0 \\ 0 & 0 & \cos(N\psi) \\ \sin(N\psi) & 0 & 0 \\ 0 & \sin(N\psi) & 0 \\ 0 & 0 & \sin(N\psi) \end{bmatrix}. \]

As in the SISO case, since the control inputs are directly given by the higher harmonics of \( \theta \), there is no need for a “modulation” term in matrix \( C_c \) which therefore turns out to be constant:

\[ C_c = -\frac{2}{T} I_{6 \times 6}. \]

Similar expressions can be worked out in the case of a control system with more outputs than inputs.

### 2.7 Definition of the T-matrix in terms of the helicopter models

The control laws discussed in the previous Section call for the availability of input/output models for the helicopter response to higher harmonic control inputs. The aim of this Section is to provide the necessary background on the frequency response of time-periodic systems and use such analytical tools in order to derive explicit expressions for the T-matrix.
2.7.1 Development of the Harmonic Transfer Function

This Section summarizes the main aspects of the development of the Harmonic Transfer Function (HTF) [67]. Consider a continuous-time linear periodic system:

\[
\begin{align*}
\dot{x}(t) &= A(t)x(t) + B(t)u(t) \\
y(t) &= C(t)x(t) + D(t)u(t)
\end{align*}
\] (2.139)

Each matrix can be expanded in a complex Fourier series

\[
A(t) = \sum_{m=\infty}^{\infty} A_m e^{jm\Omega t}
\] (2.140)

and similarly for \(B(t), C(t)\) and \(D(t)\). The system can be analyzed in the frequency domain as follows. Introduce the class of \textit{Exponentially Modulated Periodic} (EMP) signals [67]. The (complex) signal \(u(t)\) is said to be EMP of period \(T\) and modulation \(s\) if

\[
u(t) = \sum_{k=\infty}^{\infty} u_k e^{skt} = e^{st} \sum_{k=\infty}^{\infty} u_k e^{jk\Omega t}
\] (2.141)

where \(t \geq 0, s_k = s + jk\Omega\), and \(s\) is a complex scalar.

The class of EMP signals is a generalization of the class of \(T\)-periodic signals, i.e., of signals with period \(T\): in fact, an EMP signal with \(s = 0\) is just an ordinary time-periodic signal.

In much the same way as a time invariant system subject to a (complex) exponential input has an exponential steady-state response, a periodic system subject to an EMP input has an EMP steady-state response. In such a response, all signals of interest \((x, \dot{x}, y)\) can be expanded as EMP signals. By deriving Fourier expansions for \(A(t), B(t), C(t)\) and \(D(t)\), it is possible to prove that the EMP steady-state response of the system can be expressed as the infinite dimensional matrix equation with \textit{constant} elements [67]

\[
\begin{align*}
sX &= (A - N)X + BU \\
Y &= CX + DU
\end{align*}
\] (2.142)
where \( \mathcal{X}, \mathcal{U} \) and \( \mathcal{Y} \) are doubly infinite vectors formed with the harmonics of \( x, u \) and \( y \) respectively, organized in the following fashion:

\[
\mathcal{X}^T = \begin{bmatrix}
\cdots & x_{-2}^T & x_{-1}^T & x_0^T & x_1^T & x_2^T & \cdots
\end{bmatrix},
\]

(2.143)

and similarly for \( \mathcal{U}, \mathcal{Y} \). \( \mathcal{A}, \mathcal{B}, \mathcal{C} \), and \( \mathcal{D} \) are doubly infinite Toeplitz matrices formed with the harmonics of \( A(\cdot), B(\cdot), C(\cdot) \), and \( D(\cdot) \) respectively as follows

\[
\mathcal{A} = \begin{bmatrix}
\ddots & \vdots & \vdots & \vdots & \vdots & \vdots \\
\cdots & A_0 & A_{-1} & A_{-2} & A_{-3} & A_{-4} \\
\cdots & A_1 & A_0 & A_{-1} & A_{-2} & A_{-3} \\
\cdots & A_2 & A_1 & A_0 & A_{-1} & A_{-2} \\
\cdots & A_3 & A_2 & A_1 & A_0 & A_{-1} \\
\cdots & A_4 & A_3 & A_2 & A_1 & A_0 \\
\vdots & \vdots & \vdots & \vdots & \vdots & \ddots
\end{bmatrix}
\]

(2.144)

(and similarly for \( \mathcal{B}, \mathcal{C} \), and \( \mathcal{D} \)), where the submatrices \( A_n \) in Eq. (2.144) are the coefficients of the Fourier expansion of matrix \( A(t) \), given in Eq. (2.140). Note that the expansions of the state space matrices can be also expressed in trigonometric form (see Eq. 2.160), recalling that\(^2\)

\[
A_k = \frac{1}{2}(A_{kc} - jA_{ks}), \quad A_{-k} = \frac{1}{2}(A_{kc} + jA_{ks}) \quad k = 1, 2, \ldots
\]

(2.145)

with \( A_0 \) identical in both Eq. (2.144) and Eq. (2.160). Similar relations hold for the harmonics of \( B, C, \) and \( D \).

\(^2\)Recall that the Fourier series can be rewritten in complex exponential form, i.e.,\( a(t) = a_0 + \sum_{k=1}^{\infty} (a_{nc} \cos n\omega t + a_{ns} \sin n\omega t) = \sum_{k=-\infty}^{\infty} a_k e^{jk\omega t} \), with \( a_k = (a_{kc} - jA_{ks})/2 \), and \( a_{-k} = (a_{kc} + jA_{ks})/2 \), \( k = 1, 2, \ldots \)
Matrix $\mathbf{N}$ is a block diagonal complex-valued matrix given by

$$
\mathbf{N} = \text{blkdiag} \{ jn\Omega I \} = j\Omega 
\begin{bmatrix}
\ddots & \cdots & \cdots & \cdots & \cdots \\
\cdots & -2I & 0 & 0 & 0 & \cdots \\
\cdots & 0 & -I & 0 & 0 & \cdots \\
\cdots & 0 & 0 & 0 & I & 0 & \cdots \\
\cdots & 0 & 0 & 0 & 0 & 2I & \cdots \\
\ddots & \cdots & \cdots & \cdots & \cdots & \ddots
\end{bmatrix}
$$

(2.146)

where $I$ is the identity matrix, of size equal to the number of states.

From Eq. (2.142), one can define the HTF as the operator:

$$
\mathcal{G}(s) = C(sI - (\mathcal{A} - \mathbf{N}))^{-1}B + D.
$$

(2.147)

which relates the input harmonics and the output harmonics (contained in the infinite vectors $\mathbf{U}$ and $\mathbf{Y}$ respectively). Eq. (2.147) is the extension to the case of periodic systems of the corresponding constant coefficient expression for the transfer function

$$
G(s) = C [sI - A]^{-1} B + D.
$$

(2.148)

In particular, if $s = 0$, which, in the helicopter case, corresponds to the steady-state response of the system to a periodic input of basic frequency $N/\text{rev}$, the appropriate input/output operator for periodic systems becomes

$$
\mathcal{G}(0) = C(\mathbf{N} - \mathcal{A})^{-1}B + D.
$$

(2.149)

2.7.2 Definition of the T-matrix

The $T_{N,N}$, $T_{N,M}$ and $T$ matrices used in the formulation of the HHC and PHHC algorithms can be related to the elements of the HTF of the linearized helicopter model, as follows.
First of all recall that the T-matrix, by definition, relates the steady state response of the helicopter to a proper steady state higher harmonic input. This implies that in order to define the T-matrix for the helicopter we only have to study the response of the periodic helicopter models to a EMP input with $s = 0$, i.e., we only have to compute the input/output operator $\hat{G}(0)$. Also, note that according to the definition of the control input vector $u$ which has been adopted, the rotor will be subject to a proper, steady state higher harmonic control input whenever the control vector $u$ is constant. For example, consider the linear time-periodic system (2.139) and the constant input $u(t) = u_0$. The vector $\mathcal{U}$ corresponding to $u(t) = u_0$ is clearly given by

$$\mathcal{U}^T = \begin{bmatrix} \cdots & 0 & 0 & u_0^T & 0 & 0 & \cdots \end{bmatrix}, \quad (2.150)$$

and the steady state response $\mathcal{Y}$ of the periodic system is given by

$$\mathcal{Y} = \mathcal{G}(0) \mathcal{U} \quad (2.151)$$

which can be equivalently written as

$$\begin{bmatrix} y_{-2N} \\ \vdots \\ y_{-N} \\ y_0 \\ y_N \\ \vdots \end{bmatrix} = \begin{bmatrix} \cdots & \mathcal{G}_{-2N,-2N} & \mathcal{G}_{-2N,-N} & \mathcal{G}_{-2N,0} & \mathcal{G}_{-2N,N} & \mathcal{G}_{-2N,2N} & \cdots & 0 \\ \cdots & \mathcal{G}_{-N,-2N} & \mathcal{G}_{-N,-N} & \mathcal{G}_{-N,0} & \mathcal{G}_{-N,N} & \mathcal{G}_{-N,2N} & \cdots & 0 \\ \cdots & \mathcal{G}_{0,-2N} & \mathcal{G}_{0,-N} & \mathcal{G}_{0,0} & \mathcal{G}_{0,N} & \mathcal{G}_{0,2N} & \cdots & u_0 \\ \cdots & \mathcal{G}_{N,-2N} & \mathcal{G}_{N,-N} & \mathcal{G}_{N,0} & \mathcal{G}_{N,N} & \mathcal{G}_{N,2N} & \cdots & 0 \\ \cdots & \mathcal{G}_{2N,-2N} & \mathcal{G}_{2N,-N} & \mathcal{G}_{2N,0} & \mathcal{G}_{2N,N} & \mathcal{G}_{2N,2N} & \cdots & 0 \\ \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots \end{bmatrix} \begin{bmatrix} \cdots \end{bmatrix}. \quad (2.152)$$

From equation (2.152) we have that

$$\begin{bmatrix} y_{-N} \\ y_N \end{bmatrix} = \begin{bmatrix} \mathcal{G}_{-N,0} \\ \mathcal{G}_{N,0} \end{bmatrix} u_0 \quad (2.153)$$
and converting the $N/\text{rev}$ harmonics of the output from exponential to trigonometric form we have that

$$
\begin{bmatrix}
y_Nc \\
y_{Ns}
\end{bmatrix} = 2 \begin{bmatrix} \text{Real}[G_{N,0}] \\ \text{Imag}[G_{N,0}] \end{bmatrix} u_0,
$$

(2.154)

so that the T-matrix is given by

$$
T = 2 \begin{bmatrix} \text{Real}[G_{N,0}] \\ \text{Imag}[G_{N,0}] \end{bmatrix}.
$$

(2.155)

2.7.3 Construction of the T-matrix

From a practical point of view, the above theoretical analysis of the frequency response of periodic system, and the corresponding definitions for the T-matrix relating selected input-output frequencies only, rely on the use of infinite dimensional matrices. When it comes to the numerical construction of the T-matrix, however, one has to resort to finite dimensional approximations of the system matrices $\mathcal{A}, \mathcal{B}, \mathcal{C},$ and $\mathcal{D}$. Consider, for example, the problem of constructing the T-matrix, as defined in equation (2.155) for a periodic system of the form (2.139) with $n$ outputs, $m$ inputs and $n_s$ states. First of all, one chooses the dimension of the expansions $\mathcal{A}, \mathcal{B}, \mathcal{C},$ and $\mathcal{D}$ for the state space matrices $A, B, C,$ and $D$, in terms of the number of block rows one wants to take into account in $\mathcal{A}$. For example, we choose to include a number $B = 5$ of blocks in each row of the expansion of the system matrices, then $\mathcal{A}$ has dimension $n_sB \times n_sB$ and is given by

$$
\mathcal{A} = \begin{bmatrix} A_0 & A_{-1} & A_{-2} & A_{-3} & A_{-4} \\
A_1 & A_0 & A_{-1} & A_{-2} & A_{-3} \\
A_2 & A_1 & A_0 & A_{-1} & A_{-2} \\
A_3 & A_2 & A_1 & A_0 & A_{-1} \\
A_4 & A_3 & A_2 & A_1 & A_0
\end{bmatrix},
$$

(2.156)

$^3$Note that $G_{-N,0}$ and $G_{N,0}$ are complex conjugates.
and similarly for \( B, C, \) and \( D. \) Therefore, the HTF is given by the \( 2nB \times mB \) matrix, as follows

\[
\begin{bmatrix}
 y_{-2N} \\
y_{-N} \\
y_0 \\
y_N \\
y_{2N}
\end{bmatrix} = \mathcal{G}(0) u =
\begin{bmatrix}
 G_{-2N,-2N} & G_{-2N,-N} & G_{-2N,0} & G_{-2N,N} & G_{-2N,2N} \\
 G_{-N,-2N} & G_{-N,-N} & G_{-N,0} & G_{-N,N} & G_{-N,2N} \\
 G_{0,-2N} & G_{0,-N} & G_{0,0} & G_{0,N} & G_{0,2N} \\
 G_{N,-2N} & G_{N,-N} & G_{N,0} & G_{N,N} & G_{N,2N} \\
 G_{2N,-2N} & G_{2N,-N} & G_{2N,0} & G_{2N,N} & G_{2N,2N}
\end{bmatrix}
\begin{bmatrix}
0 \\
0 \\
u_0
\end{bmatrix}.
\] (2.157)

Using a Matlab-like notation, the blocks \( G_{-N,0}, G_{N,0} \) can be extracted from \( \mathcal{G}(0) \) as the submatrices \( \mathcal{G}(0)(2n+1 : 3n, 2m+1 : 3m) \) and \( \mathcal{G}(0)(4n+1 : 5n, 2m+1 : 3m) \), respectively.

Clearly, the choice of the number of block rows \( B \) will affect the accuracy of the numerical construction (see also [139] for an analysis of the effect of truncation in the study of frequency response operators), so as general rule \( B \) should be chosen sufficiently large in order to ensure that the T-matrix constructed from the truncated HTF gives a good approximation of the actual T-matrix.

### 2.8 Helicopter models for control design

Linear models are extracted numerically, as described in Sec. 2.3.2, by perturbing rotor, fuselage, and inflow states about a trimmed equilibrium position. The resulting continuous-time, linearized, time periodic model of the helicopter is in the form

\[
\dot{x}_H(t) = A_H(t)x_H(t) + B_{FCS}(t)u_{FCS}(t) + B_{HHC}(t)u_{HHC}(t)
\] (2.158)

\[
y_H(t) = C_H(t)x_H(t) + D_{FCS}(t)u_{FCS}(t) + D_{HHC}(t)u_{HHC}(t)
\] (2.159)

where all the matrices are periodic, with period corresponding to \( N/\text{rev} \); the control vectors \( u_{FCS}(t) \) and \( u_{HHC}(t) \) are defined as in Eqs. (2.162) and (2.163), later in this section, while the outputs are the body frame accelerations measured by the control system.
The matrices of the linearized model are generated as Fourier series as in Eq. 2.160. For example, the state matrix $A_H(\psi)$ is given as:

$$A_H(\psi) = A_{H0} + \sum_{\ell=1}^{L} (A_{H\ell c} \cos \ell N\psi + A_{H\ell s} \sin \ell N\psi)$$

(2.160)

with $\psi = \Omega t$, and where the matrices $A_{H0}$, $A_{H\ell c}$, and $A_{H\ell s}$ are constant.

The control matrices $B_{FCS}(\psi)$ and $B_{HHC}(\psi)$ are obtained in the same Fourier series form as $A_H(\psi)$, Eq. (2.160), by assuming that the pitch control angle of the $i$-th blade is given by

$$\theta_i(\psi) = \theta_0 + \theta_{1c} \cos \psi + \theta_{1s} \sin \psi$$

$$+ \theta_{3c} \cos 3\psi + \theta_{3s} \sin 3\psi$$

$$+ \theta_{4c} \cos 4\psi + \theta_{4s} \sin 4\psi$$

$$+ \theta_{5c} \cos 5\psi + \theta_{5s} \sin 5\psi$$

(2.161)

where $\psi_i = \psi + 2\pi i/N$ for $i = 0, \ldots, N - 1$ is the azimuth angle, and the number of blades $N = 4$. Therefore, the input harmonics are defined in the rotating system, but they are identical for each blade. This arrangement will be defined as HHC, although it could also fall under some definitions of IBC. Note that the HHC inputs are assumed to be applied through active pitch links, and using acceleration sensors in the fixed system (hub or fuselage), however, the theoretical development that follows is essentially independent of the specific configuration for actuators and sensors.

The vector $u_{FCS}(t)$ contains the controls that would be applied by the pilot or the flight control system. For the derivations of the paper $u_{FCS}(t)$ is defined as

$$u_{FCS}(t) = \begin{bmatrix} \theta_0(t) & \theta_{1c}(t) & \theta_{1s}(t) \end{bmatrix}^T$$

(2.162)
The input vector $u_{FCS}(t)$ actually used in the simulations also includes the tail rotor collective pitch $\theta_t(t)$. The partition $u_{HHC}(t)$ contains the harmonics of the HHC system, that is

$$u_{HHC}(t) = [\theta_3c(t) \theta_3s(t) \theta_4c(t) \theta_4s(t) \theta_5c(t) \theta_5s(t)]^T$$  \hspace{1cm} (2.163)

The development that follows only addresses the HHC control loops. In fact, the primary meaning of the words “closed loop” is that the HHC vibration control loops are closed. Although small amounts of pitch and roll attitude and rate feedback were added to stabilize the flight dynamic modes, such a simple flight control system architecture is not realistic enough to allow reliable studies of HHC-flight control system interaction. The HHC analysis holds, under linearity assumptions, regardless of whether the FCS loops are open or closed. This is not necessarily true for the effects on the full nonlinear dynamics of the helicopter.

The output vector $y_H(t)$ can be formed with any of the three linear and three angular components of the accelerations, measured at one or more points of the airframe (the dimensions of $u(t)$ and $y(t)$ need not be the same). The output matrices $C_H(t)$, $D_{FCS}(t)$ and $D_{HHC}(t)$ in Eq. (2.158) therefore depend on the specific form of the output vector $y_H(t)$ (i.e., on the specific arrangement of sensors), and will be provided later in the paper.

### 2.9 Discrete-time stability analysis

The closed-loop analysis of the helicopter with the HHC system is carried out as follows:

1. Discrete-time models are obtained for each of the components of the control loop, including the block representing the dynamics of the helicopter;
2. A complete model is obtained for the series connection of hold circuit, helicopter, and harmonic analyzer: this model will prove to be time-periodic;

3. A time-invariant reformulation of the complete model is obtained using the theory of time-lifting of periodic systems, using the slower sampling rate (i.e., that of the controller);

4. The overall closed-loop stability analysis is carried out in discrete-time.

### 2.9.1 Discrete Models of the Loop Components

In this section, discrete-time models of all the elements in the closed loop scheme of Fig. 2.2 are derived. They include: (i) the helicopter model, (ii) the harmonic analyzer, (iii) the controller, and (iv) the zero-order-hold.

According to the architecture defined in the previous section, the HHC inputs are updated at $\frac{1}{r}$ rev, while the outputs are sampled at a higher frequency to allow the reconstruction of the $N/r$ rev component of the accelerations of interest.

**Discrete helicopter model**

The discrete-time helicopter dynamic model is obtained from the linearized continuous-time model of Eq. (2.158). The sampling frequency is the faster of the two in the system, i.e., that required to allow the reconstruction of the $N/r$ rev component of the accelerations of interest.

Writing the state and output equations, Eq. (2.158), for the helicopter model over a sampling interval $P$, under the usual assumption of constant input in the interval, one can
write the analytical solution for the continuous state vector $x_H(t)$ at time $t = nP + P$ as

$$x_H(nP + P) = \Phi_H(nP + P, nP)x_H(nP)$$

$$+ \int_{nP}^{nP+P} \Phi_H(nP + P, \tau)B_H(\tau)u_{HHC}(\tau)d\tau$$ (2.164)

$$y_H(nP) = C_H(nP)x_H(nP) + D_H(nP)u_{HHC}(nP)$$ (2.165)

where $\Phi_H$ is the state transition matrix associated with the state matrix $A_H$. Defining the discrete-time state vector $\tilde{x}_H$ as $\tilde{x}_H(n) = x_H(nP)$ (similarly for the control vector $u_{HHC}$ and the output vector $y_H$) results in the following discrete-time, state-space linearized model of the helicopter

$$\tilde{x}_H(n + 1) = \tilde{A}_H(n)\tilde{x}_H(n) + \tilde{B}_H(n)\tilde{u}_{HHC}(n)$$

$$\tilde{y}_H(n) = \tilde{C}_H(n)\tilde{x}_H(n) + \tilde{D}_H(n)\tilde{u}_{HHC}(n)$$ (2.166)

where the system matrices are defined as

$$\tilde{A}_H(n) = \Phi_H(nP + P, nP)$$ (2.167)

$$\tilde{B}_H(n) = \int_{0}^{nP} \Phi_H(nP + P, \tau' + nP)B_H(\tau' + nP)d\tau'$$ (2.168)

$$\tilde{C}_H(n) = C_H(nP)$$ (2.169)

$$\tilde{D}_H(n) = D_H(nP)$$ (2.170)

The system matrices are periodic, with a common period equal to $n_s$ samples. The vector $\tilde{y}_H(n)$ is the vector $y$ in Fig. 2.2.

**Harmonic Analysis**

To implement the HHC control algorithm, the $N/\text{rev}$ components $\tilde{y}_{HHC}$ of the output accelerations must be extracted from their time domain measurements $\tilde{y}_H$. In each period, the information about $y_H$ is available starting from $n = n_s/2 - 1 + Kn_s$, $K = 1, 2, \ldots$ but is
provided as output only at $\eta = (K + 1)n_s$. The operation of the harmonic analyzer can be described mathematically by a linear time-periodic (LTP) model with discrete time $\eta$ and period $n_s$:

$$\begin{align*}
\ddot{\mathbf{x}}_F(\eta + 1) &= \ddot{A}_F(\eta)\ddot{\mathbf{x}}_F(\eta) + \ddot{B}_F(\eta)\ddot{\mathbf{y}}_H(\eta) \\
\ddot{\mathbf{y}}_{HHC}(\eta) &= \ddot{C}_F(\eta)\ddot{\mathbf{x}}_F(\eta)
\end{align*}$$

(2.171)

The matrices $\ddot{A}_F(\eta)$, $\ddot{B}_F(\eta)$ and $\ddot{C}_F(\eta)$ are defined in a way that reflects the various phases of the harmonic analysis that occur over one rotor revolution. The vector $\ddot{\mathbf{y}}_{HHC}(\eta)$ is the vector $\ddot{Y}$ in Fig. 2.2. For the four-bladed rotor of this study there are three distinct phases, defined as follows (see also Figure ??):

1. **During the first quarter of the period**, $\eta = 1, 2, \ldots, n_s/4$, the output signal $\mathbf{y}_H$ is allowed to reach steady state following the update of the control input $\mathbf{u}_{HHC}$ at the end of the previous rotor revolution. During this time, the output of the harmonic analyzer is set to zero and the vectors $\mathbf{y}_H$ measured are not accumulated in the integrals, Eqs. (2.95) and (2.96). Therefore the state space matrices of the harmonic analyzer are given by

$$\ddot{A}_F(\eta) = I \quad \ddot{B}_F(\eta) = 0 \quad \ddot{C}_F(\eta) = 0$$

(2.172)

2. **During the second quarter of the period**, $\eta = n_s/4 + 1, n_s/4 + 2, \ldots, n_s/2$, the outputs $\mathbf{y}_H$ are actually sampled and the integrals, Eqs. (2.95) and (2.96), computed, but the output of the analyzer is kept to zero while these computations are done. Note that the state of the harmonic analyzer must be reset to zero at the beginning of the
second quarter of the period, so the state space matrices will be defined as:

\[
\tilde{A}_F(\eta) = \begin{cases} 
0 & \eta = \frac{n_s}{4} \\
I & \text{elsewhere}
\end{cases}
\]  
(2.173)

\[
\tilde{B}_F(\eta) = \text{blkdiag} \begin{bmatrix}
\cos \left( \frac{2N\pi}{n_s} \eta \right) \\
\sin \left( \frac{2N\pi}{n_s} \eta \right)
\end{bmatrix}
\]
(2.174)

\[
\tilde{C}_F(\eta) = 0
\]  
(2.175)

3. During the remaining half period, \( \eta = \frac{n_s}{2} + 1, \frac{n_s}{2} + 2, \ldots, n_s \) the new value of the control input \( \bar{u}_{HHC} \) is computed from the recently updated value of \( \bar{y}_{HHC} \), and applied to the rotor; therefore the operation of the analyzer is stopped and the computed value for the \( N/\text{rev} \) harmonic of \( y_H \) is made available to the controller:

\[
\tilde{A}_F(\eta) = I
\]  
(2.176)

\[
\tilde{B}_F(\eta) = 0
\]  
(2.177)

\[
\tilde{C}_F(\eta) = \begin{cases} 
8 I & \eta = n_s \\
\frac{n_s}{8} I & \text{elsewhere}
\end{cases}
\]  
(2.178)

The entire sequence of operations described above can be summarized in the following expressions for the state space matrices of the harmonic analyzer, which hold for a
generic value of the 1/rev discrete time index \( k \) (i.e., for the generic, \( k \)-th rotor revolution):

\[
\tilde{A}_F(\eta) = \begin{cases} 
0 & \eta = kn_s + \frac{n_s}{4} \\
I & \text{elsewhere}
\end{cases}
\tag{2.179}
\]

\[
\beta_F(\eta) = \begin{cases} 
1 & kn_s + \frac{n_s}{4} \leq \eta < kn_s + \frac{n_s}{2} \\
0 & \text{elsewhere}
\end{cases}
\tag{2.180}
\]

\[
\tilde{B}_F(\eta) = \beta_F(\eta) \text{blkdiag}\left\{\begin{pmatrix} \cos\left(\frac{2N\pi}{n_s}\eta\right) \\
\sin\left(\frac{2N\pi}{n_s}\eta\right) \end{pmatrix}\right\}
\tag{2.181}
\]

\[
\tilde{C}_F(\eta) = \begin{cases} 
8I & \eta = kn_s + n_s \\
\frac{n_s}{n_s} & \text{elsewhere}
\end{cases}
\tag{2.182}
\]

Therefore, the output of the above model is nonzero only for \( \eta = 0, n_s, 2n_s, \ldots \).

Controller

The control law given by Eq. (2.102) can be written in state-space form as a linear time-invariant system

\[
\tilde{x}_C(k + 1) = \tilde{A}_C\tilde{x}_C(k) + \tilde{B}_C\tilde{y}_{HHC}(k)
\tag{2.183}
\]

\[
\tilde{u}_{HHC}(k) = \tilde{C}_C\tilde{x}_C(k)
\tag{2.184}
\]

where

\[
\tilde{A}_C = I
\tag{2.185}
\]

\[
\tilde{B}_C = -\left(T^TQT + R\right)^{-1}T^TQ
\tag{2.186}
\]

\[
\tilde{C}_C = I
\tag{2.187}
\]
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The vectors $\tilde{u}_{HHC}(k)$ and $\tilde{y}_{HHC}(k)$ are indicated in Fig. 2.2.

**Zero-Order-Hold circuit**

The hold circuit is the interface between the controller and the helicopter. Since the controller operates at the discrete-time $k$ (i.e., once per revolution) while the helicopter model has been obtained at the discrete-time $\eta$ (i.e., once per sample needed to extract the $N/\text{rev}$ harmonics), the controller provides a new value of the control variables only at $\eta = kn_s$, $k = 1, 2, \ldots$, and this output must be kept constant for the intervening samples $kn_s \leq \eta < (k + 1)n_s$. Therefore, the model of the hold circuit is linear, discrete-time periodic, with discrete time $\eta$ and period $n_s$, and is given by

\begin{align*}
\tilde{x}_Z(\eta + 1) &= \tilde{A}_Z(\eta)\tilde{x}_Z(\eta) + \tilde{B}_Z(\eta)\tilde{u}_{HHC}(\eta) \\
\tilde{u}_{HHC}(\eta) &= \tilde{C}_Z(\eta)\tilde{x}_Z(\eta) + \tilde{D}_Z(\eta)\tilde{u}_{HHC}(\eta)
\end{align*}

(2.188)\hspace{1cm}(2.189)

where

\begin{align*}
\tilde{A}_Z(\eta) &= \delta(\eta) \\
\tilde{B}_Z(\eta) &= I - \delta(\eta) \\
\tilde{C}_Z(\eta) &= \delta(\eta) \\
\tilde{D}_Z(\eta) &= I - \delta(\eta)
\end{align*}

(2.190)\hspace{1cm}(2.191)\hspace{1cm}(2.192)\hspace{1cm}(2.193)

and

\begin{equation}
\delta(\eta) = \begin{cases} 
0 & \eta = kn_s, \quad k = 1, 2, \ldots \\
I & \text{elsewhere}
\end{cases}
\end{equation}

(2.194)

The vector $\tilde{u}_{HHC}(\eta)$ is the vector $U$ in Fig. 2.2.
2.9.2 Series connection of closed loop components

The overall discrete HHC model, which relates the harmonics of the HHC input $\tilde{u}_{HHC}$ to the harmonics of the acceleration output $\tilde{y}_{HHC}$ can be obtained by connecting in series the harmonic analyzer, Eq. (2.171), the discrete model for the response of the helicopter to HHC inputs, Eq. (2.164), and that of the zero order hold, Eq. (2.188). The model, with discrete-time $\eta$, is given by

$$\tilde{x}_Z(\eta + 1) = \tilde{A}_Z \tilde{x}_Z(\eta) + \tilde{B}_Z \tilde{u}_{HHC}(\eta) \quad (2.195)$$

$$\tilde{x}_H(\eta + 1) = \tilde{A}_H \tilde{x}_H(\eta) + \tilde{B}_H \tilde{C}_Z \tilde{x}_Z(\eta) + \tilde{B}_H \tilde{D}_Z \tilde{u}_{HHC}(\eta) \quad (2.196)$$

$$\tilde{x}_F(\eta + 1) = \tilde{A}_F \tilde{x}_F(\eta) + \tilde{B}_F \tilde{C}_H \tilde{x}_H(\eta) +$$

$$\quad + \tilde{B}_F \tilde{D}_H \tilde{C}_Z \tilde{x}_Z(\eta) + \tilde{B}_F \tilde{D}_H \tilde{D}_Z \tilde{u}_{HHC}(\eta) \quad (2.197)$$

$$\tilde{y}_{HHC}(\eta) = \tilde{C}_F \tilde{x}_F(\eta) \quad (2.198)$$

(the argument $\eta$ in the matrices has been omitted for simplicity). This model cannot be connected directly to the HHC controller because its sampling rate is still different from that of the discrete HHC control law ($n_s$/rev vs. 1/rev). A combined model at the same sampling rate as the HHC controller can be obtained using the theory of time-invariant reformulations of linear time-periodic systems and, more precisely, through a time-lifted reformulation.

2.10 Time-lifted Formulation of the Closed Loop System

A closed-loop stability analysis requires a single sampling period for the entire system. Therefore, the model will be reformulated using the shorter sampling period $P = T/n_S$
as the common period. The implicit assumption that the longer sampling period $T$, corresponding to one rotor revolution, is an integer multiple of the acceleration sampling period $P$ is clearly quite reasonable. This reformulation is carried out using time lifting, and results in a discrete model with overall sampling period $T$ and time index $k$. Time lifting is described in detail in Ref. [140] and is summarized in Ref. [141], which also contains numerical examples of the application to a flapping rigid rotor blade. A useful byproduct of the use of a lifted reformulation is that the resulting model has constant coefficients, which simplifies the closed loop stability analysis.

2.10.1 Time lifting of periodic systems

Time lifting is based on the idea that the knowledge of the state vector at time $k$ and of the inputs between time $k$ and $k+1$ is sufficient to determine the value of the state at time $k+1$ and the value of the outputs between $k$ and $k+1$. The key steps of time lifting will be briefly outlined here.

Consider the linear, discrete-time periodic system with a period equal to $n_s$ samples, and with $m$ inputs and $p$ outputs

$$\begin{align*}
\tilde{x}(\nu+1) &= A(\nu)\tilde{x}(\nu) + B(\nu)\tilde{u}(\nu) \\
\tilde{y}(\nu) &= C(\nu)\tilde{x}(\nu) + D(\nu)\tilde{u}(\nu)
\end{align*}$$

(2.199)

where $\nu = 0, 1, 2, \ldots, n_s - 1$. Then, the state vector at time $\nu > \tau$ is given by the discrete-time Lagrange formula [142]

$$\tilde{x}(\nu) = \Psi(\nu, \tau)\tilde{x}(\tau) + \sum_{j=\tau+1}^{\nu} \Psi(\nu, j)B(j-1)\tilde{u}(j-1)$$

(2.200)

where $\Psi(\nu, \tau) = A(\nu-1)A(\nu-2)\cdots A(\tau)$ is the transition matrix from time $\tau$ (also an integer between 0 and $n_s - 1$) to time $\nu$ for the state equation, Eq. (2.199). Equation (2.200)
can be used to build an equivalent (i.e., with the same output given the same input) time-
invariant system by sampling the state vector at a frequency of $n_s$, and packing the input
and output vectors for each sample into larger input and output vectors. This results in
the “lifted” reformulation [140, 141]

\[
\begin{align*}
\tilde{x}(k + 1) &= F\tilde{x}(k) + G\tilde{u}_{\text{lift}}(k) \\
y_{\text{lift}}(k) &= H\tilde{x}(k) + E\tilde{u}_{\text{lift}}(k)
\end{align*}
\]  

(2.201)

where the extended input vector $u_{\text{lift}}(k)$ has size $mn_s$ and is defined as

\[
u_{\text{lift}}(k) = \begin{bmatrix} \tilde{u}(kn_s)^T & \cdots & \tilde{u}(kn_s + n_s - 1)^T \end{bmatrix}^T
\]

and the extended output vector $y_{\text{lift}}(k)$ has size $pn_s$ and is defined as

\[
y_{\text{lift}}(k) = \begin{bmatrix} \tilde{y}(kn_s)^T & \cdots & \tilde{y}(kn_s + n_s - 1)^T \end{bmatrix}^T
\]

The time invariant system matrices $F, G, H,$ and $E$ have dimensions, respectively,
of $n$ by $n$, $n$ by $mn_s$, $pn_s$ by $n$, and $pn_s$ by $mn_s$ and are given by [140, 141]

\[
F = A(n_s - 1)A(n_s - 2)\cdots A(0) \tag{2.202}
\]

\[
G = [\Psi(n_s, 1)B(0) \quad \Psi(n_s, 2)B(1) \quad \cdots \quad \Psi(n_s, n_s)B(n_s - 1)] \tag{2.203}
\]

\[
H = [C(0)^T \quad \Psi(1, 0)^T C(1)^T \quad \cdots \quad \Psi(n_s - 1, 0)^T C(n_s - 1)^T]^T \tag{2.204}
\]

\[
E = \{(E_{ij}), \quad i, j = 1, 2, \ldots n_s \}
\]

(2.205)

\[
\text{with } E_{ij} = \begin{cases} 0 & i < j \\ D(i - 1) & i = j \\ C(i - 1)\Psi(i - 1, j)B(j - 1) & i > j \end{cases} \tag{2.206}
\]

It should be noted that the matrix $F$ is the Floquet Transition matrix of the discrete-time
periodic system, Eq. (2.199), therefore the constant-coefficient lifted system of Eq. (2.201)
has exactly the same stability characteristics as the time-periodic system. This Floquet
Transition Matrix is also the same as that of the original continuous system, and therefore continuous and discrete systems also have the same stability characteristics [140, 141].

2.10.2 Lifted form of the HHC loop

Time lifting can be directly applied to the coupled helicopter/HHC system, Eqs. (2.195)-(2.198). The corresponding lifted form is given by:

\[
\begin{align*}
\tilde{x}(k + 1) &= F\tilde{x}(k) + Gu_{lift}(k) \\
y_{lift}(k) &= H\tilde{x}(k) + Eu_{lift}(k)
\end{align*}
\]

(2.207)

(2.208)

The input vector \(u_{lift}(k)\) is given by

\[
u_{lift}(k) = \begin{bmatrix} I \\ I \\ \vdots \\ I \end{bmatrix} \tilde{u}_{HHC}(k)
\]

(2.209)

where the \(mn_s\) by \(m\) matrix that relates \(u_{lift}(k)\) and \(\tilde{u}_{HHC}(k)\) is obtained by assembling \(n_s\) identity matrices because the HHC input vector \(\tilde{u}_{HHC}(k)\) is held constant over all the \(n_s\) samples that make up one rotor revolution.

Similarly, once the lifted output vector \(y_{lift}\) has been obtained as the output of the lifted system, Eqs. (2.207)-(2.208), the actual discrete output vector \(\tilde{y}_{HHC}(k)\) can be recovered by observing that it is the output of the Fourier coefficients extractor, which is only evaluated once per revolution, i.e., at times \(\eta = 0, n_s, 2n_s, \ldots\). Therefore

\[
\tilde{y}_{HHC}(k) = [I \ 0] y_{lift}(k)
\]

(2.210)

where \(y_{HHC}(k)\) has size \(p\) and \(y_{lift}(k)\) has size \(pn_s\). On the basis of Eqs. (2.209) and (2.210), and recalling the state space form for the discrete HHC controller, Eqs. (2.183)-(2.184)
the overall closed loop system can be constructed as follows:

\[
\tilde{x}(k + 1) = F\tilde{x}(k) + G \begin{bmatrix} \bar{C} \end{bmatrix} \tilde{x}(k)
\]

(2.211)

\[
\tilde{x}_C(k + 1) = \tilde{B}_c [I \ 0] \tilde{H}\tilde{x}(k) + \left( \begin{bmatrix} \tilde{A}_c + \tilde{B}_c [I \ 0] E \end{bmatrix} \tilde{C}_c \right) \tilde{x}_C(k)
\]

(2.212)

This closed loop helicopter/HHC system is now linear time-invariant, with discrete-time \( k \) and state variables \( \tilde{x}_Z, \tilde{x}_H, \tilde{x}_F, \) and \( \tilde{x}_C \). Therefore, the closed loop stability analysis can be carried out by checking the eigenvalues of the closed loop system.
Figure 2.2: Closed loop HHC algorithm block diagram implementation
Chapter 3

Characterization of LQR Controller Gains

3.1 Magnitude of T-matrix based feedback gain

The discrete-time control law in Eq. (2.126) has been defined on the basis of an optimal LQR control inspired feedback gain matrix \( K = (T^T Q T + R)^{-1} T^T Q \). Equivalent approximate time-continuous controllers, defined by the state matrices in Eqs. (2.132) and (2.133), have been designed to enforce the feedback control law

\[
\mathbf{u} = -K \cdot \mathbf{y}_N
\]  

(3.1)

where vector \( \mathbf{y}_N \) contains the \( N/\text{rev} \) Fourier coefficients of the measured outputs, and vector \( \mathbf{u} \) contains the higher harmonic control inputs defined also by their Fourier coefficients.

The properties of the LQR implementation of the feedback control law can be characterized qualitatively in terms of the control effort parameter \( r \). Maximum control effort is achieved when \( r = 0 \). This comes as a consequence of the lack of restrictions placed on the control inputs in the cost function minimization process. In particular if \( r = 0 \), the feedback control gain matrix resolves again to the ideal case \( K = T^{-1} \). This situation was briefly discussed in Section 2.6.1 for the SISO HHC algorithm, along with conditions for the deadbeat control of higher harmonic vibrations. On the other end of the spectrum, as
$r \to \infty$, the weighing constants enforce $\|K\| \to 0$, or equivalently $K \to 0$, in an attempt to achieve the vibration reduction with minimum control input.

Although this analysis portrays a qualitatively functional description of the feedback control law operational principles, it is however instructive to carry this analysis further, in an attempt to minimally quantify the magnitude of the feedback gains as a function of the control effort parameter $r$. In this way it can be possible to establish a more precise portrait of how the control effort parameter may potentially affect the stability of the closed loop system. To this effect consider the Euclidean norm of the control vector $u$ in Eq. (3.1), and recall that

$$\hat{\sigma}(K) \cdot \|y_N\| \leq \|u\| \leq \check{\sigma}(K) \cdot \|y_N\|,$$

(3.2)

where $\hat{\sigma}(K)$ and $\check{\sigma}(K)$ denote the minimum and maximum singular values of the feedback gain matrix $K$, respectively. The lower bound is non-zero, provided $K$ is full column rank. The double inequality implies that the magnitude of the feedback gain $\|u\|/\|y_N\|$ is bounded from below by the least or minimum singular value of matrix $K$, and from above by the maximum singular value.

### 3.1.1 SISO control characterization

The SISO case yields a simple but illustrative analytic result worth exploring. A time-continuous representation of the SISO version of the HHC algorithm was introduced in Section 2.6.1. The block diagram for this controller is shown in Fig. 2.1. Note that this controller has fundamentally been designed to implement the SISO control law

$$u_N = -K_{N,N} \cdot y_N$$

(3.3)
where $K_{N,N} = (T_{N,N}^T Q T_{N,N} + R)^{-1} T_{N,N}^T Q$.

From the discussion presented in Sec. 2.7.2 it can be shown that the SISO T-matrix can be expected to possess the special form

$$T_{N,N} = \begin{bmatrix} \alpha & \beta \\ -\beta & \alpha \end{bmatrix}.$$  \hfill (3.4)

A similar representation of the T-matrix on the basis of a LTI approximation of the helicopter transfer function was presented in Ref. [58], and also in Ref. [103]. Under this assumption it can be shown that

$$T_{N,N}^T = (\det T_{N,N}) T_{N,N}^{-1}$$ \hfill (3.5)

Furthermore, given the special structure of the SISO transfer matrix $T_{N,N}$ in Eq. (3.4), and invoking the assumption that $Q$ and $R$ are proportional to the identity matrix, it is possible to show that feedback gain matrix $K_{N,N}$ is proportional to $T_{N,N}^{-1}$

$$K_{N,N} = \frac{\det T_{N,N}}{\det T_{N,N} q + r} T_{N,N}^{-1}$$ \hfill (3.6)

and with $q = 1.0$ the expression for $K_{N,N}$ becomes

$$K_{N,N} = \frac{\det T_{N,N}}{\det T_{N,N} + r} T_{N,N}^{-1}.$$ \hfill (3.7)

Again, if $r = 0$ then feedback gain matrix $K_{N,N}$ reduces to the expected result $K_{N,N} = T_{N,N}^{-1}$. If $r > 0$, then $K_{N,N}$ becomes proportional to $T_{N,N}^{-1}$ to the scalar factor of $\det T_{N,N} / (\det T_{N,N} + r)$. Therefore $\|K_{N,N}\| \to 0$ as $r \to \infty$ again. Furthermore, from Eq. (3.7) it can be shown that both of the singular values of matrix $K_{N,N}$ are identical and equal to

$$\hat{\sigma}(K_{N,N}) = \check{\sigma}(K_{N,N}) = \frac{\sqrt{\det T_{N,N}}}{\det T_{N,N} + r},$$ \hfill (3.8)
which directly implies that the feedback gain relating the amplitudes of the higher harmonic \(N/\text{rev}\) input and the measured \(N/\text{rev}\) vibration output is determined uniquely such that

\[
\|u_N\| = \frac{\sqrt{\det T_{N,N}}}{\det T_{N,N} + r} \cdot \|y_N\|
\]

(3.9)

where the magnitude of the feedback gain is given by Eq. (3.8). Let \(\gamma(r)\) be defined as the magnitude of the feedback gain as a function of \(r\). Then

\[
\gamma(r) = \frac{\sqrt{\det T_{N,N}}}{\det T_{N,N} + r}
\]

(3.10)

Sensitivity of the feedback gain magnitude to the control effort parameter \(r\), over any given interval of \(r\), is fundamentally determined by the value of the determinant of the matrix \(T_{N,N}\). Consider the nondimensional feedback gain ratio

\[
\hat{\gamma}(r) = \frac{\gamma(r)}{\gamma(0)} = \frac{1}{1 + \frac{r}{\det T_{N,N}}}
\]

(3.11)

Clearly, the larger that \(\det T_{N,N}\) becomes, then the less sensitive to variations of the control effort parameter \(r\) is the feedback control gain likely to be, since variations of \(r\) will necessarily result in smaller variations of the ratio \(r/\det T_{N,N}\) for larger values of \(\det T_{N,N}\). Moreover, from the first derivative of the nondimensional gain it is evident that, for a given value of the determinant \(\det T_{N,N}\), the feedback gain magnitude is more sensitive to variations of \(r\) over the lower range of the function domain. In other words, the control is more sensitive to variations of \(r\) when \(r\) is close to zero. As it translates to the helicopter dynamics, it is reasonable to expect stronger variations of the stability coefficients, if any, when \(r\) is nearest to zero.

Figure 3.1 shows the nondimensional feedback gain magnitude ratio, plotted as a function of the control effort ratio \(r/\det T_{N,N}\). The same conditions established in Fig. 3.1
are alternatively portrayed in Fig. 3.2 by plotting the nondimensional feedback gain as a function of the control effort parameter \( r \), for multiple values of the transfer matrix \( T_{N,N} \) determinant. This family of curves observed in Fig. 3.2 clearly shows how the magnitude drop-off point shifts to higher values of \( r \), for increasingly larger values of the \( T_{N,N} \) matrix determinant. This drop-off point marks the maximum limit of \( r \) up to which the feedback gain may be considered to correspond to a high control effort. Beyond this point, the feedback gain magnitude quickly diminishes, defining the low control effort operating condition. If the value of \( \det T_{N,N} \) is too low, small variations of \( r \) measured from zero may result in potentially significant feedback gain reductions which may in turn translate to the helicopter closed loop dynamics.

Consider a constant value of \( r \). Clearly, if the determinant \( \det T_{N,N} \) is made increasingly smaller, then a larger drop-off in the feedback gain magnitude can be expected, with respect to whatever the initial value is. Take \( r = 10 \), for example. The magnitude of the feedback gain for \( r = 10 \) drops to about 95% of its initial value for \( \det T_{N,N} \approx 200 \). It drops to 80% for \( \det T_{N,N} = 40 \), and to 75% for \( \det T_{N,N} = 30 \). Even greater drop-offs result from lower values of the determinant \( \det T_{N,N} \). For \( r = 1.0 \), the same drop-offs of 95%, 80% and 75% are expected for values of \( \det T_{N,N} \) 10 times lower, i.e., for values of 20, 4 and 3, respectively.

A similar analysis can also be established for the SISO problem when the input and the output are at different frequencies, because matrix \( T_{N,M} \) possesses the same symmetry characteristics established in Eq. (3.4) for \( T_{N,N} \), such that \( T_{N,M}^T = (\det T_{N,M}) T_{N,M}^{-1} \).

In practice, the computation of the T-matrix involves a level of numerical approximation, in particular the truncation of higher harmonics in the series expansion of the
helicopter state matrices (Sec. 2.7.3). Computed in this fashion, matrices \(T_{N,N}\) and \(T_{N,M}\) may differ substantially from the form in Eq. (3.4), resulting in numerical discrepancies in the singular values. Numerical differences between the maximum and minimum singular values can be large enough, however, that for all practical purposes, it may not be possible to restrict the magnitude of the feedback gain to a narrow band, as expected theoretically. Note that this uncertainty in the modeling of helicopter dynamics may in fact be a fundamental cause of instability or reduced robustness of the controller.

3.1.2 MIMO control characterization

The analytical discussion of the MIMO problem is not as simple as that for the SISO example discussed above, since in general the simple property established in Eq. (3.5) for the SISO transfer matrices cannot be extended to the MIMO transfer matrix \(T\). Equation (3.5) is still fundamental, however, in establishing a useful expression for the transpose of matrix \(T\). Let \(T\) be reorganized into the block-matrix form

\[
T = \begin{bmatrix}
T_{3,1} & T_{4,1} & T_{5,1} \\
T_{3,2} & T_{4,2} & T_{5,2} \\
T_{3,3} & T_{4,3} & T_{5,3}
\end{bmatrix},
\]

(3.12)

where \(T_{i,j}\) is shorthand notation for the SISO transfer matrix relating the \(i\)-th harmonic input to the \(N/\text{rev}\) harmonic of the output channel \(j\). Showing that \(T^T\) is given by

\[
T^T = \begin{bmatrix}
\det T_{3,1} T_{3,1}^{-1} & \det T_{3,2} T_{3,2}^{-1} & \det T_{3,3} T_{3,3}^{-1} \\
\det T_{4,1} T_{4,1}^{-1} & \det T_{4,2} T_{4,2}^{-1} & \det T_{4,3} T_{4,3}^{-1} \\
\det T_{5,1} T_{5,1}^{-1} & \det T_{5,2} T_{5,2}^{-1} & \det T_{5,3} T_{5,3}^{-1}
\end{bmatrix}
\]

(3.13)

is completely trivial, given that Eq. (3.5) holds true for each of the SISO matrix blocks in matrix \(T\). Therefore, matrix \(T^T\) is, in a sense, representative of the helicopter dynamics inverse T-matrix relation. As a matter of fact, it establishes an uncoupled SISO relationship
between each of the input and output variables. Let $\mathbf{K}$ take the form

$$
\mathbf{K} = \begin{bmatrix}
K_{3,1} & K_{3,2} & K_{3,3} \\
K_{4,1} & K_{4,2} & K_{4,3} \\
K_{5,1} & K_{5,2} & K_{5,3}
\end{bmatrix}
$$

(3.14)

where the submatrices $K_{i,j}$ correspond to the feedback gain for the $i$-th frequency harmonic and the $j$-th output channel.

Although it is not possible to extend the simple analytical result obtained in Sec. 3.1.1 for the SISO controller to the MIMO problem, it can be shown on the basis of Eq. (3.13) that if $\mathbf{Q}$ and $\mathbf{R}$ are proportional to the identity matrix, the individual transfer matrices $K_{i,j}$ that compose $\mathbf{K}$ can be expressed as nonlinear combinations of the $T_{i,j}$ matrices and their inverses $T_{i,j}^{-1}$. As such, matrices $K_{i,j}$ will theoretically have the general form

$$
K_{i,j} = \begin{bmatrix}
\gamma_{i,j} & \delta_{i,j} \\
-\delta_{i,j} & \gamma_{i,j}
\end{bmatrix}.
$$

(3.15)

The analytical expression for $\mathbf{K}$ is fairly convoluted, and is therefore not worthwhile showing here. Instead the magnitude bounds of the feedback gains are determined numerically from the singular value decomposition of the MIMO feedback gain matrix $\mathbf{K}$. Equation (3.15) is significant because it establishes a condition for the identity of the singular values for the SISO transfer matrices similar to Eq. (3.8).

### 3.2 Numerical evaluation of controller gains

The vector of $N/$rev Fourier coefficients of the measured vibration outputs in the simulation model is defined as

$$
\mathbf{y}_N^T = \begin{bmatrix}
(\dot{w})_{Nc} & (\dot{p})_{Nc} & (\dot{q})_{Nc} & (\dot{w})_{Ns} & (\dot{p})_{Ns} & (\dot{q})_{Ns}
\end{bmatrix}
$$

(3.16)
where \((\cdot)_{Nc}\) and \((\cdot)_{Ns}\) denote, respectively, the cosine and sine components of the \(N/\text{rev}\) harmonics for output accelerations \(\dot{w}, \dot{p},\) and \(\dot{q}\); and the vector of control inputs is

\[
\mathbf{u}^T = \left[ \begin{array}{cccccc} \theta_{3c} & \theta_{3s} & \theta_{4c} & \theta_{4s} & \theta_{5c} & \theta_{5s} \end{array} \right]
\]

(3.17)

When analyzing vector norms, units must be consistent. It should be noted that vertical acceleration \(\ddot{w}\) is expressed in terms of \([\text{ft}/\text{s}^2]\) while \(\ddot{p}\) and \(\ddot{q}\) have units corresponding to angular accelerations, i.e., \([\text{rad}/\text{s}^2]\). Therefore, feedback gains need to be scaled appropriately as follows

\[
\mathbf{u} = -\mathbf{K} \mathbf{U}^{-1} \cdot \mathbf{y}_N
\]

(3.18)

\[
= -\hat{\mathbf{K}} \cdot \hat{\mathbf{y}}_N
\]

(3.19)

where \(\mathbf{U}\) is a dimensioning matrix ensuring the units of \(\hat{\mathbf{y}}_N\) are consistent. Length is non-dimensionalized with respect to the main rotor radius \(R\), thus heave acceleration components \((\ddot{w})_{Nc}\) and \((\ddot{w})_{Ns}\) in vector \(\mathbf{y}_N\) are factored by the ratio \(1/R\). Accordingly, vector \(\mathbf{y}_N\) defined in Eq. (3.16) is redefined as

\[
\hat{\mathbf{y}}_N^T = \left[ \frac{(\ddot{w})_{Nc}}{R} \frac{(\dot{p})_{Nc}}{R} \frac{(\ddot{q})_{Nc}}{R} \frac{(\ddot{w})_{Ns}}{R} \frac{(\dot{p})_{Ns}}{R} \frac{(\ddot{q})_{Ns}}{R} \right]
\]

(3.20)

Alternatively, it could also be possible to completely non-dimensionalize the vector by defining \(R\Omega^2\) and \(\Omega^2\) as dimensionalization parameters, such that vector \(\hat{\mathbf{y}}_N\) can be defined as

\[
\hat{\mathbf{y}}_N^T = \left[ \frac{(\ddot{w})_{Nc}}{R\Omega^2} \frac{(\dot{p})_{Nc}}{\Omega^2} \frac{(\ddot{q})_{Nc}}{\Omega^2} \frac{(\ddot{w})_{Ns}}{R\Omega^2} \frac{(\dot{p})_{Ns}}{\Omega^2} \frac{(\ddot{q})_{Ns}}{\Omega^2} \right]
\]

(3.21)

Figures 3.3 and 3.4 show the singular values of the MIMO HHC feedback gain matrix for \(V = 80\) kn and \(V = 140\) kn, respectively. Both cases are characterized by a
monotonically decreasing maximum singular value that converges to 0 as \( r \to \infty \). This general behavior is clearly expected from the previous discussion regarding the nature of the LQR feedback control law in Eq. (2.126).

The minimum singular value in both cases results in a negligible lower bound. Consequently, the magnitude of the feedback control gain is loosely restricted within a very wide bounding envelope, specially over the low range of the control effort parameter \( r \).

The singular value decomposition of the feedback matrix for \( r = 1.0 \), and forward flight speed \( V = 80 \text{ kn} \), is dominated by a large maximum singular value in the order of 21 deg \( \cdot \) sec\(^2\), and a nearly negligible minimum singular value. The maximum singular value quickly drops to about 7.0–7.5 deg sec\(^2\) (down from close to 21 deg sec\(^2\)) for \( r \) in the order of 20–30. This sudden variation in \( \hat{\sigma}(K) \) implies there is a potential high sensitivity of the feedback gain with respect to \( r \), over this range.

The high control effort (i.e., low \( r \)) gain bounds are noticeably lower for \( V = 140 \text{ kn} \). The maximum singular value at \( r = 1.0 \) is of the order of 9.2 deg sec\(^2\), while the minimum singular value is close to 0.4 deg sec\(^2\); roughly a 22–24 to 1 ratio between the upper and lower bounds.

The large difference between the maximum and minimum implies the MIMO feedback gain is not tightly bound, specially for low values of \( r \). The existence of these bounds is for the most part an unavoidable consequence of the mathematical conditions involved in the MIMO matrix relation. However, the amplitude of this uncertainty band may be the result of multiple different factors, chief among them, the numerical uncertainty or error in the computation of \( T \). In as much as the magnitude of the feedback gains has a potentially negative impact on the stability margins of the helicopter, the high upper
bound justifies the higher potential for instability for low values of \( r \) over high values of \( r \). Figure 3.5 compares the upper feedback gain bounds as functions of the control effort parameter \( r \), for \( V = 80 \text{ kn} \) and \( V = 140 \text{ kn} \), as determined by the maximum singular values of \( \hat{K} \). Both cases show drops to about 50\% or less of their initial values for \( r \) under 100. For \( V = 80 \text{ kn} \), the maximum singular value drops to 50\% at about \( r = 10 \), and to about 33\% at \( r = 100 \). The sharp decrease in the maximum singular values over such a short control effort range could potentially signal high sensitivity to \( r \) of the closed loop control system, in terms of stability. Clearly there is a significant drop-off in the maximum magnitude of the feedback gain, in a manner consistent with the simplified analysis presented in Sec. 3.1.1.

The singular values of the MIMO feedback gain matrix offer insight into the global bounding limits of the feedback gain. It is instructive, nonetheless, to break this down further into individual control frequencies. To this effect the norms of submatrices in \( K \) (or \( \hat{K} \)) corresponding to the 3, 4, and 5/rev higher control harmonics are considered individually. Recall the partition of the MIMO feedback gain matrix into multiple SISO feedback gain submatrices defined in Eq. (3.14), and repeated here for convenience,

\[
K = \begin{bmatrix}
K_{3,1} & K_{3,2} & K_{3,3} \\
K_{4,1} & K_{4,2} & K_{4,3} \\
K_{5,1} & K_{5,2} & K_{5,3}
\end{bmatrix}
\]  

(3.22)

where the submatrices \( K_{i,j} \) correspond to the feedback gain for the \( i \)-th frequency harmonic and the \( j \)-th output channel. Note that as a consequence of numerical error in the computation of the helicopter T-matrix, the submatrices \( K_{i,j} \) do not necessarily satisfy
Eq. 3.15. Feedback gain matrices for the individual input harmonics are then defined by

\[
K_3 = \begin{bmatrix} K_{3,1} & K_{3,2} & K_{3,3} \end{bmatrix} \quad (3.23)
\]

\[
K_4 = \begin{bmatrix} K_{4,1} & K_{4,2} & K_{4,3} \end{bmatrix} \quad (3.24)
\]

and

\[
K_5 = \begin{bmatrix} K_{5,1} & K_{5,2} & K_{5,3} \end{bmatrix} \quad (3.25)
\]

such that \( K_3, K_4 \) and \( K_5 \) relate the vector \( \hat{y}_N \) to the individual 3, 4 and 5/rev control input frequencies, respectively. These matrices are not full column rank, so it is not possible to establish a non-zero lower bound based on Eq. (3.2).

Figure 3.6 shows that for very low values of \( r \) (i.e., high control effort), maximum feedback gains for the 3 and 5/rev harmonic inputs at \( V = 80 \) kn are 2–3 times larger than the 4/rev feedback gain. Furthermore, the upper bounds for these inputs remain above the maximum 4/rev feedback gain for \( r < 20 \). Beyond \( r = 1000 \) they quickly go to zero, or at the very least become small enough to be considered negligible, specially when compared to the 4/rev maximum feedback gain.

In the \( V = 140 \) kn case, 3/rev control input is minimal, even for low values of \( r \). Figure 3.7 shows 3/rev control is restricted by a substantially lower bound. The ratio of the maximum 4/rev to 3/rev gains is about 4 to 1 for most of \( r \). On the other hand, the maximum feedback gain corresponding to the 5/rev input shows a behavior that is more familiar to that displayed by feedback gain corresponding to the helicopter T-matrix model for \( V = 80 \) kn, with the maximum bound dropping about 75% of its initial value at \( r = 1.0 \) between \( r \approx 10 \) and 200.
As implemented, for low $r$, the LQR control law relies more heavily on 3/rev or 5/rev control to enforce minimization of the $y_N^T y_N$ component of cost function $J$. For higher values of $r$, 3/rev and 5/rev control input is brought down to near zero, while 4/rev control frequency is retained as the more dominant input.

Figures 3.8–3.13 show the results of the singular value decomposition of the SISO feedback matrices $K_{i,j}$ corresponding to the three higher harmonic control frequencies (i.e., 3, 4 and 5/rev) and three output channels (i.e, $\dot{w}$, $\dot{p}$ and $\dot{q}$) for $V = 80$ kn and $V = 140$ kn. Feedback gain singular value decomposition results for $V = 80$ kn in Figs. 3.8–3.10 indicate a large uncertainty band

The singular values decomposition results for $V = 140$ kn are restricted to much narrower bands
Figure 3.1: SISO nondimensional feedback gain
Figure 3.2: SISO feedback gains.
Figure 3.3: Singular values of the feedback gain matrix $\mathbf{K}$ for $V = 80$ kn ($\mu \approx 0.19$).
Figure 3.4: Singular values of the feedback gain matrix $K$ for $V = 140$ kn ($\mu \approx 0.33$).
Figure 3.5: Maximum singular values of the feedback gain matrix $K$ for $V = 80$ kn ($\mu \approx 0.19$) and $V = 140$ kn ($\mu \approx 0.33$).
Figure 3.6: Maximum singular values of individual control feedback gain matrices for $V = 80 \text{ kn} \ (\mu \approx 0.19)$
Figure 3.7: Maximum singular values of individual control feedback gain matrices for $V = 140$ kn ($\mu \approx 0.33$).
Figure 3.8: Singular values of 3/rev SISO feedback gain sub-matrices for $V = 80$ kn  
($\mu \approx 0.19$)
Figure 3.9: Singular values of 4/rev SISO feedback gain sub-matrices for $V = 80$ kn
($\mu \approx 0.19$)
Figure 3.10: Singular values of 5/rev SISO feedback gain sub-matrices for $V = 80$ kn
($\mu \approx 0.19$)
Figure 3.11: Singular values of 3/rev SISO feedback gain sub-matrices for $V = 140$ kn
($\mu \approx 0.33$)
Figure 3.12: Singular values of 4/rev SISO feedback gain sub-matrices for $V = 140$ kn
($\mu \approx 0.33$)
Figure 3.13: Singular values of 5/rev SISO feedback gain sub-matrices for $V = 140$ kn

($\mu \approx 0.33$)
Chapter 4

Continuous-Time HHC Stability Analysis

4.1 Overview

This Chapter presents closed-loop stability and response results for a coupled helicopter/HHC system. The stability results are obtained from a linearized periodic model of the helicopter or its constant coefficient approximation. The closed-loop response results are obtained from the full nonlinear simulation model of the coupled helicopter-HHC system. The primary meaning of the words closed loop is that the HHC vibration control loops are closed. Although a small amount of feedback was added to the model to stabilize the flight dynamic modes, the flight control system model is not realistic enough to enable reliable studies of HHC/flight control system interaction.

The helicopter configuration used for the present study is similar to the Eurocopter BO-105, with a thrust coefficient $C_T/\sigma = 0.07$. Five blade modes are used in the modal coordinate transformation, namely the fundamental flap, lag, and torsion, along with the second flap and lag modes. Blade mode natural frequencies are summarized in Table 4.1.

Because the basic aerodynamic model used in this study consists of a simple linear inflow approximation with quasisteady aerodynamics, and because fuselage flexibility has been neglected, vibratory loads and c.g. accelerations, and consequently also HHC inputs,
tend to be underestimated. Therefore, their absolute values can be considered representative only in a qualitative sense. This is true even if linear unsteady aerodynamics are used instead of the basic quasisteady aerodynamics model, although vibratory loads and c.g. accelerations are substantially improved. Comparisons through both aerodynamic models show, however, the overall simulation model is likely reasonable for stability studies and for a general assessment of the design and closed loop analysis methodology.

The HHC vibration control system has been designed to target the $4/\text{rev}$ harmonic of three (3) helicopter c.g. acceleration components, mainly, the vertical or heave acceleration $\dot{w}$ (i.e., along the $z$-body axis), and the pitch and roll accelerations $\dot{q}$ and $\dot{p}$, respectively.

For all of the vibratory response results, the helicopter is first trimmed in steady, straight flight at the desired velocity with the HHC system off. Then, the nonlinear simulation begins with the pilot controls largely fixed at their trim values and only a small amount of feedback added to the pilot controls to stabilize the flight dynamic modes. The time integration is allowed to run for a couple of seconds of simulation time to allow the helicopter to converge to a steady state solution before turning the HHC on, in case there exist small discrepancies between the steady solution predicted by the trim solution and the actual steady state solution of the nonlinear system of equations. In the results presented here, time $t = 0$ always marks the instant when the HHC is turned on, however.

The $Q$ and $R$ matrices in Eq. (2.107) have been defined as $Q = I_{6,6}$ and $R = rI_{6,6}$, respectively, where $I_{6,6}$ is an identity matrix with six rows and columns, and $r$ is a parameter that varies from $r = 0$ (no restriction on control effort) to $r = 1000$. A low feedback gain control scheme has been considered for this preliminary analysis by letting
κ in Eq. (2.138) to be $T/2 \approx 0.07$, in order to avoid the closed loop system from becoming unstable for low values of $r$, and thus permitting a clear evaluation of HHC performance.

In the simulation model, these weighing matrices are multiplying the 4/rev components of the heave acceleration, and the roll and pitch accelerations, which have units of ft/sec$^2$ and rad/sec$^2$, respectively. Defining the cost index $J$ as nondimensional vibration index, the elements of $Q$ multiplying linear accelerations are assumed to have sec$^4$/ft$^2$ units, and similarly, those multiplying angular accelerations have sec$^4$/rad$^2$ units. In a similar fashion, $r$ is assumed to have units of 1/rad$^2$, since higher harmonic control inputs are defined in radians. If the inputs were defined in degrees, the values of $r$ would need to be scaled by a factor of $(\pi/180)^2$ in order to maintain an equivalent cost index $J$. With such a scale factor values the values of $r$ would range from $r = 0$ to $r = 0.3$.

More meaningful definitions could be established, e.g., vibration cost index $J_Q = y^T_N Q y_N$ could be defined to represent the intrusion index defined in ADS-27. However, the definition chosen for this study is perfectly adequate for stability studies, and can be employed without loss of generality in the assessment of the design and closed loop analysis methodology. Furthermore, the diagonal form of the chosen matrices lead to some insightful and straightforward analytical simplifications discussed below.

Results for a more detailed stability analysis are then presented. Both, this low gain control approach, as well as a high feedback gain configuration with $\kappa = 1.0$ are investigated in this analysis. The higher feedback gain results in instabilities for low values of the parameter $r$, such that it becomes necessary to place stronger restrictions on the control effort. Consequently, the maximum value of $r$ used in the study is extended to $r = 10^6$. 
4.2 HHC performance

4.2.1 Low feedback gain controller

Figure 4.1(a) shows the peak-to-peak magnitude of the 4/rev component of the vertical acceleration at the c.g., for a speed of \( V = 80 \) kn, corresponding to \( \mu = 0.19 \). The figure shows four curves, one each for values of \( r = 0, 10, 100 \) and 1000, corresponding to increasing restrictions on the control effort. Figure 4.1(b) shows the corresponding phase angles. The high frequency oscillations visible in the curves of this, and of many subsequent figures, are largely an artifact of the numerical procedure used to extract the 4/rev magnitude and phase from the time histories of the accelerations. Clearly, the HHC system is very effective and reduces the 4/rev vertical acceleration to a small fraction of its trim value in just a few seconds. The vibration attenuation is also very clear for the c.g. roll acceleration \( \dot{\rho} \) and pitch acceleration \( \dot{\varphi} \). The magnitudes of the 4/rev accelerations of both \( \dot{\rho} \) and \( \dot{\varphi} \), as well as the corresponding phases, are shown in Figs. 4.3 and 4.5. Both \( \dot{\rho} \) and \( \dot{\varphi} \) are reduced to about 30% or less of their trim values in no more than 6–7 s.

Figures 4.9 and 4.10 show the magnitude of the 3, 4, and 5/rev components of the HHC input for the cases \( r = 0 \) and 1000 and the corresponding phase angles. Comparing the two sets of results, it can be seen that the controls reach their steady-state values much more quickly for the case \( r = 0 \) than for \( r = 1000 \). In the latter case, the steady-state values of \( \theta_3 \) and \( \theta_5 \) have not been reached at the end of the 7 s of simulation.

The action of the HHC system, and the consequent vibration reduction, occurs within times of the order of 5–7 s or equivalently, of about 1 rad/s. These are also typical timescales for flight control systems and overlap typical piloting frequencies. Therefore,
the results shown earlier indicate the possibility of interaction with the stability and control characteristics of the helicopter.

Figures 4.2, 4.4 and 4.6 show the 4/rev c.g. acceleration components at a speed of $V = 140$ kn, corresponding to an advance ratio $\mu = 0.33$. The magnitude of the vertical acceleration and the corresponding phase angles are shown in Fig. 4.2(a) and 4.2(b). The HHC is extremely effective and reduces the magnitude of the 4/rev accelerations to almost zero within about 7 sec. Attenuations of up to 80% of the 4/rev component of the roll acceleration $\dot{\phi}$ can be seen in Fig. 4.4 for all values of the control effort parameter $r$. Figure 4.6 shows that the pitch acceleration $\dot{q}$ is not only, not attenuated by the HHC system, but actually increased to almost twice the baseline value for $r = 1000$ during the first 8 sec of simulation. For the lowest restrictions on the control effort (i.e., $r = 0$ and $r = 10$), however, vibration reductions of up to 80% are observed within the first 7–8 sec.

The combined effect of the 4/rev acceleration components is reflected in the optimal cost index $J_Q$ shown in Figs. 4.7, for an advance ratio $\mu = 0.19$, and 4.8, for $\mu = 0.33$. Only the vibration component of the cost index is shown. Because the chosen weighing coefficients are unitary, the vertical acceleration tends to represent a larger portion of the cost index, due to its higher baseline magnitude relative to the angular accelerations. The cost index for advance ratio $\mu = 0.33$ is particularly influenced by the vertical acceleration. Consequently, the controller directs most of the control effort to reduce the vertical acceleration, in detriment of pitch accelerations, as seen in Fig. 4.6.

The magnitudes of the corresponding values of the 3, 4 and 5/rev inputs are shown in Figs. 4.11 and 4.12 for the cases of $r = 0$ and $r = 1000$, respectively. The steady-state values of each control are reached in about 7–8 sec; therefore the timescale of action
of the controller is approximately the same as in the 80 kn case. Differently from the 80 kn case, with the exception of the 5/rev input, the control time histories for $r = 0$ and $r = 1000$ are very similar. A possible reason for this is that the numerical “size” of the $T$ matrix increases significantly as a function of airspeed; this makes the controller gain less and less sensitive to changes in $r$ as seen in Fig. 3.5.

Finally, Fig. 4.19 shows one result for $V = 170$ kn, corresponding to $\mu = 0.4$. Figure 4.19 shows the baseline and HHC-on magnitudes and phase angles of the 4/rev component of the vertical acceleration with no restrictions placed on the controls (i.e., $r = 0$). Again, the HHC is very effective at attenuating vibrations, and the attenuation occurs on the same timescales as for the speeds already shown. Additional results were obtained for this speed, showing the overall trends are the same as those seen for the $V = 80$ and $V = 140$ kn cases. Figure 4.20 shows the magnitudes and phase angles of the 4/rev component of the roll acceleration $\dot{p}$. Both the baseline trim result and the vibration with the HHC turned on are shown. The corresponding results for the pitch acceleration $\dot{q}$ are shown in Fig. 4.21.

4.2.2 Nominal feedback gain controller

Results for a reduced feedback gain design have been presented up to this point. The possibility of interaction with the stability and control characteristics of the helicopter has been raised based on the vibration attenuation timescales of the HHC. With this in mind, results for a higher feedback gain controller will now be presented in an attempt to provide a more complete picture of the effect of feedback gains on HHC performance and
stability.

Figures 4.25 and 4.26 show the optimal cost index associated with the vibration with different combinations of $\kappa$ and $r$, for advance ratios $\mu = .188$ and $\mu = .33$, respectively. Maximum control effort for the low feedback gain configuration is represented by $r = 0$ and $\kappa \approx 0.07$. Two configurations are shown for the nominal control design. Minimum control effort for $\kappa = 1.0$, is achieved by placing a large restriction on the controls with $r = 10^5$. For advance ratio $\mu = .188$, the value for $r = 2 \cdot 10^4$ marks one of the lowest restrictions that can be placed on the controls before the system becomes unstable. The same is true for $r = 10^4$ in Fig. 4.26 for $\mu = 0.33$. Vibration attenuation performance measured by the optimal cost index for $r = 0 (\kappa \approx 0.07)$, and $r = 2 \cdot 10^4 (\kappa = 1.0)$ in Fig. 4.25 are comparable in overall reduction effectiveness. Both cases achieve near perfect attenuation of the cost index within the first 4 seconds, although the nominal controller with $\kappa = 1.0$ is slightly faster. Attenuation is significantly degraded for the nominal controller when larger restrictions are placed on the controller effort. Results for $\mu = 0.33$ in Fig. 4.26 show, however, that the controller designed for this flight condition can enforce much faster vibration attenuation rates than those achieved with the reduced gain design, with attenuation for $\kappa = 1.0$ achieved within 0.5–1 sec.

Figures 4.27–4.32 show the corresponding amplitudes of the HHC inputs for $V = 80$ kn and $V = 140$ kn. Amplitudes of the 3, 4 and 5/rev controller blade pitch harmonics for advance ratio $\mu = .19$ are shown in Figs. 4.27, 4.29 and 4.31, for $r = 2 \cdot 10^4$, $r = 4 \cdot 10^4$, $r = 5 \cdot 10^4$ and $r = 10^5$. In general, simulation results indicate that controller reaches the same steady state value, independently of the controller effort restrictions. However, convergence is faster when restrictions on the controller effort are made less stringent.
The corresponding values for an advance ratio \( \mu = 0.33 \) are shown in Figs. 4.28, 4.30 and 4.32 for effort parameter values \( r = 10^4 \), \( r = 4 \cdot 10^4 \) and \( r = 10^5 \). As is the case for \( \mu = 0.19 \), for \( \mu = 0.33 \) controller also responds faster for lower values of \( r \). The controller responds faster for \( \mu = 0.33 \) than for \( \mu = 0.19 \), however, achieving its steady state condition within 1–4 sec of the HHC being turned on. Controller performance for \( \mu = 0.19 \) is less evident, with the closed loop only achieving its steady condition within 4–8 sec after it is turned on.

### 4.3 Unsteady aerodynamics

Figures 4.33 through 4.35 compare the unsteady and quasisteady blade sectional aerodynamic loads at 75% of the blade span for the \( V = 140 \) kn case, without HHC. Figure 4.33(b) shows that the unsteady peak-to-peak amplitude of the sectional lift is approximately 40% larger that the quasisteady aerodynamics value. There is a minor 10 deg phase delay between the maximum and minimum peaks. The pitching moment coefficient in Fig. 4.34(a) shows a large 2/rev nosedown value peaking between \( \psi = 90 \) and \( \psi = 180 \) deg, and about \( \psi = 300 \) deg, which results in a \( C_M^2 \) value of \(-0.006\) right around \( \psi = 100 \) deg, as shown in Fig. 4.34(b), compared to the quasisteady \( C_M^2 \approx -0.0045 \) at about \( \psi = 90 \) deg. The unsteady non-dimensional moment represents a 33% increase over the quasisteady value. The unsteady drag coefficient in Fig. 4.35 shows a large 2/rev peak value at \( \psi = 0 \) and \( \psi = 180 \) deg. The larger amplitude of the unsteady pitching moment, compared with the quasisteady value, results in slightly larger amplitude blade torsional oscillations, as shown in Figure 4.36(a).
With unsteady aerodynamics, swashplate cyclic pitch is more heavily biased towards longitudinal pitch, in order to maintain the straight and level steady flight condition. Therefore, with unsteady aerodynamics, $\theta_{1c} = 1.17$ deg and $\theta_{1s} = -4.63$ deg, whereas, $\theta_{1c} = 1.76$ deg and $\theta_{1s} = -3.73$ deg, with quasisteady aerodynamics. Consequently, unsteady aerodynamics results in larger geometric pitch angles on the retreating blade, as shown in Figure 4.36(b).

Figure 4.37 shows a markedly higher peak on the overall aerodynamic angle of attack on the retreating side at $\psi = 210$ deg. The peak angle of attack is 8 deg, small enough so the linear unsteady aerodynamics model is adequate for HHC analysis in this flight condition. Stall on the inboard sections of the retreating blade is not captured by the unsteady aerodynamics model, however.

Figures 4.38 through 4.40 show the sectional two-dimensional aerodynamic coefficients and non-dimensional loads at the 75% of the blade span, as a function of the angle of attack of the point on the blade. As shown in Fig. 4.38, unsteady aerodynamics has a negligible impact on the phase angle between the maximum angle of attack and lift coefficient peaks, when compared to quasisteady aerodynamics. The larger amplitude of the angle of attack results in the higher lift coefficient peak at $\psi = 210$ deg in Fig. 4.33(a). The effects of angle of attack on the unsteady aerodynamics are more evident in the pitching moment, shown in Fig. 4.39, and drag shown in Fig. 4.40.

The overall impact of unsteady aerodynamics on the baseline vibration levels, compared with quasisteady aerodynamics is shown in Fig. 4.41. Figure 4.41 plots the square root of cost index $J_Q$ and the individual components corresponding to the vertical (i.e., heave), roll and pitch accelerations. Angular accelerations at the center of gravity, $\dot{p}$ and
\( \dot{q} \), are the most largely affected by the sectional, two-dimensional unsteady aerodynamics, probably as a result of the much larger pitching moment and drag oscillations. The 4/rev vertical acceleration is about 29% higher, roll and pitch are, however, 12 and 25 times larger than the quasisteady value, respectively.

Figures 4.42, 4.43 and 4.44 show the 4/rev z-body axis and angular acceleration components for three values of control effort, mainly, \( r = 10^4, 4 \cdot 10^4 \) and \( 10^5 \). The peak-to-peak amplitude of the vertical acceleration and the corresponding phase angles are shown in Figs. 4.42(a) and 4.42(b). Unsteady aerodynamics has no significant bearing on the time scales of vibration attenuation. HHC remains extremely effective and reduces the magnitude of the 4/rev accelerations to under 10% within about 6 s, for \( r = 10^5 \). With higher control effort settings, vibration attenuation times can be reduced to within 3.5 sec \((r = 4 \cdot 10^4)\) and 2 sec \((r = 10^4)\). Near-perfect attenuation of the roll acceleration \( \dot{p} \) can be seen in Fig. 4.43. Figure 4.44 shows that the pitch acceleration \( \dot{q} \) is also very well attenuated by the HHC system, although maximum vibration reductions are only within 70–90%. The cost functional shown in Fig. 4.45 is dictated mostly by the vertical c.g. and roll accelerations, given the weighing coefficients used. This is reflected by the similar vibration attenuation timescales.

Figures 4.46, 4.47 and 4.48 show the values of the corresponding 3, 4 and 5/rev control inputs. The impact of the larger baseline 4/rev vibrations is reflected in the larger steady state values of the HHC inputs, compared to the results with quasisteady aerodynamics. However, closed loop response timescales are very similar in the two cases. So, because the natural transient response of the closed loop helicopter-HHC system after the HHC is turned on is not markedly different, it is assumed that unsteady aerodynamics do
4.4 Stability analysis

It is also interesting to consider the closed loop eigenvalues of the system. The computation of the closed loop state matrix $A_e$ was achieved by directly assembling the matrix for the augmented system starting from a linearized set of equations for the plant. Alternatively, $A_e$ can be computed by linearizing the augmented, closed loop nonlinear set of equations directly. The two approaches yielded comparable results.

4.4.1 Formulation of the coupled helicopter/HHC model

The compensator will be designed along the lines of Ref. [67]. Denote with $A(\psi)$, $B(\psi)$, $C(\psi)$, and $D(\psi)$ the matrices for the LTP state space model of the helicopter, for the selected input/output pair. Similarly, denote with $A_c(\psi)$, $B_c(\psi)$, $C_c(\psi)$ the compensator’s state space model. The closed-loop LTP state matrix $A_e(\psi)$ is given by

$$A_e(\psi) = \begin{bmatrix} A(\psi) & B(\psi)C_c \\ B_c(\psi)C(\psi) & A_c + B_c(\psi)D(\psi)C_c \end{bmatrix}$$

(4.1)

The closed-loop stability of the helicopter with HHC is then given by the characteristic exponents of $A_e(\psi)$, and will be studied as a function of the design parameters $Q$ and $R$.

4.4.2 Periodic HHC stability

Stability results of the low gain feedback control configuration with $\kappa \approx 0.07$ are now considered. Figure 4.49 shows the real part of the least damped closed-loop eigenvalues.
for \( V = 80 \text{ kn} \) as functions of the control effort parameter \( r \). These eigenvalues are the Floquet exponents of the LTP closed loop system of equations corresponding to a combination of aircraft modes (i.e., yaw damping, phugoid, Dutch roll and heave modes) and rotor lag modes (i.e., second lag), as well as controller eigenvalues. For the most part, aircraft modes are found to be insensitive to the feedback gains of this HHC configuration. The same cannot be said about the second lag mode, which actually finds its stability slightly reinforced for \( r < 200 \). This unintended advantage is of minor consequence and will not be discussed further.

In general, for the highest control effort (i.e., tuning parameter \( r = 0.0 \)), controller eigenvalues tend to be more highly damped, and as \( r \) increases they tend to converge or come closer to zero (i.e., the imaginary axis). Moreover, the real part of the controller exponents is strongly related to the quickness of control response shown in Figs. 4.9 and 4.10. For \( r = 0 \), the absolute value of the real part of controller exponents is found within the interval 0.4–0.8 rad/sec, which loosely corresponds to settling times in the order of 5–10 seconds. As \( r \) reaches 200, the real part of two of the controller exponents has nearly converged to zero, and the real part of the remaining four exponents are found to be within -0.4–0.5 rad/sec, which would indicate response times of 8–10 seconds for the controller dynamics. Further increments on the controller constraints result in negligible changes in the damping of controller exponents.

The effect of the parameter \( r \) on the rotor dynamics has also been computed. Figure 4.50 shows the real part of the Floquet exponents corresponding to the fundamental flap and lag modes as well as the second lag and second flap modes as functions of \( r \) for \( V = 80 \text{ kn} \). The eigenvalues are largely insensitive to the controller effort parameter \( r \),
with the largest variations occurring for \( r < 100 \). This clearly reinforces the expected result that low feedback control gains should guarantee quasisteady closed loop dynamics.

Stability results for the nominal control design (i.e., \( \kappa = 1.0 \)) paint a dramatically different picture, although very similar qualitative conclusions can be established from them. The first difference to stand out, in contrast with the low gain control design obtained with \( \kappa \approx 0.07 \), is the manifestation of instability for low control constraint settings (i.e., low \( r \)). Figure 4.51 shows the real part of selected closed loop system eigenvalues at \( V = 80 \) kn, mainly, controller and unstable eigenvalues. The figure shows one of the rotor modes becoming marginally stable for a value of \( r \) in between \( 10^4 \) and \( 2 \cdot 10^4 \) (i.e., approximately \( 1.5 \cdot 10^4 \)).

Exponents for the closed loop system relate very well to the open loop plant exponents for large values of \( r \), where closed loop dynamics can be considered quasisteady, and are thus identified accordingly. Due to the coupled nature of blade flap, lag and torsion modes, identification is not as straightforward for decreasing values of the controller restriction parameter \( r \), as the controller exerts a stronger influence on the helicopter’s natural modes. Under such high gain conditions the flap modes can become lag modes, and vice versa.

There are three controller modes shown in the plot with distinctly different real parts. These are complex conjugate pairs, for a total of six eigenvalues. Because these eigenvalues are actually the characteristic exponents of the periodic system, natural modes are periodic and contain all the harmonics of the fundamental frequency. Also, the solution for the imaginary part of the exponents is not unique and is repeated every \( \pm \Omega / 2 \). However, since for the most part the time response of the controller does not exhibit high
frequency content, the lowest frequency exponents are assumed to be the most important. As shown in Fig. 4.52, all three fundamental modes converge to zero for increasingly large controller effort restrictions. Remaining solutions, as well as their conjugate pairs must converge to the points $\pm j\Omega/2$ on the imaginary axis.

The values of the real parts of the controller eigenvalues for $r = 2 \cdot 10^4$ are 5.2, 1.1 rad/sec, approximately, and a third value which is very close to zero. With the exception of this last eigenvalue, these values correspond to settling times of the order of 0.8 and 3.6 sec, respectively. The latter of the two matches the HHC controller settling times observed from the responses in Figs. 4.27, 4.29 and 4.31 for this controller effort. Furthermore, the imaginary part for the second of these exponents (i.e., labeled HHC 2 in Fig. 4.52) is close to 1.38 rad/sec, resulting in the 2.3 sec peak times observed of the 5/rev controller response in Figure 4.31. Similarly, the peak times suggested by the imaginary part of the HHC 2 mode (i.e., damped frequencies) for values of $r = 4 \cdot 10^4$, $r = 5 \cdot 10^4$ and $r = 10^5$ correlate very well with the response histories in Figure 4.31. For $r = 4 \cdot 10^4$, the damped frequency is 0.776 rad/sec, resulting in a peak time $t_p = 4.0$ sec. Damped frequencies for $r = 5 \cdot 10^4$ and $10^5$ are 0.62 and 0.27 rad/sec, respectively, which result in peak times of 5.1 and 11.6 sec. The same degree of correlation between the eigenvalues and the HHC controller response times for the 3 and 4/rev inputs is not observed, although the same trend is kept, with peak times for the 3/rev increasing along with the increasing restrictions on the control effort parameter. Certainly none of the controller eigenvalues explain these peak times, so they must to be strongly influenced either by the rotor or the fuselage dynamics. These timescales are more closely associated with the Dutch roll mode ($c_{DR} = -0.43 \pm j(2.38 \pm \Omega/2)$ rad/sec). They could also suggest a coupling
with rotor blade 2nd lag modes, which would make sense, given the strong relationship demonstrated by the destabilizing effect on the blade lag mode shown in Figure 4.51. As for the 4/rev blade pitch controls, two observations can be made: first, although the plots show two predominant asymptotic settling rates over the 7 seconds span of the simulation, overall settling times are in order with the time constants determined by the real part of the eigenvalues; and second, the control values for $r = 2 \cdot 10^4$ shows a high frequency 4 Hz (i.e., 0.57/rev) oscillation. Independently of the cause for this dynamic behaviour, the present results confirm, however, that closed loop HHC should not be studied in isolation of the helicopter dynamics, or at least the rotor dynamics, by assuming them to be quasisteady.

Similar results have been obtained for the low and nominal feedback gain HHC controllers at $V = 140$ kn. Figure 4.53 shows the real part of the least damped closed-loop Floquet exponents as functions of the control effort parameter $r$. Not unexpectedly, based on the previous results, aircraft modes at $V = 140$ kn are found to be insensitive to the feedback gains of this low gain HHC configuration. The same is true for the second lag modes, for the most part. As for the other rotor modes, Figure 4.54 shows the real part of the Floquet exponents corresponding to the fundamental flap and lag modes as well as the second lag and second flap modes, as functions of $r$. Clearly, higher constraints need to be placed on the controls in order to guarantee quasisteady closed loop dynamics, compared to the values required by the controller at $V = 80$ kn. Whereas at $V = 80$ kn it is sufficient to set the control effort parameter to $r = 100$, at $V = 140$ kn the value of $r$ needs be above 400.

Again, the real part of the controller exponents correlates strongly to the quickness
of the controller response shown in Figs. 4.11 and 4.12. For \( r = 0 \), the absolute value of the real part of the six controller exponents is found within the interval \( 0.5–0.6 \) rad/sec, and these values correspond to the 7–8 seconds settling times observed in the controller response. As \( r \) reaches 400, the real part of two controller exponents has nearly converged to zero. Differently from the \( V = 80 \) kn case, the other four controller exponents are found to be largely unmodified by \( r \). Again, further increasing the controller constraints results in negligible changes in the damping of controller exponents, which justifies the small changes observed in the response times for \( V = 140 \) kn.

Finally, the real part of the eigenvalues for the nominal gain controller for \( V = 140 \) are presented in Fig. 4.55 as functions of the control effort parameter \( r \). Results are qualitatively very similar to those shown in Fig. 4.51 for the \( V = 80 \) kn case. The absolute value of the real parts of the more highly damped controller modes for \( r = 10^4 \), are about 7.5 and 4.5 rad/sec. These values correspond to response settling times in the order of 0.5–0.9 sec, which correspond to the settling time values observed in Figs. 4.28, 4.29 and 4.31. Similarly, 4.6 and 1.6 rad/sec damping of the eigenvalues, for \( r = 4 \cdot 10^4 \), result in time constants of 0.22 and 0.61 sec, and 0.9–2.4 sec settling times, which are in very good agreement with those observed for the time histories of the controller responses. The 4 sec settling times seen in the control inputs for \( r = 10^5 \) are also in good agreement with the 1.42–5.63 sec settling times established by the damping values of the controller exponents.

Additionally, results shown in Fig. 4.51 regarding the closed loop stability of the coupled, helicopter-HHC system indicate that helicopter dynamics can become unstable, in the same way they did for the \( V = 80 \) kn case, if HHC control constraints are loosened
excessively, such that feedback gains are large enough that they result in the erosion of existing stability margins for the helicopter. In the $V = 140$ kn case, however, HHC can be configured to higher control efforts, compared to the $V = 80$ kn case. Whereas the onset of instability for the $V = 80$ kn case occurred for $r \approx 1.5 \cdot 10^4$, control constraints for $V = 140$ can be reduced twicefold, up to about $r \approx 7,000$, before the marginal stability point is reached. Although the feedback gains associated with the $T$ matrix for $V = 80$ kn tend to be higher than those for $V = 140$ kn for lower values of $r$ as shown in Fig. 3.5, for the values in question this is not the case. Differences between the “size” of the feedback gains are only noticeable for values $r$ lower than 5,000. Therefore, the earlier onset of instability in the $V = 80$ kn case, compared to the case for $V = 140$ kn, is probably due to lower stability margins of the helicopter itself at this flight condition.

### 4.5 LTI approximation

#### 4.5.1 Closed loop formulation

LTI stability calculations are based on the eigenvalues of the constant coefficient approximation of matrix $A_c(\psi)$ given in Eq. 4.1. The underlying assumption in this approach is that periodic dynamics of the closed loop system are not important, compared to the constant component. The constant coefficient approximation of $A_c(\psi)$ is defined as

$$A_c = \frac{1}{2\pi} \int_0^{2\pi} A_c(\psi) d\psi \quad (4.2)$$

or, equivalently,

$$\bar{A}_c = \begin{bmatrix} A_0 & B_0 C_c \\ [B_0(\psi)C(\psi)]_0 & [B_0(\psi)D(\psi)]_0 C_c \end{bmatrix} \quad (4.3)$$
where \([ \cdot ]_{0}\) denotes the time average values of the individual sub-matrices. Since linearized equations of the helicopter are expressed as a Fourier series expansion, \(\overline{A}_e\) can be simplified as

\[
\overline{A}_e = \begin{bmatrix}
A_0 & B_0 C_c \\
\frac{1}{2} \mathbf{K} [C_{Ne}] & \frac{1}{2} \mathbf{K} [D_{Ne}] C_c
\end{bmatrix}
\]

(4.4)

where \(C_{Ne}, C_{Ns}, D_{Ne}\) and \(D_{Ns}\) are the cosine and sine Fourier coefficient matrices for the helicopter. Hence, the current representation of the closed loop helicopter-HHC system matrix preserves, through the matrices \(C_{Ne}, C_{Ns}, D_{Ne}\) and \(D_{Ns}\), some of the periodic dynamics of the helicopter.

4.5.2 Stability results

The LTI poles were considered for completeness purposes. The root locus of the HHC closed loop system poles, and selected helicopter open loop poles are shown in Figs. 4.60, 4.62 and 4.64. Not unexpectedly does the system show better stability properties at high speed (140 and 170 knots), since the norm of the feedback gain for \(V = 80\) is approximately twice as large as shown in Fig. 3.5, for low values of the control constraints. While all the cases remain unstable for all values of \(r\), the relative “strength” of the instabilities does diminish for high \(r\).

Although the stability issues are not fully addressed, it is clear that the position of the poles is in fact linked to the vibration reduction performance. In general, for the highest control effort (tuning parameter \(r = 0.0\)) controller poles tend to be farther away from the origin, and as \(r\) increases they come closer to it. This is clearly not unexpected, since as \(|\mathbf{K}| \to 0\) in Eq. 4.4 for larger values of \(r\), the closed loop state matrix \(\overline{A}_e\) becomes...
increasingly null rank, i.e., as the bottom rows of $\bar{A}_r$ become increasingly small (becoming zero in the limit as $r \to \infty$) the associated eigenvalues also vanish. This obviously relates to the expected result that best performance at high speed should be achieved for low $r$, especially for $r = 0.0$.

Figures 4.60, 4.62 and 4.64 also show that closed loop poles associated with the controller display increasingly larger imaginary parts. In particular, one HHC complex conjugate pole pair at 170 knots for $r = 1.0$ is shown to be initially stable, although lightly damped, and to have a natural frequency of 1.4 rad/sec (see Figure 4.65). This frequency is comparable to the phugoid mode frequency, and results show a strong interaction between the phugoid mode and the HHC system dynamics.

Figures 4.61, 4.66 and 4.66 show the real part of the least damped closed loop system poles. While helicopter dynamics remain largely unaffected for the lower speeds, this is not the case for $V = 170$ kn, where the controller is found to modify the damping characteristics of phugoid and Dutch roll modes. The stronger interaction at 170 knots is not unexpected, due to the relative larger “size” of the $C_{Ne}$, $C_{Ns}$, $D_{Ne}$ and $D_{Ns}$ matrices in Eq. 4.4, which are indicative of the increased periodicity of the system at high speed. Therefore, results suggest that increased periodicity may potentially play a significant role in FCS/HHC interactions.
Table 4.1: BO-105 FEM blade mode frequencies

<table>
<thead>
<tr>
<th>Mode number</th>
<th>Mode</th>
<th>Frequency (/rev)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1st lag</td>
<td>0.7316</td>
</tr>
<tr>
<td>2</td>
<td>1st flap</td>
<td>1.1253</td>
</tr>
<tr>
<td>3</td>
<td>1st torsion</td>
<td>3.1806</td>
</tr>
<tr>
<td>4</td>
<td>2nd lag</td>
<td>3.4141</td>
</tr>
<tr>
<td>5</td>
<td>2nd flap</td>
<td>4.4860</td>
</tr>
</tbody>
</table>
Table 4.2: BO-105 main rotor configuration

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Thrust coefficient</td>
<td>0.0049</td>
</tr>
<tr>
<td>Main rotor radius (ft)</td>
<td>16.12</td>
</tr>
<tr>
<td>Blade chord (ft)</td>
<td>0.89</td>
</tr>
<tr>
<td>Precone (deg)</td>
<td>2.5</td>
</tr>
<tr>
<td>Number of blades</td>
<td>4</td>
</tr>
<tr>
<td>Solidity</td>
<td>0.07</td>
</tr>
<tr>
<td>Rotor speed (rad/s)</td>
<td>44.4</td>
</tr>
<tr>
<td>Linear blade twist (deg)</td>
<td>-6.2</td>
</tr>
<tr>
<td>Airfoil section</td>
<td>NACA 23012</td>
</tr>
</tbody>
</table>
Figure 4.1: 4/rev vertical accelerations at helicopter CG in g for 80 kn ($\mu = 0.188$).
Figure 4.2: 4/rev vertical accelerations at helicopter CG in g for 140 kn ($\mu = 0.330$).
Figure 4.3: 4/rev roll accelerations of helicopter for 80 kn ($\mu = 0.188$).
Figure 4.4: 4/rev roll accelerations of helicopter for 140 kn ($\mu = 0.330$).
Figure 4.5: 4/rev pitch accelerations of helicopter for 80 kn ($\mu = 0.188$).
Figure 4.6: 4/rev pitch accelerations of helicopter for 140 kn ($\mu = 0.330$).
Figure 4.7: Optimal vibration cost index with low gain controller for 80 kn.
Figure 4.8: Optimal vibration cost index with low gain controller for 140 kn.
Figure 4.9: IBC/HHC control inputs, 80 kn ($\mu \approx 0.188$) and $r=0.0$. 
Figure 4.10: IBC/HHC control inputs, 80 kn ($\mu \approx 0.188$) and $r=1000.0$. 
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Figure 4.11: IBC/HHC control inputs, 140 kn ($\mu \approx 0.330$) and r=0.0.
Figure 4.12: IBC/HHC control inputs, 140 kn ($\mu \approx 0.330$) and $r=1000.0$. 
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Figure 4.13: 3/rev blade pitch IBC/HHC input amplitude, 80 kn.
Figure 4.14: 3/rev blade pitch IBC/HHC input amplitude, 140 kn.
Figure 4.15: 4/rev blade pitch IBC/HHC input amplitude, 80 kn.
Figure 4.16: 4/rev blade pitch IBC/HHC input amplitude, 140 kn.
Figure 4.17: 5/rev blade pitch IBC/HHC input amplitude, 80 kn.
Figure 4.18: 5/rev blade pitch IBC/HHC input amplitude, 140 kn.
Figure 4.19: 4/rev vertical accelerations of helicopter for 170 kn ($\mu = 0.4$).
Figure 4.20: 4/rev roll accelerations of helicopter for 170 kn ($\mu = 0.4$).
Figure 4.21: 4/rev pitch accelerations of helicopter for 170 kn ($\mu = 0.4$).
Figure 4.22: IBC/HHC control inputs, 170 kn ($\mu \approx 0.4$) and $r=0.0$. 
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Figure 4.23: IBC/HHC control inputs, 170 kn ($\mu \approx 0.4$) and r=1,000.0.
Figure 4.24: Optimal vibration cost index for $V = 170$ kn ($\mu = 0.4$)
Figure 4.25: Optimal vibration cost index with different feedback gain configurations for

\( V = 80 \text{ kn} (\mu = 0.188) \)
Figure 4.26: Optimal vibration cost index with different feedback gain configurations for $V = 140$ kn ($\mu = 0.33$)
Figure 4.27: 3/rev blade pitch IBC/HHC input amplitude for \( \kappa = 1.0, V = 80 \text{ kn} \) (\( \mu = 0.19 \))
Figure 4.28: 3/rev blade pitch IBC/HHC input amplitude for $\kappa = 1.0$, $V = 140$ kn ($\mu = 0.33$)
Figure 4.29: 4/rev blade pitch IBC/HHC input amplitude for $\kappa = 1.0$, $V = 80$ kn ($\mu = 0.19$)
Figure 4.30: 4/rev blade pitch IBC/HHC input amplitude for $\kappa = 1.0$, $V = 140$ kn ($\mu = 0.33$)
Figure 4.31: 5/rev blade pitch IBC/HHC input amplitude for $\kappa = 1.0$, $V = 80$ kn ($\mu = 0.19$)
Figure 4.32: 5/rev blade pitch IBC/HHC input amplitude for $\kappa = 1.0$, $V = 140$ kn ($\mu = 0.33$)
Figure 4.33: Unsteady vs. quasisteady lift coefficients at 75% blade span vs. azimuth ($\mu = 0.33$).
Figure 4.34: Unsteady vs. quasisteady moment coefficients at 75% blade span vs. azimuth ($\mu = 0.33$).
Figure 4.35: Unsteady vs. quasisteady drag coefficients at 75% blade span vs. azimuth ($\mu = 0.33$).
Figure 4.36: Geometric blade section pitch at 75% blade span for unsteady and quasisteady aerodynamics ($\mu = 0.33$).
Figure 4.37: Angle of attack at 75% blade span for unsteady and quasisteady aerodynamics ($\mu = 0.33$).
Figure 4.38: Unsteady vs. quasisteady lift coefficients at 75% blade span vs. angle of attack ($\mu = 0.33$).
Figure 4.39: Unsteady vs. quasisteady moment coefficients at 75% blade span vs. angle of attack ($\mu = 0.33$).
Figure 4.40: Unsteady vs. quasisteady drag coefficients at 75% blade span vs. angle of attack ($\mu = 0.33$).
Figure 4.41: Square root of baseline vibration cost index for unsteady and quasisteady aerodynamics ($\mu = 0.33$).
Figure 4.42: 4/rev fuselage vertical accelerations at helicopter CG with unsteady aerodynamics ($\mu = 0.33$).
Figure 4.43: 4/rev fuselage roll accelerations with unsteady aerodynamics ($\mu = 0.33$).
Figure 4.44: 4/rev fuselage pitch accelerations with unsteady aerodynamics ($\mu = 0.33$).
Figure 4.45: Optimal vibration cost index for different control effort parameters ($\mu = 0.33$).
Figure 4.46: 3/rev blade pitch IBC/HHC input for unsteady aerodynamics, 140 kn.
Figure 4.47: 4/rev blade pitch IBC/HHC input for unsteady aerodynamics, 140 kn.
Figure 4.48: 5/rev blade pitch IBC/HHC input for unsteady aerodynamics, 140 kn.
Figure 4.49: Real parts of selected low damping closed-loop stability eigenvalues for $V = 80 \text{ kn} \ (\mu = 0.188)$ and low feedback gain $\kappa \approx 0.07$, as a function of controller tuning parameter $r$. 
Figure 4.50: Real parts of selected rotor closed-loop stability eigenvalues for $V = 80$ kn ($\mu = 0.188$) and low feedback gain $\kappa \approx 0.07$, as a function of controller tuning parameter $r$. 
Figure 4.51: Real parts of selected closed-loop stability eigenvalues for $V = 80$ kn ($\mu = 0.188$) and high feedback gain $\kappa = 1.0$, as a function of controller tuning parameter $r$. 
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Figure 4.52: Root-locus plot of the fundamental HHC controller eigenvalues at $V = 80$ kn ($\mu \approx 0.188$).
Figure 4.53: Real parts of selected low damping closed-loop stability eigenvalues for $V = 140 \text{ kn} (\mu = 0.33)$ and low feedback gain $\kappa \approx 0.07$, as a function of controller tuning parameter $r$. 
Figure 4.54: Real parts of selected rotor closed-loop stability eigenvalues for $V = 140$ kn ($\mu = 0.33$) and low feedback gain $\kappa \approx 0.07$, as a function of controller tuning parameter $r$
Figure 4.55: Real parts of selected closed-loop stability eigenvalues for $V = 140$ kn ($\mu = 0.33$) and high feedback gain $\kappa = 1.0$, as a function of controller tuning parameter $r$
Figure 4.56: Real parts of selected rotor closed-loop stability eigenvalues for $V = 140$ kn ($\mu = 0.33$) and high feedback gain $\kappa = 1.0$, as a function of controller tuning parameter $r$
Figure 4.57: Real parts of unstable rotor closed-loop stability eigenvalues for $V = 140$ kn ($\mu = 0.33$) and high feedback gain $\kappa = 1.0$, as a function of controller tuning parameter $r$ (high $r$).
Figure 4.58: Real parts of unstable rotor closed-loop stability eigenvalues for $V = 140 \text{ kn}$ ($\mu = 0.33$) and high feedback gain $\kappa = 1.0$, as a function of controller tuning parameter $r$ (low $r$).
Figure 4.59: Selected open-loop system LTI and LTP eigenvalues at $V = 140$ kn ($\mu \approx 0.33$).
Figure 4.60: Root-locus of LTI closed-loop system controller poles, 80 kn.
Figure 4.61: Real parts of selected closed-loop poles for $V = 80 \text{ kn} (\mu = 0.188)$ and high feedback gain $\kappa = 1.0$, as a function of controller tuning parameter $r$
Figure 4.62: Root-locus of LTI closed-loop system controller poles, 140 kn.
Figure 4.63: Real parts of selected closed-loop poles for $V = 140$ kn ($\mu = 0.33$) and high feedback gain $\kappa = 1.0$, as a function of controller tuning parameter $r$
Figure 4.64: Root-locus of LTI closed-loop system controller poles, 170 kn.
Figure 4.65: LTI Root-locus of closed-loop system phugoid and controller poles, 170 kn.
Figure 4.66: Real parts of selected closed-loop poles for $V = 170$ kn ($\mu = 0.4$) and high feedback gain $\kappa = 1.0$, as a function of controller tuning parameter $r$
Figure 4.67: Variation of peak-to-peak vertical loads, soft-in-plane.
Chapter 5

Discrete-Time, Closed-Loop Aeromechanical Stability

5.1 Overview

This Chapter presents closed-loop aeromechanical stability and response results for a coupled, helicopter-HHC system. The stability results and the linearized time histories are obtained from the linearized, time-lifted model of Eqs. (2.211) and (2.212). The closed-loop response results are obtained from the full nonlinear simulation of the coupled helicopter-HHC system.

As discussed in 4.1, because the aerodynamic model consists of a simple linear inflow with quasi-steady aerodynamics, vibratory loads and CG accelerations, and consequently also HHC inputs, tend to be underestimated. Therefore, their absolute values can be considered representative only in a qualitative sense. However, it was established that the overall simulation model is likely reasonable for stability studies, and for a general assessment of the design and closed-loop analysis methodology. The use of linearized helicopter models with the linear unsteady aerodynamics model in state space form is intentionally avoided, given the size of the resulting linear system. The unsteady aerodynamics model requires a total minimum of 160 states, compared to 55 states which define the other helicopter dynamics. Such a large number of states, places practical, if
not theoretical, limitations on the stability analysis of discrete-time, periodic systems via
the time lifting technique.

The controller has been implemented in discrete time using a “fast” sampling rate
of \( n_s = 36 \) samples per rotor revolution. The weighting matrices \( Q \) and \( R \) which define the
HHC quadratic performance index, Eq. (2.100), have been chosen to be proportional to
the identity matrix, i.e., \( Q = I \) and \( R = rI \), and the effect of different choices for the value
of parameter \( r \) has been investigated. Also, two different proportional scaling factors for
the feedback gain matrix have been investigated, essentially defining a low gain controller
and a nominal, or baseline, design, respectively.

### 5.2 Low feedback gain controller

Figures 5.1 and 5.2 show the amplitude of the 3, 4 and 5/rev controller inputs for \( V =
80 \) kn, and control effort restrictions \( r = 0 \) and \( r = 1,000 \), respectively. Results for
\( r = 1,000 \), in Fig. 5.2, show the controller response times for the discrete and contiunous
controllers to be nearly identical. Therefore, under these control effort settings, both mod-
els can be considered to be equivalent. The same is not true for \( r = 0 \) (i.e., completely
unrestricted control effort), as shown in Fig. 5.1. Controller response times for the contin-
uous implementation are much slower in this case. The discrete case displays a slightly
larger overshoot peak. It should be noted, however, than neither the continuous nor the
discrete HHC models have achieved their steady state value within the first 7 seconds
after being turned on.

Results for \( V = 140 \) kn, and for the same controller restriction settings, are shown
in Figs. 5.3 and 5.4. As was the case for \( V = 80 \) kn, the discrete and continuous versions of the controller for \( V = 140 \) kn display nearly identical response times for \( r = 1,000 \), and even for \( r = 0 \). Again, general controller response times for the low gain feedback designs, with \( \kappa \approx -0.07 \), are shown to be over 7 seconds.

Selected closed loop stability eigenvalues for a small gain feedback controller (\( \kappa \approx 0.07 \)) are shown in Fig. 5.5 as a function of \( r \). The real parts of the eigenvalues are plotted as a function of \( r \). These are the eigenvalues of the discrete system, converted to continuous form. A combination of aircraft, rotor and controller eigenvalues are shown. Qualitatively, these results are similar to those of the approximate continuous-time HHC model of Chapter 3.

Figure 5.6 shows the real part of closed loop stability eigenvalues associated with the rotor dynamics. Eigenvalues corresponding to the fundamental flap and lag are shown, along with the second flap and second lag blade mode eigenvalues. In particular, stability margins associated with the flap and torsion modes are eroded for \( r < 500 \), although not sufficiently enough for the eigenvalues to become unstable. The fact that the closed loop controller appears to have such a strong effect on the flap and torsion modes, particularly the erosion of flap stability, is intriguing and should be more carefully investigated. This erosion of the stability margins was not captured by the approximate continuous HHC model, which instead predicted closed loop eigenvalues to be invariant for \( r > 100 \) as shown in Fig. 4.50. This is indication that neglecting the discrete nature of the HHC loop elements is potentially unconservative, and should be avoided even for small feedback gains.

The real part of the least damped closed loop stability eigenvalues for \( V = 140 \) kn
and $\kappa \approx 0.07$ are shown in Fig. 5.7 as a function of $r$. As was the case for $V = 80$ kn, the real part of the closed loop eigenvalues associated with rotor dynamics are shown in Fig. 5.8.

Vibration reduction performance for these controller configurations is measured by the cost indices in Figs. 5.9 and 5.10 for $V = 80$ kn and $V = 140$ kn, respectively. From these results it can be established that both, continuous and discrete HHC implementations, possess nearly identical vibration performance properties for the given values of $r$. Vibration reduction performance is improved slightly with $r = 0$ for $V = 80$ kn, compared to that obtained with $r = 1000$. Attenuation values for $V = 140$ kn show no distinct advantages of choosing $r = 0$ over $r = 1000$.

### 5.3 Results for nominal gain design

Figure 5.11 shows the closed-loop, vertical acceleration response $\dot{w}$ for three different values of the tuning parameter $r$, namely $r = 2 \cdot 10^4$ (top plot), $r = 5 \cdot 10^4$ (center plot), and $r = 10^5$ (bottom plot), corresponding to increasing restrictions on the control effort or, equivalently, to decreasing gain. Note that the scales on the vertical axis are different for the top plot. For the value $r = 2 \cdot 10^4$ the response loosely resembles a limit cycle, but the values of the accelerations are of up to $\pm 1g$, and therefore unacceptably high. For this value of $r$ the linearized analysis predicts an instability. For the value $r = 5 \cdot 10^4$ the response is stable, but the magnitude of the response decreases slowly. The linearized analysis indicates the system is near a point of marginal stability. Finally, for $r = 10^5$, the response becomes stable and the HHC is very effective in suppressing $\dot{w}$. This is
also predicted by the linearized analysis. The behavior of roll and pitch accelerations is qualitatively very similar to that of $\dot{\omega}$, and it will not be shown here.

Figure 5.12 shows the time history of the response of just the 4/rev harmonic of $\dot{\omega}$. The three curves show, respectively, the baseline response with the HHC system turned off, the response predicted by the nonlinear simulation model, and that predicted by the linearized, time periodic model used to design the HHC system. Apart from a small initial transient, caused by a small initial mismatch between the trimmed and the time-marching solution, the baseline 4/rev response rapidly converges to a constant, nonzero steady value. The nonlinear closed-loop response exhibits a brief but strong transient, during which the acceleration increases by almost three times the baseline value. The transient lasts for less than 2 seconds, after which the 4/rev response is rapidly reduced to almost zero. This strong transient is not present in the 4/rev $\dot{p}$ and $\dot{q}$ responses, not shown in the figure, which start being attenuated as soon as the HHC is turned on. The figure also shows that the 4/rev responses predicted by the LTP and by the nonlinear model are nearly identical. This indicates that, for the type of mathematical model used in this study, and for the flight condition considered, (i) the effect of nonlinearities on the 4/rev $\dot{\omega}$ response is small, and the response is adequately captured by a linearized model as long as the periodicity is retained (the same conclusions hold for $\dot{p}$ and $\dot{q}$), and (ii) the LTP model is sufficiently accurate for the HHC design.

Similar results were presented in Chapter 4 for the same flight condition and helicopter configuration, but with the HHC closed loop modeled as entirely continuous, and the harmonic analysis, the computation delay, and the zero-order-hold not modeled at all. The response was stable for values of the tuning parameter $r$ above a point in between
Comparing these results with those shown in Fig. 5.11, it is clear that the allowable gains of the HHC system must be lower because of the reduction in phase margin brought about by the delays in the HHC loop.

The magnitude of the 3, 4 and 5/rev control harmonics for \( r = 8 \cdot 10^4 \) are plotted in Fig. 5.13 as a function of time. The controls for both the rigorous discrete model and the approximate continuous model are shown in the figure. Except for minor transient differences over the first couple of revolutions, discrete and continuous controls tend to the same magnitude value, and are nearly dynamically equivalent. The magnitudes of the 3, 4 and 5/rev harmonics of both controllers reach essentially the respective steady state values in about 5–6 seconds. Similar agreement between the phases of the discrete and continuous model can be seen in Fig. 5.14. Except for the first 1–2 rotor revolutions (slightly more for the 4/rev control), discrete and continuous phases are almost identical.

Lessening the constraints placed on the controller, however, presents a much different picture. Figures 5.15 and 5.16 show the magnitude and phase angles in degrees of the 3, 4 and 5/rev control harmonics for a control effort constraint determined by \( r = 5 \cdot 10^4 \). While the magnitude of the controls for the continuous and discrete HHC models possess the same mean value, and converge to the same steady state values, the transient behaviour is significantly different. The discrete response contains a large high frequency oscillatory component at 1.5 Hz (0.21/rev). The same behavior is observed in the values of the HHC input phase angles.

Further decreasing the restrictions on the controller blade pitch harmonics eventually results in the system becoming unstable for values of \( r \) slightly below \( 5 \cdot 10^4 \). The
real part of selected closed loop system stability eigenvalues for the nominal feedback
gain configuration ($\kappa = 1.0$) as a function of $r$ are shown in Fig. 5.17. The plot shows the
closed loop system becomes unstable for $r < 5 \cdot 10^4$.

This plot is similar to Fig. 4.51. Although instabilities were also captured by the
approximate continuous model, physical mechanisms involved in the two cases are dif-
ferent, as evidenced by the differences in the closed loop characteristic exponents for the
discrete HHC model, compared to the continuous case, and should be explored in the
future. The onset of instability was not captured for such high values of the control con-
straint parameter $r$ by the approximate continuous HHC model, which instead predicted
closed loop stability for values of $r \gtrsim 1.5 \cdot 10^4$. This further demonstrates the significance
of neglecting the discrete nature of the HHC loop, and reinforces the message that this
should be avoided.

Figure 5.18 shows the closed-loop, vertical acceleration response $\dot{w}$ for three dif-
ferent values of the tuning parameter $r$, namely $r = 10^4$ (top plot), $r = 4 \cdot 10^4$ (center
plot), and $r = 10^5$ (bottom plot). The scale on the vertical axis of the top plot is different
from those of the other two. As in the 80 kn case, for the value $r = 10^4$ the acceleration
response is very high and erratic, with peaks well over $1g$ in absolute value, and loosely
resembling a limit cycle. For this value of $r$ the linearized analysis predicts an instability.
For the value $r = 5 \cdot 10^4$ the response is stable, and slowly decreases in magnitude. Finally,
for $r = 10^5$, the response is stable and the vibrations are reduced very quickly, in less than
2 seconds from the application of HHC. The linearized analysis also indicates that these
last two cases are stable. The behavior of roll and pitch accelerations is qualitatively very
similar to that of $\dot{w}$, and it will not be shown here. Figure 5.19 shows the closed-loop, ver-
tistical acceleration response $\dot{w}$ based on a linearized helicopter model, for the same values of the tuning parameter.

Figure 5.20 is similar to Fig. 5.12, but refers to $V = 140$ kn. As in Fig. 5.12, after a small initial transient, the baseline 4/rev response rapidly converges to a constant, nonzero steady value. The nonlinear closed-loop response no longer exhibits the strong transient observed at $V = 80$ kn, and the 4/rev response is substantially reduced after just one second. The same happens for the $\dot{p}$ and $\dot{q}$ 4/rev responses, not shown in the figure. As in the $V = 80$ kn case, the 4/rev responses predicted by the LTP and by the nonlinear model are nearly identical, and the same conclusions on the effect of nonlinearities and the adequacy of the LTP model for design purposes apply.

The magnitude of the 3/rev, 4/rev, and 5/rev harmonics for $r = 10^5$ are plotted in Fig. 5.21 as a function of time. The controls for both the discrete and the continuous model are shown in the figure. As in the $V = 80$ kn case, discrete and continuous controls tend to the same steady state magnitude value, although the initial transients are slightly different and the magnitudes of the discrete controls present a slight overshoot, compared to those of the continuous controls, before settling at their steady values. The magnitudes of all the harmonics of the discrete and continuous controllers reach their respective steady state values after about 2-4 seconds.

An almost perfect agreement between the phases of the discrete and continuous model can be seen in Fig. 5.22. Except for the first few rotor revolutions, discrete and continuous 4 and 5/rev phases are almost identical. Discrepancies in the 3/rev phase angle are not considered to be significant, considering the small amplitude of the 3/rev input, relative to the amplitude of the 4 and 5/rev controls shown in Fig. 5.21.
The near perfect agreement between the values of the HHC inputs for both, the discrete and continuous controller models serves to establish an equivalence criterion between the two cases, for this particular value of $r$. Equivalence can only be guaranteed when large restrictions are placed on the control input harmonics. Figures 5.23 and 5.24 show the amplitudes and phases of the discrete and continuous model controls for a less stringent restriction on the control effort with $r = 4 \cdot 10^4$. Although both controllers result in the same mean value of the control harmonics, the discrete-time version is subject to a quite different transient response, than the continuous-time model. HHC inputs display the same 1.5 Hz (0.21/rev) oscillatory behavior observed for the controller at $V = 80$ kn.

The closed loop system at $V = 140$ kn becomes unstable for $r \lesssim 3.7 \cdot 10^4$ in the same fashion that the system at $V = 80$ kn did. Results for the case at $V = 140$ kn are qualitatively very similar to the stability values shown in Fig. 5.17 for $V = 80$ kn, and the same conclusions on the effects of the discrete nature of the HHC can be reached.

Figure 5.25 shows the real parts of selected discrete-time, closed-loop characteristic exponents for $V = 140$ kn ($\mu = 0.33$), and nominal feedback gain $\kappa = 1.0$, as a function of the controller effort setting $r$. Exponents for modes identified as the HHC, fundamental blade flapwise bending, and blade torsion modes are shown, with the flap mode becoming unstable for $r$ between $3 \cdot 10^4$ and $4 \cdot 10^4$.

Compared with results obtained, for the same flight condition but with a continuous HHC model, the allowable gains are lower. In Chapter 3, the closed loop system was studied for values of $r$ ranging from $10^3$ to $10^6$, and it was shown it becomes unstable at much lower values of $r$. Results shown in Fig. 4.55 show the system becomes unstable for $r \lesssim 7 \cdot 10^3$. 
5.4 Other considerations

The results presented in this section underscore the importance of a correct modeling of “real life” effects such as discrete sampling, computations, and control updates, even for the simplified, fixed T-matrix scheme used in this study. Several additional effects were neglected, and should be included or more carefully analyzed in future research. First, in the scheme of Fig. 1.1, it was assumed that the transient following each HHC update would take one quarter of a rotor revolution to die out. Simulation results not presented here indicate that a more realistic figure is 1-2 rotor revolutions for well-damped rotors with mechanical lag dampers, and up to 4-6 revolutions for lowly damped hingeless rotors. Second, the HHC update at each rotor revolution was simulated as a pure step. While rotating system HHC actuators are very fast, they cannot generate such steps, and therefore they add their own delay. Third, perfect measurements were assumed, whereas real sensors introduce their own dynamics in the loop. Finally, practical digital harmonic analyses will require the use of windows, which may introduce further delays and spurious dynamics. All these effects must be taken into account to obtain realistic predictions of the maximum performance achievable by an HHC system.
Figure 5.1: HHC control input magnitude in degrees for continuous and discrete models with $r = 0$, $V = 80$ kn ($\mu = 0.188$)
Figure 5.2: HHC control input magnitude in degrees for continuous and discrete models

with $r = 1,000$, $V = 80$ kn ($\mu = 0.188$)
Figure 5.3: HHC control input magnitude in degrees for continuous and discrete models with $r = 0$, $V = 140$ kn ($\mu = 0.33$)
Figure 5.4: HHC control input magnitude in degrees for continuous and discrete models with $r = 1,000$, $V = 140$ kn ($\mu = 0.33$)
Figure 5.5: Real parts of selected low damping closed-loop stability eigenvalues for $V = 80$ kn ($\mu = 0.188$) and low feedback gain $\kappa \approx 0.07$, as a function of controller tuning parameter $r$
Figure 5.6: Real parts of selected rotor closed-loop stability eigenvalues for $V = 80$ kn ($\mu = 0.188$) and low feedback gain $\kappa \approx 0.07$, as a function of controller tuning parameter $r$.
Figure 5.7: Real parts of selected low damping closed-loop stability eigenvalues for $V = 140$ kn ($\mu = 0.33$) and low feedback gain $\kappa \approx 0.07$, as a function of controller tuning parameter $r$. 
Figure 5.8: Real parts of selected rotor closed-loop stability eigenvalues for $V = 140$ kn ($\mu = 0.33$) and low feedback gain $\kappa \approx 0.07$, as a function of controller tuning parameter $r$
Figure 5.9: Optimal vibration cost index for low feedback gain continuous and discrete HHC controllers with different control effort settings, $V = 80$ kn ($\mu = 0.188$)
Figure 5.10: Optimal vibration cost index for low feedback gain continuous and discrete HHC controllers with different control effort settings, $V = 140$ kn ($\mu = 0.33$)
Figure 5.11: Vertical accelerations $\dot{w}$ at the helicopter center of mass for $V = 80$ kn ($\mu = 0.188$) and tuning parameter $r = 2 \times 10^4$ (top), $r = 5 \times 10^4$ (center), and $r = 8 \times 10^4$ (bottom)
Figure 5.12: Closed-loop 4/rev vertical acceleration response $\ddot{w}$ at the helicopter center of mass for $V = 80$ kn ($\mu = 0.188$); baseline open-loop response, and prediction with linear and nonlinear simulation models.
Figure 5.13: HHC control input magnitude in degrees for continuous and discrete models

with $r = 8 \cdot 10^4$, $V = 80$ kn ($\mu = 0.188$)
Figure 5.14: HHC control input phase in degrees for continuous and discrete models with

\[ r = 8 \cdot 10^4, \; V = 80 \text{ kn} \; (\mu = 0.188) \]
Figure 5.15: HHC control input magnitude in degrees for continuous and discrete models with \( r = 5 \cdot 10^4 \), \( V = 80 \text{ kn} \) (\( \mu = 0.188 \))
Figure 5.16: HHC control input phase in degrees for continuous and discrete models with $r = 5 \cdot 10^4$, $V = 80$ kn ($\mu = 0.188$)
Figure 5.17: Real parts of selected closed-loop stability eigenvalues for $V = 80$ kn ($\mu = 0.188$) and a high feedback gain $\kappa = 1.0$, as a function of controller tuning parameter $r$
Figure 5.18: Vertical accelerations $\dot{w}$ at the helicopter center of mass for $V = 140$ kn ($\mu = 0.33$) and tuning parameter $r = 10^4$ (top), $r = 3.8 \times 10^4$ (center), and $r = 10^5$ (bottom)
Figure 5.19: Vertical accelerations \( \ddot{w} \) at the helicopter center of mass for \( V = 140 \text{ kn} \) \((\mu = 0.33)\) and tuning parameter \( r = 10^4 \) (top), \( r = 5 \times 10^4 \) (center), and \( r = 10^5 \) (bottom)
Figure 5.20: Closed-loop 4/rev vertical acceleration response $\ddot{w}$ at the helicopter center of mass for $V = 140$ kn ($\mu = 0.33$); baseline open-loop response, and prediction with linear and nonlinear simulation models.
Figure 5.21: HHC control input magnitude in degrees for continuous and discrete models with $r = 10^5$, $V = 140$ kn ($\mu = 0.33$)
Figure 5.22: HHC control input phase in degrees for continuous and discrete models with $r = 10^5$, $V = 140$ kn ($\mu = 0.33$)
Figure 5.23: HHC control input magnitude in degrees for continuous and discrete models with $r = 4 \cdot 10^4$, $V = 140$ kn ($\mu = 0.33$)
Figure 5.24: HHC control input phase in degrees for continuous and discrete models with

\[ r = 4 \cdot 10^4, \; V = 140 \text{ kn} \; (\mu = 0.33) \]
Figure 5.25: Real parts of selected discrete-time, closed-loop characteristic exponents for $V = 140$ kn ($\mu = 0.33$) and nominal feedback gain $\kappa = 1.0$, as a function of controller tuning parameter $r$. 
Chapter 6

Summary and Conclusions

This study presented an aeromechanical closed loop stability and response analysis of a hingeless rotor helicopter with a Higher Harmonic Control (HHC) system for vibration reduction. The analysis fully included the rigid body dynamics of the helicopter and the flexibility of the rotor blades. It was assumed that the gain matrix $T$ was fixed and computed off-line. The discrete elements of the HHC control loop were rigorously modeled, including the presence of two different time scales in the loop. By also formulating the coupled rotor-fuselage dynamics in discrete form, the entire coupled helicopter-HHC system could be rigorously modeled as a discrete system. Finally, the effect of the periodicity of the equations of motion was rigorously taken into account by converting the system with periodic coefficients into an equivalent system with constant coefficients and identical stability properties using a time lifting technique.

Before studying the effects of the discrete elements in the loop, however, an approximate continuous modeling of the Higher Harmonic Control system for the control of vibrations in helicopters was formulated in a state space framework. The extension of this state space representation to the case of control inputs acting at a frequency different from that of the disturbance has been analyzed in the framework of periodic systems
theory. The development of the state-space formulation for a multi-input/multi-output (MIMO) Higher Harmonic Control (HHC) system was presented in this study. The first step in this formulation was the state space derivation of a continuous-time form of a single-input/single-output HHC compensator with input and output at the same rotor harmonic; this approach was then extended to the case of different harmonics in input and output, which resulted in a periodic single-input/single-output HHC compensator; and finally, this result was generalized for the derivation of the MIMO state space form of the HHC controller.

The study presented the results of a numerical investigation of stability and performance properties of a closed loop HHC system, implemented in the rotating system, based on a simulation model of the coupled rotor-fuselage dynamics of a four-bladed hingeless rotor helicopter. Stability was quantified through the Floquet characteristic exponents of the closed loop systems, which are formulated from linearized time periodic helicopter models extracted numerically from a nonlinear mathematical model. Performance of the HHC system and validation of the stability results is done in the time-domain by computation of the dynamic time history of the closed loop responses for both linear and nonlinear helicopter models.

The aforementioned computational helicopter model is found to lead to deficient vibratory hub load predictions, due to oversimplifications made in the aerodynamics modeling. The conclusions reached in this study must be considered in light of the natural limitations or simplifications of the computational helicopter model at hand. This exemplifies the fundamental tradeoff between the desire to accurately model nature, and the availability of mathematical models suitable for control design or analysis.
6.1 Conclusions

Simulation results show that both, the periodicity of helicopter dynamics, as well as the discrete time nature of the controller, play significant roles in determining the closed loop characteristics of the control system, especially for high bandwidth, or high feedback gain, control system designs which would invalidate the normal quasisteady assumption found in the literature. In light of the simulation and stability results presented in this study the following conclusions are put forward:

The first and most important conclusion of the present study is that discrete elements in the HHC loop must be modeled in any HHC stability analysis, in particular the control updating frequency, which is found to have the strongest impact on stability. Not doing so is unconservative and can potentially result in erroneous predictions of the stability of the coupled helicopter-HHC closed loop system, as well as of the HHC vibration attenuation performance. For the helicopter configuration and HHC structure used in this study, there exists a significant band of control effort settings in which the closed loop, coupled helicopter-HHC system with an approximate continuous modeling of the HHC system remains stable, whereas the more rigorous discrete analysis shows that closed loop instabilities can occur. The HHC gains must be reduced to account for the loss of gain margin brought about by the discrete elements.

The previous conclusion is predicated on the assumption that periodic dynamics inherent in the closed loop helicopter-HHC system are correctly taken into account in the stability analysis. The HHC problem is intrinsically time periodic if the HHC inputs include frequencies other than the frequency one wishes to attenuate. This is true even
if the rest of the model is assumed to be time invariant. In these cases, the closed loop stability results obtained using constant coefficient approximations are incorrect even at the lower values of the advance ratio $\mu$, where the constant coefficient approximation of the open loop dynamics is accurate.

Based on the results presented in this dissertation, the following conclusions of the study can also be established:

1. The fixed gain HHC controller is very effective in reducing the combined effect of the desired components of the 4/rev accelerations at the center of gravity, at least at its design condition. Overall percentage reductions of the optimal cost function $J$ indicated in the simulations are in excess of 90–94%. The minimization of the cost index $J$ does not guarantee all the components of the 4/rev accelerations are reduced for every control design. However, because the simplifications in the model lead to the underestimation of these vibratory components, the absolute values of the reduction and the control inputs might not be fully reliable.

2. The attenuation of vibration, as measured by the optimal cost index $J$, occurs within 1–7 sec after the HHC system is turned on, depending on the amount of control effort applied. These time-scales indicate that closed loop bandwidth ranges from values well below 1 up to 6 rad/sec. The lowest of these values overlap with the frequency band in which flight control systems and human pilots tend to operate. This is mainly the case for the lowest control effort settings, for which vibration attenuation takes place within 4–7 sec after the HHC is turned on. The time constants associated with these settling times are roughly equivalent to closed loop
bandwidths of up to 1 rad/sec, which are well within the bandwidth of flight control systems and human pilots. Therefore, the interactions and potential adverse effects on the stability and other control characteristics of the helicopter should be explored.

3. Adequate vibration attenuation is achieved by means of a LQR control framework designed on the basis of an approximate estimate of the T-matrix. This shows that accurate knowledge of $T^{-1}$ is not strictly necessary, although performance does improve when the feedback gain is closer to the ideal case (i.e., $K = T^{-1}$). Reliance on a constant T-matrix is one of the key limitations of this research, although it is fully justifiable as a first step toward a rigorous treatment of the problem, due to the lack of a suitable theory to deal with an adaptive (and therefore essentially nonlinear) T-matrix.

4. When feedback gains are sufficiently small, as is the case for low control effort HHC designs, closed loop helicopter stability exponents of discrete and continuous systems remain in good agreement with the open loop values, so that closed loop dynamics can be considered quasisteady. Therefore discrete and continuous systems are both stable, and predicted steady state values of HHC input harmonics are in good agreement, although the initial transient behavior can be different. These differences become progressively less marked for lower control effort settings (i.e., $r \to \infty$), or low feedback gain designs ($\kappa = T/2$).

5. A linearized model of the helicopter dynamics is adequate for HHC design, as long as the periodicity of the system is correctly taken into account, i.e., periodicity is
more important than nonlinearity, at least for the mathematical model used in this study.

6. Unsteady aerodynamics has a minor impact on the closed loop HHC vibration attenuation performance for the model used in this study, due to the small amplitudes of the HHC input harmonics which result from the low vibration levels predicted by the mathematical model. Under these conditions, linearized models of the helicopter on the basis of quasisteady aerodynamics are adequate for HHC design. However, this assertion should be reevaluated when better predictions of the vibratory components are available.

6.2 Future work

The research presented in this investigation points out to the importance of accounting for the time-periodic dynamics in the loop and the discrete-time elements of the HHC system in the analysis of closed loop HHC stability, in particular when controller conditions are such that the quasisteady assumption is not satisfied. There are some areas, however, in which the present analysis was limited by modeling constraints of the analytical simulation program. This section suggests possible research efforts which could serve to fill in some of the gaps left in this investigation.

1. Improve the vibratory hub load level prediction capability of the mathematical model. If possible, support this effort through validation with wind tunnel data or flight test data.
2. Improve the modeling of aerodynamic loads through the incorporation of non-uniform inflow or time-marching free wake models, and dynamic stall models. Dynamic stall has been shown to be a primary cause of vibration in helicopters, particularly at high advance ratio flight, and becomes significant in maneuvers or flight conditions where portions of the blade are subject to stalling.

3. Extend this investigation to include the impact of dynamic stall on stability and performance of the closed loop, coupled helicopter-HHC system. The latter is significant because HHC can potentially increase stall regions on the rotor disk, especially at the onset of closed loop instability, where large amplitude higher harmonic blade pitch oscillations are expected. Additionally, dynamic blade stall invalidates the linearity assumption of the HHC input-output relation, and can, consequently, have a real impact on the stability boundaries of the closed loop, coupled helicopter-HHC system.

4. Investigate the robustness of HHC in more aggressive maneuvers, as well as the potential impact of FCS/HHC interactions on the closed loop stability of the coupled helicopter-HHC systems.
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