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Chapter 1

Background

Energetic neutral atom (ENA) detection has recently emerged as a method for studying space plasmas. Energetic plasma structures in the presence of an ambient neutral particle background in space produce energetic neutral atoms through charge exchange interactions. After a plasma ion exchanges charge with a neutral background atom and becomes an energetic neutral atom, it is no longer affected by the magnetic and electric fields of the plasma. In space, ENAs can travel long distances without interaction with other particles, making them ideal for observing the interaction between plasma structures and the neutral background. ENAs are often grouped into three overlapping categories based on their kinetic energy, high (10 keV and above), medium (100 eV to 50 keV) and low (less than 500 eV), sometimes these groups are referred to as high, low and ultra low respectively [1].

1.1 Space Plasmas

1.1.1 Magnetospheres

The study of space plasmas is important for space exploration both near and far from Earth. Of current interest are the magnetospheres of planets and planetary satellites and the heliosphere. Planetary magnetospheres are the regions in space where charged particle motion is influenced by the magnetic field of the planet.
They are found around planets with strong magnetic fields, like the Earth, Jupiter and Saturn, but planets without a magnetic field, or one too weak to support a magnetosphere, can sometimes have magnetosphere-like features, such as the bow shock and magnetosheath around Venus [2].

Of the known magnetospheres, the one around Earth (Fig. 1.1) has been studied the most. Interactions between the magnetic field of the Earth and the solar wind shape the magnetosphere. Ionized particles from the atmosphere and from the solar wind populate the plasmas in the magnetosphere. The solar wind compresses the magnetic field of the Earth on the dayside of the planet, where it extends between 10 to 11 Earth Radii ($R_E$), and stretches it into the long magnetotail on the night side, more than 200 $R_E$ in length from the center of the Earth. The magnetosphere deflects most of the incoming solar wind ions, shielding the atmosphere from direct bombardment. A bow shock is formed on the sunward side of the magnetosphere where the solar wind ions are slowed and deflected. This region of slowed solar wind is known as the magnetosheath. Inside the magnetosheath is the magnetopause, the boundary that most solar wind ions are unable to cross. There are two polar cusps, holes in the magnetopause that allow solar wind ions to penetrate deep into the atmosphere. Solar wind ions that leak through the magnetopause tend to first pool in the plasma sheet in the middle of the magnetotail. The plasma sheet has a weak magnetic field that allows the particles in it to leak out and populate the rest of the magnetosphere. The Plasmasphere is contained in the closed magnetic field lines that circle around the Earth and ends at a about 4.7 $R_E$ from the center of the Earth. The radiation belts inside the plasmasphere are a result of energetic
particles that travel between the poles of the planet along the closed magnetic field lines. The charged particles slow down and can reverse direction as they move closer to the poles of the planet. It is possible for a single particle to make several trips between the poles as a part of the radiation belts. The ring current comes from the circulation of the radiation belts around the planet and can weaken the magnetic field measured at the surface of the Earth.

Interactions between the solar wind and the magnetosphere can have serious effects on wireless communications, spacecraft orbits and terrestrial power grids. Study of these plasma systems with ENAs is an effective way of imaging the plasma structures and observing their time evolution.

1.1.2 The Heliosphere

The heliosphere is the region in space filled with the expanding solar wind and permeated by the sun’s magnetic field (Fig. 1.2). The exact size of the heliosphere is unknown, but it extends far beyond the solar system with the termination shock at about 100 astronomical units (AU) from the sun and the heliopause at about 150 AU. Inside the solar system, solar wind particles have directed speeds away from the sun between 300 and 600 km/s at Earth orbit, but they slow down as the distance from the sun increases until they reach the solar wind termination shock where the directed velocity of the particles becomes smaller than their random velocities. From the termination shock the solar wind continues to expand creating the heliosheath. The heliopause marks the outer edge of the heliosheath, where the solar wind meets
Figure 1.1: Diagram of the magnetosphere around the Earth. The basic shape of the magnetic field lines are shown and specific plasma structures are indicated [3].
Figure 1.2: Diagram of the heliosphere around the solar system [4].
the interstellar medium. The heliosphere repels charged particles from interstellar space and is filled mostly with the solar wind produced by the sun. Charged particles in the heliosphere are mostly protons, helium ions, and electrons although heavier ions, up to iron, are also present in small amounts. Most charged particles in the interstellar medium do not cross the heliopause. Due to the motion of the solar system relative to the interstellar medium, the heliosphere may form a bow shock at the forward end that domes around the solar system and then forms a long tail on the other side.

1.2 Detecting Neutral Particles

ENA detection offers a method to study the processes that occur between plasmas and the neutral background atoms in space. Since the ENAs are not effected by the electric and magnetic fields that confine the plasma, ENA detectors do not have to be inside a specific plasma to observe these interactions. The measurements provide a global view of the plasma interactions in contrast to the local view gained by detecting plasma ions directly from within the plasma. Reconstructing the three-dimensional plasma object from two-dimensional ENA images is model dependent and is a valuable addition when made in parallel with other observations [5].

This work involves improving detection methods for low energy ENAs. Quantities of interest are atom species and energy. Methods for detecting high and medium energy ENAs can involve their first passing through thin films (50 to 150 nm thick) or ultra thin foils (2 to 20 nm thick) before reaching a solid state detector
where the ENA can be detected and its kinetic energy determined. The secondary
electrons emitted from the foils are used as an initial "start" signal to mark the
time when the ENA enters the detector and the "stop" signal comes from the solid
state detector. This method can yield time of flight and hence energy information
[6, 7]. This information, combined with the spatial distribution of detected ENAs
can give a global view of a plasma object in space. Low energy ENAs cannot pass
through thin films or ultra thin foils, or produce secondary electrons efficiently. One
method for detecting low energy ENAs is conversion of the atom to a negative ion
by scattering from a conversion surface [8]. Once converted to a negative ion, the
ENA may be guided to a detector and counted with nearly 100% efficiency. The
main advantage of negative ion conversion is a low threshold energy so the incident
ENAs with very low energies can be converted and counted. Conversion to negative
ions preserves information about the direction and energy of the ENA.

The sensitivity of a detector based on surface conversion is limited by the
efficiency of the target surface in converting the ENA to a negative ion. Many
experiments have tested the conversion properties of various surfaces, with extensive
research done on metals covered by a layer of cesium or other alkali atoms [9, 10, 11].
Tungsten surfaces covered by a layer of cesium have been found to have some of the
highest conversion efficiencies, however reactivity presents practical difficulties in
using such surfaces in space instruments. To maintain an uncontaminated alkali
layer in a space environment, equipment for cleaning the surface and reapplying the
layer is needed. Elaborate equipment to maintain the surface in working condition is
a limitation on a satellite or probe because of power, weight and size considerations.
This thesis describes tests of the conversion efficiency of surfaces that have not undergone any special treatment or cleaning. The goal is to find surfaces that have a good conversion efficiency and at the same time resist contamination, thus simplifying the design of a low energy neutral atom detector.

The Low Energy Neutral Atom (LENA) Imager on board the Imager for Magnetosphere-to-Aurora Global Exploration (IMAGE) satellite uses a polished tungsten plate as the conversion surface to produce negative ions. The surface was found to have a conversion efficiency of less than 1% and LENA has been successful in measuring neutral particle fluxes from the Earth’s magnetosphere and the sun [12, 13]. The instrument is the first of its type to be flown and, even with its low conversion efficiency, has proved useful in observing the near Earth space environment. Future instrument designs would benefit greatly from an improved conversion surface.

Chapter 2 and 3 contain a brief discussion of the theory of surface conversion and an overview of previous experiments with various surfaces. Chapter 4 deals primarily with the experimental apparatus used for the measurements performed for this thesis and a description of these measurements. The goal is to evaluate the surfaces and compare their relative conversion efficiencies taking into account a number of limitations. The data are presented and discussed in Chapter 5.
Chapter 2

Theory

Theories about charge exchange between an atom and a surface depend on the surface material. Models for charge exchange assume an atomically clean and flat surface and are compared with experimental data obtained from surfaces that have undergone extensive cleaning. In a spacecraft application, it is not possible to maintain a clean surface without added equipment and procedures, which can complicate instrument design. Even if the surface is cleaned and protected during launch, once final orbit has been attained the surface must be exposed and adsorbates can collect from other spacecraft components as they out-gas. In all cases, contamination will alter the electronic structure of the surface. Because overall charge exchange efficiency is affected by the top most layers of the surface, it may depend more on the adsorbed surface material than the surface material itself.

To fit experimental data of negative ion fractions emitted from clean surfaces upon neutral atom collisions models have been used, but calculating the negative ion conversion efficiency of a laboratory surface is a much more involved task. Impurities and adsorbates on the surface can change the electronic processes and affect the reflection and ionization of incident neutral atoms. This experimental study used surfaces that were not extensively cleaned so the applicability of the current theories is limited but can serve as a guide for the organization of the experimental data.
Conversion of an atom or molecule to an ion through surface scattering is usually described by backscattering followed by charge exchange between the atom or molecule on the outward trajectory and the surface. Next is a brief description of the current theory of scattering between atoms and surfaces followed by models of charge exchange for both metal and dielectric surfaces.

2.1 Ion Stopping and Backscattering

Energetic atoms, referred to as projectiles, can penetrate a target material for some distance and scatter from the atoms in the bulk material on or below the surface. The projectile undergoes both elastic and inelastic collisions while inside the target surface. Depending on target thickness and atom penetration, it is possible for the projectile to backscatter from the same side of the target that it entered. Low energy ENAs are more likely to backscatter from the surface rather scatter through the target material to the other side.

Elastic scattering between the projectile and the surface atoms accounts for most of the trajectory deflections and a relatively small fraction of the energy loss for projectiles with low mass compared to the target atoms. Scattering calculations generally use the two particle approximation in which only the fraction of the total energy transferred to the target atom in a binary collision is considered. The fraction is given by

$$\frac{T}{E_0} = \frac{\left( \cos \theta + \sqrt{\frac{M_2}{M_1} - \sin^2 \theta} \right)^2}{(1 + \frac{M_2}{M_1})^2},$$

where $T$ is the energy absorbed by the target atom, $E_0$ is the initial energy of the
ion, $M_1$ and $M_2$ are the masses of the projectile and target atom respectively, and $\theta$ is the scattering angle of the projectile. The maximum energy transfer takes place during a head-on collision, $\theta = 180^\circ$, and becomes smaller as the ratio of the mass of the projectile and the mass of the atom decreases. At high projectile energies, the scattering reduces to Rutherford two body scattering, where the interaction only depends on the charges and masses of the nuclei of the atom and projectile. At lower energies there is a screening effect due to the electrons around the two nuclei that modifies the potential between the atom and projectile. Detailed, accurate calculations of the interatomic potential that account for the states of the scattered particles can be made using Hartree-Fock approximations for the atoms. It can be used for all combinations of atoms but is computationally intensive and better used as a benchmark for comparison with simpler approaches. Potentials are often calculated using a simplified quantum mechanical approach where the projectile and atom are assumed to have spherically symmetrical charge distributions around a point charge at the center representing the nucleus with the shapes of the charge distributions remaining unchanged throughout the interaction [14, 15]. From the approximate charge distributions of the atom and projectile, the interatomic potential is calculated, and then used with the initial energy and the impact parameter of the collision to determine the scattering angle and transferred energy. The projectiles generally undergo multiple collisions in a specific target and the energy loss can be expressed as a continuous function. The nuclear stopping cross section, $S_n(E)$, gives
the average energy lost by the projectile per unit path length

\[ N \times S_n(E) = \frac{dE}{dR}, \]  

(2.2)

where \( N \) is the atomic number density of the target, \( E \) is the projectile energy and \( R \) is the path length inside the target. For a given incident ion energy, the stopping cross section can be used to give an average distance that the projectile travels in the target before it becomes embedded. This model is classical and provides a simple approximation for each atomic collision in the target material.

Ions in solids undergo inelastic energy loss largely due to kinetic energy transferred to the electrons in the target, also referred to as electronic stopping. Inelastic collisions account for most of the energy loss for energetic light ions in solids. An early classical description of this problem by Niels Bohr was extended by Bethe and Bloch using quantum mechanics and remains the basic method for calculating energy loss [16]. This approach is applicable to fully stripped ions moving much faster than the electrons in the target, and is usually assumed to be valid for energies above 1 MeV/amu. At lower energies, experimental data on hydrogen stopping cross sections can be scaled to heavier ions for the same target and velocity. For particles moving slower than the valence electrons in the solid, electronic stopping has also been addressed by Fermi and Teller [17]. Electronic stopping has very little effect on the direction of the ion as it moves through the solid. Stopping cross sections for the electronic interactions can be constructed to calculate the inelastic energy loss of the projectile and whether it becomes embedded in the target.

Estimation of the angular and energy distributions of backscattered negative
ions from a surface were performed with SRIM 2006 (The Stopping and Range of Ions in Matter) software. The software uses the Monte Carlo method to calculate ion ranges and was developed by J. F. Ziegler et al. [14]. A random number is seeded into the energy and direction calculation for each collision event, and the results are averaged over the path traveled between collisions. The SRIM code is based on screened Coulomb potentials between the projectile and target atoms and also includes effects from the overlap between the electron shells of the colliding particles. Comparison of SRIM stopping power calculations with experimental results varies for different ions and atoms but generally 80% of the measured and calculated values agree within 10% for projectile energies above 1keV/amu. In the present work, the applicability of SRIM simulations is inferred by its agreement with the measured angular distributions (see Chapter 4). SRIM simulations allow limited angular measurements to be extended beyond the range of the instruments.

2.2 Charge Exchange between Atoms and Surfaces

2.2.1 Metal Surfaces

Electron transfer between atoms and metal surfaces is often described as a resonant charge exchange between the conduction band of the metal surface and the valence level of the atom. The following is a discussion the resonant charge transfer (RCT) model (schematic shown in Fig 2.1, as described by Rasser, van Wunnik and Los [18]). Atomic units are used throughout unless otherwise specified.

The electron affinity level of an atom is the energy difference between a neutral
Figure 2.1: A schematic diagram of the resonant charge transfer model interaction between an atom and a metal surface placed at $z=0$ with a work function of $\Phi$. At position $z$, the electron affinity ($EA$) of the atom lies above the conduction band of the metal. Upon approaching the surface, the affinity level is lowered by $\Delta E_m$ and broadened by $\Gamma$. Resonant transitions occur when the energy of the metal conduction band and the electron affinity of the atom are similar.
atom and its anion. The lower the electron affinity is, the more likely an atom is favored to gain an electron. As a hydrogen atom approaches a metal surface, the electron affinity level is lowered and broadened by the interaction between the atom and the induced image charge in the surface. The electron affinity level of the atom will shift below the conduction band of the metal at close distances allowing electrons to make transitions between the metal and the atom. The shift in the affinity level, $\Delta E_m$, is given by the potential between the charge and its induced image charge in the metal

$$\Delta E_m = \frac{1}{4(z + z_0)}, \quad (2.3)$$

where $z$ is the distance between the atom and the surface and $z_0$ is a displacement due to the screening length of the metal [19]. The potential given by a classical image charge is not explicitly valid for atom distances less than 10 $a_0$ to the surface because the induced charge on the surface is not perfectly planar and will include dipolar and higher multi-polar interactions [20]. However, the image potential has been shown to be a good approximation at distances as close as 4 $a_0$ [21]. The broadening of the affinity level is attributed to the interaction between the atom states and the metal states allowing an electron to resonate between them resulting in a finite lifetime of the atom state. The electron affinity level band will have a finite width because of the Heisenberg uncertainty principle [22]. The level broadening is given by $\Gamma = \hbar \omega$, where $\omega$ is the transition frequency obtained from Fermi’s Golden Rule

$$\omega = 2\pi \sum_{i,f} |<i|H'|f>|^2 \rho(E), \quad (2.4)$$
where \( \rho(E) \) is the density of states in the metal, \(|i>\) and \(|f>\) are respectively the initial state of the neutral atom and the metal, and the final state of the ion and metal. The sum is over the degenerate states of the metal and negative ion, that is, the states of the two systems that share the same energy value. The relevant terms in the total Hamiltonian only involve the coordinates of the transferred electron and the image potentials induced by the atom as it nears the surface, see Fig. 2.2 for the meanings of \( r_1, r_{12}, d_1, D_1 \) and \( D_1' \).

\[
H_1 = -\frac{1}{2} \nabla_1^2 - \frac{1}{r_1} + \frac{1}{r_{12}} - \frac{1}{4d_1} + \frac{1}{D_1} + \frac{1}{D_1'} \tag{2.5}
\]

This Hamiltonian can be further split into soluble and perturbative parts, analogous to the situation between a metal surface and neutral atom [23, 24]. For a metal ion perturbed by a nearby neutral atom, the perturbed Hamiltonian takes the form

\[
H' = -\frac{1}{r_1} + \frac{1}{r_{12}} \tag{2.6}
\]

and is substituted in Eq 2.4 to evaluate the transition frequency of the electron.

A stationary atom above a metal surface will be in a charge state that depends on the overlap between the widened electron affinity level and the metal conduction band. The equilibrium charge state of the atom, \( n^-(z) \), can be expressed as

\[
n^-(z) = \frac{1}{\pi} \int_{-V_0}^{-\Phi} \frac{\Gamma(z)}{2} \frac{1}{(E + EA + \Delta E)^2 + \frac{\Gamma(z)^2}{4}} dE, \tag{2.7}
\]

where \(-V_0\) is the bottom of the conduction band, determined in the free electron model by the sum of the Fermi energy and work function of the metal [25]. The equilibrium charge state can be thought of as the negative ion fraction of a number of hydrogen atoms sitting above a metal surface at distance \( z \).
Figure 2.2: Image interaction model between a negative hydrogen ion and a metallic surface. The electron $e_1$ can move between the conduction band states of the metal and the negative ion state for $z$ small.
Given a system where the initial charge state \( P_i(0) \) is not equal to the equilibrium value, the time evolution of the system is given by the rate equation

\[
\frac{d}{dt} P_i(t) = \omega(z)[n^-(z) - P_i(t)].
\] (2.8)

The charge state will evolve with a time constant equal to \( w^-(z) \) and will converge to the equilibrium charge state for \( t \to \infty \). Using a straight line approximation for the outward trajectory and \( z_0 \) as the turning point or closest distance to the surface where a negative ion is possible, the rate equation can be expressed as a function of distance,

\[
\frac{d}{dz} P_i(z) = \frac{\omega(z)}{v_\perp} \cdot [n^-(z) - P_i(z)].
\] (2.9)

The final negative charge fraction of a system of atoms leaving the surface is then the rate equation integrated from the turning point to infinity,

\[
P_i(\infty) = P_i(z_0) \cdot \exp \left[ -\int_{z_0}^{\infty} \frac{\omega(z)}{v_\perp} \, dz \right] + \int_{z_0}^{\infty} n^-(z) \cdot \frac{\omega(z)}{v_\perp} \cdot \exp \left[ -\int_{z_0}^{z} \frac{\omega(z')}{v_\perp} \, dz' \right] \, dz.
\] (2.10)

The first term describes the decay of the initial negative ions present at the turning point and the second term is the formation of negative ions along the outward trajectory. The initial negative charge fraction, \( P_i(z_0) \), is approximated as the equilibrium charge state at the turning point of the atoms, \( n^-(z_0) \).

The above equations only take into account the perpendicular velocity of the atom motion. The parallel velocity can affect the image charge screening between the metal surface and atom. Boyer showed that the screening is not affected by the parallel velocity so long as

\[
\frac{\eta v_\parallel}{d} \ll 1,
\] (2.11)
where $\eta$ is the resistivity of the metal, $v_\parallel$ is the parallel velocity component of the atom and $d$ is the distance separating the atom and metal surface and are evaluated in CGS units, which gives a unitless result \[26\]. The parallel velocity component is introduced in this scheme as a velocity shift between the electrons in the target metal and the atom \[27, 28\]. Only electrons with a velocity approximately equal to the parallel velocity of the atom can make the transition from the surface. This does not affect the transition rate, but instead changes the equilibrium charge state of the system because it alters the overlap between filled electron states and states that are in resonance \[29\]. In most cases, $n^-(z)$ is lower than in the $0 v_\parallel$ case. Measurements of the $v_\parallel$ dependence in the above literature are based on ion fractions collected by adjusting the incident energy and angle, and detection angle to achieve constant $v_\perp$. The energy range used in this experiment and the metal resistivities are low enough to not affect the metal screening, so the affinity level changes do not differ from the $v_\parallel = 0$ case.

The RCT model depends on many different surface and atom properties to predict negative ion formation. The width and shift in the projectile affinity level determine the distances between the atom and surface where charge exchange is possible. These changes are not fully understood at very close distances, where charge exchange is most probable, and errors introduced there can cause over- or under-estimation of charge exchange fractions by orders of magnitude. The main surface properties are work function and Fermi energy. These properties are used to calculate the equilibrium charge state the projectiles at some distance from the surface. Low work functions allow charge exchanges to occur at greater distances.
from the surface and a high Fermi energy increases the interval of the integral in equation 2.7, which will increase the value of the equilibrium charge state of the projectile above the surface.

2.2.2 Dielectric Surfaces

Dielectric surfaces have not been studied to the same extent as metal surfaces for charge exchange characteristics, but measured negative ion fractions of hydrogen and oxygen from silicon at incident energies between 1 and 4 keV show efficiencies comparable to a clean aluminum surface [30, 31, 32]. A number of other studies exist on the formation of H\(^-\) and O\(^-\) ions on diamond surfaces [33, 34, 35]. Resonant tunneling, as described above, cannot occur due to the existence of a band gap. For silicon, negative ion formation is often attributed to the dangling bonds that are present on the surface layer of a bulk crystal and a non-resonant charge exchange with the electron affinity level of the atom [36]. This mechanism was also used to explain the appearance of O\(^-\) ions after dissociative scattering of NO\(^+\) ions on a GaAs surface [37]. The angular dependence observed for O\(^-\) scattering from the surface was explained in terms of the interactions with the surface sites where dangling bonds exist. However, unless the surface is cleaned extensively, dangling bonds will form an oxide layer which will alter the electronic interaction between the surface and incident beam.

Surface sites are used to explain the negative ion fractions observed in scattering from ionic compounds, such as MgO and LiF. The surface is divided into
active and inactive sites. When scattering from an ionic crystal at grazing angles, the atom passes over the surface and can interact with an active site and gain an electron. In the case of ionic compounds, the active site is assumed to be located around the cations in the solid. The electronic band gap of the surface inhibits electron loss from the ion, increasing the survival of negative ions as they move away from the surface [36]. In the case of alkali-halide surfaces, the valence band electrons are localized around the halogen atoms [38]. Electron binding energies can be approximated by a free ion modified by the Madelung potential of the crystal [39]. Charge exchange can be viewed as a binary interaction between the atom and the active site with all other crystal ions acting as point charges. This model can also include oxide surfaces such as MgO, by taking into account the doubly charged ions in the crystal [40].

In the model of Borisov and Esaulov the transition efficiency depends on the energy difference $\Delta E_d$, between the initial ($Surf^- + A^q$) and final ($Surf^0 + A^{q-1}$) states of the atom passing over an active site [36].

$$\Delta E_d(\vec{R}) = E(Surf^0 + A^{q-1}) - E(Surf^- + A^q) \quad (2.12)$$

Here $Surf^-$ is the active site on the surface and $A^q$ is the projectile atom at a distance $R$ from the active site. Neglecting any polarizing effects and keeping $\vec{R}$ large enough to avoid any overlap between the projectile and the electron cloud of the active site and taking into account the interaction energy between the surrounding surface point charges the energy difference becomes

$$\Delta E_d(\vec{R}) = \varepsilon_{Surf} - \varepsilon_A + \sum_i \frac{q_i}{|\vec{r}_i|} - \sum_i \frac{q_i}{|\vec{R} - \vec{r}_i|} + \frac{q}{\vec{R}} \quad (2.13)$$
Here, $\varepsilon_{Surf}$ and $\varepsilon_A$ are the binding energies of the free surface site ion and projectile respectively, $q_i$ is the charge of the non-active sites in the crystal surface located at $\vec{r}_i$ from the active site. The third term of Eq. 2.13 is the energy between the active site and all other sites in the crystal, the fourth term is the difference in energy between the point charges and projectile in the initial and final states. The last term is the interaction between the projectile and the active site.

As the projectile atom passes over the ionic crystal, it will undergo multiple interactions with sites along the surface. At distances close to an active site, $\Delta E_d$ can be considered constant and the Demkov-Nikitin near-resonant electron transfer model can be used to find the charge exchange probability [41]. The estimated charge transfer probability from the active site to the projectile becomes

$$P^{site} = \frac{1}{2} sech^2 \left( \frac{\pi \gamma \cdot \Delta E_d}{v} \right)$$  \hspace{1cm} (2.14)

with

$$\gamma^{-1} = \frac{\left( \sqrt{2\varepsilon_{Surf}} + \sqrt{2\varepsilon_A} \right)}{2}$$  \hspace{1cm} (2.15)

where $v$ is the velocity of the projectile and $\gamma$ characterizes the decay of the electron transfer interaction energy. Ignoring any destruction mechanisms, where the extra electron is transferred back to the surface, the final probability of forming a negative ion over the surface becomes

$$P^{total} = 1 - (1 - P^{site})^N,$$  \hspace{1cm} (2.16)

where $N$ is the number of interactions between the projectile and active surface sites along its trajectory.
Destruction of the negative ions above the dielectric surface affects the total conversion efficiency. The projectile affinity level as a negative ion can be in the range of the conduction band level of the surface [42]. In this case, resonant charge exchange is possible from the projectile atom back to the surface as previously described in the RCT model. When the affinity level does not overlap with the conduction band, resonant charge exchange is still possible as a result of the velocity of the projectile [43]. The surface band structure, when viewed in the reference frame of the projectile, may allow resonant charge exchange that is not possible in the static case. The parallel velocity of the negative ion over an ionic crystal introduces an oscillating electric field from motion over the localized electronic structure of the surface. Resonant coherent excitation of the ion can cause electron transfer back to the surface for sufficiently high parallel velocities [44, 45]. These loss mechanisms are very specific to the target and projectile combinations.

2.3 Summary

Predicting negative ion formation on surfaces from theory is difficult for surfaces that are not ideal. Surface roughness, defects and adsorbates will affect the final charge states of scattered atoms. Even with ideal surfaces the models used are often simplified to make the calculations easier. The resonant charge exchange model has been applied to experimental results using fitting parameters. The screening length was used as a fitting parameter to evaluate the $\text{H}^-$ fraction from a cesiated tungsten surface using the RCT model for an incident $\text{H}^+$ beam of 100 eV [9]. The
theoretical negative ion fraction was then calculated for 200 eV and 400 eV beams and showed reasonable agreement with experiment. However, the fitting parameter screening length was twice as large as the screening length calculated directly from the electron density of the surface. Nevertheless the model can be useful in approximating the behavior of charge exchange over energy and angular ranges but is ultimately limited in predicting absolute charge exchange fractions in the absence of experimental data to establish the values of the adjustable parameters.
Chapter 3

Review of Previous Experiments

Scattering particles from surfaces has a long experimental history beginning with the \(\alpha\)-particle scattering experiments of Gieger and Mardsen in 1909 [46, 47]. Scattering experiments have expanded over time to include many different types of projectiles and targets and a wide variety of applications. Surface conversion to negative ions is a relatively recent approach as a detection method for neutral atoms in space, formulated in the 1990s [48]. Since then, a number of experiments have used grazing collisions with surfaces to investigate the charge states of backscattered particles.

Detecting low energy neutral atoms using surface conversion to negative ions was first put into practical use by the LENA imager aboard the IMAGE spacecraft, launched in 2000 by NASA [49]. Previous spacecraft instruments for detecting neutral atoms used different techniques to detect ENAs in the medium to high energy ranges. LENA used a polished polycrystalline tungsten surface to convert the incident low energy neutral atoms into negative ions and a strong electric field to guide the ions into a spherical electrostatic analyzer for detection. The tungsten surface was calibrated at the University of Denver and the University of Bern to determine the conversion efficiency. Conversion efficiency measurements were made using incident atoms of H and O on the bare tungsten surface as well as the surface
covered with a layer of cesium. The measured conversion efficiency using H atoms for the cesiated surface was about 2% and the bare surface conversion efficiency was about 1% over the energy range tested. The cesium covered surface was not used in the flight instrument due to the increase in surface maintenance equipment needed to keep the surface free of contamination.

In many of the references to conversion efficiency experiments, the reported measurement was the ratio of negative ions reflected from the surface to all ions and neutrals reflected from the surface, referred to here as the ion fraction. In the LENA work, the measurement of interest is of the ratio between the negative ion flux scattered from the surface to the total incoming neutral flux, referred to here as the conversion efficiency. In general, the ion fraction will be higher than the conversion efficiency due to implantation of part of the incident beam in the surface however, ion fractions can be used to infer the total conversion efficiency if enough is known about the fraction of incident beam particles that are captured by the surface after impact.

The following chapter reviews a number of surface experiments that measured the negative ion formation efficiency of different materials. The focus of the experiments was not always negative ion detection but they still provide data on surface negative ion formation.
3.1 Metal Surfaces

Tungsten surfaces have been studied for H$^-$ formation using 1000 eV beams of H$^+$ and H$_2^+$ by Levine and Barry [50]. The ions were directed perpendicular to the surface plane and the negative ions produced were focused into a detector. The authors observed two peaks in the negative ion current, a high energy peak corresponding to the converted negative ions from the incident beam and a low energy peak which was determined to be due to secondary ion emission from adsorbed material on the surface. These low energy ions had energies below 25 eV, leaving a great difference between the energies of the secondary ions and the scattered ions which had maximum intensity at 150 eV or above. The low energy peak was completely removed by heating the surface to about 925°C to remove the adsorbates. Secondary ion emission measurements performed on tungsten, by McCaughan, Sloane and Geddes, showed similar results [51]. In this experiment, the secondary ion intensity was measured to be about two orders of magnitude less than the intensity of the reflected incident 965 eV H$_2^+$ beam. The low energy peak intensity was around 10 eV compared to the high energy reflected component with maximum intensity at about 300 eV.

Overbosch, Rasser, Tenner and Los studied the temperature dependence of surface ionization using a neutral beam of sodium atoms, in the energy range of 30 to 500 eV, on a tungsten surface heated between 27°C and 1725°C [52]. These measurements were designed to look at the change in ion fraction as a function of surface temperature rather than the change in ion fraction as the adsorbates are
removed from a surface by heating. The particles from the surface are detected with an electron multiplier that had a grid maintained at a positive potential to remove ions so that only neutrals from the surface were detected. Both a decrease in the ion fraction and an increase in the neutral flux from the surface was observed as the temperature was increased. Over the range of temperatures, the ion yield showed a small decrease in relative ionization efficiency as the temperature increased. The measurement started at 225°C, at which temperature water layers are removed and adsorbates evaporated from the surface.

Cesiated tungsten has been considered a good conversion surface candidate because of its low work function. Van Wunnik et al. have studied charge exchange on a monocrystalline (110) tungsten surface covered with cesium using incident beams of H\(^+\) between 100 and 2000 eV [27, 53]. Using a kelvin probe, the lowest point of the work function, 1.45 eV, was measured to correspond with a coverage of half a monolayer of cesium on the surface, and was used in the experiment. Measured angular distributions for H and H\(^-\) atoms show most reflection to be near-specular for the three incident angles of 5°, 10° and 15°, measured from the surface plane. The energy distributions show a double peak structure attributed to differences between reflection at the cesium or the tungsten layer. Total conversion efficiency was measured over a range of incident energies and angles. The highest efficiencies exceeded 30%, for a 200 eV beam incident between 5° and 12° from the surface plane.

The efficiency for a polycrystalline cesiated tungsten surface tested in the same apparatus as the monocrystalline sample was about 27% and compares well with
the results for the cesiated monocrystalline surface from above [27, 53]. Another polycrystalline tungsten surface covered with cesium was studied by van Bommel et al. in a different experiment and compared with the work above [54]. The work function of the surface was measured to be 1.68 eV for about half a monolayer of cesium coverage. The conversion efficiency only reached about 12% for this surface for a beam of 400 eV incident H\(^+\) at 5° to the surface.

van Slooten et al. studied the conversion efficiency of silver covered with barium, another low work function surface [55, 56]. The tests were performed on a clean Ag(111) surface covered with about two monolayers of barium, which has a work function of about 2.6 eV. The surface was briefly transferred in air to the testing chamber after preparation. Observed H\(^-\) ion fractions were still comparable to the cesiated surfaces and are attributed to the barium surface having a higher density of electrons and a wider conduction band than cesium. The tests used an H\(^+\) beam between 500 and 1000 eV at 10°, 30° and 50° to the surface. H\(^-\) ion fractions up to about 23% were measured depending on the incident and reflected angles.

Adsorbate covered surfaces are not discussed in the literature as extensively as clean surfaces. DeFazio and Peko studied adsorbate covered polished copper surfaces using beams of neutral H-atoms. They observed differences between the conversion efficiency of the surface when clean and adsorbate covered [57, 58]. The surface was cleaned in the vacuum chamber by heating it to between 600 and 800°C for 20 to 30 minutes. The conversion efficiency for the surface was measured to be about 0.5% before heating, but dropped to undetectable levels after the surface was heated. The efficiency recovered after the surface was allowed to cool and re-adsorb
residual gases in the vacuum chamber.

3.2 Non-Metal Surfaces

Wieser, Wurz, Brüning and Heiland have measured negative ion formation from a polished magnesium oxide single crystal (100) surface [59]. The negative ion fraction measured from the surface was about 3% for a 300 eV incident H$^+$ beam at 5° from the surface. The efficiency was observed to increase with increasing beam energy and reached 7% for a 1500 eV beam. Measurements were also taken using incident beams of O$^+$. Conversion of oxygen atoms to negative ions was considerably more efficient than for hydrogen. The ion fraction was found to be about 12% for an incident beam of 90 eV and increased to 30% for a 3000 eV beam. No significant change in the ion fraction was observed while varying the crystal orientation with respect to the incident beam. Similar experiments were performed at the same facilities for a barium zirconate surface [60]. The surface consisted of a BaZrO$_3$ film about 20 nm thick deposited on a polished W(110) crystal. Ion fractions for H$^-$ ions from the surface ranged from 3 to 5% for incident beam energies from 300 to 1500 eV. Oxygen negative ion fractions ranged from 22 to 35% over the energy range or 500 to 3000 eV. The negative ion fraction was found to increase with the incident beam energy.

The negative ion fractions from an aluminum nitride surface were measured for incident beams of H$_2^+$ and O$_2^+$ ions by Jans et al. [61]. The surface was tested at incident angles between 0° and 90° to the surface and energies ranging from 450 to
2000 eV. The incident angle and energy of the beam were varied to systematically investigate the change of conversion efficiency with parallel and perpendicular velocity to the surface. For a constant perpendicular velocity, the ion fraction decreased as the parallel velocity increased for both hydrogen and oxygen beams. Overall, the ion fraction was found to be about 1% for hydrogen and 15% for oxygen.

Diamond surfaces have been studied as candidates for surface conversion-based neutral atom detectors. Diamond is chemically inert and stable, properties that are advantageous for long term space missions. Wurz, Schletti and Aellig have measured ion fractions from a polycrystalline diamond surface using incident H$_2^+$ and O$_2^+$ beams between 300 eV to 800 eV at an incident angle of 8° [33]. The ion fraction was measured by comparing the neutral component of the reflected beam with the total reflected beam. No positive ions were reported in the reflected beam. A peak negative ion fraction of 5.5% for an incident hydrogen beam at 400 eV was reported. For the O$_2^+$ beam, the ion fraction was about 29% at all tested energies. These results were shown to be stable for over two weeks, however the surface was heated to about 500°C before each set of measurements was performed, effectively cleaning the surface of water. Scheer, Brüning, Fröhlich, Wurz and Heiland studied the ion fractions from a diamond surface with a beam of neutral O$_2$ molecules [34]. The energy range investigated was from 400 to 3000 eV. The measured ion fraction reached the 10% range for higher energies but was of the order of 1% for a beam energy of 1188 eV.
3.3 Summary

The experiments on the charge state of backscattered atoms have used many different surfaces. It was established that heating decreases the conversion efficiency of the surfaces and a greater fraction of incident oxygen atoms are converted to negative ions than incident hydrogen atoms for the same energy and surface. Negative ion fractions were observed to increase as the energy of the incident beam was increased. The surfaces of the experiments are tested under a variety of conditions. Many of the experiments recorded the percentage backscattered ions of the total number of backscattered particles as opposed to the incident beam flux. Chapter 4 gives the details of the apparatus used in this experiment to make negative ion conversion efficiency measurements as a percentage of the number of particles in the incident beam. This work tested many different surfaces under the same conditions so that comparisons of the conversion efficiencies could be made in order to identify the most useful materials for low energy negative ion detectors.
Chapter 4

Surface Conversion Efficiency Experiments

Conversion efficiency tests were performed using two different neutral beam systems. Detailed measurements on the angular and energy distributions of the reflected negative ions were performed at the University of Denver. The results of the detailed measurements were used to design and calibrate a negative ion lens for general measurements of different surfaces to compare the conversion efficiencies at the University of Maryland, College Park. The systems were contained in vacuum chambers that operated in the high vacuum region ($10^{-3}$ to $10^{-9}$ torr). In both systems a beam of neutral particles is allowed to back scatter from the test surface at a grazing angle. Negative ions that backscatter from the surface are detected and compared to the intensity of the incident neutral particle beam. The following section describes the two systems used to perform conversion efficiency measurements on surfaces. The first section describes the system at the University of Denver, the second section describes the system at the University of Maryland, College Park (UMCP). The last section describes the different surfaces that have been tested in the two systems.

The systems make different but complimentary measurements of the converted negative ions from the surfaces. The Denver system was designed to make angular and energy resolved measurements of the backscattered negative ions. These
measurements are made by a detector pointed at the surface with a small field of view. The detector could be moved with respect to the surface but was limited to a range of angles in the plane perpendicular to the test surface. The Denver measurements provide detailed information about a certain backscattering angle from the surface, and when repeated at different angles can be used to quantify the energy and angular distributions of the backscattered negative ions from the surface. The UMCP facility is designed to collect backscattered negative ions integrated over a wide range of energies and angles. A single measurement collects a wide range of backscattered negative ions from a surface that would require a series of separate measurements with the Denver system. The Denver system was used to take detailed measurements on the backscattered negative ions from a surface to be used as a base surface. The UMCP system was used to collect general information on the overall conversion efficiency of many surfaces that can be compared to the base surface measurements from Denver to determine if the conversion efficiency is an improvement or not.

4.1 University of Denver

The first tests were done at the neutral beam facility at the University of Denver on tungsten and diamond like carbon (DLC) surfaces. The Denver apparatus consists of two differentially pumped vacuum chambers, one containing the beam source and the other containing the target and detector. In the first chamber a beam of 1000 eV hydrogen ions is formed by an ORTEC duoplasmatron source,
model 358 [62]. The beam ions pass through a 60° magnetic-sector mass analyzer, where H\(^-\) ions are separated from the other ions and then sent through a 2 mm diameter aperture. This H\(^-\) beam then passes through a series of focusing and energy changing electrodes maintained at the appropriate voltages to produce an ion beam at the test energy. The beam energies used were between 20 and 925 eV and the energy distributions of the ions in the beam were approximately Gaussian with a full width at half maximum of 3 eV independent of energy [57]. Finally the ion beam is deflected by 9° to remove neutral atoms that have formed previously by charge exchange with the neutral background gas, and is directed into the second chamber.

The components inside the second chamber are the photodetachment region, the sample and the detectors (shown in Fig. 4.1). In the photodetachment region, the negative ion beam is illuminated by an yttrium aluminum garnet (YAG) laser beam of wavelength 1060 nm, producing neutral hydrogen atoms by the reaction

\[ H^- + h\nu \rightarrow H + e^- . \]  

(4.1)

The photon energy is sufficient to remove the extra electron from the ions but not enough to excite the atoms above the ground state. 5% to 10% of the negative hydrogen ions are neutralized in this manner. The laser is chopped at 40 Hz, so that the beam consists of alternating regions of ions and ions mixed with neutrals. The beam travels through an ion repeller that removes the ions [62]. The ion repeller focuses the ion portion of the beam into a faraday cup that detects the ion current. The modulated neutral beam is the difference between the laser on and laser off
Figure 4.1: Schematic diagram of the essential components in the second vacuum chamber at the University of Denver Beam facility.
signal in this faraday cup. The neutral beam intensity was in the \(10^{10}/s\) range. Neutral atoms produced in this manner essentially retain the energy and direction of their parent ions.

The neutral beam scatters from the target surface on a movable stage positioned after the ion repeller. The stage holds the target in the beam path and can be rotated to change the incident angle of the beam with respect to the surface. The incident beam angle can be set with an uncertainty of 2°. The stage can be heated by a heating coil mounted underneath the target surface. The temperature of the stage is monitored by a thermocouple. The stage can be heated to 300°C while measurements are being taken. It can also be heated up to 800°C by electron impact, but cannot be maintained at that elevated temperature without heating other components in the vacuum chamber to temperatures that affect measurement accuracy. Because the stage must be biased positive with respect to the electron impact heating source, the trajectories of the negative ions leaving the surface are distorted, affecting angular and energy distribution measurements. The precise temperature of the surface cannot be accurately measured, but it was observed that while heating to 800°C the stage would glow red but the tungsten surface remained dark by comparison. Heating the stage from room temperature to 300°C required about 40 minutes with the heating coil, 10 minutes were required to reach 800°C using electron impact.

Negative hydrogen ions scattered from the surface passed into retarding potential analyzer (RPA) situated in the plane of the incoming neutral beam and perpendicular to the surface. The RPA consists of an opening aperture of 6.4 mm
at 63.5 mm from the target surface, a series of four grids and a faraday cup set behind the grids. The RPA has a $6^\circ$ solid angle view of the surface. The transmission efficiency through the four grids was measured optically to be 58%. Only the grid closest to the faraday cup is biased during the measurements, the other grids are grounded.

The RPA measures the ion current leaving the surface and passing through the entrance aperture, grids and collected by the faraday cup. The RPA can be rotated within a limited angular range in the plane perpendicular to the surface in order to observe different scattering angles. Taking a measurement with all of the RPA grids grounded gives a current that includes all of the ions and secondary electrons from the surface. The secondary electron component is removed by an RPA grid potential that is 20% of the potential used to accelerate the incident beam. For example, secondary electrons produced by an incident beam of neutral H at an energy of 100 eV will be removed from the current measurement of the RPA by applying a -20V potential. Making the grid voltage more negative will remove negative ions from the measured RPA current and the difference in current between two voltages measures how many of the negative ions were removed between the energies removed by the change in grid potential. The plot of current measured by the RPA as a function of the RPA grid voltage is called an integrated energy distribution (Fig. 4.2 left). The RPA current ($I_{fc}$) measurement is normalized by the ion repeller measurement of the full beam current ($I_0$) to remove fluctuations in the integrated energy distribution due to changes in incident beam intensity.

Energy distributions (Fig 4.2 right) were obtained by numerically smoothing
Figure 4.2: The integrated energy distribution (left) and energy distribution (right) for a 100 eV H\(^-\) ions undergoing specular reflection at 15° to the surface of the tungsten surface. The integrated energy distribution shows the presence of secondary electrons between 0 and -7 V RPA grid voltage. The H\(^-\) ion energy distribution begins at 20 eV. The peak of the energy distribution corresponds to the largest slope on the integrated energy distribution for negative ions. Numerical smoothing the integrated energy distribution introduces broadening of the resulting energy distribution so it appears that a portion of the reflected ions have greater energy than the incident beam neutrals.
the integrated distribution and numerically differentiating the smoothed data. The integrated energy distributions were smoothed using a built-in function of the KaleidaGraph software [63]. The smoothing introduces a broadening of the final energy distribution but reduces random fluctuations. The differentiated distributions were inverted along the x- and y-axis to give the energy distributions. This inversion is required because the negative RPA grid potential corresponds to the negative ion energy along the x-axis and to make the relative intensity of the negative ions positive along the y-axis.

Angular distributions are a series of measurements of the negative ion current collected by the RPA at different angles above the surface. The RPA measured the current at a specific angle for a grid potential at 20% and then at 110% of the incident beam acceleration potential. The difference between the two measurements is the negative ion current from the surface at the chosen angle minus the contribution of negative ions and electrons with energies below 20% of the incident neutral beam energy. Less than 10% of the total negative current was removed by this low energy cut off. The measurement is repeated at different RPA angles to give the full angular distribution of negative ions scattering from the surface.

The RPA energy resolution is limited at low energies by the divergence of the ions from the primary axis. The RPA grid only affects the perpendicular component of the ion velocity, so ions that do not move perpendicular to the grids have less velocity towards the faraday cup and will be stopped by the grid at a lower potential. This low energy broadening was approximately 0.5% of the measured value. At high energies the energy resolution is limited by the penetration of the electric field into
the spaces between the wire grids [57]. The potential in the open space in the grid is less than what was set on the grid wires by the power supply. Ions of a lower energy can move through the grid where the potential is not so high. The high energy broadening was measured to be about 4% of the measured value.

4.2 University of Maryland College Park

The Denver beam facility is designed to gather detailed information about the energy and angular distributions of backscattered negative ions; it requires multiple measurements with different RPA positions and voltages and can only cover negative ions reflected into a small solid angle above the surface. The experiment at UMCP is designed to collect negative ions over a larger solid angle above the surface in a single measurement. The vacuum system, shown in Fig. 4.3, used for the experiment consists of two sections, the source section and the target section. The source section contains the ion source used to produce the neutral beam; the target section has the incident neutral particle detector, conversion surface, the negative ion lens and negative ion detector. A gate valve separates the two sections so each can be pumped with separate turbo-molecular vacuum pumps. The source section is connected to a Pfeiffer TPU 180HM turbo pump and operates in the $10^{-5}$ torr pressure range. The target section is connected to a Pfeiffer TPU 450H and is capable of reaching pressures in the low $10^{-7}$ torr range after pumping for 18 to 24 hours and can reach the high $10^{-8}$ torr range after pumping for several days. Ion gauges connected to each section monitor the pressures separately.
Figure 4.3: The essential components inside the vacuum chamber used for the University of Maryland measurements.
The ion source (Fig. 4.4) uses electron impact to create a beam of positive ions. Electrons are emitted from a hot tungsten filament located under the shield and next to openings in the collision chamber. The full voltage, \( V_{CC} \), from the ion source power supply is placed on the collision chamber and the filament is biased 90V above \( V_{CC} \). The voltages on the shield and filament accelerate the electrons into the collision chamber. Positive ions created in the chamber are accelerated through the extractor plate, which is set 1.4 mm in front of the collision chamber at a potential of one tenth of \( V_{CC} \). Once accelerated through the extractor, the beam enters the lens. The lens is 1.8 mm away from the extractor and was set at ground. The lens is 10.2 cm long. The ion source is connected to the center of a 6 in. CF flange at the end of the T-shaped source section. The axis of the ion source is aligned with the axis of the tube. Gas enters the chamber through the a Granville-Phillips Co. Series 203 leak valve. The ion source gas also provides the neutral gas background in the chamber for charge exchange. A Sjuts Optotechnik model channel electron multiplier located opposite the ion source in the target section of the vacuum chamber measures the intensity of the beam from the source.

Neutral atoms and molecules are formed when ions in the beam undergo charge exchange collisions with the neutral background gas in the chamber. The high background pressure in the source section allows more charge exchange collisions to occur in the ion beam than low pressures, increasing the number of energetic neutrals. Charge exchange collisions occur with low momentum transfer so that the neutrals that are created continue to move in the same direction as the parent ion. The kinetic energy of the neutral atoms will depend on where the charge
Figure 4.4: A schematic diagram of the ion source used in the vacuum chamber to produce the neutral beam.
exchange collisions take place in the ion source, this results in a spread of neutral atom energies. The maximum ion energy the source is capable of producing is set by \( V_{CC} \). The cross section for charge exchange between \( \text{H}_2^+ \) and \( \text{H}_2 \) increases at ion energies below 500 eV, however the acceleration section of the ion source makes up a very small percentage of the total beam path [64]. The energy distribution of the neutral beam was estimated by assuming a high pressure in the collision chamber from the leak valve. The rest of the beam path is assumed to be at the chamber pressure, measured on the ion gauge. About 20% of the charge exchange collisions occur in the collision chamber after the neutral gas is first ionized. They have less than 15% of the final beam energy set by the ion source potential. Intermediate energy ions, from 15% to 85% of the maximum beam energy, are formed between the collision chamber and lens. These account for only about 4% of the neutral beam. The rest of the neutral beam, about 76%, is made up of particles with 85% to 99% of the maximum beam energy after being neutralized in the lens in front of the acceleration region.

The ion composition of the beam was evaluated using a Wien filter and picoammeter [65]. The Wien filter was connected to the front end of the ion source and the ion current measured as a function of the voltage on the electric field plates of the filter. There were four different peaks corresponding to \( \text{H}^+ \), \( \text{H}_2^+ \), \( \text{H}_3^+ \) and \( \text{H}_2\text{O}^+ \) for the range of voltages set on the filter. \( \text{H}_2^+ \) was the most abundant constituent of the ion beam at 86%. \( \text{H}_2\text{O}^+ \) makes up 8% of the beam and \( \text{H}^+ \) and \( \text{H}_3^+ \) each make up 3% of the ion composition.

Charge exchange between the background gas and 500 eV \( \text{H}_2^+ \) ions has a cross
section of $5 \times 10^{-16}$ cm$^2$, and the cross section between H$^+$ and the background gas is $2 \times 10^{-16}$ cm$^2$ at this energy [64]. The main component of the neutral beam, after the beam filters remove the ions, are then hydrogen molecules. The cross section for H$_2$ excitation in these collisions is $1.32 \times 10^{-17}$ cm$^2$ for 500 eV ions, and decreases with decreasing ion energy [66]. A consideration of the charge exchange and excitation cross sections shows that at most 3% of the neutral hydrogen molecules in the beam will be excited and the remainder will be neutral hydrogen molecules in the ground state.

In this experiment we assume that hydrogen molecules dissociate at the test surfaces. Hydrogen molecules have a bond strength of 4.52 eV which is small compared to the beam energies used [67]. MgO surfaces have been tested for conversion efficiency using neutral hydrogen molecules in the incident beam instead of atoms [59]. Analysis of the reflected beam from the MgO surface showed no hydrogen molecules and there was no measured difference between the ion fractions resulting from the scattering of H$_2^0$, H$_2^+$ and H$^+$ beams. A total conversion efficiency measurement was done on a cesiated tungsten surface comparing H$_2^+$ and H$^+$ incident beams [54]. It was found that the total conversion efficiency per nucleon was the same within error, and it was concluded that the molecules dissociated at the surface and the incident particle state has no affect on the backscattered atoms. Assuming this, the angular and energy distributions of the atoms leaving the surface in the UMCP system should be comparable to those in the Denver system. Since the neutral beam is H$_2$ molecules and the converted ions are H$^-$ atoms, the conversion efficiency in the UMCP system will appear to be twice as high because there are
twice the number of atoms scattering from the surface as molecules measured in the neutral beam. The beam energies are expressed using the total acceleration potential, so the equivalent energy of each atom is only half of the energy of the incident molecule.

The beam exiting the ion source is a mixture of ions and energetic neutral particles. There are two charged particle filters along the beam path to remove ions so only neutrals will reach the target surface or flange detector. The first filter is a set of electrostatic deflection plates located on the end of the ion source. The plates are arranged so that as the beam exits the ion source, the electric field produced by the voltage on the plates deflects the charged particles to the walls of the vacuum chamber. The deflection plate potentials were set to $\pm 25$ V to deflect the ions. The deflection plates limit the charge exchange region to within the ion source.

The second filter consists of a set of three retarding potential grids covering the entrance to the target section of the chamber. The grids are made from a nickel mesh with a 90% transmission and cover the center hole in the three plates. The two outside grid plates are disk shaped and grounded to the vacuum chamber walls. The middle plate is cross shaped and electrically insulated from the mount and the other plates. The middle grid is biased with a positive voltage to repel positively charged particles that have not been removed by the deflection plates. The retarding grid fixture includes two plates with 0.3 mm holes that limit the size of the entrance to the target section, and reduce the beam diameter so it does not overfill the target surface. The first plate is positioned against the opening between the source chamber and target chamber and limits the gas exchange between the two
sections. The second plate is placed 3.3 cm away from the first plate. The maximum beam diameter is calculated using the size and distance between the apertures in the plates. The neutral beam diameter is about 4 mm at the target and 6 mm in diameter at the entrance of the flange detector.

A channel electron multiplier (CEM) is used to detect the neutral particles in the incident beam as well as the negative ions from the conversion surface. The detectors are Optotechnik Sjuts CEMs, model KBL 408. The front openings are 4 mm × 8 mm and the detector is 27 mm long. Single particle detection CEMs were chosen for the apparatus because of the predicted small ion fluxes from the target surface in the lens and ability to detect neutral particles in the beam. The neutral beam detector (referred to as the flange detector) is connected to the center of the 6 in. CF flange on the end of the target chamber facing the ion source. The flange detector measures the flux of neutral hydrogen molecules with energies less than 500 eV. CEMs lose detection efficiency as particle energy decreases [68]. The detection efficiency is measured between 4% and 50% for a beam of H$_2^+$ ions for energies between 100 eV and 500 eV. The CEM detector used for the converted negative ions (referred to as the lens detector) is connected to the ion lens explained below. The lens detector measures H$^-$ ions that have been accelerated through the lens to at least 1 keV. CEM detection efficiencies for H$^-$ ions at these energies have been measured to be around 90% and rise to about 94% for 3 keV and higher energy ions [69]. Both detectors are biased with the front end at ground and the back end at a positive voltage. The voltages across them ranged between 2 and 3 kV and were set so that the detectors gave similar pulse height distributions between surface
measurements, as measured on a multichannel analyzer.

The diagram of the circuit design used with the CEMs is shown in Fig. 4.5. The circuit is on a single glass-epoxy G10 board and connected by electrical feed-throughs to the electronics outside of the vacuum chamber. The output from the detector first goes to a Northern Scientific, Inc. model NS-314 pre-amplifier with a fixed gain of 6.5 V/C. The pre-amp output goes to an Ortec amplifier, model 451, with a gain set to 5.5. The output of the amplifier is sent to a Tennelec Single Channel Analyzer (SCA), model TC 450. To remove the low energy noise from the detector output the threshold of the SCA is set at 2V. The output of the SCA is a rectangular pulse 2 V high and 480 ns long that the Hewlett Packard 5326A timer-counter detects and counts.

The ion lens assembly guides negative ions from the target surface under test to the detector. The lens was designed using Scientific Instrument Services Inc. SIMION™ software. SIMION™ is an ion optics simulation program for modeling the trajectories of charged particles in electrostatic and magnetic potential arrays [70]. Fig. 4.6 is the top view of the ion lens as it is positioned in the vacuum chamber and shows the trajectory of 200 eV negative ions leaving the target surface at 5° with the lens elements at potentials that optimize collection by the detector. The surface is at a negative potential so that reflected negative ions are repelled into the lens. The lens consists of a series of plates with fins at different voltages that focus the negative ions into the detector. The voltages are derived from a voltage divider that uses a series of resistors connected between the lens plates and the high voltage source. The last two lens plates are without fins and grounded. The lens power supply was
Figure 4.5: A schematic of the CEM circuitry and processing electronics used to count the number of neutral hydrogen molecules in the beam and the negative ions collected by the lens from the test surface.
set between -1 and -6 kV. The lens can also collect positive ions converted from the surface by changing the voltage polarity. The ion lens voltage used to properly focus the negative ions from the surface is dependent on the ion source acceleration voltage. The lens is held on the retractable arm of a linear feed-through on the top of the vacuum chamber. It can be raised and lowered to position the surface in the neutral beam path. When fully retracted the lens structure is completely out of the path of the neutral particle beam, exposing the flange detector to the neutral beam. The angle at which the neutral beam hits the target surface is controlled by the orientations of the 2.75 in. flange that the retractable arm is set on and the 12 in. flange that seals the top of the target chamber. The 2.75 in. flange can be rotated in approximately 60° increments and the 12 in. flange can be rotated in 11.25° increments. The flanges can be set so that the beam passes parallel to the target surface. The uncertainty in the incident beam angle is within 2°. Specifics of the ion lens components are discussed further in Appendix A, page 121.

The ranges of ion energies and exit angles that can be detected with the lens detector depends on the voltages on the lens elements. SIMION™ was used to determine ranges of angles and energies that an ion leaving the surface can have and reach the detector. These acceptance ranges were compared with SRIM calculations of the energies and angles of ions backscattered from a tungsten surface [14]. The estimated total fraction of all converted negative ions reaching the lens detector after leaving the surface is between 3% and 5% during a measurement. The total conversion efficiency, as measured by this system, is also dependent upon the detection efficiencies of the CEMs used to detect the incident beam flux compared to the
Figure 4.6: Schematic top view of the ion lens as displayed in SIMION™ showing some of the singly charged negative hydrogen ions leaving the target surface at an angle of 5° and an energy of 200 eV.
the one used to detect the negative ions from the surface.

Absolute measurements of conversion efficiency depends on a number of assumptions about the relative efficiencies of the two CEM detectors for different incident energies and charge states of the particles collected. Rather than attempt absolute measurements with experimental uncertainties associated with the fluxes and efficiencies, all measurements were made relative to the tungsten surface tested in the Denver apparatus. The detailed energy and angular distributions measured at Denver are used as guidelines for the distribution of backscattered atoms in the ion lens. It is assumed that the efficiencies of the various components of the system (ie. lens collection, efficiency of each CEM for the neutral beam and reflected negative ions) remain constant for similar operating parameters and the only difference will be due to the relative conversion efficiencies of the surfaces under the same conditions.

Equipment to heat the surface was also added to the lens system after initial data were taken. A tungsten heating coil (Kurt J. Lesker Co. part number EVSME14040W) was installed behind the target surface. The heater is set in a machinable ceramic glass mica holder facing the target and is not in direct contact with the target holder plates. A direct currents of up to 17A is put through the coil and surface temperatures have been observed to rise to above 138°C as measured by temperature labels purchased from TIP Industries Inc. Heating the surface removes water and other adsorbates. The heating system is further discussed in Appendix A with the rest of the lens.
4.2.1 Operation

After introduction of the sample target surface, the target section of the vacuum chamber was allowed to pump down for over twelve hours before measurements were taken. The typical pressure in the target section, after that period is between $1.0 \times 10^{-7}$ torr. Measurements begin by the application of the operating voltages to the ion source and beam filters and then opening the gate valve between the two chambers. $\text{H}_2$ gas is then introduced into the collision chamber of the ion source through the leak valve; this raises the overall pressure in the source section. By varying the ion source filament current and gas pressure the intensity of the neutral beam could be changed. During standard operation, the pressure in the source section of the chamber reaches into the $10^{-4}$ torr range while the target section remained below $1 \times 10^{-6}$ torr.

The ion source is operated between 100 and 500 V. At voltages lower than 100 V the neutral flux is very low, at voltages above 500 V the lens plates must be set at voltages that cause discharges between them and flood the CEM detector with electrons. The voltages on the deflection plates and retarding grids were varied while the number of detected particles coming from the ion source was measured using the flange detector. In the initial tests of the ion filters, air was used as the gas fed into the ion source set at 1 kV and the initial beam intensity was adjusted to $8 \times 10^4$ counts per second. The retarding grid caused a sharp decline in the counts per second at about 1025 V. The count rate fell from $8 \times 10^4$ to 280 counts per second. The effect of the deflection plates on the beam can be seen when a $\pm 1$ V
potential is used. For the deflection plates, the count rate levels off after about ±5
V are applied. The pressure around the ion source was varied by changing the gas
flow into the source section of the chamber through the leak valve while observing
the count rate as a function of the deflection plate voltage (Fig. 4.7). The results
show that the number of neutrals can be increased by allowing more gas in to the
vacuum chamber. More gas increases the pressure in the collision chamber which
will produce more ions from the ion source. The added gas also increases the number
of neutral background particles along the beam path, increasing the probability of
charge exchanges.

During surface tests with the hydrogen beam, the nominal neutral beam count
rate was approximately 2000 counts per second at the flange detector. Conversion
efficiency measurements were taken using incident neutral beam intensities between
1000 and 3000 counts per second to examine the effect of incident flux on the conver-
sion efficiency. No effect on the conversion efficiency measurement was found over
this range of incident neutral beam intensities. The pulse height distribution of the
flange detector after the neutral beam is turned on is recorded with a multi-channel
analyzer (MCA). The MCA is a Tennelec PCA3 multichannel card controlled by
Oxford WIN-MCA software. Pulse height distributions are measured before and
during the experiment and the results are compared to a base set of measured dis-
tributions for the lens and flange detectors (Fig. 4.8). The response of a CEM can
change with age and use resulting in a shift of the peak of the pulse height distri-
bution and change the number of counts at the output of the SCA. The voltage on
the CEM is adjusted until the measured pulse height distribution is comparable to
Figure 4.7: Flange detector count rate as a function of deflection plate voltage for different pressures in the source section of the vacuum chamber. The ion source produces 1 keV ions. The pressure in the ions source collision chamber is varied with the leak valve. Ions are removed from the particle beam above 5 V on the deflection plates and the count rate is no longer affected. The counts at deflection voltages above 5 V are energetic neutral particles. The raised pressure causes more charge exchange collisions, increasing the neutral signal to the detector.
the reference distribution. The pulse height distributions for the neutral and lens detector usually change only after the detectors have been subjected to atmospheric pressure for a few days.

When the lens is first placed in the beam path it is necessary to determine the voltages to use on the target and lens plates. The count rate recorded by the detector is observed while the lens voltages are changed until a maximum is found in the counts. The number of counts from the lens detector is also measured with no incident beam to ensure no discharges are occurring and contributing to the background count rate. Counts from the lens detector are recorded for 10 seconds. The number of counts is measured with the lens voltage off and the neutral beam incident on the surface to determine the number of particles reaching the detector from backscattered particles reflected from the lens elements rather than charge exchange. Typical values of this background signal vary with the neutral beam intensity and are usually between 1 and 4 counts per 10 seconds for a 2000 count per second incident neutral beam. The pulse height distribution for the lens detector is measured during the surface measurement. The typically low particle flux to the lens detector requires longer observation times than for the flange detector. The background count rates are recorded to be later removed from the measured data.

The count rate is recorded with the lens voltage set after the background counts have been measured and the neutral beam is directed to the conversion surface. Ten 10 second readings are successively taken from the lens detector and averaged. The lens is then raised from the beam path and the full flux of the neutral beam is measured with the flange detector. Ten 1 second successive readings are taken for
Figure 4.8: Reference pulse height distributions used to set the voltage on the CEMs for the flange detector set to 2.7 kV (top) and lens detector set to 2.45 kV (bottom). The pulse height distributions were independent of incident beam energy. Low channel noise occurs on the flange detector pulse height distribution below channel 26. High channel noise starts above channel 1425 for both detectors.
the neutral beam flux and averaged. The measurement cycle is repeated three times at each neutral beam energy to take into account changes in neutral beam intensity. Sudden changes in the neutral beam intensity are rare and data for the lens or flange detector count rates that fluctuate by more than 30% are repeated.

Once data have been collected at a given incident energy, the ion source acceleration voltage is changed and the lens voltage is reset again for the new measurement. For the surfaces tested, the positive ion counts were much lower than the negative ion counts. A positive to negative ion ratio of about 1:8 was the largest observed for the surfaces tested. Because of the low count rates, the conversion efficiency for positive ions was not investigated for the surfaces beyond the initial test.

Measurements for heated surfaces are made after the room temperature measurements. A direct current is sent through the heater coil for at least an hour to allow the surface to attain temperature equilibrium. At heater currents above 17 A, the lens detector begins to record a large background count rate when the lens voltage is applied. Accurate data cannot be taken under these conditions so the heater current is not set above 17 A. For lens voltages above 3 kV, background counts increase when the sample is heated. The voltage required to collect backscattered negative ions from 400 eV and 500 eV incident beam energies causes background counts larger than the signal and meaningful data could not be collected. Only incident beam energies equal to or below 200 eV were measured for heated samples. The measurement procedure for the heated surface is the same as for the room temperature ones.
4.3 Conversion Surfaces

As discussed in Chapter 2, work function is one of the properties that determines the conversion efficiency of a surface. Low work function surfaces are more efficient for surface conversion but are also relatively reactive and difficult to keep uncontaminated. The surfaces tested in this work have relatively high work functions compared to cesiated tungsten. The work functions of seven of the tested surfaces were measured to test the relationship between relative conversion efficiency and work function. Work function data were collected on these surfaces at two different facilities with two different pieces of equipment, an X-ray photoelectron spectrometer (XPS) at the X-ray Photoelectron Spectroscopy facility at UMCP and a Kelvin Probe in the Materials Engineering Branch at NASA Goddard Space Flight Center.

The XPS facility uses a Kratos AXIS 165 spectrometer equipped with a 165 mm radius spherical analyzer and an eight channeltron detection system to measure photoelectron energy. X-ray photons are generated from either an Al or dual Al/Mg anodes. The temperature of the sample stage can be varied between -120°C and 475°C and includes a charge neutralization system for insulating surfaces. The unique binding energies of the elements and the limited depth into the surface from which photoelectrons are emitted allow the system to identify the composition of adsorbates on the top layer of the surface. The intensity of photoelectrons as a function of binding energy is recorded to produce a surface photoelectron spectrum.

The Kelvin Probe model KP7000 made by McAllister Technical Service is contained in a small vacuum chamber. The probe tip is made from stainless steel
and the samples are mounted on a removable copper stage. The samples were tested at pressures from $5.6 \times 10^{-7}$ to $5.6 \times 10^{-10}$ torr. The Kelvin probe is a non-invasive technique that measures the contact potential difference (CPD) between two conductors. The sample and probe tip are set close together to form a capacitor. The probe works by connecting the probe tip and sample by a backing voltage and measuring the current between the two. When the current is zero, the backing voltage is the same as the CPD between the tip and sample. Vibrating the tip above the sample surface is used to reduce noise and increase accuracy of the measurement. The work function of the material being probed can be found by subtracting the CPD from the work function of the probe tip.

4.3.1 Surfaces

4.3.1.1 Tungsten

Amorphous tungsten surfaces were studied in the experiment. The surface and its preparation were similar to the one used in the IMAGE mission. These surfaces were polished at NASA Goddard Space Flight Center and the surface smoothness was measured with an atomic force microscope. The after polishing, the surface consisted of smooth areas and pits (Fig. 4.9). The RMS roughness of the surface was measured to be 2.5 nm. The measured work function of the surface from the XPS data was 4.5 eV. The work function of the tungsten sample measured by the Kelvin probe was 4.26 eV. The conversion efficiency of this surface was tested at Denver and at UMCP and served as a transfer standard.
Figure 4.9: An atomic force microscope image of the polished tungsten surface. The surface contains a smooth area covered with pits.
4.3.1.2 Diamond Like Carbon

A diamond-like carbon (DLC) surface was received from NASA for testing. The surface is a polished silicon substrate covered with tetrahedral amorphous carbon using chemical vapor deposition. The silicon substrate has an RMS roughness of about 0.06 nm and the DLC surface had an RMS roughness around 0.8 nm after deposition [71]. The work function measured from XPS data was 4.6 eV. The sample was a candidate for the LENA detector in the IBEX mission. This surface was also tested at the University of Denver but less extensively than the tungsten surface.

4.3.1.3 Silicon

The 2 cm silicon disk surface (Si n-type) used in the experiment were purchased from Virginia Semiconductor, Inc. The crystal orientation to the surface is 110 $\pm 0.5^\circ$ from the surface, and it was doped with phosphorus (n-type). The piece was polished on both sides and has an electrical conductivity of $<1$ S/cm. A second silicon sample (Si p-type), cut into squares, was used to deposit gold and silver films, was also tested. The surface orientation was also 110 and it had an unspecified p-type dopant, most likely boron. The silicon samples were not measured for roughness but both were polished by the manufacturer to a mirror finish.
4.3.1.4 Graphite

Highly ordered pyrolytic graphite (HOPG) was tested in the system. The materials were purchased from Structure Probe, Inc. (SPI) and was labeled as SPI-1 and SPI-2. The surface was not polished but, due to the layered structure, is easily cleaved leaving a clean and close to atomically flat surface. The SPI-1 grade provides the smoother surface after cleaving and is higher purity than the SPI-2 grade. The SPI-1 sample has a measured work function of 4.9 eV using XPS data. Due to the layered structure, it is possible to achieve close to atomically flat surfaces and this grade has a reported mosaic spread as low as $0.4^\circ \pm 0.1^\circ$ from x-ray diffraction measurements made by the manufacturer. Mosaic spread is the FWHM in the x-ray rocking curve and a perfect crystalline structure would have a mosaic spread of $0^\circ$ [72]. During the experiment, it was observed that the two grades gave similar results so only the SPI-1 sample was tested in detail. The samples were cleaved in air before being tested in the system because preliminary data showed a slight improvement in efficiency for the cleaved surface.

4.3.1.5 Gold

A gold surface was made using evaporation techniques on a 1 cm$^2$ silicon wafer in the FabLab of the Maryland Nanocenter at UMCP. The metal was deposited over a 20 nm layer of chromium on the silicon to avoid flaking. The metal layer thickness was between 200 and 300 nm. XPS spectra for the surface at room temperature showed that 10 to 20% of the surface composition was a combination of oxygen and
carbon adsorbates. Heating the surface to 110°C for 5 minutes effectively removed the carbon and oxygen. The Kelvin Probe measurement of the gold surface gave a work function value of 4.08 eV at room temperature and 4.19 eV when heated to 70°C.

4.3.1.6 Silver

The silver surface was also made in the FabLab on a 1 cm² silicon wafer. The metal was evaporated directly on the substrate to a thickness between 200 and 300 nm. The XPS scan of the surface composition at room temperature also showed oxygen and carbon contamination between 10 and 20%. After heating to 130°C for 5 minutes, contamination was no longer detected. The work function of the surface was 4.2 eV at room temperature and 4.1 eV while heated at 70°C in the XPS. The Kelvin Probe measured a work function of 4.13 eV for the surface at room temperature.

4.3.1.7 Platinum

The platinum surface was made in the FabLab. The metal was evaporated to a silicon wafer over 20 nm of chromium to ensure adhesion and avoid flaking. The platinum thickness was 200 to 300 nm.
4.3.1.8 CEM Lead Glass

The Optotechnik Sjuts surface consisted of a lead glass with high secondary electron emitting properties deposited over a ceramic disk 1.8 cm in diameter. This is the same material inside the Sjuts CEM detectors used in the experiment. The work function measured for the sample in the XPS facility was 5.2 eV.

4.3.1.9 Carbon NanoTubes

A carbon nanotube (CNT) surface was provided by NASA for testing. It was made of CNTs grown on a treated surface. The nanotubes were made by chemical vapor deposition using ethylene gas over a 10 nm underlayer of aluminum and a 10 nm catalyst layer of iron. An SEM scan of the surface is shown in Fig. 4.10. The nanotubes grow in a tangled structure that resembles steel wool when magnified. Some nanotubes stick up above the tangled mesh, resulting in small points that give rise to a high local electric field when a potential is set on the surface [73, 74]. A negatively charged CNT surface produces field emission from these points and a positively charged surface can strip atoms of their electrons around the points [75]. It was anticipated that the high electric fields produced at the points would provide electrons for neutral atoms to become negative ions.

4.3.1.10 Carbon Nanosheet

The carbon nanosheet (CNS) surface was grown on a silicon substrate by the Department of Applied Science at the College of Mary and William. The nanosheet
Figure 4.10: SEM image of the edge of the CNT surface. The substrate upon which the nanotubes are grown is at the top of the figure. The surface that the neutral beam is incident on appears at the bottom of the figure. This exposed surface is a nonuniform mesh of nanotubes.
is an ultrathin two dimensional graphene structure and is fabricated using inductively coupled radio-frequency plasma enhanced chemical vapor deposition [76]. The growth method uses methane as the carbon source in an H₂ atmosphere and does not require any special pretreatment of the substrate or a catalyst [77]. The nanosheet layers are oriented approximately vertical on the substrate surface and are about 1 nm thick. A 10 µm ×10 µm atomic force microscope (AFM) image of the carbon nanosheet surface is shown in Fig. 4.11. The sheets rise about 2 µm above the substrate and are thin but wrinkled. The wrinkles give an apparent thickness in the AFM image of about 1 µm.
Figure 4.11: AFM image of the carbon nanosheet surface.
<table>
<thead>
<tr>
<th>Surface</th>
<th>XPS</th>
<th>KP</th>
<th>Lit.[78]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tungsten</td>
<td>4.5</td>
<td>4.26</td>
<td>4.55</td>
</tr>
<tr>
<td>DLC</td>
<td>4.6</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>HOPG SPI 1</td>
<td>4.9</td>
<td>4.5(^a)</td>
<td>5(^b)</td>
</tr>
<tr>
<td>Si n-type</td>
<td>4.8</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Gold</td>
<td>-</td>
<td>4.1</td>
<td>5.1</td>
</tr>
<tr>
<td>Silver</td>
<td>4.2</td>
<td>4.13</td>
<td>4.26</td>
</tr>
<tr>
<td>Platinum</td>
<td>-</td>
<td>-</td>
<td>5.64</td>
</tr>
<tr>
<td>Sjuts Lead Glass</td>
<td>5.2</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

Table 4.1: Work function data for the test surfaces. Differences in the work function measurements for the same surface are due to adsorbates and differences in measurement technique. The work functions only cover a range of about 1 eV.

\(^a\)Graphite  
\(^b\)Carbon
Chapter 5

Data and Discussion

Data from both the Denver experiment and University of Maryland experiment are presented in this section. Unless otherwise noted, the samples were tested at room temperature, nominally 21°C. The angle of the incident beam with respect to a surface is defined differently depending on the application. All angle measurements are taken in the plane perpendicular to the surface containing the beam direction. The angle is measured from the surface plane to the incident beam so grazing angles have small values and a 90° incident angle refers to a beam perpendicular to the surface being tested. Reflection angles are measured from the scattered direction to the scattering plane. For example, specular reflection for a beam coming in at 10° with respect to the surface, both the incident and reflected angles are labeled as 10°.

5.1 Detailed Measurements

Two polished tungsten surfaces, labeled A and B, and the DLC surface were tested in the University of Denver neutral beam facility. The tungsten surfaces were cut from the same sheet and polished to the same smoothness. Tungsten surface A was tested using more incident beam angles and energies than surface B. For the same incident beam energies and angles the data are similar for the two samples so the data are combined without distinction. The Denver facility generates a beam
of mono-energetic neutral hydrogen atoms in the ground state. The surfaces were exposed to H-atoms at beam energies from 20 to 925 eV at incident beam angles of 6°, 10°, 15° and 20°. The data are collected by the RPA and ion repeller and are discussed on page 38. The raw data were current from the surface measured by the RPA as a function of RPA grid potential. The current passing through the RPA faraday cup (I_{fc}) is normalized to the neutral beam current (I_0) to account for fluctuations in the incident beam. From these data energy distributions of H\(^-\) ions at different reflection angles from the surface and angular distributions of H\(^-\) ions reflected in the plane perpendicular to the surface were derived.

Integrated energy distributions (Fig. 5.1) are directly measured with the RPA by taking current measurements for a series of different voltage settings on the RPA grid at one observation angle. The energy distributions were measured at angles about the specular reflection angle. As the voltage on the RPA grid was increased low energy negative ions and low energy secondary electrons were removed from the current measured in the RPA (Fig. 5.14). Energy distributions are obtained by numerically smoothing the measured integral distributions and then numerically differentiating. Smoothing generally caused a broadening of the data along the voltage axis, but attenuated spikes in the data due to small fluctuations in the raw integral energy distributions. Differentiating the raw data results in a distribution peaked around the most abundant reflected energy of the H\(^-\) ions.

Angular distributions are made by measuring the negative ion current from the surface at two different RPA grid potentials. The first grid potential was set to remove negative particles with less than 20% of the incident beam energy to
Figure 5.1: Integral energy distribution (left) and energy distribution (right) for a 50 eV and 10° incident neutral H atom beam reflected at 10° from a tungsten surface. The integral energy distribution shows the RPA grid voltages where the secondary electrons current (Secondary Electron Cutoff Voltage) and H\(^-\) ions current (Negative Ion Cutoff Voltage) are removed from the measured current by the grid potential. The energy distribution shows the amplitude and energy width of the secondary secondary electron and negative ions.
eliminate secondary electrons and the second potential was set to remove negative particles with less than 110% of the incident beam so that the difference between the RPA current is the only total \( \text{H}^- \) ion current reflected from the surface minus the low energy contribution that cannot be discerned from the secondary electrons. These measurements are taken over a large number of angles around the specular reflection angle of the incident beam. The angular distributions show the intensity of negative ions as a function of the RPA angle to the surface.

5.1.1 Tungsten Surfaces

Energy distributions for the tungsten surfaces are shown on pages 74 to 85. At incident H beam energies above 20 eV there is a characteristic low energy negative particle peak on the energy distributions attributed to secondary electron emission from the surface. The secondary electrons represented no more than 20% of the incident beam energy and are clearly distinguished from the higher energy \( \text{H}^- \) ions (see Fig. 5.1). This energy range is not shown for the energy distributions. The energy distributions are asymmetric, with a steeper rise on the high energy side than on the low energy side. At angles greater than specular the low energy tails are more pronounced than the low energy tails at angles less than specular.

The relative heights of the reflected negative ion energy peaks vary with reflection angle. As the reflection angle increases above specular reflection, the energy distribution peak becomes lower. The negative ion energy is lowered by collisions in the surface. The energy distributions show that negative ions that undergo fewer
Figure 5.2: Energy distribution for 20 and 50 eV incident beams at 6° to the surface.
Figure 5.3: Energy distribution for 100 and 200 eV incident beams at 6° to the surface.
Figure 5.4: Energy distribution for 500 and 925 eV incident beams at 6° to the surface.
Figure 5.5: Energy distribution for 37 and 50 eV incident beams at 10° to the surface.
Figure 5.6: Energy distribution for 170 and 200 eV incident beams at $20^\circ$ to the surface.
Figure 5.7: Energy distribution for 500 and 925 eV incident beams at 10° to the surface.
Figure 5.8: Energy distribution for 20 and 50 eV incident beams at 15° to the surface.
Figure 5.9: Energy distribution for 100 and 200 eV incident beams at $15^\circ$ to the surface.
Figure 5.10: Energy distribution for 500 and 925 eV incident beams at $15^\circ$ to the surface.
Figure 5.11: Energy distribution for 20 and 50 eV incident beams at 20° to the surface.
Figure 5.12: Energy distribution for 100 and 200 eV incident beams at 20° to the surface.
Figure 5.13: Energy distribution for 500 and 925 eV incident beams at 20° to the surface.
collisions with the surface have a higher chance of backscattering around specular reflection and lower angles. The minimum energy loss of the backscattered negative ions was measured from the integrated energy distributions by finding the negative ion cutoff voltage (Fig. 5.1). This avoids uncertainties introduced by the the peak broadening introduced by smoothing to get the energy distributions. The minimum energy loss calculated using low incident and reflection angles was found to be 8.6 ± 0.8 eV. The negative ion energy distributions peak around 90% of the incident beam kinetic energy minus the minimum energy loss value.

The lowest incident beam energy was 20 eV. The energy spectra for the reflected negative ions show a double peak at some of the reflected angles and do not form single peaks (Fig. 5.2 top, Fig. 5.8 top and Fig. 5.11). For the integral energy distribution data for 20 eV beams there is no clear separation between the slope for the secondary electrons emitted from the surface and the backscattered negative ions (Fig. 5.14). For all the higher energy beams there is a clear separation between the secondary electrons and the backscattered ions.

Angular distributions (Fig. 5.15, Fig. 5.16, Fig. 5.17, Fig. 5.18) of the reflected negative ions were measured for all incident beam energies. The results exclude reflected H\(^-\) with energies less than 20% of the incident beam energy. This was done to remove contributions from secondary electrons. Less than 10% of the total negative current yield was eliminated by this procedure. The highest current was within 5° of the specular angle for most of the tests. High incident angles lead to a broader angular distribution around the peak than low incident angles. The 20 eV beam at 6° and 15° to the surface have similar angular distributions. The secondary
Figure 5.14: Integral energy distributions are shown for a 50 eV (left) and 20 eV (right) neutral hydrogen beam, specularly reflected at 6° from the tungsten surface. The low energy secondary electrons are clearly separated from the H\(^-\) ions for incident beams of 50 eV and higher. The separation is not complete for the 20 eV incident beam.
electrons leave the surface over a much wider angular range than the negative ions and would increase the measured peak width of the angular distribution.

The angular distributions only covered a small area in the plane perpendicular to the surface. Reflected ion angular distributions that are not within a few degrees of this plane cannot be measured with the RPA. To extend the angular distribution data, simulations were done using the Stopping and Range of Ions in Matter (SRIM) 2006 software of hydrogen atoms backscattering from a tungsten surface. To calculate the conversion efficiency, the full angular distribution of the reflected ions is needed, but cannot be measured by the RPA. The SRIM software can calculate the exit angles of all reflected particles from a surface. The electronic and nuclear stopping procedures are discussed by Ziegler, Biersack and Littmark [14]. The software is updated about every 5 years. SRIM 2006 allows the user to construct a layered object of different atoms or molecules and simulates the internal scattering of incident energetic particles. To model a laboratory surface, a 1 nm layer of liquid water (H 66.6%, O 33.3%, 1g/cm$^3$ density) was set on top of a 1 µm layer of tungsten. The water layer is a simple model of the adsorbates that would be present on the surface in the experiment. The software calculates the energy loss and scattering angles for each of the atoms in the incident beam. After the first collision the new direction and energy are used to find the where the next collision event takes place in the target. Collisions are calculated for an incident atom until either all the initial energy is lost or the direction from a scattering event leads the atom out of the surface. In the latter case, SRIM records the direction cosines of the exiting atom to a file. This data file contains the entire distribution.
of atoms that backscatter from the surface. SRIM does not calculate any type of charge exchange between the atom and target but it is assumed that any charge exchange occurs during the outward trajectory of the atom and does not perturb the trajectory. The accuracy of the absolute conversion efficiencies depends on the accuracy of the SRIM simulation of the scattering distribution of the real surface away from the RPA field of view. Angular distributions were generated from the SRIM simulations by convoluting the full SRIM output with the RPA resolution to create data that can be compared with the instrument measurements. It is assumed that the SRIM data will be an accurate representation of the actual data outside of the range of the instrument if there was agreement over the range covered by the instrument.

The results of the calculations are compared with the experiment data in Fig 5.15 to Fig 5.18. The quantity of most interest in this work is the total conversion efficiency of the surface, \( \gamma^- \), where

\[
\gamma^- = \frac{N_{\text{out}}^-}{N_{\text{in}}^0},
\]

and \( N_{\text{in}}^0 \) is the incident flux of neutral atoms and \( N_{\text{out}}^- \) is the total flux of negative converted ions leaving the surface. The quantity measured by the Denver apparatus is the total conversion efficiency into a small solid angle \( \Omega \) above the surface,

\[
Q_{\text{Den}} = \frac{N_{\text{out}}^\Omega}{N_{\text{in}}^0},
\]

here \( N_{\text{out}}^\Omega \) is the number of atoms backscattered into the solid angle \( \Omega \) of the RPA. The SRIM simulation gives the total number of backscattered atoms from the surface and their direction upon leaving the surface. The calculated angular distributions
are convoluted with the angular acceptance of the RPA by counting the backscattered atoms that have an exit trajectory in a solid angle of the same size as the Denver RPA and assuming the atoms are all negative ions,

\[ Q_{SRIM} = \frac{N_{\Omega}^{out}}{N_{out}}. \] (5.3)

If the SRIM distribution and the data for a particular angle and incident energy agree over the angles spanned by the RPA, it is reasonable to assume that the \( N_{\Omega}^{out} \) of the simulation is a good representation of the data for angles beyond the range of the RPA. Scaling the SRIM distribution with the experimental distribution then allows an estimate of the total negative ion current reflected from the surface.

\[ \gamma^- = \frac{Q_{Den}}{Q_{SRIM}} \] (5.4)

The calculated SRIM distributions are usually more narrow around the maximum reflection angle for the three smaller incident angles than the experimental distributions. At 20° incident angle, the large angle backscatter compared to the measurements, makes total conversion efficiency estimations highly dubious. Of the simulated angular distributions, the closest matches are the 925 eV beam energy incident at 6° to the surface (Fig 5.15), the 200 eV and 500 eV beam energies incident at 10° to the surface (Fig 5.16), and the 200 eV energy incident at 15° to the surface (Fig 5.17). These simulations differed from the experimental data by less than 20% after scaling to the same peak height. The conversion efficiency estimates for these angular distributions are 1.9% ± 0.6.

The SRIM software relies on interatomic potentials to calculate the scattering events between the surface nuclei and the incident atom that are valid for energies
above 1 keV but are less accurate in the energy range used in this experiment. The simulated surface and adsorbates are perfectly flat with no internal defects, unlike surfaces used in the experiment. For this reason only a small number of the simulated angular distributions agree with the measurements. Even with this limited overall agreement, the simulations are useful in estimating the conversion efficiency.

### 5.1.1.1 Sample Heating

Measurements were made on heated tungsten sample A. The temperature of the stage holding the sample is measured by a thermocouple, however direct measurements of the surface temperature were not possible in this system. Energy distributions at the specular reflection angle were measured for the heated surface. The stage was heated from below with a tungsten heating coil by radiation or radiation and electron bombardment. The stage temperature can be raised to 300°C.

<table>
<thead>
<tr>
<th>Figure</th>
<th>Beam Energy (eV)</th>
<th>Incident Angle (°)</th>
<th>Stage Heating</th>
</tr>
</thead>
<tbody>
<tr>
<td>5.19</td>
<td>50</td>
<td>6</td>
<td>Baked at 300°C</td>
</tr>
<tr>
<td>5.20</td>
<td>500</td>
<td>20</td>
<td>100°C then 300°C</td>
</tr>
<tr>
<td>5.21</td>
<td>50</td>
<td>20</td>
<td>Flashed to 800°C and let cool</td>
</tr>
<tr>
<td>5.22</td>
<td>100</td>
<td>20</td>
<td>Flashed to 800°C and let cool</td>
</tr>
</tbody>
</table>

Table 5.1: Summary of sample heating
Figure 5.15: Angular distributions for the H beam incident at 6° to the tungsten surface. The experimental data (•) and the SRIM simulations scaled to the same peak height (□) are shown.
Figure 5.16: Angular distributions for the H beam incident at 10° to the tungsten surface. The experimental data and the SRIM simulations scaled to the same peak height are shown.
Figure 5.17: Angular distributions for the H beam incident at 15° to the tungsten surface. The experimental data (●) and the SRIM simulations scaled to the same peak height (□) are shown.
Figure 5.18: Angular distributions for the H beam incident at 20° to the tungsten surface. The experimental data (•) and the SRIM simulations scaled to the same peak height (□) are shown.
using radiation from the coil; with electron bombardment added the stage can reach 800°C. When heating by radiation alone, angular and energy distributions were taken while the stage was maintained at a fixed temperature. When heating by radiation and electron bombardment, the stage was rapidly heated to 800°C then all heating was removed. Prolonged stage heating above 300°C results in heating of the detectors which compromises the accuracy of the current measurements. When heating by radiation and electron bombardment the sample and stage are biased positive with respect to the heating coil. This positive bias affects the angular and energy distributions of the reflected negative ions. For this reason, the stage was heated to 800°C and then the heating was turned off so that data could be taken. The rate at which the stage is heated allows it to reach 800°C before the temperature of the other components in the chamber rises sufficiently to affect the measurement.

It was observed that heating caused a decrease in the recorded negative ion current from the surface to the RPA. Fig. 5.19 shows the effect of time of heating on negative ion energy distributions. The data are for a 50 eV beam of H-atoms incident on the tungsten surface at 6°. The stage was heated to 300°C and energy distribution measurements made at fixed time intervals after the stage reached 300°C. With time, the surface temperature approached the stage temperature and the current of scattered negative ions decreased. Fig. 5.20 shows the effect of heating on negative ion yield of a 500 eV beam of H incident at 20° on the surface. The stage was heated first to 100°C and then 300°C for 5 minutes and there was a decrease in the negative ion current at the higher temperatures. Finally, the stage was rapidly heated to 800°C and allowed to cool while energy distribution measurements were taken for an
Figure 5.19: Energy distributions of negative ions from the tungsten surface A after the stage reached 300°C at t = 0. Data were then taken at 35, 95 and 135 minutes after the stage reached 300°C. The incident energy of the beam is 50 eV at 6° to the surface and the observed reflection angle is 6° from the surface.
Figure 5.20: Energy distributions for the $\text{H}^{-}$ ions from the tungsten surface after heating the stage for 40 minutes to reach 100°C and after taking data heating for another 30 minutes to reach 300°C. The surface stage was allowed to be at the target temperatures for 5 minute before taking the measurement. The incident beam energy is 500 eV and the incident and reflected angles are both 20° from the surface.
Figure 5.21: Energy distributions during the cooling of the stage supporting the tungsten surface from 800°C. The room temperature data were taken after the sample had been left overnight with no heating. The energy of the incident beam is 50 eV and the incident and reflected angles are both 20° to the surface.
incident beam of 50 eV (Fig. 5.21) and 100 eV (Fig. 5.22) H beams incident at 20° to the surface. The energy distribution for the 50 eV beam showed that as the surface cools the negative ion current increases. For the 100 eV beam, longer cooling times produce larger negative ion currents.

Angular distributions were measured for the surface heated to 63.8°C and 300°C. For the 63.8°C surface a 100 eV beam was incident at 6°. For the 300°C surface a 50 eV beam was incident at 6° and 20° (Fig. 5.23). In the cases of 6° incident angles, the heated distributions show a peak intensity angle of reflection both at about 11.5° above the surface compared to about 7.5° for room temperature measurements, and a larger FWHM, 41° vs 27° for the 50 eV beam and 40° vs 28° for the 100 eV beam. The measurement at 20° has a peak that is shifted at least 10° beyond the room temperature reading and may even lie beyond that. The distribution was much wider than for the room temperature measurement and the measured angular range is not able to cover the full distribution. The estimated conversion efficiency for the heated surfaces vary from about 0.2% ± 0.06 for a 6° beam at 50 eV and 100 eV to 0.8% ± 0.24 for the 20° beam at 50 eV. The best agreement with SRIM calculations was for the 50 eV incident beam at 20°.

Heating caused a drop in conversion efficiency for the tungsten surface. The main change to the surface while heating is the removal of adsorbates. Water, and other molecules and atoms in the air, that collect on the surface seem to increase the number of negative ions scattered.
Figure 5.22: Energy distributions for different cooling times of the tungsten surface after being heated to 800°C and allowed to cool. The incident beam energy is 100 eV and the incident and reflected angles are 20° to the surface. The room temperature measurement had a higher overall negative ion current but only small changes are seen over the time during which the stage was allowed to cool.
Figure 5.23: Angular distributions for the H beam incident on the tungsten surface on the heated stage (shown with □) at different incident beam angles and energies compared to the room temperature stage (shown with ●).
5.1.2 Diamond-like Carbon Surface

There were only limited data for the DLC surface. The energy and angular distributions were for 195 eV and 390 eV incident energies and a 10° incident beam angle. The minimum energy loss for this surface was measured to be $4.6 \pm 0.7$ eV. The energy distributions look similar to those for tungsten. The highest intensities are generally in the specular direction and decrease at larger angles above the surface (Fig. 5.24).

Calculated distributions for a carbon surface 10000 Å thick covered by a 10 Å thick layer of water match well with the experimental results at both beam energies (Fig. 5.25). The scaled distributions give an estimated value for total conversion efficiency of $2.5\% \pm 0.5\%$ and $1.8\% \pm 0.4\%$ for the 195 and 390 eV incident beams respectively.

The stage was heated to $300^\circ$C over a 40 minute time period after which it was held constant at that temperature while energy distributions were measured for the DLC surface at different times for a 65 eV incident beam (Fig. 5.26). Again it was observed that the negative ion flux from the surface decreased as the surface temperature increased. The conversion efficiency continued to decrease over the two hour period that the surface stage was held at $300^\circ$C.

Within experimental uncertainty, the diamond like carbon surface has the same conversion efficiency as the tungsten surface. Heating the surface caused a decrease in the negative ion current from the surface but the drop was not so dramatic as in the tungsten case. The angular and energy distributions for the two surfaces...
are similar. These similarities were assumed to be characteristic for negative ion backscattering from surfaces made from different materials and this was used to design a negative ion lens for the general measurements described in the next section.

5.2 General Measurements

The general measurements were designed to assess the conversion efficiency of different surfaces without needing to take many separate measurements at different angles above the surface. Two separate measurements are made with the apparatus during an experiment, the incident neutral flux and the negative ion flux reflected from the surface. Separate CEMs are used for the two measurements and both share a common preamplifier, amplifier, pulse height analyzer and multichannel analyzer. No absolute calibration has been done for the two CEM detectors for incident particle energy, so that the results are relative to each other. These relative measurements between different surfaces are shown and they can be put on an absolute scale by reference to the tungsten surface that was calibrated absolutely in Denver. The lens is designed to focus the negative ions from the surface under test into the detector so that negative ions with a range of angles and energies leaving the surface are collected. When a negative ion is reflected from the surface at an angle and/or energy outside of the collection range, it will be accelerated into one of the lens plates and lost. The angular distributions measured at Denver for tungsten and DLC, show that a large fraction of the negative ions reflected from the surface are concentrated over a small angular range. The lens system does not
Figure 5.24: Negative ion energy distributions for the DLC surface taken at different angles of reflection with respect to the surface. The incident H beam is at 10° with respect to the surface.
Figure 5.25: Angular distributions of H\(^{-}\) ions reflected from the DLC surface. The H beam is incident at 10° to the diamond like carbon surface. The measured data (●) and the scaled SRIM simulations (□) are shown.
Figure 5.26: Energy distributions for the DLC surface at different temperatures. The stage attained a temperature of 300°C at $t = 0$. Measurements were taken at time intervals of 30, 60, 90 and 120 minutes after $t = 0$. The incident H beam energy was 65 eV and the incident and reflected angles were 10° to the surface.
measure the different angles and energies of negative ions but allows for comparative measurements of conversion efficiency among surfaces for the same incident neutral energy and negative ion scattering angle with respect to the surface. Statistical uncertainties of the apparent conversion efficiency from the measurements of count rates are no more than 5% for the 400 and 500 eV incident beam energies. The major source of error in the lens measurements is due to mechanical instability shifting the lens elements while changing the samples. As previously stated (see page 51), the lens collects negative ions reflected from the surface over a limited angle and energy range when the power supply is set to the optimal voltage. Moving the different lens elements or the detector position will change the optimal voltage setting and acceptance range of the lens. The experimental errors were estimated by repeating measurements on the tungsten surface while testing the other surfaces. The conversion efficiencies measured on the tungsten surface for different tests are within ± 20%.

5.2.1 Lens Data

The first data on the UMCP system were taken at an incident neutral beam angle of 7.5° to the surface (Table 5.2) for tungsten, DLC, HOPG, the Si n-type and Optotechnik Sjuts. The beam energies were 100 eV, 250 eV and 500 eV. All of the surfaces with the exception of the Optotechnik Sjuts surface show a higher conversion efficiency than tungsten. The Sjuts surface at all energies, and HOPG under a 100 eV incident neutral beam, show conversion efficiencies equivalent to
tungsten to within the uncertainty of the measurement. The Si n-type was about twice as efficient as tungsten for all beam energies. For the 500 eV beam, HOPG had the highest conversion efficiency, almost three times that of tungsten. At 100 and 250 eV incident energies, silicon had the highest relative conversion efficiency.

A second set of data were taken with the incident beam at 11.25° to the surface. Table 5.3 (under the RmTp headings) shows the conversion efficiencies of the surfaces relative to tungsten for the 11.25° incident beam angle. The neutral beam energies used were 100 eV, 200 eV and 400 eV. All of the previously tested surfaces as well as CNS, CNT, platinum, gold, silver and the Si p-type were tested at this angle. The HOPG had the highest relative conversion efficiency for these tests. The efficiency was more than two times the tungsten efficiency for 200 eV and 400 eV neutral beam energy, and almost two times for the 100 eV beam. The Sjuts and DLC surface show very little difference in conversion efficiency compared to tungsten. The silver and gold were both about half as efficient as tungsten. The conversion efficiency of platinum varied from being less than tungsten for the 100 eV beam to approximately the same at 400 eV. The two silicon surfaces showed very little difference between them. CNS and CNT had the lowest conversion efficiencies observed of all the surfaces used.

The conversion efficiency of the heated surfaces was also measured for 11.25° incident neutrals. The heated surfaces were tested at incident energies of 100 eV and 200 eV. The samples were heated for 1.5 to 2 hours. This allowed the temperature of the surfaces to reach at least 138°C. Table 5.3 shows the conversion efficiencies for the surfaces relative to heated tungsten (under the Hot label). Table 5.4 shows the
Table 5.2: Relative conversion efficiency of the sample surfaces compared to tungsten, given in percent. Values greater than 100 percent indicate an improvement over tungsten’s conversion efficiency. The neutral beam is incident at 7.5° to the surface.

<table>
<thead>
<tr>
<th>Surface</th>
<th>100</th>
<th>250</th>
<th>500</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tungsten</td>
<td>100</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>DLC</td>
<td>130</td>
<td>170</td>
<td>190</td>
</tr>
<tr>
<td>HOPG</td>
<td>110</td>
<td>160</td>
<td>280</td>
</tr>
<tr>
<td>Si n-type</td>
<td>180</td>
<td>220</td>
<td>220</td>
</tr>
<tr>
<td>Sjuts</td>
<td>90</td>
<td>110</td>
<td>120</td>
</tr>
</tbody>
</table>

relative conversion efficiency of the heated and unheated surfaces. Most surfaces show a decrease in conversion efficiency when they are heated, except for silver, which showed a slight measured increase at both neutral beam energies and CNS for the 200 eV energy. To within the uncertainty of the measurements no surface had a major change in conversion efficiency. The surfaces were heated to lower temperatures in the UMCP system compared to those at Denver. The results from Denver show much larger changes in efficiency when the stage was heated to 300°C and above.

Significant improvements over the conversion efficiency of tungsten were seen in the HOPG and silicon samples. The Optotechnik Sjuts lead glass surface efficiency is similar to the efficiency of the tungsten surface at both incident angles at all neutral
<table>
<thead>
<tr>
<th>Surface</th>
<th>100 RmTp</th>
<th>100 Hot</th>
<th>200 RmTp</th>
<th>200 Hot</th>
<th>400 RmTp</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tungsten</td>
<td>100</td>
<td>80</td>
<td>100</td>
<td>80</td>
<td>100</td>
</tr>
<tr>
<td>DLC</td>
<td>100</td>
<td>80</td>
<td>110</td>
<td>90</td>
<td>110</td>
</tr>
<tr>
<td>HOPG</td>
<td>190</td>
<td>140</td>
<td>220</td>
<td>130</td>
<td>220</td>
</tr>
<tr>
<td>CNS</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>10</td>
</tr>
<tr>
<td>CNT</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Platinum</td>
<td>70</td>
<td>20</td>
<td>80</td>
<td>20</td>
<td>100</td>
</tr>
<tr>
<td>Gold</td>
<td>40</td>
<td>20</td>
<td>40</td>
<td>20</td>
<td>60</td>
</tr>
<tr>
<td>Silver</td>
<td>40</td>
<td>50</td>
<td>50</td>
<td>50</td>
<td>60</td>
</tr>
<tr>
<td>Si n-type</td>
<td>130</td>
<td>130</td>
<td>140</td>
<td>140</td>
<td>160</td>
</tr>
<tr>
<td>Si p-type</td>
<td>120</td>
<td>100</td>
<td>150</td>
<td>140</td>
<td>160</td>
</tr>
<tr>
<td>Sjuts</td>
<td>110</td>
<td>80</td>
<td>110</td>
<td>90</td>
<td>110</td>
</tr>
</tbody>
</table>

Table 5.3: Relative conversion efficiency of the sample surfaces compared to tungsten, given in percent. Numbers greater than 100 percent indicate greater conversion efficiency than tungsten. The incident neutral beam is at 11.25° to the surface and the data are for the surface at room temperature (RmTp) and heated to at least 138°C (Hot). The measurements are relative to the room temperature tungsten surface.
Table 5.4: Ratios of conversion efficiencies for heated and room temperature surfaces. The beam is incident at 11.25° to the surface. In general, conversion efficiency falls when the surface is heated, silver is an exception.
beam energies. The DLC surface showed a difference between the two angles of incidence. At $7.5^\circ$ the efficiency is more than tungsten by 30% at 100 eV incident energy and 90% at 500 eV incident energy. At $11.25^\circ$ the efficiencies for tungsten and DLC are similar. The Denver results give about the same absolute conversion efficiency for the two surfaces, favoring DLC only slightly, within the error margins. The differences may be attributed to the different incident angles. The $7.5^\circ$ incident angle spreads the beam across the sample surface more than for higher incident angles. The largest samples were the 2 cm diameter disks of tungsten and Si-disk. The other surfaces had less area exposed to the beam so that the beam overfilled the target for the smaller samples.

5.3 Conclusions

The observed work function data for the surfaces do not suggest that the conversion efficiency is aided by a smaller work function, but the measured work functions of the surfaces span only a limited 1.1 eV range (Fig 5.27). The contribution to conversion efficiency cannot be isolated in the present measurements but it is clear that work function alone is not the single factor determining conversion efficiency. To only measure the work function contribution it would take a carefully planned set of surface materials, ones that keep other parameters at least close to constant while having significantly varying work functions. If control of the other surface parameters cannot be attained, a general trend may be measurable using surfaces with work functions that span a large range.
Figure 5.27: The relative conversion efficiencies for the surfaces plotted against the measured work function. The tungsten surface had a work function of 4.5 eV. Work function values a cover small range and changes in the conversion efficiency may be due to surface properties rather than work function differences.
The largest and smallest relative conversion efficiencies are for surfaces composed of carbon. The HOPG and the carbon nanosheet surfaces have very different efficiencies. The main difference between the two surfaces appears to be smoothness. The carbon nanosheet has a measurably rough surface compared to HOPG. Rough surfaces will increase the ranges of angles for the negative ions and energies from the target and decrease the number of backscattered atoms. The carbon nano-tube surface had the lowest conversion efficiency of all the surfaces tested. The high electric fields and electron emission from the protruding nanotubes that can supply electrons to the neutral particles do not appear to increase conversion efficiency. The tangled appearance of the CNT surface (Fig. 4.10) and the low conversion efficiency would suggest that most of the incident neutral beam enters the surface and does not backscatter out. The RMS smoothness of some of the surfaces was measured and compared to the relative conversion efficiency (Fig. 5.28). The HOPG surface was tested after being freshly cleaved for all data shown but some preliminary tests were done before cleaving the surface the first time. The conversion efficiency of the surface increased by 10% after cleaving. Cleaving in this case reduced the bumps and scratches introduced to the surface during shipment and other handling in the lab. For these surfaces, the relative smoothness appears to aid in the conversion efficiency.

Low energy neutral atom detectors can benefit from improved surface conversion orientation and efficiency. The angular distributions of the tungsten surfaces show a general decrease in full width at half maximum for smaller incident angles and higher energies. The intensity of the measured flux from the surface is also
Figure 5.28: Relative surface conversion efficiencies as a function of measured smoothness. The tungsten, carbon nanotube and carbon nanosheet surface smoothness were deduced from SEM and AFM images of the surfaces. The silicon and HOPG surface smoothness was taken from the specifications of the respective manufacturers.
higher for grazing incident angles at 6° and 10°, meaning more negative ions were recorded coming from the surface than the 15° and 20° measurements. The instrument design will dictate what angles the conversion surface will be positioned with respect to incident neutrals but from the angular distribution measurements keeping the incident angle 10° or less will promote surface reflection. The tungsten surface started with an estimated absolute conversion efficiency between 1 to 2%. The HOPG and silicon surfaces displayed the highest conversion efficiencies of the surfaces tested. These increases over tungsten can be used to improve ENA imager resolution. Detector size can be reduced with higher efficiency conversion surfaces and an increase in conversion efficiency by 50 to 100%. Although the measurements in the ion lens were not absolute, comparing them with the tungsten base, assuming the angular distributions for the surfaces do not differ, the silicon surfaces have an overall conversion efficiency between 1.5 and 3% and the HOPG surface had an efficiency between 2 and 4%. Further investigations of surface properties through different materials and preparation are needed to fully evaluate negative ion conversion efficiency.

5.4 Future Work

5.4.1 Ion Lens

Modifications to the ion lens can increase the range of incident energies. Currently the lens cannot operate at a voltage higher than 5 kV due to electrical discharges. This is a result of the close positioning of the plates and the large potential
differences between them. At 5 kV the energy of backscattered negative ions that
the lens can collect is limited to a maximum of 500 eV. Redesigning the lens with
more space between the plates will allow the system to operate at a higher volt-
age with fewer discharges contributing to the background noise. By increasing the
distance between the target and the detector, lengthening the trajectories of the
negative ions the strength of the acceleration field needed to direct the ions into the
detector will be decreased. SIMION™ simulations show that this will allow the lens
to operate at a lower voltage for the same beam energy than is possible with the
current design. Such modifications can be expected to increase the energy range of
the lens for negative ions scattered from the test surface to 1000 eV or more.

5.4.2 Neutral Beam

The electron impact ion source used in the UMCP apparatus produces a beam
of hydrogen molecular ions that are converted to neutral hydrogen molecules. A
source of hydrogen atoms would allow a more direct assessment of the conversion
efficiency of surfaces for neutral particle imaging in space. Arc discharge or duoplas-
matron ion sources are able to produce atomic beams that can be neutralized and
used for incident beams [79]. Combined with acceleration and focusing lenses and
a suitable neutralization system such as the method used in the Denver apparatus,
a high intensity neutral atom beam is possible. Changing the incident beam from
molecules to atoms would be a major project for the system in its current form but
would provide results more directly applicable to the intended study. The neutral
beam energy is also not well defined. Apertures could be placed along the beam path to remove low energy neutral particles while letting ions of the required energy pass to charge exchange afterward. This mono-energetic ion beam could then be allowed to charge exchange with the neutral background gas and pass though a charged particle filter before reaching the target chamber.

5.4.3 Particle Detector Calibration

The different detection efficiencies of the CEMs for the incident beam molecules and the scattered negative atoms make absolute conversion efficiency measurements of the surfaces difficult. The detection efficiencies stated previously have been inferred by efficiency experiments on other CEMs and related multichannel plate detectors but not specifically Sjuts Optotechnik CEMs [68, 69]. An absolute calibration of the CEM detectors for the charge state, energy and type of particle being detected can be used to measure conversion efficiency for a test surface without the need to compare it with a base surface. Measuring the efficiency of the beam detector would require a well calibrated low energy (100 to 500 eV) neutral beam and a higher energy negative ion beam (1 keV to 5 keV) and a method of determining the beam flux to compare to the detector measurements.

5.4.4 Conversion Surfaces

Additional surfaces can be tested in the existing lens system. The effects of smoothness on conversion efficiency can be tested using the same base surface with
different roughness. Increasing the characterization of the surfaces would allow the
isolation of different surface properties to test the effects on neutral to negative ion
conversion. Different surface preparation techniques may also affect the conversion
efficiency. For example, the CNS can be created under varying conditions, some of
which result in a smoother surface layer that may allow more backscattering of the
incident beam.

5.4.5 Angles of Incidence

The connection between the lens assembly and the linear feedthrough is fixed.
Incident angles were selected by rotating the 2 3/4 in. flange on the feedthrough
and the 12 in. flange on the vacuum chamber to change the incident beam angle.
The different rotations were used to produce the 7.5° and 11.25° incident angles
used in this set of experiments. Creating a rotatable section in between the lens
and feedthrough will increase the range of angles that the lens can be positioned
relative to the beam direction. Finding the optimum angle of incidence will enable
the instrument design to take full advantage of the conversion properties of the
surface used.
Appendix A

Lens Construction

The ion lens used in the experiment was designed to collect negative ions from the target surface and direct them into the detector for counting. This was achieved using electrostatic potentials applied to specially shaped and positioned metal plates. The lens design is derived from the ion collection scheme of the LENA instrument on the IMAGE satellite [49]. This section includes technical design and operation of the ion lens in this experiment. All technical drawing dimensions are in inches unless otherwise noted.

A.1 Lens Plates

The lens consists of a series of eleven plates. The first part of the lens is made up of the back plate, mount plate and target plate which fit together to hold the surface being tested at a grazing angle in the neutral beam path. The next eight plates are a series of four single fin and two double fin plates and end with two detector shield plates. Fig. A.1 shows the SIMION™ view of the lens and an example of the negative ion paths from the conversion surface to the detector.

The lens voltages are supplied by one high voltage source and a voltage divider to give each plate the proper relative voltage. The resistors used in the voltage divider on the inside of the chamber are Ohmite precision thick film planar resistors.
Figure A.1: Views of the lens in SIMION™. The top diagram shows the x-y plane cut where the single fin lens plates shape the electric field to focus the ions. The bottom diagram shows the x-z plane where the double fin lens plates shape the electric field. The curved lines are ion trajectories through the lens. Shown are trajectories of 120 eV ions leaving the conversion surface at an angle of 11.25°. The voltage on the conversion surface is -2 kV; the other lens plate voltages are listed in Fig. A.2.
of 1, 2, 5, 10 and 25 MΩ values. One 6.8 MΩ resistor is used on the outside of the chamber between the lens and the power source for protection in case of shorts or arcing between the connections in the chamber. The voltage divider and examples of the resulting lens plate voltages are listed in Fig. A.2.

Neutral particles enter the lens assembly at a grazing angle to the target surface. Converted negative ions reflected from the surface are collected by the lens. The lens plates guide the negative ions to the detector. The assembled lens is shown in Fig. A.3. Six separate plate designs are used in the ion lens. All were made from 0.036 inch thick 304 stainless steel sheet except for the mount plate and the target plate, they were 0.12 inch thick. The plates were made using wire electric-discharge machining (wire EDM). Fig. A.4 and Fig. A.5 show the mount plate, target plate and the back plate. The mount plate and back plate are set next to each other and are held at the same voltage. The target plate is held by the mount plate and back plate and when put together provide a flat surface. This surface is held at a high negative voltage so that negative ions produced at the surface will be accelerated to the detector. The three tabs on the end of the back plate are used for making electrical connections. The target plate fits into the mount plate and can be screwed into the back plate when the heater is not attached. The surfaces tested in the experiment had a variety of sizes and shapes; target plates were made with appropriate wells to accommodate them.

The next series of six plates in the ion lens are the fin plates. These plates are used to focus the negative ions coming from the target surface. There are single fin and double fin plates. The single fin plates, shown in Fig. A.6, shape the beam in the
Figure A.2: The voltages on the plates of the ion lens are shown along with the resistor chain used to establish the voltages. Lens plate voltages for typical high voltage settings on the first plate are listed.

<table>
<thead>
<tr>
<th>Resistor</th>
<th>Resistance (MO)</th>
</tr>
</thead>
<tbody>
<tr>
<td>R1</td>
<td>1</td>
</tr>
<tr>
<td>R2</td>
<td>1</td>
</tr>
<tr>
<td>R3</td>
<td>2</td>
</tr>
<tr>
<td>R4</td>
<td>1</td>
</tr>
<tr>
<td>R5</td>
<td>15</td>
</tr>
<tr>
<td>R6</td>
<td>5</td>
</tr>
<tr>
<td>R7</td>
<td>25</td>
</tr>
</tbody>
</table>

Sample Voltage Settings

<table>
<thead>
<tr>
<th>High Voltage (kV)</th>
<th>V1 (kV)</th>
<th>V2 (kV)</th>
<th>V3 (kV)</th>
<th>V4 (kV)</th>
<th>V5 (kV)</th>
<th>V6 (kV)</th>
<th>V7 (kV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.88</td>
<td>0.86</td>
<td>0.85</td>
<td>0.81</td>
<td>0.79</td>
<td>0.53</td>
<td>0.44</td>
</tr>
<tr>
<td>2</td>
<td>1.76</td>
<td>1.73</td>
<td>1.69</td>
<td>1.62</td>
<td>1.58</td>
<td>1.06</td>
<td>0.88</td>
</tr>
<tr>
<td>3</td>
<td>2.64</td>
<td>2.59</td>
<td>2.54</td>
<td>2.43</td>
<td>2.38</td>
<td>1.58</td>
<td>1.32</td>
</tr>
</tbody>
</table>
Figure A.3: Pictures of the lens while assembled. The lens usually hangs upside down in the vacuum chamber. Top: The x-z plane of the lens (Fig. A.1) shown with the target plate in place. The detector is located at the right side of the picture. Bottom: Lens with the target plate removed. The heater coil is visible on the left side.
Figure A.4: Mount plate (top) and target plate (bottom) of the ion lens system. The target plate is shown as a blank but in practice had shapes cut into its surface to hold target surfaces of different size and shape.
Figure A.5: Back plate. The tapped holes allow the back plate to be attached to the target plate with 0-80 screws.
x-y plane (Fig. A.1 top). The converted negative ions are directed to the detector while neutral particles from the surface are intercepted by the fins on the lens plates and cannot reach the detector. The only difference between the two single fin plates is the location of the electrical connection tabs. The double fin plates (Fig. A.7 top) are used in the x-z (Fig. A.1 bottom) plane to focus the negative ions into the detector. After the fin plates were cut, the fins were bent forward by 45° along the dashed line in the figures to shape the electric field. The final two plates in the lens are the detector shields (Fig. A.7 bottom). These plates are flat and only have a hole for the converted negative ions from the target to pass through to the detector.

A.2 Lens Assembly, Operation

The lens plates are held in place by two grooved Teflon™ plates at the top (Fig. A.8) and bottom (Fig. A.9) of the lens. The plates hold the lens plates 0.2 inches apart and parallel to each other. Side girders (Fig. A.10 top) retain the lens plates in the grooves. The bottom Teflon™ plate also holds the detector mount. The lens is held together with threaded rods through the four holes at the corners of the top and bottom Teflon™ plates. A metal hanger plate (Fig A.10 bottom) is attached to the top teflon board and provides for attachment to the mechanical linear feedthrough on the lid of the vacuum chamber. The feedthrough is used to raise and lower the lens.

Low energy secondary electrons can be emitted from the target surface as the neutral beam impinges upon it. These electrons would then be accelerated into
Figure A.6: Two variations of the single fin plate used in the ion lens. The bend line, indicated, is where the fin is bent forward at a 45° angle in order to properly shape the electric field and intercept neutral particles reflected from the surface.
Figure A.7: The double fin ion lens plate (top) and the detector shield plate (bottom) of the ion lens. The double fin plate has both fins bent at a 45° angle.
Figure A.8: The top plate of the lens assembly. The plate material is Teflon™. (A scale drawing of indeterminate scale.)
Figure A.9: The bottom plate of the lens assembly. The grooves hold the lens plates. The extension to the left is for mounting the detector. The plate material is Teflon™.
Figure A.10: The side girder (top) and the hanger plate (bottom) of the lens assembly. Four side girders made of Teflon™ are used on the top and bottom Teflon™ plates to contain the metal lens plates. The hanger plate connects the lens to the linear feedthrough and is made from 304 stainless steel.
the lens plates resulting in more secondary electrons that could reach the detector. This electron emission from the lens plates was reduced by coating the metal surfaces with colloidal graphite, a material with a low secondary electron emission coefficient. The voltages placed on the lens plates and the close proximity of the metal plates and resistor chain can cause arcing between the elements that can saturate the CEM detector with emitted electrons. Kapton™ tape and sheets were used to electrically isolate different resistor connections to eliminate arcing. A Kapton sheet is also placed between the Teflon™ top board and the hanger plate to eliminate arcing between the hanger and the lens plates through the hole in the top board. A ribbon of Kapton™ was threaded through the resistor wires on the lens. The addition of the Kapton™ allowed the lens to operate up to 6 kV. Electrons from the lens to the detector were further reduced by setting neodymium iron boride (Nd-FeB) magnets into the hollow sections of the lens boards on the top and bottom. The magnets measured 5.1 cm ×1.3 cm ×0.3 cm and were grade N38 from K&J Magnetics. The magnetic fields in the lens were measured with a gauss meter using a transverse probe. The field was 100 G at the central portion of the lens along where the trajectories of the negative ions and 150 G closer to the sides of the near the surfaces of the magnets. The electron trajectories in the lens with the magnets were modeled using SIMION and showed that electron trajectories could not reach the detector (Fig. A.11), while the trajectories of the negative ions were unaffected by the magnetic field.
Figure A.11: Simulated electron trajectories for the lens with and without the magnets in place. The electrons are leaving the surface with 120 eV at 11.25°. The potential on the conversion surface is -2 kV. With no magnets the electrons are able to reach the detector. With the magnets, the electron trajectories curve upwards into the lens plates and cannot reach the detector.
A.3 Sample Heating

A tungsten heating coil was added to the back plate directly behind the target plate to heat the sample. The coil is a 2.5 turn spiral of 0.040” tungsten wire (Kurt J. Lesker Company part no. EVSME14040W). The coil is held in position by a machined block of glass-mica ceramic (Macor™) that is fixed to the mount and back plate of the lens (Fig. A.12 and A.13) behind the conversion surface. The heater coil is electrically isolated from the test surface and lens plates by a sheet of muscovite mica placed between the back plate and the heater holder. The coil is connected to a Hewlett Packard 6652A DC Power supply by 14 gauge wires and an electrical feedthrough on the vacuum chamber.

The heater was tested in vacuum using a blank target plate and color change temperature sensitive labels purchased from TIP TEMPerature Products (product number TLCSEN050). The labels consisted of 5 single use color change indicators set to change at $116^\circ$C, $121^\circ$C, $127^\circ$C, $132^\circ$C and $138^\circ$C. The manufacturer stated accuracy is ±1%. The heater was tested using 17A and the blank target plate reached between $116^\circ$C and $121^\circ$C after 45 minutes of heating and $138^\circ$C after 1 hour.
Figure A.12: The Macor™ heater holder (top). The heater coil is placed in the circular well cut into the heater holder and faces the back plate. The screw plates (bottom) secure the heater holder to the lens. The screw plate material is 304 stainless steel. All dimensions are in inches.
Figure A.13: The Mount (top) and Back plate (bottom) of the lens assembly modified to hold the heater. All dimensions are in inches.
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