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Abstract

We propose a method to handle approximate searching by image content in large image databases. Image content is represented by attributed relational graphs holding features of objects and relationships between objects. The method relies on the assumption that a fixed number of “labeled” or “expected” objects (e.g., “heart”, “lungs” etc.) are common in all images of a given application domain in addition to a variable number of “unexpected” or “unlabeled” objects (e.g., “tumor”, “hematoma” etc.). The method can answer queries by example such as “find all X-rays that are similar to Smith’s X-ray”. The stored images are mapped to points in a multidimensional space and are indexed using state-of-the-art database methods (R-trees). The proposed method has several desirable properties: (a) Database search is approximate so that all images up to a pre-specified degree of similarity (tolerance) are retrieved, (b) it has no “false dismissals” (i.e., all images qualifying query selection criteria are retrieved) and (c) it scales-up well as the database grows. We implemented the method and ran experiments on a database of synthetic (but realistic) medical images. The experiments showed that our method significantly outperforms sequential scanning by up to an order of magnitude.

Index Terms: image database, image retrieval by content, query by example, image content representation, attributed relational graph, image indexing, R-tree, similarity searching.

1 Introduction

In many applications, images comprise the vast majority of acquired and processed data. In remote sensing and astronomy, large amounts of image data are received by land stations for processing.
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analysis and archiving. A similar need of processing, analysis and archiving of images has been identified in applications such as cartography (images are analog or digitized maps) and meteorology (images are meteorological maps). In medicine, in particular, a large number of images of various imaging modalities (e.g., Computer Tomography, Magnetic Resonance etc.) are produced daily and used to support clinical decision making. The capabilities of the above application fields can be extended to provide valuable teaching, training and enhanced image interpretation support, by developing techniques supporting the automated archiving and the retrieval of images by content. For example, in medicine, before making a diagnosis, a clinician could retrieve similar cases from the medical archive. Content-based retrievals would not only yield cases of patients with similar image examinations and similar diagnosis but also, cases of patients with similar image examinations and different diagnoses [42].

To support queries by image content in an Image DataBase (IDB), all images must be analyzed prior to storage so that, descriptions of their content can be extracted and stored in the database together with the original images. These descriptions are then used to search the IDB and to determine which images satisfy the query selection criteria. The effectiveness of an IDB system ultimately depends on the types and correctness of image content representations used, the types of image queries allowed and the efficiency of search techniques implemented.

Fast responses are essential to an IDB. An IDB system must employ searching methods that are faster than sequential scanning methods, and which must "scale-up" well (i.e., their performance remains consistently better than the performance of sequential scanning methods as the database grows).

Query formulation must be flexible and convenient (as opposed to queries expressed by a command-oriented query language like SQL). Ideally, queries must be specified through a graphical user interface, such as by example (i.e., by providing an example image or by drawing a sketch on the screen). Query by example permits even complicated queries: The user may specify several objects with complex shapes and inter-relationships and may ask for all images containing similar objects with similar relationships. The retrieved images need not be exactly similar to the query. Instead, database search must be approximate so that, all images up to a pre-specified degree of similarity (tolerance) are retrieved.

In this work we deal with the following problem: Given a set of images, retrieve those which are similar to an example query (e.g., "find all X-rays that are similar to Smith’s X-ray"). We propose a general methodology which (a) uses an efficient representation of image content based on “Attributed Relational Graphs” (ARGs), (b) indexes the stored ARGs with state-of-the-art database methods (R-trees), and (c) supports approximate retrieval of images by content (i.e., based on both object properties and relationships between objects).
We design the image distance/similarity functions and we show that the search method allows no “false dismissals” (i.e., all images qualifying similarity criteria are retrieved). Specifically, all images within a given tolerance are retrieved. The performance of the proposed methodology has been evaluated based on an IDB of synthetic, but realistic, medical images. The results of this evaluation demonstrate very significant performance improvements over traditional sequential scan techniques utilizing graph matching. Finally, we show that the method scales-up well.

The rest of this paper is organized as follows: The definition of the problem, the assumptions made and a short presentation of the underlying theory are presented in Section 2. A review of related work done in the areas of Computer Vision and Databases is presented in Section 3. The proposed methodology is presented in Section 4. In Section 5, experimental results are given and discussed. In Section 6, we make several interesting observations on the proposed approach and we discuss optimization techniques along with issues for future research. Finally, the conclusions are given in Section 7.

2 Problem Definition and Background

Given a collection of N images, we must derive appropriate representations of their content and organize the images together with their representations in the IDB so that we can search efficiently for images similar to an example image.

All images are segmented into close contours corresponding to dominant image objects or regions. We assume that all images contain a number of “expected” or “labeled” objects. These are objects common in all images of a given application domain. For example, in medical images, the expected objects may correspond to the usual anatomical structures (e.g., “heart”, “lungs”) and the outline contour of the body. Similarly, the labeled objects may be the cell outline in microscope images; the sun and the horizon in outdoor images etc. All expected objects are identified prior to storage and a class or name is assigned to each one. The labeled objects need not be similar in all images.

Not all objects need to be identified: Images may also contain “unexpected” or “unlabeled” objects. These, may be either objects not present in all images or objects whose characterization is difficult or ambiguous. For example, in medical images, the unexpected objects may correspond to abnormal (pathological) structures (e.g., “hematoma”, “tumor” etc.).

In this work, we deal with images containing a fixed number (\(k\)) of labeled objects and a variable number (\(u \geq 0\)) of unlabeled objects. We also assume that the labeled objects have different labels. Objects not common in all images are treated as unlabeled (unexpected). Similarly, queries by example may specify a fixed number of labeled objects and a variable number of unlabeled
objects. Notice that this is a general setting. One special case is the case where all objects are unlabeled \((k = 0)\). Another special case is when all objects are labeled \((u = 0)\) in all images as was the case in [2]. There, the problem was to search a database of face images; from each image, a fixed number of labeled objects are identified (eyes, nose, etc.) and their attributes and relative positions are computed.

2.1 Background

Image descriptions are given in terms of object properties and in terms of relationships between objects. Such image descriptions are represented by relational structures such as Attributed Relational Graphs (ARGs) [4, 11]. In an ARG, the objects are represented by graph nodes and the relationships between objects are represented by arcs between such nodes. Both nodes and arcs are labeled by attributes corresponding to properties (features) of objects and relationships respectively.

![Diagram of object relationships](image)

Figure 1: Example image showing a sketch of a face (left) and its corresponding ARG (right).

Figure 1 shows an example image (a line drawing showing a face) containing four objects (numbered 0 through 3) and its corresponding ARG. Each object has an attribute \((c)\) denoting its name or class and an attribute representing the length \((l)\) of its boundary. The relationship between any two objects has also one attribute, the angle \((a)\) with the horizontal direction of the line connecting the centers of mass of these objects.

The specific features which are used in ARGs are derived from the raw image data and, depending on the application, can be geometric (i.e., independent of pixel values), statistical or
textural, or features specified in some transform domain (e.g., Fourier coefficients of object shapes). In the case of medical CT and MRI images used in this work, the set of features is given in Section 4.1. However, the proposed methodology is independent of any specific kind of features.
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**Figure 2**: Example query image (left) and its corresponding ARG (right).

The problem of retrieving images which are similar to a given example image is transformed into a problem of searching a database of stored ARGs: Given a query, its ARG has to be computed and compared with all stored ARGs. Matching between ARGs is a well known problem and has been studied extensively in the Computer Vision literature [23, 54, 4, 18]. Specifically, matching a query and a stored graph is treated as a subgraph isomorphism problem.

Figure 2 shows an example query and its corresponding ARG. In this example, query object 0 can only be associated with object 0 of the image of Figure 1 since, this is the only object having the same label with it. Similarly, query object 1 is matched with object 2. Their corresponding relationships are matched too. Equivalently, query node \( v'_0 \) is associated to node \( v_0 \), \( v'_1 \) to \( v_2 \) and arc \( r'_{01} \) is associated to arc \( r_{02} \) of the graph of the original image. However, if the label of a query object is unknown, all possible associations between this query object and the objects in the original image have to be examined. The problem becomes harder if the query or the original image contain many unlabeled objects or objects with the same label. Then matching becomes a hard combinatorial problem.

In comparisons between ARGs, we need a measure of the “goodness” of matching. A measure of goodness is defined in [4]: Let \( Q \) be a query image consisting of \( q \) objects and \( S \) be a stored image consisting of \( s \) objects. Let \( F() \) be a mapping from objects in \( Q \) to objects in \( S \) (e.g., such
a mapping associates objects with the same labels). The cost of this mapping is defined as:

$$\text{Dist}_F(Q, S) = \sum_{i \in [1, q]} \text{COST}(i, F(i)) + \sum_{i, j \in [1, q]} \text{COST}(i, j, F(i), F(j))$$  \hspace{1cm} (1)$$

The first term in Equation 1 is the cost of matching associated nodes, while the second term is the cost of matching the relationships between such nodes.

In our setting, only a subset of the objects in the stored image $S$ need to be matched. There is no cost if the data image contains extra objects; however, we assume that the cost is infinite if the data image is missing one of the objects of the query.

$\text{COST}$ is the cost of matching features of objects or features of relationships between associated objects. The distance between images $Q$ and $S$ is defined as the minimum distance computed over all possible mappings $F$:

$$\text{Dist}(Q, S) = \min_F \{\text{Dist}_F(Q, S)\}.$$  \hspace{1cm} (2)$$

The typical way to compute $\text{Dist}_F(Q, S)$ is using an $L_p$ metric. This is done as follows: Let $(q_1, q_2, \ldots, q_K)$ be a vector of feature values derived from $Q$ by taking the features of all its objects and of their relationships in some pre-specified order (e.g., object 1 and its relationships with the remaining objects are taken first followed by the features of object 2 etc.). Let $(s_1, s_2, \ldots, s_K)$ be the vector derived from $S$ by taking the features of the objects associated to objects in $Q$ in the same order. Then, Equation 1 can be written as follows:

$$\text{Dist}_F(Q, S) = \text{Dist}_{p,F}(Q, S) = \left[ \sum_{i=1}^{K} |q_i - s_i|^p \right]^{1/p}$$  \hspace{1cm} (3)$$

Figure 3: Matching between the query and the original example image.
$p$ is the order of the metric. For $p = 1$ and $p = 2$ we obtain the Manhattan (city-block) and the Euclidean distance respectively. For example, the Manhattan distance between the query image of Figure 2 and the example image of Figure 2 is $Dist(Q, S) = |100 - 80| + |15 - 10| + |130 - 110| = 45$. We have omitted the subscript $F$ because there is only one mapping.

Similarity searching in an IDB of stored ARGs requires that all images within distance $t$ must be retrieved. Specifically, all images qualifying the following condition have to be retrieved:

$$Dist(Q, S) \leq t.$$  

(4)

Without loss of generality, we use the Euclidean distance ($p = 2$). However, the proposed method can handle any $L_p$ metric.

3 Survey - Related Work

Important considerations in the design and implementation of IDB systems supporting queries by image content are: Image feature extraction, image content representation and organization of stored information, search and retrieval strategies, and user interface design. Addressing such issues has become object of intensive research activities in many areas of Computer Science over the past few years [57, 11, 35, 13]. Advances mainly in the areas of Databases and Computer Vision research resulted in methods which can be used for image archiving, retrieval and IDB design work. However, as observed in [32], there is a need for increased communication between the vision and the database communities to deal with the above issues. Combining results from both areas is an important next step.

3.1 Image Retrieval by Content

Image content can be described indirectly through attributes (e.g., subject, speaker, etc.) or text (e.g., captions) [16]. However, queries by image content require that, prior to storage, images are processed, appropriate descriptions of their content are extracted, stored in the database and used in retrievals.

Retrievals by image content is not an exact process (two images are rarely identical). Instead, all images with up to a pre-specified degree of similarity have to be retrieved. The design of appropriate image similarity/distance functions is a key issue here. In addition, retrievals can be greatly accelerated if the stored images are indexed. So far, most of the methods which have been developed, perform either exact match retrievals (e.g., 2-D strings [15]) or exhaustive (sequential) database search (e.g., [9, 40, 19]).
Approaches to combine approximate database search and indexing do exist [31, 20]. However, such techniques do not support image retrievals by content (i.e., based on properties of objects contained in images and on relationships between objects). The proposed methodology achieves this goal by using ARG representations of image content in combination with state-of-the-art database techniques for indexing in many dimensions, called “spatial access methods”.

3.1.1 Exact Match Searching in Image Databases

Once an image description has been derived, it can be easily represented in database storage structures (e.g., database relations) [12, 43]. Such image representations can be used to answer queries specifying simple constraints on object property values or relationships. Queries by example are difficult to be processed.

2-D strings [15] provide an approach to efficient image content representation and reduced complexity (i.e., polynomial) matching in image databases. 2-D strings assume that image objects are identified prior to storage so that a unique name or class is assigned to each one. The relative positions between all objects are then represented by two one dimensional strings. The idea is to project object positions (e.g., their centers of mass) on the x and y axis respectively, and take the objects in the same order as they appear in the two projections. The problem of image retrieval is then transformed into one of string matching: All 2-D strings containing the 2-D string of the query as a substring, are considered similar to it and are retrieved. To speedup retrievals, methods for indexing 2-D strings in a database has been proposed in [10, 46, 45]. Extensions of 2-D strings to treat various types of image properties has been proposed in [46]. Representations such as 2-D G strings [14] and 2-D C strings [36], have also been proposed and deal with situations of overlapping objects with complex shapes. However, such representations are not as simple and compact as the original 2-D strings.

The effectiveness of 2-D string based representations in retrieving images by content has been investigated in [46]. It has been shown that, with respect to what a user expects to see in the responses, 2-D strings may yield “false alarms” (not qualifying images) and “false dismissals” (qualifying but not retrieved images). This is mostly due to the fact that, 2-D strings change drastically with small variations in object characteristics. Techniques for inexact match retrievals based on 2-D string has also been proposed in [38, 37]. However, such retrievals are less time efficient (i.e., matching is not polynomial).
3.1.2 Approximate Searching in Image Databases

A system designed to support the segmentation, the description, as well as the interactive retrieval of facial images from an IDB is presented in [2]. A-priori knowledge regarding the kind and the positioning of expected image objects (e.g., face outline, nose, eyes etc.) is employed and used to guide the segmentation of face images into disjoint regions corresponding to the above objects. Retrieval is performed in stages allowing the user to adjust the query criteria at each stage and progressively achieve the desired results. This strategy may be especially helpful when the specification of pictorial content in queries is ambiguous and it may be proven to be an effective method for making a difficult final selection. However, database search is exhaustive, and each time a new query is issued, the whole database has to be searched. This may be very time consuming for large databases. The authors do not provide experimental results on the time performance of their method. This work may benefit greatly from the proposed approach on image indexing and retrieval by content in two ways: (a) Database search can be greatly accelerated with our proposed indexing method and (b) queries may include also unlabeled or unexpected objects (e.g., a scar along the face).

In [47], an information retrieval approach is proposed. The user can specify “imprecise” queries (i.e., queries that do not evaluate into “yes” or “no”) using a command oriented query language which allows the user to express preference and importance values for the objects involved in the query. Retrievals are based on a multilevel signature technique. The method assumes that the number and the kind of objects which appear in all images are known in advance. However, database search is exhaustive and the method cannot handle efficiently queries by example. The authors do not provide experimental results.

An attempt to combine indexing and approximate database search is described in [31]. The main idea is to extract \( f \) features from each image, thus mapping images into points in a \( f \)-dimensional space. Once this is achieved, any spatial access method can be used to handle range and nearest-neighbor queries efficiently. This approach has been applied for the recognition of written digits: The bitmap of each digit is represented by a few (3 to 5) rectilinear rectangles whose coordinates collectively are used as the features. The method did not address the issue of false dismissals, nor the problem of retrieving images by specifying properties of objects and relationships between objects.

In the QBIC project of IBM [20], an indexing method for queries on color, shape and texture is proposed. The main contribution in this paper was a technique to handle the cases where the distance function is not an Euclidean distance including “cross-talk” of attributes. Focusing mainly on colors, this work does not show how to handle multiple objects per image, as well as their inter-
relationships. Thus, the paper does not show how to handle queries of the form “find the images where a red ball is close to a yellow rectangle”. Other methods supporting retrieval of images based on the colors in a scene are proposed in [8, 55, 34].

Additional work on image content retrieval includes: The technique of [56] deals with the problem of image content retrieval based on spatial relationships between objects when images are rotated. The encoding of relationships, called “arrangement”, is independent of image rotation, and describes the sequence in which the neighbors of each object are arranged around it. The work in [29] deals with the problem of indexing for medical images. Given a picture, the four “most important” objects are taken and their centers of mass are used to represent their spatial relationships. However, this approach seems to allow for false dismissals: If an X-ray has 5 objects, one of them will be ignored. Thus, queries on this fifth object will never retrieve that X-ray.

3.2 Spatial Access Methods

A tool to achieve faster-than-sequential searching is to use the so-called “spatial access methods”. These are file structures to manage a large collection of f-dimensional points (or rectangles or other geometric objects) stored on the disk so that, “range queries” can be efficiently answered. A range query specifies a region (e.g., hyper-rectangle or hyper-sphere) in the address space, requesting all the data objects that intersect it. If the data objects are points (as eventually happens in our application), the range query requires all the points that are inside the region of interest. An example of a range query on point data is “retrieve all the cities that are 200 km away from Brussels”.

Several spatial access methods have been proposed. A recent survey can be found in [51]. These methods can be grouped into the following classes: (a) Methods that transform rectangles into points in a higher dimensionality space [28]; (b) methods that use linear quad-trees [25, 1] or, equivalently, the “z-ordering” [41] or other “space filling curves” [22, 30]; and finally, (c) methods based on trees (k-d-trees [6, 7], k-d-B-trees [49], hB-trees [39], cell-trees [26] etc.). One of the most characteristic approaches in the last class is the R-tree [27].

The R-tree can be envisioned as an extension of the B-tree for multidimensional objects. A geometric object is represented by its Minimum Bounding Rectangle (MBR). Non-leaf nodes contain entries of the form (ptr, R) where ptr is a pointer to a child node in the R-tree; R is the MBR that covers all rectangles in the child node. Leaf nodes contain entries of the form (object→id, R) where object→id is a pointer to the object description, and R is the MBR of the object. The main idea in the R-tree is that father nodes are allowed to overlap. This way, the R-tree can guarantee good space utilization and remain balanced. Figure 4 illustrates data rectangles (in black) organized in
an R-tree (left); the file structure for the same R-tree is also shown (right); the nodes correspond to disk pages. Extensions, variations and improvements to the original R-tree structure include the packed R-trees [50], the R+-tree [53] and the R*-tree [5].

4 Proposed Solution

In this work, we use the R-tree as the underlying method for indexing images by content. The reason for our choice is that the R-tree is more robust in high-dimensionality address spaces. As we shall see, in IDB applications the number of attributes/dimensions can be high (20-30), which can still be handled by an R-tree [44]. On the contrary, the main competitors of the R-tree (see Section 3.2) require time or space that is exponential on the dimensionality.

Henceforth, we assume that images are segmented into closed contours corresponding to labeled and unlabeled objects of interest. Figure 5 shows an example of an original MRI image and of its segmented form. We can easily identify three labeled objects namely, spine (object 2), liver (object 1) and body outline (object 0). Henceforth, the number of labeled objects in all images will be $k = 3$.

Techniques for the automatic segmentation and recognition of tomographic images do exist [3, 33, 17, 48]. In general, image automatic segmentation and labeling of the components are outside the scope of this paper. For our purposes, we assume that each image has been segmented automatically or manually and that its components have been labeled (typically, by a domain
Figure 5: Example of an original grey-level image (left) and its segmented form (right) showing 3 labeled objects (body outline with index 0, liver with index 1 and spine with index 2) and 2 unlabeled with indices 3 and 4.

The contribution of our work is on the fast searching after the images and the queries have been segmented and labeled.

4.1 Image Content Description

The descriptions used in this work are given in terms of properties of objects contained in images and in terms of relationships between such objects. Individual objects are described by properties corresponding to characteristics of their position, size and shape. Specifically, the following set of properties is used to describe each object:

- **Size** ($s$), computed as the size of the area it occupies.
- **Roundness** ($r$), computed as the ratio of the smallest to the largest second moment.
- **Orientation** ($o$), defined to be the angle between the horizontal direction and the axis of elongation. This is the axis of least second moment.

The following properties are used to describe the spatial relationships between two objects:

- **Distance** ($d$), computed as the minimum distance between all pairs of line segments, taking one from each object.
- **Relative Position** \( (p) \), defined as the angle with the horizontal direction of the line connecting the centers of mass of the two objects.

The above set of features is by no means unique. Additional features that could be used include the average grey-level and texture values, moments or Fourier coefficients etc. as object descriptors; Relative size, amount of overlapping or adjacency etc. can be also used to characterize the relationships between objects. However, it has been shown in [43, 46] that the proposed set of features give acceptable results in retrievals of medical images by content. Notice that, the proposed method can handle any set of features that the domain expert may deem appropriate. The contribution of this work is not on choosing a good set of features, but on accelerating the sequential search on a given, expertly chosen, set of features.

Figure 6 shows the attributed graph representing the content of the example image of Figure 5. Nodes correspond to objects and arcs correspond to relationships between objects. Both nodes and arcs are labeled by attribute values corresponding to object properties and relationships respectively. The properties corresponding to the arc connecting object 1 (liver) with object 2 (spine) are not shown. Angles are in degrees.

The derived representation are both scale and translation invariant (i.e., images translated or scaled with respect to each other result in the same representation). To achieve scale invariance, we normalize lengths and areas by dividing them respectively by the diameter and the area of the largest object of the given image. The features we have chosen are also independent of image translation since, only relationships between objects are used to characterize object positions. To achieve rotation invariance, all images are registered to a standard orientation.

### 4.2 Image Indexing - File Structure

Our goal is to achieve fast searching in a database of stored ARGs. The approach we follow is to map ARGs into points in a multidimensional space. Then, a multidimensional access method can be used. However, such a method requires that the number of dimensions (equivalently, the number of keys or axes) are known in advance and are fixed. However, the number of objects is not the same in all images, and therefore, the number of dimensions cannot be fixed. We solve this problem by decomposing each image into images containing an equal number of objects, called “sub-images”:

**Definition 1** A \((k, u)\) sub-image of a given image contains the \(k\) labeled objects and \(u\) unlabeled objects.

An attribute vector is then computed to each derived sub-image consisting of property values corresponding to the objects it contains and the relationships between these objects taking them in
a pre-specified order (i.e., object 1 and its relationships with the remaining objects are taken first followed by the attribute values of object 2 etc.). For example, using the features described before, a \((k, 1)\) sub-image \((k = 3)\) is represented by a 24-dimensional vector: 4 objects with 3 attributes each, plus \(\binom{4}{2} = 6\) relationships, with 2 attributes each. The vectors of all \((k, 1)\) sub-images are then stored in an R-tree data structure. For each vector, an image identifier corresponding to the image from which it has been derived is also stored.

Figure 7 demonstrates the proposed file structure of the data on the disk. Specifically, the IDB consists of the following parts:

- The “image file store”. This is a separate disk store holding the original image files. For faster display we have also kept the segmented polygonal forms of all images (not shown in Figure 7).

- The “graph file”. This is a file holding the ARGs. Each record in this file consists of an identifier (e.g., the image file name) corresponding to the image from which the ARG has been derived, and the features of each object together with its relationships with the remaining objects.
The R-tree data structure holding the vectors computed to all the \((k, 1)\) sub-images. We call this R-tree "\((k, 1)\) R-tree".

The graph file together with the \((k, 1)\) R-tree form the "index structure". In the IDB literature [11], the image file store and the index structure are called "physical" and "logical" database respectively. There is a plethora of alternative designs (e.g., R-trees holding vectors for \((k, 2)\) sub-images). We considered several of them and experimented with them all. The \((k, 1)\) R-tree results in the best search times for a small space overhead and is the one that we mainly focus on next. In Section 6.1 we present alternative designs along with implementation details and experiments.

### 4.3 Query Processing

Given a \((k, u)\) query image and a tolerance \(t\), we want to retrieve all images that contain a \((k, u)\) sub-image which matches the query within tolerance \(t\). As we show soon, the \((k, 1)\) R-tree index does not have false dismissals (i.e., all qualifying images are retrieved). However, it may return false
alarms (i.e., not qualifying images) in which case, it may return a superset of the required images. A post-processing step is required to clean-up the false alarms. The generic search algorithm is as follows:

**R-tree search:** Issue (one or more) range queries on the \((k,1)\) R-tree, to obtain a list of promising images (image identifiers).

**Clean-up:** For each of the above obtained images, retrieve its corresponding ARG from the graph file and compute the actual distance between this ARG and the ARG of the query. If the distance is less than the threshold \(t\), the image is included in the response set.

As mentioned earlier, we decided to use the Euclidean distance \((p=2\) in Equation 3). However, the proposed indexing method can handle any \(L_p\) metric. For the Euclidean distance, the query region is a (hyper-)sphere; for the city-block distance \((L_1)\) it is a diamond; for the \(L_\infty\) it is a square etc. All of the above can be handled by the R-tree (i.e., it replaces the query region by its minimum bounding rectangle and it fetches the points that fall within tolerance \(t\)).

Next, we distinguish between queries specifying one unlabeled object and queries specifying two or more unlabeled objects.

### 4.3.1 One Unlabeled Object

A \((k,1)\) query specifies all labeled objects and one unlabeled. Such a query is mapped to a point in a multidimensional space of 24 dimensions \(f = 24\) and treated as a range query: using the Euclidean distance, we want the points in \(f\)-dimensional space that fall within a (hyper-)sphere of radius \(t\), where \(t\) is the tolerance. The R-tree is searched and all vectors within radius \(t\) (i.e., those satisfying Equation 4) are retrieved. Feature vectors falling outside the query sphere are excluded from the answer set. Range queries on an R-tree yield neither false alarms nor false dismissals. Therefore, in this specific case of \((k,1)\) queries there is no need for “clean-up” and the graph file need not be examined.

### 4.3.2 Two or More Unlabeled Objects

Here consider the case of a \((k,2)\) query specifying 2 unlabeled objects. We break the query into two \((k,1)\) query sub-images called “sub-queries”. Then, we can apply either of the following strategies:

**With-Intersection:** Apply both \((k,1)\) sub-queries to the \((k,1)\) R-tree with tolerance \(t\). Intersect their resulting response sets to obtain the set of common image identifiers. The ARGs corresponding to these image identifiers are retrieved from the graph file and matched with the original query to discard the false alarms.
No-Intersection: Search the \((k,1)\) R-tree for the first sub-query with tolerance \(t\). The second sub-query is ignored. Retrieve the resulting ARGs from the graph file and match them with the original query to discard all possible false alarms.

Both strategies introduce false alarms. The first strategy, attempts to minimize the false alarms but, involves excessive R-tree search and set intersections. The second strategy, avoids R-tree search as much as possible but, employs an expensive clean-up stage.

We can prove that the above strategies will have no false dismissals:

**Lemma 1** Replacing a \((k,2)\) query of tolerance \(t\) with two \((k,1)\) queries of tolerance \(t\) each and intersecting their results will give no false dismissals.

**Proof:** Let \(Q\) be a \((k,2)\) query. Its corresponding vector is \((q_1, q_2, \ldots, q_f)\). Let \(S\) be a qualifying image. The vector computed to the subset of its contained objects which are similar to query objects is \((s_1, s_2, \ldots, s_f)\). This vector corresponds to the best mapping \(F()\) according to Equation 2. Each of the above two vectors consists of terms corresponding (a) to the labeled objects, which are denoted by \(l\) subscripts \((b)\) to unlabeled objects, which are denoted by \(x\) subscripts for the first unlabeled object and \(z\) subscripts for the second unlabeled object, (c) to the relationships between labeled objects, which are denoted by \(ll\) subscripts, (d) to the relationships between labeled and unlabeled objects, which are denoted by \(lx\) and \(lz\) subscripts and (e) to the relationships between unlabeled objects, which are denoted by \(xz\) subscripts. Then we have:

\[
\begin{align*}
(q_{l_1} - s_{l_1})^2 &+ (q_{l_2} - s_{l_2})^2 + \ldots \\
(q_{x_1} - s_{x_1})^2 &+ (q_{x_2} - s_{x_2})^2 + \ldots \\
(q_{z_1} - s_{z_1})^2 &+ (q_{z_2} - s_{z_2})^2 + \ldots \\
(q_{l_1} - s_{l_1})^2 &+ (q_{l_2} - s_{l_2})^2 + \ldots \\
(q_{x_1} - s_{x_1})^2 &+ (q_{x_2} - s_{x_2})^2 + \ldots \\
(q_{z_1} - s_{z_1})^2 &+ (q_{z_2} - s_{z_2})^2 + \ldots \\
(q_{x_1} - s_{x_1})^2 &+ (q_{x_2} - s_{x_2})^2 + \ldots \\ &\leq t^2.
\end{align*}
\]

We want to prove that the above image will be retrieved by the proposed strategy. That is, we want to prove that the two \((k,1)\) sub-queries will each retrieve image \(S\). Specifically, we want to prove the following inequalities:

\[
\begin{align*}
(q_{l_1} - s_{l_1})^2 &+ (q_{l_2} - s_{l_2})^2 + \ldots \\
(q_{x_1} - s_{x_1})^2 &+ (q_{x_2} - s_{x_2})^2 + \ldots \\
(q_{z_1} - s_{z_1})^2 &+ (q_{z_2} - s_{z_2})^2 + \ldots \\
(q_{l_1} - s_{l_1})^2 &+ (q_{l_2} - s_{l_2})^2 + \ldots \\
(q_{x_1} - s_{x_1})^2 &+ (q_{x_2} - s_{x_2})^2 + \ldots \\
(q_{z_1} - s_{z_1})^2 &+ (q_{z_2} - s_{z_2})^2 + \ldots \\
(q_{x_1} - s_{x_1})^2 &+ (q_{x_2} - s_{x_2})^2 + \ldots &\leq t^2,
\end{align*}
\]

and

\[
\begin{align*}
(q_{l_1} - s_{l_1})^2 &+ (q_{l_2} - s_{l_2})^2 + \ldots \\
(q_{z_1} - s_{z_1})^2 &+ (q_{z_2} - s_{z_2})^2 + \ldots \\
(q_{l_1} - s_{l_1})^2 &+ (q_{l_2} - s_{l_2})^2 + \ldots \\
(q_{z_1} - s_{z_1})^2 &+ (q_{z_2} - s_{z_2})^2 + \ldots &\leq t^2.
\end{align*}
\]
The above inequalities will definitely hold, since they can be produced from Inequality 5 by omitting some positive terms. This completes the proof of the lemma, for both strategies. □

The search algorithms for queries with more than 2 unlabeled objects are straightforward extensions of the above ideas.

4.3.3 Other Queries

The definition of similarity given in Section 2.1 serves as the basis for more complicated situations. Our proposed scheme can handle cases where the query specifies only a few of the labeled objects (e.g., we don’t care for some of them). In these cases, the summation of Equation 3 excludes the features of the unspecified objects (partial match queries). The R-tree index can still handle these queries: The range of values along the unspecified axes stretches from $-\infty$ to $+\infty$.

The proposed method can also handle the case where the user considers some of the properties more important than others. We can give higher weights to these properties. If weights are used with Equation 3, the query specifies an ellipse in the feature space, instead of a sphere. The weights could even be adjusted on-the-fly by the user. Since a weighted Euclidean distance presents no additional indexing problems, we do not consider weights for the rest of this paper.

5 Experiments

To test the efficiency of our methodology, we implemented the system in C, under UNIX. As a testbed, we used a database consisting of 13500 synthetic segmented images (synthetic workload). Originally we used 20 MRI images. We segmented these images by manual tracing the contours of labeled objects. To produce a synthetic image from a given original, we allowed the objects in the original to rotate, scale and translate by a certain amount computed by a random number generator (e.g., each object is allowed to rotate between 0 and 20 degrees). Moreover, the contour points of each object were allowed to extend along the line connecting the center of mass of the object with each point. A number of unlabeled objects (at most 5 per image) having random sizes, shapes and positions was then added to the above derived images. Objects were not allowed to intersect with each other. Among the 13500 images we produced, there are 4500 images with 8 objects, 3600 with 7 objects, 2700 with 6, 1800 with 5 and 900 with 4 objects. All images contain 3 labeled objects.

We carried out several groups of experiments based on a $(k,1)$ R-tree (i.e., holding vectors consisting of all $k$ labeled objects and one unlabeled). Queries specifying all labeled objects and one unlabeled ($(k,1)$ queries) are the basic queries and are used to process more complex queries specifying more unlabeled objects. The experiments were designed to:
• Study the performance of the processing of \((k,1)\) and \((k,2)\) queries.

• Illustrate the superiority of the proposed method over sequential scan searching.

• Study the scale-up of the proposed method.

To obtain average performance measures, the average performance of 45 characteristic queries is computed. The times reported correspond to the elapsed (i.e., “wall-clock”) time by adding the “system” time and the “user” time (cpu time) as reported by the `times` system call of UNIX. The system is implemented on a SUN/470 with 32 Mbytes of main memory and a MICROPOLIS disk with average seek time less than 12msecs. When we run the experiments, no user were logged on. In all the experiments, we used 4K bytes as the page size for the R-tree. The space required for the implementation of the \((k,1)\) R-tree is 22.5 Mbytes while, the graph file requires 5.1M bytes for storage.

5.1 Queries With One Unlabeled Object

The goal of this set of experiments is to illustrate the performance gains of our method with respect to sequential scanning of the database for the basic \((k,1)\) queries (i.e., queries specifying all 3 labeled objects and 1 unlabeled).

Figure 8 plots the response time (averaged over 45 queries) for \((k,1)\) queries. Our method achieves large savings, even for high values of the tolerance (for \(t=530\) the retrieved set is almost 1000 images; presumably a user would like to retrieve 20-50 images, in which case, \(t\) must be less than 200). Even for such large queries, the response time of the proposed method is below 2 seconds. Notice that sequential scanning is always above 2 seconds.

Sequential scanning is performed by matching the vector computed to a given query with the vectors produced from each stored ARG having the same size with it. For \((k,1)\) queries, these are at most 5 (i.e., all images contain between 1 and 5 unlabeled objects). For sequential scanning we performed the following optimization: For every image, the partial sum of the distance function of Equation 3 is continuously compared with the threshold, to achieve early rejections. Thus, as the tolerance increases, more and more images delay to be rejected, thus increasing the response time. We call this method “optimized sequential” as opposed to the “naive sequential” method (i.e., the sum of Equation 3 is computed first and then compared with the tolerance). For the naive sequential scan the response time was almost constant at 13.5 secs. Henceforth, the optimized sequential scan is used in the experiments.

The shape of the curves can be justified as follows: For the optimized sequential scanning, the search time increases with the tolerance because of the optimization we described earlier. For
Figure 8: Average retrieval response time as a function of the tolerance \( t \) for \((k,1)\) queries corresponding to (a) search on a \((k,1)\) R-tree, (b) naive sequential scan and (c) optimized sequential scan of the database.

The proposed method, the shape of the curve resembles an exponential curve. This is expected, because the number of qualifying images increases exponentially with the tolerance.

Figure 9 plots the response time as a function of the number of qualifying images (response-set size). The labels indicate the corresponding value of the tolerance. This figure contains almost the same information with Figure 8, showing in addition the response-set size.

### 5.2 Queries With Two Unlabeled Objects

The next set of experiments examines \((k,2)\) queries (i.e., queries specifying all 3 labeled objects and 2 unlabeled). Figure 10 plots the average retrieval response time of \((k,2)\) queries as a function of the tolerance \( t \).

A \((k,2)\) query breaks into two \((k,1)\) sub-queries. As explained in Section 4.3, we have two
Figure 9: Average retrieval response time as a function of the average retrieval response set size for \((k,1)\) queries. The labels denote the corresponding values of the tolerance \((t)\).

alternative methods to search the \((k,1)\) R-tree:

**With-Intersection:** Both \((k,1)\) sub-queries are processed by the R-tree.

**No-Intersection:** Only the first \((k,1)\) sub-query is processed by the R-tree.

The experimental results show that above two methods are roughly comparable with respect to response time. The recommended method is the second one, since it is faster than the first one. The shape of the curves is also expected, resembling curves that are exponential as a function of the tolerance. The sequential scanning was the slowest, even for large values of the tolerance, ranging from 6 seconds to 15 seconds. Its response time is not constant, because of the optimization we described in the case of \((k,1)\) queries. The rest of the experiments in this section concentrate on \((k,1)\) queries.
5.3 Scale-Up

In this set of experiments we examined the performance of the proposed method as a function of the database size $N$ (number of stored images). Figure 11 plots the average retrieval response time for the sequential scan and for the proposed method. The tolerance is set to $t = 310$. Notice that the performance gap between the two methods widens as the database grows. Therefore, the proposed method becomes increasingly attractive for larger databases.

5.4 Examples of Retrievals

Figure 12 demonstrates a characteristic example of a $(k,1)$ query (left) and of a retrieved image (right). The cost of matching their corresponding 24-dimensional vectors is 219.4. Observe that, both labeled and unlabeled objects in the query and the retrieved image respectively, have approx-
imately similar characteristics and similar spatial relationships. The retrieved image contains also one additional unlabeled object (object 4) not specified by the query.

6 Discussion - Observations

There are several interesting observations, as well as a plethora of optimization techniques that can be used. In this section we present a discussion on alternative index designs, as well as some observations, which may lead to some interesting research in the future.

6.1 Alternative Index Organizations

We can use the \((k,1)\) R-tree to answer queries with any number of unlabeled objects. However, it is natural to wonder what would be the performance of a \((k,2)\) R-tree. This R-tree would contain
all the feature vectors of the \((k,2)\) sub-images derived from all the images stored in the database. Then, an image with 5 unknown objects would yield \(\binom{5}{2}\) vectors, all of which would be stored in the \((k,2)\) R-tree. Generalizing, we can maintain a \((k,3)\) R-tree, a \((k,4)\) R-tree and so on. Notice, however, two important points:

- A \((k,2)\) R-tree can not answer \((k,1)\) queries. In general, a \((k, u)\) R-tree can not answer \((k, u')\) queries, if \(u' \leq u\). Therefore, the \((k, u)\) R-tree has to be maintained in addition to the \((k,1)\) R-tree, the \((k,2)\) R-tree, ... the \((k, u - 1)\) R-tree.

- The space overhead of a \((k, u)\) R-tree increases fast with \(u\): For example, an image with 6 unlabeled objects, will yield \(\binom{6}{2} = 6\) entries for the \((k,1)\) R-tree, \(\binom{6}{3} = 15\) and \(\binom{6}{4} = 20\) entries for the \((k,2)\) and the \((k,3)\) R-tree respectively.

We implemented the \((k,2)\) R-tree and measured its search time for \((k,2)\) queries. Figure 13 shows the response time of the \((k,2)\) R-tree \((f = 35)\), as a function of the tolerance \(t\) for the same setting as in Section 5 with the rest of the experiments. Its response time is very good, mainly because it does not require clean-up. However, the required space overhead is large: 52.2 Mbytes as opposed to 22.5 Mbytes of the \((k,1)\) R-tree. Given the large space requirements and its difficulty in answering \((k,1)\) queries, the \((k,2)\) R-tree is not recommended. For the same reasons, other R-trees with more unlabeled objects are also not recommended.
Using Fewer Features for Indexing

Our proposed method has no false dismissals that is, it will retrieve each and every hit that sequential scanning would have retrieved, only faster. For the \((k,1)\) queries, this is obvious, because our R-tree index contains all the attributes that the distance function needs. However, we can show that we can omit some of the attributes, and still guarantee no false dismissals, introducing some false alarms (and subsequently, a more expensive clean-up step), to achieve a smaller, hopefully faster, R-tree.

To guarantee no false dismissals, the distance between two sub-images in a lower dimensionality space should under-estimate their distance when all attributes are used. This is always true, since the omitted attributes correspond to terms omitted from Equation 3; these terms are all positive and, therefore, the distance between the two images is under-estimated. For both cases the tolerance is assumed to be \(t\). Then, every qualifying sub-image will be retrieved with both...
methods.

It is beneficial to keep "useful" attributes (e.g., the most discriminatory attributes). Conversely, dropping "useless" attributes will introduce a few additional false alarms. A useless feature would be one having the same value in every image. For example, we can ignore the attributes of the labeled objects "spine" and "body outline" from the ARG of Figure 6, since these objects look similar in most images. This will introduce false alarms, but no false dismissals. Notice that, an R-tree with some attributes omitted is still able to answer \((k,2)\) queries (as well as \((k,3), (k,4)\) etc. queries) without false dismissals.

Compared to the original method, the trade-off is as follows: If we keep fewer attributes in the \((k,1)\) R-tree, more vectors will fit per R-tree node resulting in higher fan-out and, therefore, into a smaller, shallower and faster R-tree. The penalty we have to pay is the increased number of false alarms that the post-processing step will have to deal with.

![Graph showing response time vs. tolerance for \((k,2)\) queries](image)

**Figure 14:** Average retrieval response time as a function of the tolerance \((t)\) for \((k,2)\) queries corresponding to search on a \((k,2)\) R-tree utilizing (a) all 35 attributes and (b) 21 attributes.
In order to fully exploit this method, it is necessary to develop a way to distinguish the useful attributes from the useless ones. An in-depth analysis of such methods is outside the scope of this paper. Here we only outline two possible solutions:

- A domain expert may be used to pinpoint the useful attributes.
- In case of a static (or slowly changing) database, we can use the Karhunen-Loeve transform, which, given a static set of $f$ attributes, creates $f$ new attributes sorted in "usefulness" order.

Keeping the first few attributes we can probably retain most of the information needed.

We ran some experiments to determine whether the lower dimensionality R-trees show any promise. By omitting attributes of labeled objects, we reduced the dimensionality of the $(k,1)$ R-tree from 24 to 12, and of the $(k,2)$ R-tree from 35 to 21. The original $(k,1)$ R-tree with $f = 24$ was faster than the R-tree with $f = 12$ for $(k,1)$ queries. However, as observed from Figure 14, this is not always the case for $(k,2)$ queries. Therefore, we believe that, if the most useful attributes are carefully selected, the resulting R-tree will probably be faster in cases of very high dimensionality spaces.

### 6.3 Effective/Fractal Dimension

Here we focus on $(k,1)$ queries. As observed in section 5.1, the response time increases exponentially with the tolerance $t$. Figure 15 shows the number of qualifying $(k,1)$ sub-images as a function of the tolerance, in doubly logarithmic scales. It also plots the line of a linear regression. It is interesting to note that the line gives a good approximation. The slope of the line is $\approx 3$.

The slope of such diagrams is related to the "correlation fractal dimension" [52], which is similar to the "effective dimensionality" [24]. This implies that our data points in feature space follow a skewed distribution: If they were uniformly distributed in a $f$-dimensional feature space, then the slope should be $f$ (i.e., the number of neighbors within distance $t$ should increase with the $t^f$). The fact that it increases like $t^3$ means that the point-set behaves like a 3-dimensional object embedded in a $f$-dimensional space. This observation can be used in the following two ways:

(a) Dimensionality reduction techniques, such as the Karhunen-Loeve (K-L) transform, can be used to reduce the dimensionality of the R-tree from $f = 24$ to 3 (i.e., by keeping the first three attributes of the (K-L) transform). In cases where a large number of image attributes are used for indexing, dimensionality reduction might make the R-tree faster.

(b) It may help us predict the selectivity (i.e., response-set size) and subsequently, the response time of our method. In [21] we show how to estimate the performance of R-trees using the concept of fractal dimension, which, in our case, is $\approx 3$. 
Skewed distributions of points in feature space should be common to almost any set of images, since image content representations usually include correlated attributes. Thus, we expect that the “effective/fractal” dimensionality will be small in other IDB applications too. As an example of correlated attributes, consider the case of an object that contains other objects. The former is always bigger than the objects it contains. In turn, its contained objects are usually close to each other. This is the case with the medical CT and MRI scans we used. In all these cases, we believe that the estimation of the fractal/effective dimension will give useful information to the system builders, both to design the index structure, as well as for query optimization.
7 Conclusions

In this paper, we proposed a method to handle approximate searching by image content in large image databases. Our approach allows for continuous, quantitative estimates of similarity. Older methods, such as 2-D strings [15], give binary (i.e., “yes/no”) answers while, others are time consuming and cannot be used to support retrievals in large databases [37]. In addition, image content representation methods based on strings have been proven to be ineffective in capturing image content and may yield inaccurate retrievals. Attributed relational graphs (ARGs) provide an effective means for image content representation. However, retrievals based on attributed relational graphs are inefficient. This is mostly due to the complexity of search [54]. In addition, search is exhaustive. In this work, we proposed a method for the indexing of stored attributed relational graphs. We make the assumption that certain labeled objects can be identified in all images. This situation is common to images found in many application domains including medicine, remote sensing, microscopy, robotics etc. In this work, we focused our attention on medical images (i.e., tomographic scans of the body).

Our method allows similarity search to be performed on both labeled and unlabeled (i.e., not identified) objects. Indexing is performed by decomposing each input image into sets of objects, called “sub-images”, containing all labeled objects and a fixed number of unlabeled. All sub-images are mapped to points in a multidimensional feature space implemented as an R-tree. Image database search is then transformed into spatial search. We provide experimental results on a synthetic, but realistic database. The experimental results are a good support to the claims of efficiency. We show that the proposed method outperforms sequential scanning significantly (i.e., up to an order of magnitude), never missing a hit (no false dismissals are allowed).

Future work includes (a) the examination of dimensionality-reduction methods, (b) the design of a powerful query language supporting the processing of various types of image queries, (c) the extension of this method to work on a parallel machine supporting parallel disc access and (d) the development of an object oriented data model and system designed according to the principles of the system of [46], capable of handling various types of medical images and taking advantage of the time efficiency of the methodology proposed in this paper.
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