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Abstract

This paper presents efficient and portable implementations of two useful primitives in image processing algorithms, histogramming and connected components. Our general framework is a single-address space, distributed memory programming model. We use efficient techniques for distributing and coalescing data as well as efficient combinations of task and data parallelism. Our connected components algorithm uses a novel approach for parallel merging which performs drastically limited updating during iterative steps, and concludes with a total consistency update at the final step. The algorithms have been coded in Split-C and run on a variety of platforms. Our experimental results are consistent with the theoretical analysis and provide the best known execution times for these two primitives, even when compared with machine specific implementations. More efficient implementations of Split-C will likely result in even faster execution times.

1 Problem Overview

Given an $n \times n$ image with $k$ grey levels on a $p$ processor machine ($p \leq n^2$), we wish to develop efficient and portable parallel algorithms to perform various useful primitive image processing computations. Efficiency is a performance measure used to evaluate parallel algorithms. This measure provides an indication of the effective utilization of the $p$ processors relative to the given parallel algorithm. For example, an algorithm with an efficiency near one runs approximately $p$ times faster on $p$ processors than the same algorithm on a single processor. Portability refers to code that is written independently of low-level primitives reflecting machine architecture or size. Our goal is to develop portable algorithms that are scalable in terms of both image size and number of processors, when run on distributed memory multiprocessors.

Our first algorithm computes the histogramming of an image; i.e., the output consists of an array $H[0..k-1]$ held in a single processor such that $H[i]$ is equal to the number of pixels in the image with grey level $i$. Without loss of generality, $k$ is assumed to be a power of two. The second algorithm performs the connected components of images ([1], [6], [8], [9], [12], [16], [17], [20], [38]). The task of connected component labeling is cited as an important object recognition problem in the DARPA Image Understanding benchmarks ([37], [47]), and also can be applied
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to several computational physics problems such as percolation ([41], [3]) and various cluster Monte Carlo algorithms for computing the spin models of magnets such as the two-dimensional Ising spin model ([2], [3], [4], [39], [40]). All pixels with grey level (or ‘color’) 0 are assumed to be background, while pixels with color > 0 are foreground objects. A connected component in the image is a maximal collection of pixels such that a path exists between any pair of pixels in the component. Note that we are using the notion of 8-connectivity, meaning that two pixels are adjacent if and only if one pixel lies in any of the eight positions surrounding the other pixel, or 4-connectivity, in which only the north, east, south, and west pixels are adjacent. Each pixel in the image will receive a positive integer label; pixels will have the same label if and only if they belong to the same connected component. Also, all 0-pixels will receive a label of 0.

The majority of previous parallel histogramming algorithms are architecture- or machine-specific and do not port well to other platforms. Table 1 shows some previous running times for histogramming algorithms on parallel machines. Note that several of these machines are special purpose image processing machines. The last column corresponds to a normalized measure of the amount of work per pixel, where the total work is defined to be the product of the execution time and the number of processors. In order to normalize the results between fine- and coarse-grained machines, we divide the number of processors in the fine-grained machines by 32 to compute the work per pixel site.

<table>
<thead>
<tr>
<th>Year</th>
<th>Researcher(s)</th>
<th>Machine</th>
<th>Processors</th>
<th>Image Size</th>
<th>Time</th>
<th>work per pixel</th>
</tr>
</thead>
<tbody>
<tr>
<td>1990</td>
<td>Marks [32]</td>
<td>AMT DAP</td>
<td>1024</td>
<td>32 x 32</td>
<td>12.35 ms</td>
<td>5.75 µs</td>
</tr>
<tr>
<td>1993</td>
<td>Potter [33]</td>
<td>Cray YMP</td>
<td>9684</td>
<td>128 x 128</td>
<td>16.4 ms</td>
<td>3.35 µs</td>
</tr>
<tr>
<td>1994</td>
<td>Grisberg, Moler, and Heikkilä [34]</td>
<td>64K machine</td>
<td>9684</td>
<td>208 x 208</td>
<td>11 ms</td>
<td>0.75 µs</td>
</tr>
<tr>
<td>1997</td>
<td>Harsch, Kessler, and Shaw [35]</td>
<td>NON-VON</td>
<td>9684</td>
<td>128 x 128</td>
<td>2.16 ms</td>
<td>67.3 µs</td>
</tr>
<tr>
<td>1998</td>
<td>Nudd, et al. [36]</td>
<td>Warwick Pyramid</td>
<td>36K base</td>
<td>256 x 256</td>
<td>231 µs</td>
<td>2.41 µs</td>
</tr>
<tr>
<td>1999</td>
<td>Jeong and Szymczak [37]</td>
<td>TMC CM-5</td>
<td>96</td>
<td>512 x 512</td>
<td>12.0 ms</td>
<td>0.125 µs</td>
</tr>
<tr>
<td>2000</td>
<td>Bader and JaJa</td>
<td>IBM SP-2</td>
<td>96</td>
<td>512 x 512</td>
<td>9.20 ms</td>
<td>0.492 µs</td>
</tr>
<tr>
<td>2001</td>
<td>Jesshope [38]</td>
<td>Intel Paragon</td>
<td>8</td>
<td>512 x 512</td>
<td>20.8 ms</td>
<td>0.185 µs</td>
</tr>
<tr>
<td>2004</td>
<td>Meiko CS-2</td>
<td>4</td>
<td>512 x 512</td>
<td>15.2 ms</td>
<td>0.031 µs</td>
<td></td>
</tr>
</tbody>
</table>

Table 1: Implementation Results of Parallel Histogramming Algorithms

As with the histogramming algorithms, most of the previous connected components parallel algorithms as well are architecture- or machine-specific, and do not port easily to other platforms. Table 2 shows some previous running times for implementations of connected components for images using parallel machines. Again, several of these machines are special purpose image processing machines. The second last column corresponds to a normalized measure of the amount of work per pixel, where the total work is defined to be the product of the execution time and the number of processors. Note that only the entries labeled “DARPA II Image” use the benchmark image given in Figure 2. All other test images used are unknown to the authors.

Section 2 describes the algorithmic model used to analyze the algorithms whereas Section 3 describes the input images used, as well as the data layout on the Thinking Machines CM-5, IBM SP-1 and SP-2, Meiko CS-2, and Intel Paragon. The histogramming algorithm is presented in Section 4, and the binary connected components algorithm is described in Section 5. Section 6 generalizes the connected components algorithm to multi-grey level images.

The experimental data obtained reflect the execution times from implementations on the TMC CM-5, IBM SP-1 and SP-2, Meiko CS-2, and the Intel Paragon, with the number of parallel processing nodes ranging from 16 to 128 for each machine when possible. The shared memory model algorithms are written in Split-C [10], a shared memory programming model language which follows the SPMD (single program multiple data) model on these parallel machines, and the source code is available for distribution to interested parties.
<table>
<thead>
<tr>
<th>Year</th>
<th>Researchers</th>
<th>Machine</th>
<th>PE's</th>
<th>$\sqrt{P}^2$</th>
<th>Time</th>
<th>work/pix</th>
<th>Notes</th>
</tr>
</thead>
<tbody>
<tr>
<td>1985</td>
<td>Little [25]</td>
<td>TMC Connection Machine</td>
<td>65,536</td>
<td>256</td>
<td>450 mce</td>
<td>5.53 mce</td>
<td>1st-pass alg.</td>
</tr>
<tr>
<td>1986</td>
<td>Doume [46]</td>
<td>IBM Personal Computer</td>
<td>4096</td>
<td>128</td>
<td>1.2 s</td>
<td>3.52 ms</td>
<td>2-pass alg.</td>
</tr>
<tr>
<td>1987</td>
<td>Walker and Howard [44, 45]</td>
<td>HBA</td>
<td>12</td>
<td>512</td>
<td>725 mce</td>
<td>3.32 ms</td>
<td>2-pass, multithreaded</td>
</tr>
<tr>
<td>1987</td>
<td>Breit reli, Kemler, and Shaw [19]</td>
<td>NONYCON 3</td>
<td>30,884</td>
<td>256</td>
<td>12.8 mce</td>
<td>36.15 mce</td>
<td>4-communicate</td>
</tr>
<tr>
<td>1987</td>
<td>Rosenfield [27]</td>
<td>IBM MU-HS (hybrid)</td>
<td>128</td>
<td>128</td>
<td>1.32 s</td>
<td>0.35 ms</td>
<td></td>
</tr>
<tr>
<td>1987</td>
<td>Kastner, Kobus, and Powel [22]</td>
<td>IBM PC Warp</td>
<td>4</td>
<td>17</td>
<td>77 mce</td>
<td>2.29 ms</td>
<td></td>
</tr>
<tr>
<td>1987</td>
<td>Weem s, Riseman, Hanson, and Rosenfield [48]</td>
<td>Sequent Symmetry 81</td>
<td>8</td>
<td>128</td>
<td>7.22 s</td>
<td>2.20 s</td>
<td>DARP A II Image</td>
</tr>
<tr>
<td>1988</td>
<td>Massanfar and Ramaspin [31]</td>
<td>Convex MPP</td>
<td>30,884</td>
<td>256</td>
<td>97.3 mce</td>
<td>3.04 mce</td>
<td>shrink/expand</td>
</tr>
<tr>
<td>1988</td>
<td>Kasten and Webb [24]</td>
<td>IBM IPSC/2</td>
<td>32</td>
<td>512</td>
<td>1.09 s</td>
<td>146 mce</td>
<td></td>
</tr>
<tr>
<td>1989</td>
<td>Hilles and Coullings [1, 2]</td>
<td>Encore Multimax</td>
<td>35,840</td>
<td>256</td>
<td>3.13 s</td>
<td>2.47 ms</td>
<td></td>
</tr>
</tbody>
</table>
| 1992 | Choudhary and Thaker [1] | IBM IPSC/2 | 32 | 512 | 1.91 s | 254 mce | multicom, D+C | (partitioned input/)
| 1992 | Choudhary and Thaker [1] | IBM IPSC/2 | 32 | 512 | 1.91 s | 254 mce | multicom, D+C | (partitioned input/)
| 1992 | Choudhary and Thaker [1] | IBM IPSC/2 | 32 | 512 | 2.14 s | 201 mce | multicom, D+C | (partitioned input/)
| 1992 | Choudhary and Thaker [1] | IBM IPSC/2 | 32 | 512 | 2.14 s | 201 mce | multicom, D+C | (partitioned input/)
| 1992 | Choudhary and Thaker [1] | Encore Multimax | 16 | 512 | 521 mce | 31.8 mce | multicom, D+C | (partitioned input/)
| 1993 | Embrechtte, Haoue, and Warkare [15] | Intel IPSC/2 | 16 | 512 | 368 mce | 8.90 mce | slive & compute | |
| 1994 | Choudhary and Thaker [8] | TMC CM-5 | 32 | 512 | 4.56 mce | 55.7 mce | multicom, D+C | (partitioned input/)
| 1994 | Choudhary and Thaker [8] | TMC CM-5 | 32 | 512 | 4.56 mce | 55.7 mce | multicom, D+C | (partitioned input/)
| 1994 | Ence and Mass [49] | TMC CM-2 | 32 | 512 | 36.4 s | 1.03 s | DARP A II Image | |
| 1994 | Ence and Mass [49] | TMC CM-2 | 32 | 512 | 36.4 s | 1.03 s | DARP A II Image | |
| 1994 | Ence and Mass [49] | TMC CM-2 | 32 | 512 | 36.4 s | 1.03 s | DARP A II Image | |
| 1994 | Ence and Mass [49] | TMC CM-2 | 32 | 512 | 36.4 s | 1.03 s | DARP A II Image | |
| 1994 | Ence and Mass [49] | TMC CM-2 | 32 | 512 | 36.4 s | 1.03 s | DARP A II Image | |
| 1994 | Ence and Mass [49] | TMC CM-2 | 32 | 512 | 36.4 s | 1.03 s | DARP A II Image | |
| 1994 | Ence and Mass [49] | TMC CM-2 | 32 | 512 | 36.4 s | 1.03 s | DARP A II Image | |
| 1994 | Ence and Mass [49] | TMC CM-2 | 32 | 512 | 36.4 s | 1.03 s | DARP A II Image | |
| 1994 | Ence and Mass [49] | TMC CM-2 | 32 | 512 | 36.4 s | 1.03 s | DARP A II Image | |
| 1994 | Ence and Mass [49] | TMC CM-2 | 32 | 512 | 36.4 s | 1.03 s | DARP A II Image | |
| 1994 | Ence and Mass [49] | TMC CM-2 | 32 | 512 | 36.4 s | 1.03 s | DARP A II Image | |
| 1994 | Ence and Mass [49] | TMC CM-2 | 32 | 512 | 36.4 s | 1.03 s | DARP A II Image | |
| 1994 | Ence and Mass [49] | TMC CM-2 | 32 | 512 | 36.4 s | 1.03 s | DARP A II Image | |

Table 2: Implementation Results of Parallel Connected Components of Images Algorithms
2 Block Distributed Memory Model

We use the Block Distributed Memory (BDM) Model ([21], [22]) as a computation model for developing and analyzing our parallel algorithms on distributed memory machines. This model allows the design of algorithms using a single address space and does not assume any particular interconnection topology. The model captures performance by incorporating a cost measure for interprocessor communication induced by remote memory accesses. The cost measure includes parameters reflecting memory latency, communication bandwidth, and spatial locality. This model allows the initial placement of data and prefetching.

The complexity of parallel algorithms will be evaluated in terms of two measures: the computation time $T_{\text{comp}}(n, p)$, and the communication time $T_{\text{comm}}(n, p)$. The measure $T_{\text{comp}}(n, p)$ refers to the maximum of the local computations performed on any processor as measured on the standard sequential RAM model. The communication time $T_{\text{comm}}(n, p)$ refers to the total amount of communications time spent by the overall algorithm in accessing remote data. Using the BDM model, an access operation to a remote location takes $\tau + 1$ time, and $l$ prefetch read operations can be executed in $\tau + l$ time, where $\tau$ is the normalized maximum latency of any message sent in the communications network. No processor can send or receive more than one word at a time.

Two useful data movement patterns, matrix transposition and broadcasting, are discussed next, and their analyses will be included as primitives in the algorithms that follow.

Given a $q \times p$ matrix on a $p$ processor machine, where $p$ divides $q$, the matrix transposition consists of rearranging the data such that the first $\frac{q}{p}$ rows of elements are destined to the first processor, the second $\frac{q}{p}$ rows to the second processor, and so on, with the last $\frac{q}{p}$ rows of the matrix destined to the last processor. An efficient matrix transposition algorithm consists of $p$ iterations such that, during iteration $i$, each processor $P_i$ prefetches the appropriate block of $\frac{q}{p}$ elements from processor $P_{(i+t) \mod p}$.

Next, an efficient BDM algorithm is given which takes $q$ elements on a single processor and broadcasts them to the other $p-1$ processors using just two matrix transpositions.

Performance analysis given will reflect the execution times from implementations on the CM-5, SP-2, and CS-2, each with $p = 32$ parallel processing nodes. The algorithms are written in Split-C, a parallel extension of the C programming language, primarily intended for distributed memory multiprocessors. Split-C can express the capabilities of the BMD model and provides a shared global address space, constructs to express data layout, and split-phase assignments. The split-phase assignment operator, :=, prefetches data from the specified remote location into local memory. Computation can be overlapped with the remote request, and the sync() function allows each processor to stall until all data prefetching is complete. The Split-C language also supplies a barrier() function for the global synchronization of the processors.

2.1 Analysis For Matrix Transpose Algorithm

The analysis for the matrix transposition algorithm is similar to that of the LogP model analysis [11]. The algorithm to perform a $q \times p$ matrix transpose on a $p$ processor machine operates as follows. The data layout of matrix $A$ is straightforward; each column $i$ of $q$ elements is stored on processor $i$, for $i \in \{0, \ldots, p-1\}$. Note that the first index of $A$ contains the processor number, while the second index provides the element offset in that processor.

Processor $i$ runs the following program:

**Algorithm 1** Matrix Transposition

*Block Distributed Memory Model Algorithm.*

**Input:**
- $\{i\}$ is my processor number;
- $\{p\}$ is the total number of processors, labeled from 0 to $p-1$;
- $\{A\}$ is the $q \times p$ input matrix.

**begin**
1. For loop = 0 to p - 1 do:
   1.1 Set \( r = (i + \text{loop}) \mod p; \)
   1.2 Prefetch \( A_T[i] \left[ (r * \frac{q}{p}) \ldots (r + 1) * \frac{q}{p} \right] = A[r] \left[ (i * \frac{q}{p}) \ldots (i + 1) * \frac{q}{p} \right] - 1; \)
2. Sync()
end

Each prefetch in Step 1.2 requests a block of \( \frac{q}{p} \) elements. Since each processor prefetches \( p - 1 \) blocks of \( \frac{q}{p} \) each, this matrix transpose algorithm will take \( \tau + (p - 1) \frac{q}{p} \) communication complexity, or

\[
\begin{align*}
T_{\text{comm}}(n, p) &= \tau + \left( q - \frac{q}{p} \right); \\
T_{\text{comp}}(n, p) &= O(q).
\end{align*}
\]

2.2 Experimental Results for Matrix Transpose

Performance graphs for matrix transposition execution times using Split-C on a 32 processor CM-5, SP-2, CS-2, and 8 processor Paragon are given in Figures 6, 7, 8, and 9, respectively, in Appendix A.1. These figures also show the attained data bandwidth\(^1\) per processor for the transpose algorithm. For large enough data sets on the CM-5, we achieve an average bandwidth of 7.62 MB/s per processor, which is more than three-fourths of the maximum user-payload bandwidth per processor of 12 MB/s per processor [28]. This is consistent with the results achieved by other research teams that have achieved 6.4 MB/s per processor (Culler at UC Berkeley, [11]), and 7.72 MB/s per processor (Ranka at Syracuse University, [46]) for similar data movements on the CM-5. Note that some of these cited results are for low-level implementations using message passing algorithms. For large enough data sets, the SP-2 achieves greater than 24.8 MB/s per processor for the matrix transpose algorithm, using a high performance switch hardware rated by the vendor as having a peak node to node bandwidth of 40 MB/s [27]. The Meiko CS-2 achieves greater than 10.7 MB/s per processor. Note that the CS-2 result is much less than the maximum attainable bandwidth of 50 MB/s per processor [33] because our Split-C version has not been fully optimized to make use of the architecture’s communications coprocessor. The 8 processor Paragon achieves greater than 88.6 MB/s per processor, with the maximum hardware bandwidth given by Intel as 175 MB/s per processor and application peak bandwidth as 135 MB/s per processor [30].

2.3 Analysis for the Broadcasting Algorithm

An efficient algorithm to broadcast \( q \) elements from a single processor to \( p \) processors is based on matrix transposition, where \( q \) is assumed to be larger than \( p \). Processor 0 holds the \( q \) elements to be broadcast in the first column of matrix \( A \). We compute the matrix transpose of \( A \), thus, giving every processor \( \frac{q}{p} \) elements. Each processor then locally rearranges the data so that an additional matrix transpose will result in each processor holding a copy of all the \( q \) elements in its column of \( A \) [21].

The following algorithm runs on processor \( i \):

**Algorithm 2 Broadcast Algorithm**

*Block Distributed Memory Model Algorithm to broadcast \( q \) elements from a single processor to all other processors.*

**Input:**
- \( \{ i \} \) is my processor number;
- \( \{ p \} \) is the total number of processors, labeled from 0 to \( p - 1 \);
- \( \{ A \} \) is the \( q \times p \) input matrix, with only the \( 0^{th} \) column as valid data.

**begin**

\( ^1 \) Note that throughout this paper, the rate of "MB/s" will always represent \( 10^6 \) bytes per second.
processor grid to be initially owned a tile of size $v \times w$. For future reference, we assign $q = \frac{\sqrt{p}}{2}$ and $r = \frac{\sqrt{p}}{w}$. We assume that the $p$ processors are labeled consecutively from $0$ to $p - 1$ and are assigned in row-major order to the logical processor grid just described.

Several test images have been used to test the correctness and the performance of the algorithms presented here. These test images, shown in Figure 1, are generated at runtime, with images 1-4, 7, and 9, augmented to the needed image size, while images 5, 6, and 8, scaled appropriately. Figure 2 is a $512 \times 512$, 256 grey-level, image from the Second DARPA Image Understanding Benchmark [47]. The histogramming algorithm is assumed to be correct because $\sum_{i=1}^{v-1} H[i] = n^2$, and for regular patterns, it is easy to verify that each $H[i]/n^2$ equals the percentage of area that grey level $i$ covers in the image. Verifying the connected components algorithm is more difficult. In addition to the DARPA Benchmark Image, we include the most widely used patterns for binary images. A catalog of nine automatically generated scalable

2.4 Experimental Results for Broadcasting

The performance graphs for broadcasting using the prefetching matrix transposition on a 32 processor CM-5, SP-2, and CS-2, and 8 processor Paragon are given in Figures 6, 7, 8 and 9, respectively, in Appendix A.1. As expected, these graphs show that the Split-C broadcasting algorithm takes roughly twice the time of the transpose algorithm on both machines. As expected, we achieve approximately the same results as that of the transpose algorithm on both machines.

3 Image (Data) Layout and Test Images

A straightforward data layout is used in these algorithms for all platforms. The input image is an $n \times n$ matrix of integers. We assign tiles of the image as equally as possible among the processors. If $p$ is an even power of two, i.e. $p = 2^d$, for even $d$, the processors will be arranged in a $\sqrt{p} \times \sqrt{p}$ logical grid. For future reference, we will denote the number of rows in this logical grid as $v$ and the number of columns as $w$. For odd $d$, we assign the number of rows of the logical processor grid to be $v = 2[\frac{\sqrt{p}}{2}]$, and the number of columns to be $w = 2[\frac{\sqrt{p}}{2}]$. Each processor initially owns a tile of size $\frac{\sqrt{p}}{v} \times \frac{\sqrt{p}}{w}$. For future reference, we assign $q = \frac{\sqrt{p}}{2}$ and $r = \frac{\sqrt{p}}{w}$. We assume that the $p$ processors are labeled consecutively from $0$ to $p - 1$ and are assigned in row-major order to the logical processor grid just described.

A catalog of nine automatically generated scalable
images is used, as shown in Figure 1, and include horizontal, vertical, and forward- and backslanting diagonal bars, a cross, a filled disc, concentric circles with thickness, four squares inset from the four corners, and a dual-spiral pattern, a “difficult” image [42].

3.1 Connected Components Test Images

Figure 1: Binary Test Images
Figure 2: DARPA Image Understanding Benchmark Test Image
4 Histogarphing

Histogarphing is a useful image processing primitive. One application is histogram normalization (or equalization), a technique that flattens the histogram and, thus, improves the contrast of an image by “spreading out” colors which might be too clumped together for human visual distinction.

Let \( k \) be the number of grey levels in the \( n \times n \) input image \( X \), and without loss of generality, \( k \) is assumed to be a power of two. Note that this implies that for \( k \geq p \), the value of \( \frac{k}{p} \) is an integer \( \geq 1 \). Our histogarphing algorithm is quite simple. The first step consists of creating an array \( H_i[0..k - 1] \) on every processor \( i \), such that each processor tallies the number of grey levels in its own \( \frac{n}{p} \times \frac{n}{p} = \frac{n^2}{p^2} \) subimage into its array \( H_i[x] \). The purpose of the next step is to rearrange the data so that the tallies of each grey level reside on the same processor. If \( k < p \) we use a truncated transpose to put each row into a processor, \( P_i, 0 \leq i \leq k - 1 \). If \( k \geq p \) we transpose \( \frac{k}{p} \) rows of the local histograms into each processor, such that each processor, \( P_i \), has all the intermediate sums needed to compute \( H \left[ \frac{i}{p} \right] \) through \( H \left[ (i + 1)\frac{k}{p} - 1 \right] \). The routing step is followed by local computations of the histogram which can be done in \( O(k) \) operations. Next, one processor, \( P_0 \), prefetches the results by doing a circular data movement, as described in Section 2, and outputs the \( k \)-bar histogram of the image.

The communication complexity can be estimated as follows. Two main communication steps are used in our algorithm. The first is a matrix transpose of the \( k \times p \) histogram array and takes \( T_{comm}(n,p) = \tau + \left( k - \max \left( \frac{k}{p}, 1 \right) \right) \). The second communication collects the histogram bars on a single processor and takes \( T_{comm}(n,p) \leq \tau + \left( k - \max \left( \frac{k}{p}, 1 \right) \right) \). Thus, the histogarphing algorithm has the following complexities:

\[
\begin{align*}
T_{comm}(n,p) & \leq 2(\tau + k); \\
T_{comp}(n,p) & = O\left( \frac{n^2}{p} + k \right).
\end{align*}
\]

4.1 Experimental Results for Histogarphing

The above analysis indicates that, for fixed \( p \) and \( k \), the communication complexity is independent of the problem size. Hence, as \( n \) increases, we expect the local computation to dominate.

The histogarphing algorithm has been implemented on a CM-5 with \( p = 16, 32, 64 \), and 128 processors, and the algorithm’s performance is plotted in Figure 3 for 256 grey levels for images ranging from \( 32 \times 32 \) to \( 4096 \times 4096 \) pixels in size, and expanded in Figures 12 - 14 for \( 128 \times 128 \) to \( 1024 \times 1024 \) images on 16, 32, and 64 processors. Corresponding performance graphs are given for the IBM SP-1 in Figure 18 and for the IBM SP-2 in Figure 20. Plots indicate quadratic performance as a function of \( n \) for fixed \( p \), and scalability in terms of \( p \). Hence, our theoretical analysis is supported.

Please refer to the plot in Figure 3 for an illustration of the scalability of the histogarphing algorithm’s performance. Since computation dominates for large \( n \), the algorithm runs as \( O\left( \frac{n^2}{p} \right) \). We have plotted \( n^2 \) vs. time for four configurations of the CM-5. The resulting plot shows the linear relationship between time and image size for each fixed \( p \). Also, when the number of processors double, the running time approximately halves.

5 Connected Components of Binary Images

The high-level strategy of our connected components algorithm uses the well-known divide and conquer technique. Divide and conquer algorithms typically use a recursive strategy to split problems into smaller subproblems, and, given the solutions to these subproblems, merge the results into the final solution. It is common to have either an easy splitting algorithm and a more complicated merging, or vice versa, a hard splitting, following by easy merging. In our
parallel connected components algorithm, the splitting phase is trivial and implicit, while the merging process requires more work.

Each processor holds a unique tile of the image, and hence can find the initial connected components of its tile by using a standard sequential algorithm based upon breadth-first search. Next, the algorithm iterates \(\log p\) times\(^2\), alternating between combining the tiles in horizontal merges of vertical borders and vertical merges of horizontal borders, with the number of horizontal merges equal to \(\log w\) and the number of vertical merges equal to \(\log v\), since \(\log p = \log(v \times w) = \log v + \log w\). Our algorithm uses novel techniques to perform the merges and to update the labels. We start by describing the initial sequential connected components algorithm.

5.1 Initialization and Sequential Connected Components

The initialization consists of entirely local operations on each processor. Pixels on each tile are examined in row-major order fashion. If a pixel is an unmarked, colored pixel, a breadth-first search procedure starting at that pixel labels all connected like-colored pixels within that tile with a globally unique label. When a pixel is visited in the labeling procedure, it becomes marked. During the initial row-major order search, for 8-connectivity, only the four pixels to the right, below-left, below, and below-right, need to be examined for connectivity. For 4-connectivity, only the pixels to the right and below need to be examined. This sequential connected components algorithm runs in \(O(|V| + |E|)\) where \(|V|\) is the number of vertices, and \(|E|\) is the number of edges searched. Since \(|E| \leq 8|V|\), this algorithm runs in \(O(|V|) = O\left(\frac{n^2}{p}\right)\) time. The result is an array of positive integers corresponding to the unique label values of the connected components in the subimage.

The initial labeling of each pixel with local offset \((i, j)\) in the processor with logical grid position \((I, J)\) will be \((Iq + i)n + (Jr + j) + 1\). This labeling ensures that each processor will obtain unique labelings across the subimages after running the sequential connected components step, without having to do any communication among the processors. Thus, the initialization step runs in

\[
T_{\text{comp}}(n, p) = O\left(\frac{n^2}{p}\right).
\]

5.2 Merging Algorithm - Overview

Now we are ready to begin the merging phase. As mentioned above, we merge the \(p\) subimages into larger and larger image sections with consistent labelings. There will be \(\log_p\) iterations\(^2\) Note that throughout this paper “\(\log x\)” will always be the logarithm of \(x\) to the base \(b = 2\), i.e. \(\log_2 x\).
since we cut the number of uncombined subimages in half during each iteration. Unlike previous connected components algorithms, we use a technique which identifies processors as **group managers** or **clients** during each phase. The group managers have the task of organizing the retrieval of boundary data, performing the merge, and creating the list of label changes. Once the group managers broadcast these changes to their respective clients, all processors must use the information to update their **tile hooks**, data structures which point to connected components on local tile borders. See Figure 5 for an illustration of the **tile hook** data structure in which three tile hooks contain the information needed to update the border pixels. The clients assist the group managers by participating in the coalescing of data during each merge phase. Finally, the complete relabeling is performed at the very end using information from the tile hooks.

Without loss of generality, we first perform a horizontal merge along every other vertical border, then a vertical merge along every other horizontal border, alternating orientation until we have merged all the tiles into one consistent labeling. We merge vertical borders exactly \( \log w \) times, where \( w \) is the number of columns in the logical processor grid. Similarly, we merge horizontal borders exactly \( \log v \) times, where \( v \) is the number of rows in the logical processor grid.

The merging algorithm for a horizontal merge is similar to that of a vertical merge. Most of the code is identical, except for substituting “up” for “left” and “down” for “right.” However, one nontrivial change relates to identifying during each iteration which processors will be **group managers** and which will be **clients**, concepts defined precisely in the following section.

### 5.3 Merging Algorithm - Group Managers’ Task

We perform \( \log p \) merge iterations, alternating between horizontal and vertical merge phases. For each odd merge iteration \( t, 1 \leq t \leq \log p \), we will perform the \((\frac{t+1}{2})\)th horizontal merge phase, and similarly, for each even merge iteration \( t, 1 < t \leq \log p \), we will perform the \(\frac{t}{2}\)th vertical merge phase.

Let \( t \) represent the current merge phase iteration, with \( 1 \leq t \leq \log p \). Thus, there will be \( \log w \) and \( \log v \) horizontal and vertical merge phases, respectively.

During each merge, a subset of the processors will act as **group managers**. These designated processors will prefetch the necessary border information along the column (or row) that they are located upon in the logical processor grid, setting up an equivalent graph problem, running a sequential connected components algorithm on the graph, noting any changes in the labels, and storing these changes \( ((\alpha, \beta) \) pairs) in a shared structure. The **clients** decide who their current group manager is and wait until the list of label changes is ready. They retrieve the list, and all processors make the necessary updates to a proper subset of their labels.

During odd merge iterations \( t \), the horizontal merge phases, processors are **group managers** if they reside in the logical grid with both

- row numbers whose binary representation end with a 0 followed by \( (\frac{t+1}{2} - 1) \)’s (or just ending in a 0 when \( t = 1 \)), and
- column numbers whose binary representation end in \( \frac{t+1}{2} \) 0’s.

Similarly, during the even merge iterations \( t \), the vertical merge phases, processors are **group managers** if they reside in the logical grid with both

- row numbers whose binary representation end in \( \frac{t}{2} \) 0’s, and
- column numbers whose binary representation end with a 0 followed by \( \frac{t}{2} - 1 \)’s (or just ending in a 0 when \( t = 2 \)).

An example data layout and merge is given in Figure 4. This image is \( 512 \times 512 \), distributed onto a \( 4 \times 8 \) logical processor grid, with each tile being \( 128 \times 64 \) pixels in size. This example shows the second merge step, a vertical merge, for \( t = 2 \). Group managers are, thus, any processor sitting in the logical processor grid with both last bits of the row and column numbers’ binary representation equal to ‘0’. These group managers, along with their respective borders to be
Circled borders will be merged in Phase 2.
Dotted borders were merged in Phase 1.

Merge Phase 2: circled processors are group managers. (Vertical Merge)

Figure 4: Data Layout of a 512 x 512 Image on 32 Processors - Vertical Merge (t=2)

merged, are circled in this figure. Suppose now that \( p \geq 128 \), and we are at the \( t = \frac{1}{2} \)th merge phase, which will be a horizontal merge. A processor in this case is a group manager if it is in a logical grid position whose row number's binary representation ends with 0111, and whose column number's binary representation ends with 0000.

For a horizontal merge, the group manager will prefetch the pixel colors and labels from the vertical borders to be merged, which spans across \( 2^{\frac{t+1}{2}} \) rows of processors. There are \( 2q \left( = \frac{2n}{\sqrt{p}} \right) \) pixels per processor row in the border to be merged, meaning that \( 2q \cdot 2^{\frac{t+1}{2}} - q \) pixels and an equal number of labels need to be prefetched from the clients, while \( q \) pixels and \( q \) labels are locally available. Thus, each prefetch in the horizontal merge can be done in \( T_{comm}(n, p) \leq \tau + 4q2^{\frac{t}{2}} \) and \( T_{comp}(n, p) = O\left( \frac{n}{\sqrt{p}}2^{\frac{t}{2}} \right) \).

Similarly for a vertical merge, the group manager will prefetch the pixel colors and labels from the horizontal borders to be merged, which spans across \( 2^{\frac{t}{2}} \) columns of processors. There are \( 2r \) pixels per processor column in the border to be merged, meaning that \( 2r2^{\frac{t}{2}} - r \) pixels and an equal number of labels need to be prefetched from the clients for each iteration, while \( r \) pixels and \( r \) labels are locally available. Thus, each prefetch in the vertical merge can be done in \( T_{comm}(n, p) \leq \tau + 4r2^{\frac{t}{2}} \) and \( T_{comp}(n, p) = O\left( \frac{n}{\sqrt{p}}2^{\frac{t}{2}} \right) \).

Note that the running time of this prefetching is improved by using a second processor, called a shadow manager, which is designated as the processor adjacent to the group manager, directly across the border being merged. Using this implementation, both the group and shadow manager prefetch only their side of the border, respectively, and sort each border by label. The reasons for this sorting will be described below. The group manager then prefetches the sorted results from the shadow manager and continues on with the algorithm. From this point on, the shadow manager reverts back to being a client of this group manager.

The total complexities for prefetching summed up over the \( \log w \) horizontal merges and the
log \nu \) vertical merges are

$$\begin{align*}
T_{\text{comp}}(n, p) &= O\left(\sum_{\nu=1}^{\log \nu} (2q^2\nu^2) + \sum_{w=1}^{\log \nu} (2r^2\nu^2)\right) \\
&= O(qv + rw) \\
&= O(n).
\end{align*}$$

The merging problem is converted into finding the connected components of a graph represented by the border pixels. We use an adjacency list representation for the graph, and add vertices to the graph representing colored pixels. Two types of edges are added to the graph. First, pixels are scanned down the left (or upper) border, and edges are strung linearly down the list between pixels containing the same connected component label. The same is done for pixels on the right (or lower) border. The second step adds edges between pixels of the left (upper) and right (lower) border which are both like-colored pixels and adjacent to each other. We scan down the left column (upper row) elements, and if we are at a colored pixel, we check the pixels in the right column (lower row) adjacent to it. In order to add the first type of edges, the pixels are sorted according to their label for both the left (upper) and right (lower) border by using radix sort\(^3\). Note the discussion above regarding the use of a shadow manager. A secondary processor is used to prefetch and sort the border elements on the opposite side of the border from the group manager, and the results are then sent to the group manager. This sort takes \(T_{\text{comp}}(n, p) = O(|V|)\) steps for a border of \(|V|\) nodes\(^4\). The maximum number of edges attached to each vertex in this graph is at most five; two edges in its own column to pixels above and below of the same label plus the three adjacent pixels in the right column. Thus, inserting an edge into the adjacency list takes at most five steps, and we add at most \(5|V|\) edges. For each horizontal merge step, the number of vertices \(|V| \leq 2q^{2^3/4}\), and for each vertical merge step, \(|V| \leq 2r^{2^{5/4}}\). Thus, the construction of this graph summed over all the iterations of the connected components algorithm takes

$$\begin{align*}
T_{\text{comp}}(n, p) &= O\left(\sum_{\nu=1}^{\log \nu} (4q^2\nu^2) + \sum_{w=1}^{\log \nu} (4r^2\nu^2)\right) \\
&= O(qv + rw) \\
&= O(n).
\end{align*}$$

A sequential breadth-first search based connected components algorithm computes the connected components of this graph. It runs in \(O(|V| + |E|)\) steps, with \(|V|, |E| = O\left(q^{2^{5/4}}\right)\) for horizontal merges and \(O\left(r^{2^{5/4}}\right)\) for vertical merges. The pixels in this graph are then scanned again, and any changes in the labeling (\(\alpha\) changing to label \(\beta\)) are eventually stored in a sorted array of all unique changes \((\alpha_i, \beta_i)\). The following algorithm describes the procedure for creating the sorted array of label changes from the original arrays.

**Procedure 1 Create Change Array**

Generate a sorted array of label change pairs.

begin
1. Copy all label pairs, \((\alpha, \beta)\), where label \(\alpha\) has changed to label \(\beta\), into a contiguous array.
2. Radix sort this array, using \(\alpha\) as the sorting index.
3. Scan down the sorted array, copying all unique \((\alpha, \beta)\) pairs into a new array.
end

\(^3\)Note that whenever radix sort is mentioned in this paper, the actual coding uses the standard UNIX quick-sort function for smaller sorts, and radix sort for larger sorts, using whichever sorting method is fastest for the given input size.

\(^4\)Our radix sort uses four passes; each pass will sort on one byte of the 32-bit key by using 256 buckets.
There are at most $2|V|$ changes, so Steps 1, 2, and 3 take $O(|V|)$ time. Thus, the creation of the sorted array of label changes takes $O(|V|)$ time. Summing over the log $p$ steps, this is equivalent to $T_{comp}(n,p) = O \left( \sum_{\rho=1}^{\log n} \left( 2q2^\rho \right) + \sum_{\epsilon=1}^{\log w} \left( 2r2^\epsilon \right) \right) = O(n)$.

The array structure is actually two contiguous arrays, one holding the obsolete labels ($\alpha$’s) and the other holding the corresponding new labels ($\beta$’s). The size of these arrays of $\alpha$’s and $\beta$’s is also placed into a shared memory location.

Now all the processors hit a barrier and wait until everyone has completed their tasks. After the barrier, the group manager will update its pixels’ labels in $O \left( \frac{n}{p} \right)$ by the following procedure.

After the initial tile labelings, but before the merging iterations, each processor creates a sorted array of hooks to each local component containing a border pixel of the tile. There will be exactly one hook for each of these components, including the initial label of that component and the offset address in the tile of any pixel in that component. This is done as follows:

**Procedure 2 Create_Tile_Hooks**

*Generate a sorted array of hooks to each component on a tile touching a boundary pixel.*

**begin**

1. For each colored pixel on the tile border with offset position $(i,j)$
   1.1 Place $(\text{label}[(i,j)], (i,j))$ at the next position of an array.
   2. Radix sort this array, using $\text{label}$ as the sorting index.
   3. Scan down the sorted array, copying all unique $(\text{label}[(i,j)], (i,j))$ pairs into a new array.

**end**

This initialization takes computational complexity of $O \left( \frac{n}{\sqrt{p}} \right)$ for each of Steps 1, 2, and 3, yielding a total of $T_{comp}(n,p) = O \left( \frac{n}{\sqrt{p}} \right)$.

![Hook #1 Hook #2 Hook #3](image)

**Figure 5: An example of Tile Hooks**

At the conclusion of each of the $\log p$ merging steps, only the labels of pixels on the border of each tile are updated. There is no need to relabel interior pixels since they are not used in the merging stage. Only boundary pixels need their labels updated. The procedure is simple; for each colored pixel on the boundary, we will binary search the list of label changes in $T_{comp}(n,p) = O \left( \frac{n}{\sqrt{p}} \log |V| \right)$ per step. The total computational complexity over the $\log p$ merging iterations is then $O \left( \sum_{\rho=1}^{\log n} \left[ \frac{n}{\sqrt{p}} \log (2q2^\rho) \right] + \sum_{\epsilon=1}^{\log w} \left[ \frac{n}{\sqrt{p}} \log (2r2^\epsilon) \right] \right) = O \left( \frac{n}{\sqrt{p}} \log n \log p \right)$. 
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At the end of the last merging step, each processor must update its interior pixel labels. Each hook described above is compared to the current label at the hook’s offset position index. If the hook’s label \( \text{label}[i] \) is different from the current label at position \( i \), the processor will run a breadth-first search relabeling technique beginning at pixel \( i \), relabeling all the connected pixels’ labels to the new label. Since there is only one hook per tile component on the border, the breadth-first search relabeling procedure takes \( O \left( \frac{n^2}{p} \right) \) time.

The total complexity associated with updating the labels of each tile is
\[
T_{\text{comp}}(n,p) = O \left( \frac{n}{\sqrt{p}} \log \frac{n}{\sqrt{p}} + \frac{n}{\sqrt{p}} \log n \log p + \frac{n^2}{p} \right) = O \left( \frac{n^2}{p} \right)
\]
assuming \( p \leq n \) for large enough \( n \). For \( n \geq 128 \), \( p \leq \frac{n}{8} \) is sufficient.

After each merging step label update, the manager hits another barrier, waiting for the end of this iteration.

In summary, the group managers’ routine has the following complexities:
\[
\begin{align*}
T_{\text{comm}}(n,p) &\leq \tau \log p + 8n; \\
T_{\text{comp}}(n,p) &= O \left( \frac{n^2}{p} + n \right).
\end{align*}
\] (7)

5.4 Merging algorithm - clients’ task

The client processors are any processor not selected in the current iteration to run the group manager tasks. These processors calculate the logical processor grid address of the manager in charge of their border to be merged and wait for the first barrier. After this barrier, the clients prefetch the size \( \text{chSize} \) of the list of change pairs from the manager in \( T_{\text{comm}}(n,p) \leq \tau + 2^r \), where \( \frac{n}{\sqrt{p}} \) and \( \frac{1}{8} \) are the number of vertical and horizontal merges, respectively, performed inclusively during the \( t \)th merge phase.

Next, the clients prefetch a block of \( \text{chSize} (\alpha, \beta) \) change pairs from the manager. This is done in \( T_{\text{comm}}(n,p) \leq \tau + 2 (2^r) 2^q \log \frac{\text{chSize}}{\frac{1}{8}} \) for horizontal merges, and \( T_{\text{comm}}(n,p) \leq \tau + 2 (2^r) 2r \log \frac{\text{chSize}}{\frac{1}{8}} \) for vertical merges, since there are at most \( 2q2^q \log \frac{\text{chSize}}{\frac{1}{8}} \) (or \( 2r2^q \)) changes, and exactly \( (2^r - 1) \) processors requesting these change pairs from each group manager. The client processors use the same procedure described in the previous section for relabeling their border pixels at the end of each merge iteration, and the interior pixels after the final merge. After each pixel label update, the clients hit another barrier, and wait for the end of this iteration.

Over the \( \log p \) iterations, the clients’ routine has the following complexities:
\[
\begin{align*}
T_{\text{comm}}(n,p) &\leq \sum_{i=1}^{\log p} \left[ \tau + 2^r \right] + \sum_{\rho=1}^{\log q} \left[ \tau + 2 (2^r) 2q2^q \right] + \\
&\leq \sum_{i=1}^{\log p} \left[ \tau + 2 (2^r) 2q2^q \right] + \\
&= O \left( \log \frac{n^2}{p} + \tau \log p + 8n \right)
\end{align*}
\]

Clearly, for large \( p \), this is not an optimal procedure for distributing the list of change pairs from a group manager to the respective clients. If a manager has \( f(i) - 1 \) clients at the end of iteration \( i \), \( 0 \leq i < \log p \), instead of sending the entire list of \( c(i) \) change pairs to \( f(i) - 1 \) processors, a distribution algorithm based on the matrix transpose can be used. Using this algorithm, the manager will send blocks of size \( \frac{c(i)}{f(i)} \) to each of \( f(i) \) processors during the first phase. All of the \( f(i) \) processors repeat this operation by concurrently sending their block to the other processors, in a circular fashion. The complexities for this are
\[
\begin{align*}
T_{\text{comm}}(n,p) &\leq 2 \left( \tau + c(i) - \frac{c(i)}{f(i)} \right) \\
T_{\text{comp}}(n,p) &= O \left( \frac{c(i)}{f(i)} \right).
\end{align*}
\] (9)
The clients' complexities are thus improved to:

\[
\begin{align*}
T_{\text{comm}}(n, p) & \leq \sum_{i=1}^{\log p} \left( \left[ \tau + 2^i \right] + \sum_{\alpha=1}^{\log v} \left[ 2 \left( \tau + 2q2^\alpha \right) \right] + \\
& \quad \sum_{\beta=1}^{\log w} \left[ \frac{2^i}{2^{2\beta}} \right] + \sum_{\gamma=1}^{\log u} \left[ \frac{2^i}{2^{2\gamma}} \right] \right) \\
& \leq \frac{(3 \log p) \tau + 16n + 2p}{(2^{2\gamma})} \\
T_{\text{comp}}(n, p) & = O \left( \frac{p^2}{n^2} \right) \quad + O \left( \frac{p^2}{\tau} \right) \\
& = O \left( \frac{p^2}{n^2} \right) \quad + O \left( \frac{p^2}{\tau} \right) \\
\end{align*}
\]

5.5 Parallel Complexity for Connected Components

Thus, for \( p \leq n \), the total complexities for the parallel connected components algorithm are

\[
\begin{align*}
T_{\text{comm}}(n, p) & \leq (4 \log p) \tau + (24n + 2p) = (4 \log p) \tau + O \left( \frac{p^2}{\tau} \right) \\
T_{\text{comp}}(n, p) & = O \left( \frac{p^2}{n^2} \right). \\
\end{align*}
\] (11)

Clearly, the computational complexity is the best possible asymptotically. As for the communication complexity, it seems that intuitively a latency factor \( \tau \) has to be incurred during each merge operation, and hence the factor \( (\log p) \tau \).

5.6 Experimental Results for Connected Components

Our theoretical analysis indicates that our connected components algorithm is scalable whenever \( p \leq \frac{n}{c} \), where \( c \) is approximately 26 from the first expression in (11). We have implemented our algorithm in Split-C on the CM-5; the resulting performance is plotted for images ranging from 128 \( \times \) 128 to 1024 \( \times \) 1024 pixels in size in Figures 15 - 17 for \( p = 16, 32, \) and 64 processors. Figure 3 presents the summary on the performance of our connected components algorithm on the CM-5 and clearly shows the scalability of our algorithm. Comparable results for execution on the IBM SP-1 are given in Figure 19, and for the IBM SP-2 in Figure 21.

6 Connected Components of Grey Scale Images

An \( n \times n \) image with \( k \) grey levels, \((0...k-1)\), similarly can have its connected components labeled. A 0-pixel is assumed to be background, while each component is the set of like-colored connected pixels. Our algorithm for grey scale connected components of images is based upon the binary image algorithm in the previous section. Again, there will be three phases, an initial labeling, a merge of subimages, and a final updating of interior labels.

6.1 Initial labeling

Pixels on each tile are examined in row-major order. If a pixel is an unmarked nonzero-pixel, a breadth-first search procedure starting at that pixel labels all like-colored connected pixels situated on that tile with a globally unique label. A pixel is marked when visited only if it is a 0-pixel, or part of the current connected component.

6.2 Merging phase

The merging phase is almost identical to the previously described method for binary images. The only difference in the algorithms occurs when the group manager solves the problem of
finding the connected components of the graph representing the border pixels during the merge of two subimages.

We use an adjacency list representation for the graph, and add vertices to the graph representing nonzero-pixels. As before, two types of edges are added to the graph. First, pixels are scanned down the left (or upper) border, and edges are strung linearly down the list between pixels containing the same connected component label. The same is done for pixels on the right (or lower) border. The second step adds edges between pixels of the left (upper) and right (lower) border which are both the same nonzero color and adjacent to each other.

A sequential breadth-first search based connected components algorithm computes the connected components of this graph. The pixels in this graph are then scanned again, and any changes in the labeling are stored in a sorted array of all unique changes \( (\alpha_i, \beta_i) \), and propagated back to the clients processors.

Using the “hook” data structures, each processor then updates its border pixels from the current list of label changes. After the last merge step, each processor relabels its interior pixel labels.

The complexity for this algorithm remains the same as for binary images and is both efficient and optimal, i.e., for \( p \leq n \),

\[
\begin{align*}
T_{comm}(n, p) & \leq (4 \log p)\tau + O\left(\frac{n^2}{p}\right); \\
T_{comp}(n, p) & = O\left(\frac{n^2}{p}\right).
\end{align*}
\] (12)

Results for the 256-grey level DARPA Image Understanding Benchmark image of size 512 × 512 pixels, shown in Figure 2, is given in Figure 10 for \( p = 16 \) to 128 processors on the CM-5, and for a wide range of configurations on the SP-1 and Meiko CS-2 parallel machines.

7 Implementation Notes

Note that the performance graphs for the CM-5, Figures 3, 6, 10 - 17, are for Split-C (version 1.2) programs linked with the CM-5 CMMD Message Passing Libraries (version 3.2), Figures 10, 18 - 19 are for the IBM SP-1 with the message passing libraries MPL, and Figures 7, 20 - 21 are for the IBM SP-2 with wide nodes and also MPL. Figures 8 and 10 are run on a Meiko CS-2 with Split-C linked with the Elan Widgets message passing library. Note that our port of Split-C to the CS-2 results in less than optimal performance because this Split-C installation has not been fully optimized to make use of Elan, the low level communications library. We expect results using an optimized platform shortly. Figure 9 is implemented on an 8-processor Intel Paragon, using the PAM message passing libraries, the Paragon Active Messages platform from UC Berkeley.

The source code for the parallel algorithms presented in this paper, image histogramming and connected components, is available for distribution to interested parties.
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