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Abstract

We consider a class of infinite horizon Markov decision processes (MDPs) with multiple decision makers, called agents, and a general joint reward structure, but a special decomposable state/action structure such that each individual agent’s actions affect the system’s state transitions independently from the actions of all other agents. We introduce the concept of “localization,” where each agent need only consider a “local” MDP defined on its own state and action spaces. Based on this localization concept, we propose an iterative distributed algorithm that emulates gradient ascent and which converges to a locally optimal solution for the average reward case. The solution is an “autonomous” joint policy such that each agent’s action is based on only its local state. Finally, we discuss the implication of the localization concept for discounted reward problems.
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1 Introduction

We consider a class of decision-making problems under uncertainty where there are multiple decision makers, called agents, which act independently of each other, but have a common goal of maximizing a system-wide reward function. We model these systems as multi-agent, discrete-time Markov decision processes (MDPs) with a general joint reward structure, but a special product-form state transition probability function that “factors” into the product of functions, each of which depends only on localized state/action information of an individual agent.

As a result, aside from the reward structure, the original MDP is decomposable into smaller “local” MDPs based only on actions and states of a particular agent. However, actually “solving” such a local MDP (i.e., finding an optimal local policy) requires the specification of a reward function that depends only on local state/action information, but the overall (global) reward function itself is not assumed separable. Thus, it is not obvious a priori how to exploit the decomposition appropriately, because each agent needs to take an action in its local state in a “cooperative” manner to maximize the global reward.

On the other hand, even when the local state and action spaces of the agents are relatively small, the global MDP may still suffer from the curse of the dimensionality, making solution of the global MDP using standard approaches, such as policy or value iteration, computationally intractable. A natural approach is to try to find a solution scheme where certain tasks are distributed to the individual agents, and then the results for the tasks are “merged” or “coordinated” via some predetermined protocol of information communication among the agents, and this general process repeated until a given terminating condition is satisfied. However, such a distributed approach should meet the following conditions to be sound and “efficient”. First, the overhead of the communication among the agents must not be large. Second, the tasks assigned to each agent need to be small in terms of time and space complexities. Finally, the merged results from the tasks of each agent must provide a “useful” and “meaningful” global solution. To the best of the authors’ knowledge, there is no existing work that satisfies these conditions for the setting we consider, where there is a joint reward structure. This paper is a step toward developing an efficient distributed control scheme that meets the above conditions when the local state and action spaces of each agent are relatively small.

Our “localization” of the original MDP into local MDPs for each individual agent converts the joint reward function into a local reward function dependent only on an individual agent’s states and actions by projecting with respect to the stationary distributions of the Markov chains induced by the policies of the other agents. We show that solving the local MDP for a given agent provides an optimal “reactive” local policy, given any fixed set of local policies of the other agents. Based on this, we present an iterative distributed algorithm that converges to a locally optimal solution of the global MDP, where the solution is an overall policy such that each agent’s decision is based on
only its own local state, i.e., each agent need not observe the states of the other agents, eliminating any communication overhead among the agents in implementing the policy.

The algorithm starts from an arbitrary local policy for each agent. Given the currently selected policies of the other agents and the corresponding induced stationary distributions, each agent computes its best local reactive policy by solving its current local MDP. During the computation of the best autonomous local reactive policy, there is no communication among the agents. With a certain monotonicity property, the algorithm converges to a local optimal solution for the global MDP.

Some previous work on decentralized control of finite-state Markov processes [12] [1] considered partitioned state and/or action spaces with a delayed sharing information structure. Even though an autonomous joint policy structure is considered, the algorithms for computing an optimal policy with such structure are centralized with the given global parameters, and thus there is no reduction in dimensionality when carrying out the solution procedure. Similarly, asynchronous implementations of value iteration (see, e.g., [19]) presented in [13] [4] are done with the global parameters via a communication protocol. Kushner and Chen [16] present an algorithm that generates a set of independent "local" subproblems at each iteration, which can be solved in parallel, by the Dantzig-Wolfe decomposition technique based on a linear programming formulation for a given MDP, where the MDP does not have a partitioned state/action space. However, the algorithm is based on the assumption that grouping of states is possible such that each group is connected with other groups via some border states that do not belong to any group and need to be identified in advance. The performance of the algorithm depends on how such grouping is done. Each independent subproblem for each group is defined with a "local" parameter of the group, but at each iteration, a centralized problem must be solved using the solutions to the local subproblems.

This paper is organized as follows. In Section 2, we define the class of MDPs considered in this paper and present some examples that can be modeled by such MDPs. In Section 3, we introduce the concept of the localization, and in Section 4, we provide an iterative distributed algorithm for average reward problems based on the localization concept. We discuss the implication of localization for discounted reward problems in Section 5. Section 6 concludes with some remarks.

2 Multi-agent Markov Decision Processes

2.1 Model

We formally describe the class of MDPs with $N$ multiple decision makers, called agents, that we consider. Each agent $i = 1, ..., N < \infty$ has its own finite state space $X_i$ and finite action space $A_i$. For simplicity, it is assumed that every action in $A_i$ is admissible at each state in $X_i$ for agent $i$. We define a local policy $\pi_i : X_1 \times \cdots \times X_N \to A_i$ for agent $i$ and denote the set of all possible such
local policies for agent $i$ as $\Pi_i$. We also define an autonomous local policy $\phi_i : X_i \to A_i$ for agent $i$, and denote the set of all possible such local policies for agent $i$ as $\Phi_i$. Thus, an autonomous local policy prescribes an action from the agent’s local action set depending on only the agent’s local state.

Each agent $i$ is associated with a local state transition function $P_i : X_i \times A_i \to \mathcal{D}(X_i)$, where $\mathcal{D}$ signifies a probability distribution over $X_i$. Denote the probability of transitioning from state $x_i \in X_i$ to $y_i \in X_i$ by taking action $a_i \in A_i$ at $x_i$ by $P_i(y_i|x_i, a_i)$. Given a local reward function $R_i : X_i \times A_i \to \mathcal{R}$, denote the local MDP for the agent $i$ as $M_i = (X_i, A_i, R_i, P_i)$.

Define a global MDP $M = (X, A, P, R)$ from the dynamics of each agent as follows: the joint state space $X = X_1 \times \cdots \times X_N$ so that a state $x \in X$ is an $N$-tuple $x = (x_1, \ldots, x_N)$; the joint action space $A = A_1 \times \cdots \times A_N$ so that an action $a \in A$ is an $N$-tuple $a = (a_1, \ldots, a_N)$; the joint state transition probability is product form, i.e.,

$$P(y|x, a) = \prod_{i=1}^{N} P_i(y_i|x_i, a_i), \quad x, y \in X, a \in A;$$

and the joint reward function is general $R : X \times A \to \mathcal{R}$, i.e., unlike the state transition function, which is the product of the local transition functions, there is a priori no relationship assumed between the global reward function $R$ and local reward functions $R_i$. We assume that $R$ is bounded such that there exists a constant $M < \infty$ such that $\max_{x,a} R(x, a) \leq M$, and also assume that there is no interdependent constraint on the action set, i.e., an action taken by agent $i$ does not affect or limit the feasible action space $A_j, j \neq i$, of any other agent.

Solving each local MDP $M_i, i = 1, \ldots, N$ independently will not necessarily lead to a solution of the global MDP, since the local reward functions $R_i$ and the global reward function $R$ are not assumed related. We denote a joint policy for all the agents as an $N$-tuple $\pi = (\pi_1, \ldots, \pi_N)$ and $\Pi$ as the set of all possible such joint policies, and we say that a policy $\pi$ is fully decentralized if $\pi = (\phi_1, \ldots, \phi_N)$ with $\phi_i \in \Phi_i, i = 1, \ldots, N$. We will make the following assumption throughout.

**Assumption 2.1** For each $i = 1, \ldots, N$, the local MDP $M_i$ is unichain.

Note that the property of an MDP being unichain is completely unrelated to the reward function. Furthermore, under the above assumption, the global MDP $M$ is unichain, too.

There are several (ergodicity) conditions from which we can check whether or not an MDP is unichain (e.g., [11, p.56]). Perhaps the simplest condition, called the “minorant” condition, is that there exists a state reachable (with positive probability) from every other state. For example, the system can reach a “reset” state with a positive probability (from any state with any action). Suppose that a given MDP is not unichain. We can add then an artificial state $\bar{x} = (\bar{x}_1, \ldots, \bar{x}_N)$ to $X$ by adding $\bar{x}_i$ to $X_i, i = 1, \ldots, N$ such that $\bar{x}_i$ is reachable from any local state $x_i$ with probability (w.p.) $\epsilon \approx 0$ by taking any admissible action $a$ at $x$. But to make each agent not willing to reach
the added local state in their optimal decisions, we make the immediate reward of taking any action at \( \bar{x}_i \) extremely small. In this way, we can transform the given MDP into a unichain MDP, and an optimal solution for the unichain MDP can approximate an optimal solution for the original MDP very closely.

For \( \pi \in \Pi \) and \( x \in X \), define the infinite horizon average reward value function:

\[
J^\pi(x) = \lim_{H \to \infty} \frac{E \left\{ \sum_{t=0}^{H-1} R(Y_t, \pi(Y_t)) \middle| Y_0 = x \right\}}{H},
\]

where \( \{Y_t, t = 0, 1, \ldots\} \) denotes the state of the MDP at time \( t \). It is well-known that because the global MDP is unichain, \( J^\pi(x) \) is independent of the initial state \( x \) (e.g., [19]), and we use \( g^\pi \) to denote the corresponding infinite horizon average reward of following the policy \( \pi \). A (joint) policy \( \pi^* \in \Pi \) is optimal if it achieves the maximum average reward \( g^* \), i.e.,

\[
g^{\pi^*} = g^* \geq g^\pi \text{ for any } \pi \in \Pi.
\]

The time-complexity of solving the global MDP \( M \) is \( O(|X|^2|A|) \) for carrying out one policy improvement step in policy iteration or one iteration in value iteration [17]. Therefore, if either \( |X| \) or \( |A| \) is large, solving the MDP \( M \) via the well-known exact methods is impractical, motivating the need for good decentralized policies that can be found efficiently. In general, there may not exist a fully decentralized policy that is optimal, but in the setting considered in this paper, we provide an algorithm that will find a full decentralized policy that achieves a form of local optimality. Each agent \( i \) considers its own local MDP knowing the currently selected local policies of all other agents and the corresponding induced stationary distributions.

### 2.2 Some examples

In this section, we provide a couple of examples that have the special structure on the state transition function that we assume in the setting of this paper. Other examples that we do not describe here, but that fall into our framework, include the air vehicle battle management problems described in the recent work by Arslan et al. [3], and certain classes of distributed database problems.

#### 2.2.1 Multi-robot navigation

Consider multiple “robots” operating on a common area, such as a two-dimensional rectangular grid, where the overriding objective is to navigate them such that they are kept at a safe distance apart. Alternatively, the objective might be to bring them all together. During each time step, each of the robots chooses independently to stay put or attempt to make a move of one unit in any permissible direction, but there would be some random mechanism determining whether the chosen move would actually be executed. For example, there could be a Bernoulli probability that the move is successful, and otherwise either the robot stays put or with some (e.g., equal) probability
moves to another neighboring state. The overall reward function to be maximized would be some function of the Euclidean distances between the current location of the robots, for example the minimum distance or the average (pairwise) distance. If the goal were to bring the robots together, then a similar cost function (e.g., maximum distance) could be minimized.

### 2.2.2 Admission control

Queueing networks are commonly used to model communication networks [2] and manufacturing systems. An important class of problems involves admission control into the system. We describe some simple examples in this class that fall into our framework.

There are several, say $K > 1$, independent sources of jobs (e.g., different traffic streams on the Internet) that feed one or several first-come, first-served (FCFS) queues. The actions involve admission control at each of these sources. The number of jobs that the server can process in a time period may also be stochastic, e.g., due to breakdowns or other unplanned events or randomness in the system. The global objective must tradeoff between throughput and queue length (or equivalently, delay), and clearly depends jointly on each source. In our framework, the MDP model would specify an agent for each of the different arrival sources and possibly one agent for the server.

There are myriad variations that have this basic structure. We will describe two of these in more detail now.

In the first variation, there is a separate upstream queue for each of the $K$ independent sources, and the decision to be made is whether to admit or to reject a newly arriving job into the queue. The job arrival process for each queue is described by a Markov Modulated Bernoulli Process (MMBP) [10] such that for the queue $i$, there is a finite number of traffic states in the set $S_i$ and the transition dynamics between the traffic states is governed by a Markov chain. Denote $\delta^i_{s_i, s'_i}$ as the probability of transitioning from state $s_i \in S_i$ to $s'_i$ for the MMBP model of the job arrival process at queue $i$. At each state $s_i \in S_i$, one job is generated w.p. $\lambda_i(s_i) > 0$. Once a job is admitted into queue $i$, each job departs queue $i$ w.p. $\mu_i$ (i.i.d.) after staying at least one unit decision time. The departed jobs from each upstream queue are fed into a downstream FCFS single-server queue, which for this variation is assumed to have infinite buffer capacity and serves one job each period (if there is one to be processed). An additional agent is required to model this server, though in this variation the server has no action choices; thus, this MDP model has $K+1$ agents.

A local state $x_i$ for an agent corresponding to queue $i = 1, \ldots, K$, is $(n_i, s_i, \phi_i)$, where $n_i$ is the number of the current jobs (already admitted) at the (upstream) station $i$; $s_i$ is the current traffic state of the MMBP model for the job arrival process; $\phi_i \in \{0, 1\}$, where 0 indicates a new job arrival and 1 indicates no new job arrival. A local action $a_i$ is either 1 for accepting a job or 0 for rejecting a job. For the server, the local state $x_{K+1}$ is simply given by the number of jobs in its buffer, and
the transition to the next local state is given (deterministically) by \((x_{K+1} + \sum_{i=1}^{K} d_i - 1)^+\), where \(d_i\) represents the number of jobs that departed from queue \(i\) and \(x^+ = \max(x, 0)\).

The global transition structure is product form. For \(x_i = (n_i, s_i, \phi_i)\) and \(y_i = (n'_i, s'_i, \phi'_i)\), if \(n'_i = n_i + a_i\phi_i - d_i\), then

\[
P_i(y_i|x_i, a_i) = \delta_{x_i,s_i}^i[\lambda_i(s'_i)\phi'_i + (1 - \lambda_i(s'_i))(1 - \phi'_i)](\mu_i)^{d_i}, \quad d_i = 1, 2, ..., n_i,
\]

and 0 otherwise. Then, we have

\[
P(y|x, a) = \prod_{i=1}^{K} P_i(y_i|x_i, a_i)
\]

for \(y_{K+1} = (x_{K+1} + \sum_{i=1}^{K} d_i - 1)^+\), and 0 otherwise.

The global immediate (random) reward function could take the following general form:

\[
R(x, a) = \sum_{i=1}^{K} a_i - \zeta \left( x_{K+1} + \sum_{i=1}^{K} n_i \right),
\]

where \(\zeta > 0\) is a tradeoff parameter between throughput and queue length.

In the second variation, again assume that each of the underlying arrival processes is Markov modulated, with the same notation for the underlying Markov chain. This time, however, the capacity of the queue is finite, and the action is a choice of the number of jobs to generate from a set dependent on the local Markov state, i.e., at each state \(x_i\), source \(i\) can generate \(a_i \in \{0, ..., \alpha_i(x_i)\}\) jobs with \(\alpha_i(x_i) < \infty\). In addition, the server chooses how many jobs to attempt to process, with a success (all or none of the jobs served) probability dependent on the number of jobs attempted. Thus, this MDP model again has \(K + 1\) agents.

Denote the queue capacity by \(M < \infty\). If \(Q\) is the queue length at the beginning of the period, \(a_i\) is the number of jobs generated by source \(i\) in the current period, and \(\eta \leq Q\) is the number of jobs processed in the period, then the queue length at the beginning of the next period is given by the following expression:

\[
\min \left\{ Q + \sum_{i=1}^{K} a_i, M \right\} - \eta.
\]

Note that if the number of newly generated jobs exceeds the queue capacity \(M\), then some decision rule must be invoked in order to discard the excess jobs, but since the job characteristics are all i.i.d., the decision rule in our simplest setup does not matter.

Assume that all jobs are identical and a job can be processed during one time period, starting with the period after its arrival. The stochastic service mechanism is such that if there are \(Q > 0\) jobs in the queue, a server attempting to process \(i \in \{1, ..., Q\}\) jobs is successful w.p. \(\gamma_Q(i)\), \(\sum_{i=1}^{Q} \gamma_Q(i) = 1\). Again, failure means that all jobs stay in the queue for an additional period. In other words, in (1), \(\eta = i\) w.p. \(\gamma_Q(i)\) and 0 w.p. \(1 - \gamma_Q(i)\). If \(Q = 0\), the server is idle and takes no action.
The global MDP state \( x = (x_1, \ldots, x_K, x_{K+1}) \) is defined by the Markov chain state for each source \( x_i \in S_i, \ i = 1, \ldots, K \), along with the number of the pending jobs in the queue \( x_{K+1} \). The global action \( a = (a_1, \ldots, a_K, a_{K+1}) \) is defined by the number of jobs generated at each source, along with the number of jobs attempted to be processed by the server \( a_{K+1} \in \{0, \ldots, \min(x_{K+1}, M)\} \).

Again, it is not difficult to see that the transition dynamics are of product form. From (1) and the service mechanism,

\[
P(y|x, a) = \gamma^{x_{K+1}}(a_{K+1}) \prod_{i=1}^{K} \delta_{x_i, y_i},
\]

for \( y_{K+1} = \min(x_{K+1} + \sum_{i=1}^{K} a_i, M) - a_{K+1} \),

\[
P(y|x, a) = (1 - \gamma^{x_{K+1}}(a_{K+1})) \prod_{i=1}^{K} \delta_{x_i, y_i},
\]

for \( y_{K+1} = \min(x_{K+1} + \sum_{i=1}^{K} a_i, M) \) (and 0 otherwise).

The immediate (average) reward function \( R \) is given by

\[
R(x, a) = \gamma^{x_{K+1}}(a_{K+1}) \cdot a_{K+1} - \zeta \cdot \left( \min \left\{ x_{K+1} + \sum_{i=1}^{K} a_i, M \right\} - a_{K+1} \gamma^{x_{K+1}}(a_{K+1}) \right),
\]

where the expectation w.r.t. the server success probability has been taken, and again \( \zeta > 0 \) is a tradeoff parameter between throughput and queue length.

We can easily extend the above examples to a load balancing problem, where there are \( \kappa > 1 \) parallel servers, leading to a model with \( K + \kappa \) agents, where agent \( K+1, \ldots, K+\kappa \) represents the server at each queue. Agents 1 through \( K \), representing the job arrival sources, not only need to control the sending rate but also need to determine where to dispatch the generated jobs among the \( \kappa \) servers. This decision certainly depends on the current load of each queue and the service characteristic of each queue.

### 3 Localization

Suppose that all of the agents except one, say agent \( i \), have fixed autonomous local policies, \( \{\phi_j \in \Phi_j : j \neq i\} \), leaving just the choice of local policy for agent \( i \) to be determined. Define the following average reward value-like function, which is a constant independent of the initial state:

\[
g^*_i := \max_{\pi_i \in \Pi_i} \lim_{H \to \infty} \frac{1}{H} E \left\{ \sum_{t=0}^{H-1} R(x_t, (\phi_1(x^1_t), \ldots, \pi_i(x_t), \ldots, \phi_N(x^N_t))) \middle| x_0 \in X \right\},
\]

where \( x_t = (x^1_t, \ldots, x^N_t) \) and \( x^j_t \in X_j \) denotes the local state at time \( t \) for agent \( j = 1, \ldots, N \). Note that \( g^*_i \) is defined over all local policies for agent \( i \), and not just autonomous local policies. In this section, we show using the concept of localization that \( g^*_i \) can be achieved using an autonomous local policy by defining the reward function \( R_i \) appropriately.
From standard MDP theory, constraining the action choices for agent \( j \neq i, j = 1, \ldots, N \), by the autonomous local policies \( \phi_j \), under Assumption 2.1, there exists a bounded function \( h_i \) defined over \( X \) that satisfies the following equation: for any \( x = (x_1, \ldots, x_N) \in X \),

\[
g_i^* + h_i((x_1, \ldots, x_N)) = \max_{a_i \in A_i} \left( R(x, (\phi_1(x_1), \ldots, a_i, \ldots, \phi_N(x_N))) \right.
\]

\[
+ \sum_{y_k \in X_k, k=1, \ldots, N} \left[ \prod_{j \neq i, j=1, \ldots, N} P_j(y_j|x_j, \phi_j(x_j)) \right] h_i((y_1, \ldots, y_N))\right). \quad (2)
\]

Thus, for any \( a_i \in A_i \),

\[
g_i^* + h_i((x_1, \ldots, x_N)) \geq \sum_{y_k \in X_k, k=1, \ldots, N} \left[ \prod_{j \neq i} P_j(y_j|x_j, \phi_j(x_j)) \right] h_i((y_1, \ldots, y_N))\right). \quad (3)
\]

Let \( \{\rho_j(x), x \in X_j\} \) denote the stationary distribution of the Markov chain induced on the local state space of agent \( j \) by autonomous local policy \( \phi_j \). Then, summing up both sides of Equation (3) w.r.t. \( \rho_j, j \neq i \), gives (where the notation \( \sum_{x_j \neq i \in X_j} \) is shorthand for the double summation \( \sum_{j=1, \ldots, N; j \neq i} \sum_{x_j \in X_j} \))

\[
g_i^* + \sum_{x_j \neq i \in X_j} \left[ \prod_{j \neq i} \rho_j(x_j) \right] h_i((x_1, \ldots, x_N)) \geq \sum_{x_j \neq i \in X_j} \prod_{j \neq i} \rho_j(x_j) \left( R(x, (\phi_1(x_1), \ldots, a_i, \ldots, \phi_N(x_N))) \right.
\]

\[
+ \sum_{y_k \in X_k, k=1, \ldots, N} \left[ \prod_{j \neq i, j=1, \ldots, N} P_j(y_j|x_j, \phi_j(x_j)) \right] h_i((y_1, \ldots, y_N))\right)
\]

\[
= \sum_{x_j \neq i \in X_j} \prod_{j \neq i} \rho_j(x_j) R(x, (\phi_1(x_1), \ldots, a_i, \ldots, \phi_N(x_N)))
\]

\[
+ \sum_{y_1, \ldots, y_N} \left[ \prod_{x_j \neq i \in X_j} \rho_j(x_j) P_j(y_j|x_j, \phi_j(x_j)) \right] P_i(y_i|x_i, a_i) h_i((y_1, \ldots, y_N))
\]

\[
= \sum_{x_j \neq i \in X_j} \prod_{j \neq i} \rho_j(x_j) R(x, (\phi_1(x_1), \ldots, a_i, \ldots, \phi_N(x_N)))
\]

\[
+ \sum_{y_i \in X_i} P_i(y_i|x_i, a_i(x_i)) \left( \sum_{y_j \neq i \in X_j} \left[ \prod_{j \neq i} \rho_j(y_j) \right] h_i((y_1, \ldots, y_N)) \right), \quad (4)
\]


where the last step follows from the invariance property of the stationary distribution (see, e.g., [11, p.57]): for any \( \phi_k \in \Phi_k, \)

\[
\sum_{x_k \in X_k} \rho_k(x_k) P_k(y_k|x_k, \phi_k(x_k)) = \rho_k(y_k).
\]

Define an average value function defined over \( X_i \) from \( h_i \) or “projection” of \( h_i \) w.r.t. the stationary distributions \( \rho_j \) over \( X_j \) of the selected policies \( \phi_j \) from the other agents \( j \neq i \):

\[
\bar{h}_i(x_i) := \sum_{x_{j \neq i} \in X_j} \left[ \prod_{j \neq i} \rho_j(x_j) \right] h_i((x_1, ..., x_N), x_i \in X_i). \tag{5}
\]

Similarly, define also an average reward function w.r.t. \( \phi_j \):

\[
\bar{R}_i(x_i, a_i) := \sum_{x_{j \neq i} \in X_j} \left[ \prod_{j \neq i} \rho_j(x_j) \right] R(x, (\phi_1(x_1), ..., a_i, ..., \phi_N(x_N))), \ x_i \in X_i, a_i \in A_i. \tag{6}
\]

Since Equation (3) holds for any \( a_i \in A_i, \) it holds in particular for the action that maximizes the right-hand side of (3), so

\[
g_i^* + \bar{h}_i(x_i) \geq \max_{a_i \in A_i} \left( \bar{R}_i(x_i, a_i) + \sum_{y_i \in X_i} P_i(y_i|x_i, a_i) \bar{h}_i(y_i) \right), \ x_i \in X_i.
\]

Denoting an action that achieves the right hand side of Equation (2) as \( a_i^* \), and summing up both sides over the stationary distributions of \( \rho_j, j \neq i, \) Equation (2) can be rewritten as

\[
g_i^* + \bar{h}_i(x_i) = \bar{R}_i(x_i, a_i^*) + \sum_{y_i \in X_i} P_i(y_i|x_i, a_i^*) \bar{h}_i(y_i), \ x_i \in X_i.
\]

It trivially follows that

\[
g_i^* + \bar{h}_i(x_i) \leq \max_{a_i \in A_i} \left( \bar{R}_i(x_i, a_i) + \sum_{y_i \in X_i} P_i(y_i|x_i, a_i) \bar{h}_i(y_i) \right), \ x_i \in X_i.
\]

Therefore,

\[
g_i^* + \bar{h}_i(x_i) = \max_{a_i \in A_i} \left( \bar{R}_i(x_i, a_i) + \sum_{y_i \in X_i} P_i(y_i|x_i, a_i) \bar{h}_i(y_i) \right), \ x_i \in X_i, \tag{7}
\]

which we refer to as a localized version of Bellman’s optimality equation, since the equation involves only \( X_i \) and \( A_i \).

Now consider an MDP with \( X_i, A_i, P_i, \) and \( R_i = \bar{R}_i. \) Under Assumption 2.1, there exists a constant \( \kappa \) and a bounded function \( \zeta \) defined over \( X_i \) for which

\[
\kappa + \zeta(x_i) = \max_{a_i \in A_i} \left( R_i(x_i, a_i) + \sum_{y_i \in X_i} P_i(y_i|x_i, a_i) \zeta(y_i) \right), \ x_i \in X_i, \tag{8}
\]

and if a constant \( \kappa' \) and a function \( \zeta' \) satisfy Equation (7), then \( \kappa' = \kappa \) (see Theorem 8.4.3 in [19]).

Notice that \( g_i^* \) and \( \bar{h}_i \) satisfy Equation (7).

We summarize the localization concept below as a theorem:
Theorem 3.1  Given $\phi_j \in \Phi_j$ and corresponding $\{\rho_j(\cdot)\}$ for all agents $j \neq i$, under Assumption 2.1, for $M_i = (X_i, A_i, P_i, R_i)$ with $R_i = \bar{R}_i$, there exists a bounded function $\zeta$ defined over $X_i$ and a constant $\kappa$ such that

$$\kappa + \zeta(x_i) = \max_{a_i \in A_i} \left( R_i(x_i, a_i) + \sum_{y_i \in X_i} P_i(y_i|x_i, a_i)\zeta(y_i) \right), \; x_i \in X_i,$$

and any policy $\phi \in \Phi_i$ which, for each local state $x_i \in X_i$, prescribes an action that maximizes the right hand side of Equation (8) achieves $g_i^*$ with $\kappa = g_i^*$.

We remark that if we add the condition that $\sum_{x_i \in X_i} \rho_i(x_i)\zeta(x_i) = 0$ to Equation (8), where $\rho_i$ is the stationary distribution of the Markov chain induced from such a policy $\phi$ for agent $i$ as defined by the theorem, then $\zeta = \bar{h}_i$ from the uniqueness of $\zeta$. As a special case of $\bar{R}_i$, if each agent $k$ is associated with its local (bounded) reward function $R_k : X_k \times A_k \rightarrow \mathbb{R}$ and $R(x,a) = \sum_k R_k(x_k,a_k)$, then $\bar{R}_i(x_i,a_i) = R_i(x_i,a_i) + \sum_{j \neq i, j=1,\ldots,N} \psi^{\phi_j}$, where $\psi^{\phi_j}$ is the average reward of following the policy $\phi_j$ w.r.t. $M_j = (X_j, A_j, P_j, R_j)$. Note that if there is no constraint on the action choices across the agents, for this case just solving the local MDP independently and forming a composite global policy provides an optimal joint policy for the global MDP. This particular case gives an intuitive argument for the results of the localization concept.

The localization theorem result is intuitively reasonable but also somewhat surprising. If an agent needs to maximize the global average reward constrained for a given set of fixed autonomous local policies of the other agents, and if the joint state transition structure is product form, maximizing the local average reward, defined with the projected reward function w.r.t. the stationary distributions of the fixed autonomous local policies of the other agents, is equivalent to maximizing the (constrained) original global average reward. Furthermore, there exists an autonomous local policy for agent $i$ that achieves this maximal reward $g_i^*$. In other words, one might expect that in order to achieve $g_i^*$, a local policy would depend on the states of the other agents. However, by the above theorem, the agent need only consider its own local state.

The localization theorem result can be extended to Borel state spaces as long as Equation (2) can be satisfied with the existence of the constant $g_i^*$ and the function $h_i$ and the existence of the stationary distributions for the selected policies $\phi_j \in \Phi_j$. A simple condition for this being true is that each local MDP $M_i, i = 1,\ldots,N$, satisfy one of the recurrent conditions given in [11, p.57].

Iterative solution methods to obtain $\kappa$ and $\phi_i$ follow directly from the well-known average reward value iteration and policy iteration procedures. We briefly review policy iteration. Agent $i$ starts with an arbitrary policy $\phi_i^0 \in \Phi_i$ and iterates the following steps: at iteration $n \geq 0$, agent $i$ obtains $\psi^{\phi_i^n}$ and $\zeta^n$ that satisfy the following:

$$\psi^{\phi_i^n} + \zeta^n(x_i) = \bar{R}_i(x_i, \phi_i^n(x_i)) + \sum_{y_i \in X_i} P_i(y_i|x_i, \phi_i^n(x_i))\zeta^n(y_i), x_i \in X_i,$$
where this step is called policy evaluation. Then a policy \( \phi_i^{n+1} \) such that
\[
\phi_i^{n+1}(x_i) \in \arg\max_{a_i \in A_i} \left( R_i(x_i, a_i) + \sum_{y_i \in X_i} P_i(y_i|x_i, a_i) \zeta_i^n(y_i) \right), \quad x_i \in X_i,
\]
is obtained, where this step is called policy improvement. Eventually, \( \phi_i^n \) converge to an optimal (in the sense of Theorem 3.1) \( \phi_i \) within a finite number of iterations. The localization naturally induces a simple distributed iterative algorithm that converges to a local optimal solution for the global MDP \( M \).

## 4 A Distributed Algorithm for a Local Optimal Solution

We describe the algorithm in a constructive way, rather than giving a pseudocode for it, and for the two-agents case \( (N = 2) \) for simplicity. Extending the algorithm for \( N > 2 \) is straightforward.

Assume that the global joint reward function \( R \) is known to both agents. Each agent 1 and 2 starts with its own initial policy \( \alpha_1^0 \in \Phi_1 \) and \( \beta_1^0 \in \Phi_2 \). At iteration \( k \geq 1 \), agent 1(2) informs agent 2(1) of \( \alpha_{k-1}^{k-1}(\beta_{k-1}^{k-1}) \) and the corresponding stationary distribution \( \rho_{k-1}^{k-1}(\rho_{2}^{k-1}) \). Then agent 1 solves the local MDP \( M^k_1 = (X_1, A_1, P_1, R^k_1) \), where
\[
R^k_1(x_1, a_1) = \sum_{x_2 \in X_2} \rho_{2}^{k-1}(x_2) R(x_1, x_2, a_1, \beta_{k-1}(x_2)).
\]
An optimal policy for \( M^k_1 \) is \( \alpha_1^k \). Similarly, agent 2 solves the local MDP \( M^k_2 = (X_2, A_2, P_2, R^k_2) \), where
\[
R^k_2(x_2, a_2) = \sum_{x_1 \in X_1} \rho_{1}^{k-1}(x_1) R(x_1, x_2, \alpha_{k-1}^k(x_1), a_2),
\]
to obtain \( \beta_2^k \). Because at each iteration, each agent finds the best autonomous local policy with respect to the policy of the other agent, as the gradient is the direction of the greatest local increase in a given objective function, the underlying idea is similar to that of the gradient-ascent algorithm.

By the above construction, we first have the following fact: for \( k \geq 2 \) and \( k = 2m \) with \( m = 1, 2, ..., \)
\[
g^{(\alpha_k, \beta_{k-1})} \geq g^{(\alpha_{k-2}, \beta_{k-1})} \geq g^{(\alpha_{k-3}, \beta_{k-1})} \geq \ldots \geq g^{(\alpha_2, \beta_1)} \geq g^{(\alpha_0, \beta_1)}.
\]
Similarly,
\[
g^{(\alpha_k-1, \beta_k)} \geq g^{(\alpha_{k-1}, \beta_{k-2})} \geq g^{(\alpha_{k-2}, \beta_{k-2})} \geq \ldots \geq g^{(\alpha_1, \beta_2)} \geq g^{(\alpha_0, \beta_0)}.
\]
That is, the performances of the pairs of the policies of the agent 1 and 2 monotonically improve in a zigzag manner across the agents' views. We state this property as a proposition.

**Proposition 4.1** For \( k \geq 3 \) and \( k = 2m \) with \( m = 1, 2, ..., \), the following monotonicity holds:
\[
g^{(\alpha_k, \beta_{k-1})} \geq g^{(\alpha_{k-2}, \beta_{k-1})} \text{ and } g^{(\alpha_{k-1}, \beta_k)} \geq g^{(\alpha_{k-3}, \beta_{k-2})}.
\]

Recall that \( \alpha_k \) achieves \( g^*_1 = \max_{\pi_1 \in \Pi_1} g^{(\pi_1, \beta_{k-1})} \) and \( \beta_k \) achieves \( g^*_2 = \max_{\pi_2 \in \Pi_2} g^{(\alpha_{k-1}, \pi_2)} \) for \( k \geq 1 \). Therefore, we have that for \( k \geq 1, \)
\[
g^{(\alpha_k, \beta_{k-1})} \geq g^{(\pi_1, \beta_{k-1})} \text{ for any } \pi_1 \in \Pi_1
\]
and for $k \geq 2$, 

$$g^{(\alpha_{k-2}, \beta_{k-1})} \geq g^{(\alpha_{k-2}, \pi_2)}$$ for any $\pi_2 \in \Pi_2$.

It follows that we can state the following result:

**Proposition 4.2** For $k \geq 2$ and $k = 2m$ with $m = 1, 2, \ldots$, 

$$g^{(\alpha_k, \beta_{k-1})} \geq \begin{cases} 
  g^{(\pi_1, \beta_{k-1})} & \text{for any } \pi_1 \in \Pi_1 \\
  g^{(\alpha_{k-2}, \pi_2)} & \text{for any } \pi_2 \in \Pi_2 \\
  g^{(\pi_1, \beta_{k-3})} & \text{for any } \pi_1 \in \Pi_1 \\
  g^{(\alpha_{k-4}, \pi_2)} & \text{for any } \pi_2 \in \Pi_2 \\
  \vdots \\
  g^{(\alpha_0, \pi_2)} & \text{for any } \pi_2 \in \Pi_2 
\end{cases}$$

Similarly, for $k \geq 2$ and $k = 2m$ with $m = 1, 2, \ldots$, 

$$g^{(\alpha_{k-1}, \beta_k)} \geq \begin{cases} 
  g^{(\alpha_{k-1}, \pi_2)} & \text{for any } \pi_2 \in \Pi_2 \\
  g^{(\pi_1, \beta_{k-2})} & \text{for any } \pi_1 \in \Pi_1 \\
  g^{(\alpha_{k-3}, \pi_2)} & \text{for any } \pi_2 \in \Pi_2 \\
  g^{(\pi_1, \beta_{k-4})} & \text{for any } \pi_1 \in \Pi_1 \\
  \vdots \\
  g^{(\pi_1, \beta_0)} & \text{for any } \pi_1 \in \Pi_1 
\end{cases}$$

It is then immediately true that in the best case, at the $k$th iteration with $k \geq 2$ and $k = 2m, m = 1, 2, \ldots$, $O(k(|A_1||X| + |A_2||X|))$ suboptimal policies are eliminated from $\Pi$.

At each iteration $k \geq 3$, agent 1 checks whether or not

$$g^{(\alpha_k, \beta_{k-1})} = g^{(\alpha_{k-2}, \beta_{k-3})},$$

and agent 2 checks if

$$g^{(\alpha_{k-1}, \beta_k)} = g^{(\alpha_{k-3}, \beta_{k-2})}.$$}

If both of the conditions hold, then the algorithm stops. Otherwise, both agents continue their communications and (distributed) computations. The communication requires that each agent pass to the other agent the currently computed best reactive autonomous local policy and the corresponding stationary distribution, along with a flag indicating the status of its stopping condition. Because of the monotonicity and the finite number of the (joint) policies in $\Pi$, both conditions will hold eventually after some finite number of iterations.

Even if both of the conditions are true, this does not imply that the performance of the converged policy sets of agents 1 and 2 are equal, nor does it ensure that either one of them has found an optimal joint policy for the global MDP. It only indicates that the algorithm has converged to locally optimal policies, and we select the policy set with the greater performance.
Suppose that $|A_i| = C$ and $|X_i| = D$ for all $i = 1, ..., N$. As discussed earlier, the time complexity of applying just one “policy improvement” step of policy iteration to solve the global MDP is $O(C^N \cdot D^{2N})$. The policy iteration algorithm converges to an optimal joint policy in $O(C^N D^{2N})$ iterations in the worst case, making the total worst-case time complexity of solving the global MDP $O(C^N D^{2N} \cdot C^N D^{2N})$. For our algorithm, if each agent applies the policy iteration algorithm in parallel to its local MDP, solving the local MDP takes $O(C^D D^2)$ in the worst case with the communication cost of $O(D)$ and with a computation cost $O(C \cdot D^N)$ of the average reward function. If our algorithm converged to an optimal joint policy for the global MDP in the worst case, it would have taken at most $O(C^D \cdot D^2 \cdot C^N D^{2N})$ iterations neglecting the computational cost of the average reward function. Therefore, the worst-case time complexity of solving the global MDP in a global manner can be exponentially alleviated by our algorithm depending on the size of $C$, $D$ and $N$ if the average reward function can be computed efficiently. Thus, an efficient implementation of the projection operation for the average reward function is key to the practical effectiveness of our algorithm. One possible way to address the computational problem of the average reward function is to use a sample mean, where the sampling is done over the stationary distributions so that more emphasis is given to frequently visited states.

Even though our algorithm converges to only a locally optimal solution in theory, the algorithm may serve as a good heuristic. There are several published works that a policy obtained from one-step policy improvement with a “good” heuristic policy is near-optimal for various problems (see, e.g., [18] [8] [15] [22] [6] [14]). Similarly, each agent can start with a good heuristic policy available for its local MDP or the given global MDP and apply some number of iterations of the proposed algorithm to generate an improved joint policy. Note that in contrast to one-step policy improvement, in the best case, each agent will eliminate an exponential number of suboptimal policies.

5 Implication on Discounted Rewards

For the discounted reward case, we define the following value function ($\pi \in \Pi, x \in X$):

$$V^\pi(x) = E \left\{ \sum_{t=0}^{\infty} \gamma^t R(x_t, \pi(x_t)) \middle| x_0 = x \right\}, 0 < \gamma < 1,$$

and refer to $V^*(x) = \max_{\pi \in \Pi} V^\pi(x)$ as the optimal value at $x$ for the infinite horizon discounted reward criterion. The nominal goal is again to find an optimal joint policy $\pi^* \in \Pi$ that achieves the optimal value.

Given an agent $i$ and for a set of fixed policies $\{\phi_j \in \Phi_j : j \neq i\}$ from the other agents, we define a value function $V^*_i(x)$ over $X$ such that

$$V^*_i((x_1, ..., x_N)) := \max_{\pi_i \in \Pi_i} E \left\{ \sum_{t=0}^{\infty} \gamma^t R \left( x_t, (\phi_1(x_t^1), ..., \pi_i(x_t), ..., \phi_N(x_t^N)) \right) \middle| x_0 = (x_1, ..., x_N) \in X \right\},$$
where $x_t = (x^1_t, ..., x^N_t)$ and $x^j_t \in X_j$ denotes the local state at time $t$ for agent $j$. Define a function $\bar{V}_i^*$ such that

$$\bar{V}_i^*(x_i) := \sum_{x_{j\neq i} \in X_j, j=1, ..., N} \prod_{j \neq i, j=1, ..., N} \rho_j(x_j) V_i^*((x_1, ..., x_N)), x_i \in X_i.$$ 

As before, $\bar{V}_i^*$ is an average value function defined over $X_i$ from $V_i^*$ or projection of $V_i^*$ w.r.t. the stationary distributions $\rho_j$ over $X_j$ of the selected policies $\phi_j$ from the other agents $j \neq i$.

With similar arguments as in the average reward case for Bellman’s optimality equation of the infinite horizon discounted reward criterion, it can be proven that the following result holds.

**Theorem 5.1** Given $\phi_j \in \Phi_j$ and corresponding $\{\rho_j(\cdot)\}$ for all agents $j \neq i$, under Assumption 2.1, for $M_i = (X_i, A_i, P_i, R_i)$ with $R_i = \bar{R}_i$, there exists a bounded function $V$ defined over $X_i$ such that

$$V(x_i) = \max_{a_i \in A_i} \left( R_i(x_i, a_i) + \gamma \sum_{y_i \in X_i} P_i(y_i|x_i, a_i) V(y_i) \right), x_i \in X_i, \quad (10)$$

and any policy $\phi_i \in \Phi_i$ which, for each local state $x_i \in X_i$, prescribes an action which maximizes the right hand side of Equation (9) achieves $\bar{V}_i^*(x_i)$.

As we can see from the theorem, the projected value at a particular agent $i$’s local state of the optimal value function for the global MDP w.r.t. the stationary distributions of the other agents’ autonomous local policies is equal to the optimal value function value at the particular agent $i$’s local state for the local MDP defined with the projected reward function w.r.t. the stationary distributions of the other agents’ autonomous local policies. However, unlike the average reward case, an autonomous local policy that achieves the $V$-function value does not necessarily achieve the $V_i^*$-function value. It merely achieves the projected value of the $V_i^*$-function value. This is because for the infinite horizon discounted reward criterion, the optimal action choice for an agent to optimize the global reward function depends on the given initial local states of the other agents.

Certainly, we can develop an iterated algorithm as in the average reward case by using the localization result given in Theorem 5.1. In this case, each agent will obtain the best autonomous reactive policy that achieves the optimal projected value function with respect to the autonomous policies chosen by the other agents.

Recently, there has been a lot of work directed at approximating the (optimal) value function with a set of linearly parameterized functions or “basis functions” (see, e.g., [5]), where the $V^*$-function is approximated by a parameterized function

$$\tilde{V}(x, r) = \sum_{k=1}^K r_k \zeta_k(x), r \in \mathcal{R}^K, \zeta_i : X \to \mathcal{R}, i = 1, ..., K.$$
Researchers have concentrated on how to compute the value of the weight vector $r$ to “fit” $\tilde{V}(x, r)$ to $V^*(x)$ under the assumption that the functions $\{\zeta_i(x)\}$ are given (see, e.g., [9]), but it is very difficult to design such basis functions. This is because there is no general rule to extract some “features” contained in a given problem. Our localization result provides a general rule to select a set of basis functions. We can use $\{\tilde{V}_i^*(x_i), i = 1, ..., N\}$ as a set of basis functions such that

$$\tilde{V}((x_1, ..., x_N), r) = \sum_{k=1}^{N} r_k \tilde{V}_k^*(x_k) \text{ with } \sum_{k=1}^{N} r_k = 1, r_k \geq 0 \text{ for all } k = 1, ..., N.$$  

6 Concluding Remarks

The local optimality result of the proposed algorithm can be enhanced by introducing a random restart, which is commonly used in several global optimum seeking algorithms. We can generate several initial local policies at random and apply the algorithm, or we can generate random local policies once the algorithm converges to a local optimal solution.

At each iteration of the algorithm, each agent has a set of autonomous local policies of all agents. If desired, once we apply the proposed algorithm for a certain number of iterations, we can stop the algorithm and can generate a global policy, combining each set of local policies of the agents via methods called “parallel rollout” or “policy switching” [8, 7], which improves the performances of all joint policies from each set.

If the computation of the stationary distribution for each agent is impractical, we can approximate the stationary distribution by several methods [21], leading to an approximate version of our algorithm.
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