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Abstract

In 1993, Scherpen generalized the balanced truncation method to the nonlinear setting. However, the Scherpen procedure is not easily computable and has not yet been applied in practice. We offer methods, tools, and algorithms for computing the energy functions and coordinate transformations involved in the Scherpen theory and procedure for nonlinear balancing. We then apply our approach to derive, for the first time, balanced representations of nonlinear state-space models.

1 Introduction

This paper addresses the problem of computability pertaining to the Scherpen theory and procedure for balancing of nonlinear systems [1, 2]. We offer methods, tools, and algorithms toward computing balanced realizations for asymptotically stable affine nonlinear control systems, i.e., state-space models of the form

\[ \dot{x}(t) = f(x(t)) + \sum_{i=1}^{m} g_i(x(t)) u_i(t) \]

\[ y(t) = h(x(t)) \]

where \( u = (u_1, \ldots, u_m) \in U \subset \mathbb{R}^m \), \( y = (y_1, \ldots, y_p) \in \mathbb{R}^p \), and \( x = (x_1, \ldots, x_n) \) are coordinate vectors for a smooth state-space manifold \( M \). The maps \( f, g_1, \ldots, g_m \) are smooth and we assume that \( f(0) = 0 \) and \( h(0) = 0 \).

We say that \( f \) is stable (asymptotically stable) if 0 is a stable (asymptotically stable) equilibrium for \( \dot{x} = f(x) \), and normally assume asymptotic stability of \( f \). We refer to the triple \((f, g, h)\) as a realization of the nonlinear system.

The two main objects that we work with in nonlinear balancing are the controllability and observability energy functions of the system, defined as follows.

**Definition 1.1 (Controllability Function)** The controllability function, \( L_c : \mathbb{R}^n \rightarrow \mathbb{R} \), for system (1)-(2) is defined by

\[
L_c(x_0) = \min_{u \in L_2(-\infty,0)} \frac{1}{2} \int_{-\infty}^{0} \| u(t) \|^2 \, dt \quad \text{subject to } x(-\infty) = 0, x(0) = x_0
\]

**Definition 1.2 (Observability Function)** The observability function, \( L_o : \mathbb{R}^n \rightarrow \mathbb{R} \), for system (1)-(2) is defined by

\[
L_o(x_0) = \frac{1}{2} \int_{0}^{\infty} \| y(t) \|^2 \, dt \quad \text{subject to } x(0) = x_0, \quad u(t) \equiv 0, \quad t \geq 0
\]

We will use the following results pertaining to the controllability function of a nonlinear system.

**Proposition 1.3** In the case of an linear time-invariant (LTI) system the controllability function specializes to the quadratic form

\[
L_c(x_0) = \frac{1}{2} x_0^T W_c^{-1} x_0
\]

where the symmetric positive-definite matrix \( W_c \) is the familiar controllability Gramian.

**Theorem 1.4 (Scherpen [1, 2])** Suppose that 0 is an asymptotically stable equilibrium of \(- \left( f + g g^T \frac{\partial L_c}{\partial x} \right)\) on a neighborhood \( V \) of 0. Then, for all \( x \in V \), \( L_c \) is the unique smooth solution of

\[
0 = \frac{\partial L_c}{\partial x} (x) \ f(x) + \frac{1}{2} \frac{\partial L_c}{\partial x} (x) \ g(x) \ g^T (x) \left[ \frac{\partial L_c}{\partial x} (x) \right]^T
\]

with supplementary condition \( L_c(0) = 0 \) and under the assumption that (6) has a smooth solution on \( V \).
In this paper we will consider two of the fundamental problems involved in computing balanced realizations for nonlinear systems. First, we consider the problem of computing the controllability energy function without solving the family of optimal control problems implied in its definition, or solving the associated Hamilton-Jacobi-Bellman (HJB) equation (6). Then, we consider the problem of computing a Morse coordinate transformation under which the controllability function is locally quadratic on a neighborhood of 0. We apply the methods developed in this paper to two example systems: a forced damped pendulum system, and a forced damped double pendulum system.

Methods for computing the observability function and the balancing coordinate transformation, algorithmic details, and additional numerical studies can be found in [3]. We note here that the authors have developed a MATLAB toolbox for implementing the methods described herein, which was used for performing all of the numerical studies.

2 Stochastic Methods for Computation

We seek a method for computing the controllability energy function without solving the family of optimal control problems implied in its definition, or solving the associated HJB equation (6). In this section we present an approach, based primarily on the theory of stochastically excited dynamical systems (see, e.g., [4, 5]), for computing an estimate of the controllability function without solving the family of optimal control problems implied in its definition, or solving the associated HJB equation (6). Then, we consider the problem of computing the observability function and the balancing coordinate transformation, algorithmic details, and additional numerical studies can be found in [3]. We note here that the authors have developed a MATLAB toolbox for implementing the methods described herein, which was used for performing all of the numerical studies.

The white noise driven system (7) is interpreted correctly via the stochastic differential equation (SDE) (given elementwise) for \(i \in \mathbb{N}\)

\[
\frac{d}{dt} X_i = f(X_i) + \sum_{i=1}^{m} g_i(X_i) \, (\zeta_i), \quad (7)
\]

The state equation is given by

\[
\frac{d}{dt} X_i = f(X_i) \, dt + \sum_{i=1}^{m} g_i(X_i) \, (dW_i), \quad (8)
\]

where for \(i \in \mathbb{N}\)

\[
f_i(X_i) = \left[ f_i(X_i) + \frac{1}{2} \sum_{j=1}^{m} \sum_{k=1}^{n} \frac{\partial^2 g_{jk}}{\partial x_k} (X_i) \, g_{jk}(X_i) \right]
\]

includes the so called correction term, \(g_{ij} = (g_{ji})\), \(i \in \mathbb{N}, j \in \mathbb{N}\), and where solutions to (8) are defined in terms of a corresponding stochastic integral.

The state \(X_i\) is a Markov process with transition probability density \(p(x,t;y,s)\). Time evolution of \(p(x,t;y,s)\) is governed by the Fokker-Planck equation, given by

\[
\frac{\partial p}{\partial t} (x, t; y, s) = - \sum_{i=1}^{n} \frac{\partial}{\partial x_i} \left( \bar{f}_i (x) \, p(x, t; y, s) \right) + \frac{1}{2} \sum_{i=1}^{n} \sum_{j=1}^{n} \frac{\partial^2}{\partial x_i \partial x_j} (b_{ij} (x) \, p(x, t; y, s)) \quad (10)
\]

with initial condition

\[
p(x, s; y, s) = \delta (x - y)
\]

and where

\[
b_{ij} (x) = \sum_{k=1}^{m} g_{ik} (x) \, g_{jk} (x) = \left[ g(x) \cdot [g(x)]^T \right]_{ij}
\]

Finally, in the steady-state, Equation (10) simplifies to the stationary Fokker-Planck equation

\[
0 = - \sum_{i=1}^{n} \frac{\partial}{\partial x_i} \left( \bar{f}_i (x) \, p_\infty (x) \right) + \frac{1}{2} \sum_{i=1}^{n} \sum_{j=1}^{n} \frac{\partial^2}{\partial x_i \partial x_j} \left( b_{ij} (x) \, p_\infty (x) \right) \quad (11)
\]

where \(p_\infty (x)\) denotes the stationary probability density (if it exists).

In the LTI case, the transition density function \(p(x,t;y,s)\) describing the random properties of the state process \(X_i\) is Gaussian, and the stationary density \(p_\infty\) has zero mean and covariance equal to the controllability Gramian matrix \(W_c\) (see, e.g., [6]), i.e.,

\[
p_\infty (x) = \left( [(2\pi)^n \, \det (W_c)]^{-1/2} \exp \left( - \frac{1}{2} x^T W_c^{-1} x \right) \right.
\]

Thus, in the LTI case, the controllability function \(L_c\) and the stationary density \(p_\infty\) are related exactly by

\[
p_\infty (x) = \left( [(2\pi)^n \, \det (W_c)]^{-1/2} \exp \left( -L_c (x) \right) \right.
\]

and

\[
L_c (x) = - \log \left( p_\infty (x) \right) + \log \left( [(2\pi)^n \, \det (W_c)]^{-1/2} \right)
\]

In the nonlinear setting, the density \(p(x,t;y,s)\), and in particular the stationary density \(p_\infty(x)\), are not, in general, Gaussian, nor determined completely by their mean and covariance, i.e., higher order moments are involved. However, because the balancing coordinate transformation is local to a neighborhood of the origin, we are mainly interested in capturing a local characterization of the controllability function. In light of this, Equation (14) suggests that a useful approximation of \(L_c\) is defined by

\[
L'_c (x) \triangleq - \log \left( p_\infty (x) \right) + C \quad (15)
\]
where \( C \) is a normalizing constant, dependent on the particular system, such that \( L'_c(0) = 0 \). By Equation (14), \( L'_c \) specializes to the exact \( L_c \) in the LTI case.

There exist certain nonlinear systems for which Equation (15) provides an exact, rather than approximate, formula for the controllability function. As one simple example, consider the Langevin process \( X_t \) governed by the first-order SDE
\[
dX_t = -\nabla \phi (X_t) + dW_t
\]
(16)
where \( \phi : \mathbb{R}^n \rightarrow \mathbb{R}^n \) is a \( C^1 \) map such that \( -\nabla \phi \) is asymptotically stable. The Maxwell-Boltzmann density
\[
p_{\infty}^{\text{MB}}(x) = C \exp(-2\phi(x))
\]
satisfies the stationary Fokker-Planck equation where \( C \) is a constant such that \( \int p_{\infty}^{\text{MB}}(x) = 1 \). Now, using (15), define
\[
L_{c,\infty}^{\text{MB}}(x) = -\log(p_{\infty}^{\text{MB}}(x)) + \log(C) = 2\phi(x)
\]
which is the unique controllability energy function for the Langevin system, i.e., stable affine nonlinear system with \( f(x) = -\nabla \phi(x) \) and \( g(x) = 1 \).

Now we seek conditions under which a broader class of systems admits an exact relationship between the stationary density and the controllability function. In particular, we consider second-order mechanical systems with a Hamiltonian structure perturbed by dissipation and forcing. We determine conditions under which the controllability function for such a system can be expressed exactly in terms of the stationary density for the corresponding stochastically excited system. We adopt and modify somewhat the notation and framework of Fuller [7] and Zhu and Yang [8]. These authors have presented conditions under which exact solutions of the stationary Fokker-Planck equation can be derived. We show that in certain cases, the same conditions are sufficient for expressing the controllability function in terms of the stationary density, while in other cases, additional conditions are required.

We consider a forced, dissipatively perturbed, \( n \)-DOF Hamiltonian system. Let \( q = (q_1, \ldots, q_n) \in \mathbb{R}^n \) and \( p = (p_1, \ldots, p_n) \in \mathbb{R}^n \) denote, respectively, the generalized displacements and momenta. Let the Hamiltonian \( H' = H'(q, p) \), i.e., the sum of the kinetic and potential energies of the system, be \( C^2 \). Let \( c'_{ij} = c'_{ij}(q, p) \) be \( C^1 \) functions representing nonlinear dissipation coefficients. Let \( d_{ij} = d_{ij}(q, p) \) for \( i, j \in \mathbb{N} \). The system we consider is governed by the equations of motion, for \( i \in \mathbb{N} \)
\[
\dot{q}_i = \frac{\partial H'}{\partial p_i}, \quad \dot{p}_i = -\frac{\partial H'}{\partial q_i} - \sum_{j=1}^n c'_{ij} \frac{\partial H'}{\partial p_j} + \sum_{k=1}^m d_{ik} u
\]
(20)
The system is realized in standard state-space form with coordinates \( x = (q, p) \in \mathbb{R}^{2n} \) and
\[
f_i = \frac{\partial H'}{\partial p_i} \quad i = 1, \ldots, n
\]
(21)
\[
f_i = -\frac{\partial H'}{\partial q_i} - \sum_{j=1}^n c'_{ij} \frac{\partial H'}{\partial p_j} \quad i = n + 1, \ldots, 2n
\]
(22)
\[
(g_k)_i = 0 \quad i = 1, \ldots, n; \quad k = 1, \ldots, m
\]
\[
(g_k)_i = d_{ik} \quad i = n + 1, \ldots, 2n; \quad k = 1, \ldots, m
\]
The output map \( h \) is irrelevant for purposes of the discussion here.

The corresponding stochastically excited system is governed by the SDEs, for \( i \in \mathbb{N} \)
\[
dQ_i = \frac{\partial H'}{\partial P_i} dt
\]
(23)
\[
dP_i = -\left( \frac{\partial H'}{\partial Q_i} + \sum_{j=1}^n c_{ij} \frac{\partial H'}{\partial P_j} + \frac{1}{2} \sum_{j=1}^n \sum_{k=1}^m \frac{\partial d_{ik}}{\partial P_j} d_{jk} \right) dt
\]
(24)
\[
+ \sum_{k=1}^m d_{ik} (dW_i)_i
\]
where we have adopted the usual notation by substituting \( Q \) for \( q \) and \( P \) for \( p \) when dealing with the corresponding random variables.

It is usually the case that the correction terms
\[
\frac{1}{2} \sum_{j=1}^n \sum_{k=1}^m \frac{\partial d_{ik}}{\partial P_j} d_{jk}, i \in \mathbb{N}
\]
can be split into two parts: one which modifies the conservative forces and the other that modifies the damping forces (see [8]). This allows Equations (23) and (24) to be rewritten, for \( i \in \mathbb{N} \)
\[
dQ_i = \frac{\partial H}{\partial P_i} dt
\]
(25)
\[
dP_i = -\left( \frac{\partial H}{\partial Q_i} + \sum_{j=1}^n c_{ij} \frac{\partial H}{\partial P_j} \right) dt
\]
(26)
for appropriately defined \( H \) and \( c_{ij} \).

The stationary Fokker-Planck equation governing the stationary transition density \( p_{\infty} = p_{\infty}(q, p) \) associated with the SDEs (25) and (26) is given by
\[
0 = \sum_{i=1}^n \left[ -\frac{\partial}{\partial Q_i} \left( \frac{\partial H}{\partial P_i} p_{\infty} \right) + \frac{\partial}{\partial P_i} \left( \frac{\partial H}{\partial Q_i} p_{\infty} \right) \right]
\]
+ \sum_{i=1}^n \left[ \frac{\partial}{\partial P_i} \left( \sum_{j=1}^n c_{ij} \frac{\partial H}{\partial P_j} p_{\infty} \right) + \frac{1}{2} \sum_{j=1}^n \frac{\partial^2}{\partial P_i \partial P_j} (b_{ij} p_{\infty}) \right]
\]
(27)
where
\[
b_{ij} = \sum_{k=1}^m d_{ik} d_{jk} = \left[ \|d\| \right]_{ij}^T
\]
and subject to boundary conditions (vanishing probability flow)
\[
\lim_{\|q, p\| \rightarrow \infty} \frac{\partial H}{\partial P_i} p_{\infty} = 0
\]
(28)
and
\[
\lim_{\| (q,p) \| \to \infty} \left( \frac{\partial H}{\partial Q_i} + \sum_{j=1}^{n} c_{ij} \frac{\partial H}{\partial P_j} \right) p_\infty + \frac{1}{2} \sum_{j=1}^{n} \frac{\partial}{\partial P_j} (b_{ij} p_\infty) = 0
\] (29)

Remark 2.2 The equipartition of energy condition imposes a severe restriction on the class of systems for which (33) is the stationary density. □

The controllability function \( L_c \) uniquely satisfies the HJB equation (6), which, for realization \((f,g)\) given in Equations (21) and (22), takes the form
\[
0 = \{ L_c, H \} + \sum_{i=1}^{n} \left[ \frac{\partial L_c}{\partial p_i} \sum_{j=1}^{n} \left( -c_{ij} \frac{\partial H}{\partial p_j} + \frac{1}{2} b_{ij} \frac{\partial L_c}{\partial p_j} \right) \right]
\] (34)
The relationship between the stationary density and the controllability function, and an exact formula for the latter in terms of the Hamiltonian, are given in the following result.

Theorem 2.5 Consider the forced, dissipatively perturbed, \( n \)-DOF Hamiltonian control system, governed by the evolution equations (19) and (20), and realized by \((f,g)\) given in Equations (21) and (22). Under the conditions stated in Theorem 2.1, the unique controllability energy function for the system is given by
\[
L_c (q,p) = -\log (p_\infty (q,p)) + C'
\] (35)
where \( p_\infty \) is the stationary density of the corresponding stochastically excited system and \( C' \) is a constant such that \( L_c (0,0) = 0 \).

Proof It is necessary and sufficient to show that \( L_c \) satisfies Equation (34). Since \( L_c \) is a functional of \( H \), we have that \( \{ L_c, H \} = 0 \). Furthermore, \( \frac{\partial L_c}{\partial p_j} = 2 \ell \frac{\partial H}{\partial p_j} \), so that Equation (34) becomes
\[
0 = \sum_{i=1}^{n} \left[ 2 \ell \frac{\partial H}{\partial p_i} \sum_{j=1}^{n} \left( -c_{ij} \frac{\partial H}{\partial p_j} + \ell b_{ij} \frac{\partial H}{\partial p_j} \right) \right]
\] (36)
\[
= \sum_{i=1}^{n} \left[ 2 \ell \frac{\partial H}{\partial p_i} \sum_{j=1}^{n} \frac{\partial H}{\partial p_j} (\ell b_{ij} - c_{ij}) \right]
\] (37)
which is clearly satisfied given the equipartition of energy condition (32).

We now consider the more general situation where the parameters \( c_{ij} \) and \( d_{ik} \) are permitted to be functions of \( q \) and \( p \). The following is modified from Zhu and Yang [8].

Theorem 2.6 (Zhu and Yang [8]) Consider the stochastically excited system corresponding to the forced, dissipatively perturbed, \( n \)-DOF Hamiltonian system governed by the SDEs (25)-(26) where \( H \) is the Hamiltonian. Suppose that the following ratio holds for all \( i, j \in \mathbb{N} \):
\[
c_{ij} \frac{b_{ij}}{b_{ii}} = \ell = \text{constant}
\] (32)

Then the unique stationary density \( p_\infty \) that satisfies Equation (31) is
\[
p_\infty (q,p) = C \exp \left( -2 \ell H (q,p) \right)
\] (33)
where \( C \) is a constant such that \( \int p_\infty = 1 \).

Remark 2.2 The density (33) is of Maxwell-Boltzmann form. □

Remark 2.3 The condition (32) is referred to as the equipartition of energy condition. The terminology derives from the situation in statistical mechanics where each DOF of a multiparticle system is associated with the same mean energy. □

The condition (32) is referred to as the equipartition of energy condition. The terminology derives from the situation in statistical mechanics where each DOF of a multiparticle system is associated with the same mean energy.
Then the unique stationary density $p_\infty$ that satisfies Equation (31) is

$$p_\infty (q, p) = C \exp \left( - \int_0^{H(q, p)} h(u) \, du \right) \quad (39)$$

where $C$ is a constant such that $\int p_\infty = 1$.

**Remark 2.7** The density (39) is of Maxwell-Boltzmann form.

**Remark 2.8** The condition (38) is analogous to an equipartition of energy condition, again imposing a severe restriction on the class of systems for which (39) is the stationary density.

The relationship between the stationary density and the controllability function, and an exact formula for the latter in terms of the Hamiltonian, are given in the following result.

**Theorem 2.9** Consider the forced, dissipatively perturbed, $n$-DOF Hamiltonian control system, governed by the evolution equations (19) and (20), and realized by $(f, g)$ given in Equations (21) and (22). Suppose that the following ratio holds for all $i \in n$ and for some functional $r$ of $H$:

$$\sum_{j=1}^n c_{ij} \frac{\partial H}{\partial p_j} = r(H) \quad (40)$$

Then the unique controllability energy function for the system is given by

$$L_c(q, p) = 2 \int_0^{H(q, p)} r(u) \, du + C' \quad (41)$$

where $C'$ is a constant such that $L_c(0, 0) = 0$. Furthermore, if the $b_{ij}$ are independent of $p$ then

$$L_c(q, p) = -\log (p_\infty(q, p)) + C' \quad (42)$$

where $p_\infty$ is the stationary density of the correspondingly stochastically excited system.

**Proof** Assume that $L_c(q, p) = \phi(H(q, p))$ for some functional $\phi$ of $H$. Then $\{L_c, H\} = 0$. The HJB equation (34) can be written

$$0 = \sum_{i=1}^n \frac{\partial H}{\partial p_i} \frac{\partial \phi}{\partial H} \left( b_{ij} \frac{\partial H}{\partial p_j} \frac{\partial \phi}{\partial p_j} - 2 c_{ij} \frac{\partial H}{\partial p_j} \right) \quad (43)$$

which is clearly satisfied if we assign $\frac{\partial \phi}{\partial H} = 2r(H)$ where $r(H)$ is defined by Equation (40). Thus, the desired functional $\phi$ is obtained through integration yielding Equation (41). Moreover, if the $b_{ij}$ are independent of $p$ then $2r(H) = h(H)$ where $h(H)$ is defined in Equation (38). In that case Equation (42) holds.

Additional details appear in [3].

### 3 Computing the Morse Coordinate Transformation

Recall that for an LTI system, the energy functions $L_c$ and $L_o$ globally take the form of quadratic functions given, for example, by (5). We wish to generalize the linear balancing procedure to the nonlinear setting, but the functions $L_c$ and $L_o$ are not, in general, quadratic. However, we can appeal to some important results from critical point theory (see, e.g., [9]) in order to find a change of coordinates under which a smooth function takes a quadratic form locally around a non-degenerate critical point. The key result is the Morse lemma [10], which guarantees the existence of the desired canonical form for functions with a non-degenerate critical point (called Morse functions) defined on a finite-dimensional manifold, and an analogous result of Palais [11], which generalizes the notion to functions defined on a Hilbert space. Our presentation of the established results are based mainly on those found in [9, 12].

**Theorem 3.1 (Morse-Palais)** Let $f$ be a smooth real-valued function defined on an open neighborhood $\mathcal{O}$ of 0 in the Hilbert space $\mathcal{E}$. Assume that $f(0) = 0$ and that 0 is a non-degenerate critical point of $f$. Then there exists a neighborhood $U \subset \mathcal{O}$ of 0, a local change of coordinates $\phi$ on $U$, and an invertible symmetric operator $A$ such that

$$f(x) = \langle A\phi(x), \phi(x) \rangle_{\mathcal{E}} \quad x \in U \quad (44)$$

**Corollary 3.2** Let $f$ be a smooth real-valued function defined on an open neighborhood $\mathcal{O}$ of 0 in the Hilbert space $\mathcal{E}$. Assume that $f(0) = 0$ and that 0 is a non-degenerate critical point of $f$. Then there exists a neighborhood $U \subset \mathcal{O}$ of 0, a local change of coordinates $z = \xi(x)$ on $U$, and an orthogonal decomposition $\mathcal{E} = F + F^\perp$ such that if we write $z = \xi(x) = u + v$ with $u \in F$ and $v \in F^\perp$ then

$$f(z) = f(\xi(x)) = \langle u, u \rangle_{\mathcal{E}} - \langle v, v \rangle_{\mathcal{E}} \quad x \in U \quad (45)$$

**Remark 3.3** Consider the special case where $\mathcal{E} = \mathbb{R}^n$ and critical point 0 has index $r$. Define $z = \xi(x)$ for $x \in U$ and $\psi = \xi^{-1}$ on $\xi(U)$. Then Corollary 3.2 implies that

$$f(x) = f(\psi(z)) = -\sum_{i=1}^r z_i^2 + \sum_{i=r+1}^n z_i^2 \quad (46)$$

In the new coordinates, the function $f$ is said to be in spherical quadratic form. The transformation is illustrated in Figure 1.

**Definition 3.4 (Morse Coordinate Transformation)** A change of coordinates $\psi$ satisfying (46) is said to be a Morse coordinate transformation for $f$ around 0.
The original proof by Morse uses the Gram-Schmidt orthogonalization process which is essentially a coordinate-wise induction argument. The generalization by Palais is proved without a coordinate-wise procedure, which we use to our advantage for purposes of computation. For purposes of brevity, the proofs do not appear here. We proceed directly to the algorithms.

We present here, somewhat loosely, an algorithm for numerical implementation of Theorem 3.1 and Corollary 3.2. The algorithm is presented more rigorously in [3] where a computational framework is introduced. The algorithm takes a Morse function \( f \) and returns a neighborhood \( U \), Morse coordinate transformation \( \phi \), and invertible symmetric matrix \( A \) under which \( f \) takes the desired form (44) on \( U \). An additional algorithm takes \( \phi, A, \) and \( U \) and returns a coordinate transformation \( \xi \) under which \( f \) takes the spherical quadratic form (45). The main building blocks are as follows.

**smooth function decomposition** Given smooth real-valued function \( f \) with critical point at 0, return smooth functions \( g_i, i \in \mathbb{N} \), such that

\[
    f(x) = \sum_{i=1}^{n} g_i(x) x_i \quad i \in \mathbb{N}, \quad x \in \mathcal{O} \tag{47}
\]

and

\[
    g_i(0) = \frac{\partial f}{\partial x_i}(0) \quad i \in \mathbb{N} \tag{48}
\]

1. Compute (approximate) partial derivatives \( \frac{\partial f}{\partial x_i} \), \( i \in \mathbb{N} \).
2. For each point \( x \) in the domain of definition of \( f \), compute (approximate) integrals

\[
    g_i(x) = \int_0^1 \frac{\partial f}{\partial x_i}(tx) \, dt, \quad i \in \mathbb{N}.
\]

**Morse function decomposition** Given Morse function \( f \), i.e., \( f \) has non-degenerate critical point at 0, return smooth functions \( h_{ij}, i, j \in \mathbb{N} \) such that

\[
    f(x) = \sum_{i=1}^{n} \sum_{j=1}^{n} h_{ij}(x) x_i x_j \quad i, j \in \mathbb{N}, \quad x \in \mathcal{O} \tag{49}
\]

with symmetry property

\[
    h_{ij}(x) = h_{ji}(x) \quad i, j \in \mathbb{N}, \quad x \in \mathcal{O} \tag{50}
\]

and such that

\[
    h_{ij}(0) = \frac{1}{2} \frac{\partial^2 f}{\partial x_i \partial x_j}(0) = \frac{1}{2} D^2 f(0) \tag{51}
\]

This is accomplished via \( n + 1 \) smooth function decompositions.

1. Apply the smooth function decomposition to \( f \) yielding \( g_i, i \in \mathbb{N} \).
2. Apply the smooth function decomposition to each of the \( g_i \) yielding \( h_{ij}, i, j \in \mathbb{N} \).

**Matrix square root** Given matrix \( B \) close to the identity, return its square root \( C \), i.e., \( B = C^2 \). The matrix \( B \) must satisfy

\[
    \| \mathbb{1} - B \| < 1 \tag{52}
\]

In that case, the following algorithm converges to a fixed point corresponding to the desired matrix \( C = B^{1/2} \).

\[
    C_{k+1} = C_k + \frac{1}{2} (B - C_k^2) \quad k = 0, 1, \ldots \tag{53}
\]

\[
    C_0 = \mathbb{1}
\]

The convergence of the sequence \( \{C_k\} \) to the fixed point \( B^{1/2} \) can be shown to be a consequence of the contraction mapping principle.

**Morse-Palais transformation** Given Morse function \( f \), return neighborhood \( U \), coordinate transformation \( \phi \), and invertible symmetric matrix \( A \) such that Equation (44) holds.

1. Apply the Morse function decomposition to \( f \) yielding \( h_{ij}, i, j \in \mathbb{N} \). Let \( H(x) = [h_{ij}(x)] \) and \( A = H(0) \). Note that the nondegeneracy of 0 ensures the invertibility of \( A \).
2. For each point \( x \) in the domain of definition of \( f \):
   (a) Compute the solution \( B \) of the matrix equation \( A B = H(x) \). Note that \( B = \mathbb{1} \) at \( x = 0 \).
   (b) If \( \| \mathbb{1} - B \| < 1 \) then:
      i. Apply the matrix square root algorithm to compute \( C = B^{1/2} \).
      ii. Let \( \phi(x) = C x \).
      iii. Include the point \( x \) in the neighborhood \( U \).
   (c) Otherwise, do not include the point \( x \) in the neighborhood \( U \) and no further calculations apply.

This procedure provides an estimate of the neighborhood \( U \) for which the function can be transformed to the canonical quadratic form. It is possible that the maximal neighborhood is larger.
**spherical transformation** Given transformation \( \phi \) and invertible symmetric matrix \( A \) such that Equation (44) holds, return index \( r \) and coordinate transformation \( \psi \) such that Equation (46) holds.

1. Compute the spectral decomposition of matrix \( A \), i.e., \( A = V \Lambda V^T \).
2. Let \( E = \text{diag} (|\lambda_1|, \ldots, |\lambda_n|) \).
3. Let \( r \) equal the number of \( \lambda_i \) such that \( \lambda_i < 0 \).
4. Let \( R = E V^T \).
5. For each point \( x \) in the domain of definition of \( f \), let \( \psi (x) = R \phi (x) \).

**Remark 3.5** The terminology “Morse function decomposition” is somewhat misleading since the decomposition (49) merely requires a critical point that is not necessarily non-degenerate. However, we adopt the terminology for lack of a better name and because we are applying the decomposition to Morse functions.

4 Applications

In this section we illustrate our methods and algorithms by applying them to two examples of rigid link mechanical systems. We compute a balanced realization for a forced damped pendulum system, and take steps toward balancing a forced damped double pendulum system.

The first example that we consider is a simple pendulum system as illustrated in Figure 2. The system incorporates linear torsional damping, linear torsional stiffness, and a torque input at the rotary joint. We assume that the shaft is massless and that the pendulum moves only in the plane. We consider the case where the joint angle is measured (position read-out). (See [3] for the case of velocity read-out.)

It is beneficial to study the pendulum as an example because

- it is nearly linear, so we can use linear theory to obtain a good estimate of the correct results for comparison; and
- in previous sections we have studied second-order mechanical systems and obtained an exact formula for the controllability function.

We obtain a state-space realization \( (f,g,h) \) for the pendulum system via Lagrangian mechanics. Let the generalized position \( q \) and velocity \( \dot{q} \) correspond to the joint angle \( \theta \) and angular velocity \( \dot{\theta} \), respectively. The affine nonlinear control system is realized in coordinates \( x = (x_1, x_2) = (q, \dot{q}) \) by

\[
\begin{align*}
\mathbf{f}(x) &= \begin{bmatrix}
    x_2 \\
    -\frac{G}{L} \sin(x_1) - \frac{k}{m L^2} x_1 - \frac{b}{m L^2} x_2
\end{bmatrix} \quad (54) \\
\mathbf{g}(x) &= \begin{bmatrix}
    0 \\
    \frac{1}{m L^2}
\end{bmatrix} \quad (55)
\end{align*}
\]

Figure 2: Planar pendulum system with massless shaft, linear torsional damping, linear torsional stiffness, and torque input applied at the rotary joint. Parameter values used for numerical studies: \( m = 1/40, b = 2, k = 1, L = 20, G = 10 \).

Numerical studies were conducted via application of our algorithms to the pendulum system with parameter values given in Figure 2. The observability function \( L_o \) was computed using an algorithm based directly on Equation (4). The controllability and observability functions for the pendulum system with position read-out are shown in Figure 3.

We also computed an approximation to the controllability function via Equation (15) and a Monte-Carlo approach. We simulated 50,000 sample paths for the pendulum system with approximate Gaussian white noise injected as the torque input. We assumed that steady-state was reached after 60 time units, 6 times the largest time constant of the system.

The results of the Monte-Carlo experiments are presented in Figure 4. In this case, we used a relatively coarse grid, which is roughly the highest resolution that provides a smooth approximation. By generating additional sample paths, we can increase the grid resolution while maintaining a smooth approximation.

Even though we have an exact expression for \( L_c \), we use the approximation \( L'_c \) generated by the Monte-Carlo experiments in order to compute a balanced realization for the pendulum system. We do this to demonstrate that \( L'_c \) can be a...
Pendulum: Exact Controllability Function

Lc(x)

Figure 3: The exact controllability function (top) and observability function (bottom) for the pendulum system with position read-out.

Pendulum (Position Output): Approximate Observability Function

Lo(x)

Figure 4: The stationary density (top) and derived approximate controllability function (bottom) for the pendulum system.

Pendulum (Position Output): Singular Value Function 1

s1(x)

Figure 5: The singular value functions for the pendulum system with position output. Left: σ1(x) nearly constant 0.367; Right: σ2(x) nearly constant 0.284.

suitable surrogate for Lc in the balancing algorithms. The algorithm presented in Section 3 was applied to L′c to compute a Morse coordinate transformation. Further computations (see [3]) yielded a balanced representation for the pendulum system with position read-out.

The computed singular value functions (see [1, 2]) are shown in Figure 5. Because the pendulum system is nearly linear, we expect the singular value functions to be nearly constant at the value of the corresponding Hankel singular values of the linearized system. This is reflected in the computations. The singular value functions are nearly constant at grid points close to the origin, taking values close to 0.367 and 0.284. This closely matches the Hankel singular values of the linearized system which are 0.3671 and 0.2838. One state is roughly 1.3 times as important to the input-to-output behavior of the system.

We simulated the pendulum system in the original and balanced coordinates using two input signals: u ≡ 0 (natural response) and ut = 0.5 sin (t/π). The output responses are shown in Figure 6. Theoretically, the output responses of the original and balanced systems should be identical, since they are merely different representations of the same physical system. However, the computations introduce numerical error.

In [3], it was demonstrated that by using the exact controllability function, the output responses of the original and balanced systems are virtually identical. Thus, the algorithms for computing the Morse, input-normal, and balanc-
The double pendulum system is not integrable and does not, in general, satisfy the equipartition of energy condition. However, in the special case where \( b_1 = b = b_2 \) the equipartition of energy condition is satisfied with ratio \( \ell = b \). Applying Theorem 2.5, the controllability function for the double pendulum system is given, exactly, by

\[
L_c(x) = b \left( m_1 + m_2 \right) L_1^2 x_3^2 + b m_2 L_2^2 \left( x_3 + x_4 \right)^2 + 2 b m_2 L_1 L_2 \cos x_3 \left( x_3 + x_4 \right) + b k_1 x_2^2 + k_2 x_2^2 - 2 b \left( m_1 + m_2 \right) G L_1 \cos x_1 - b G \left( m_1 + m_2 \right) \left( x_1 + x_2 \right) + 2 G \left( m_1 + m_2 \right) L_1 + m_2 L_2
\]

A numerical study was conducted via application of our algorithms to the double pendulum system with parameter values given in Figure 7. Graphical representations of the controllability and observability functions are presented in [3]. Figure 8 shows a 2-dimensional slice of each singular value function for the double pendulum system. At the origin, the singular value functions take the values, respectively, 0.487, 0.444, 0.135, and 0.050. These values are considerably greater input-to-output importance than the other two states. We also observe that numerical errors are more prominent for the singular value functions of small magnitude, i.e., the oscillations that they display are likely caused by numerical error rather than being an accurate reflection of their actual behavior.
Figure 8: Singular value functions for double pendulum ($x_3$-$x_4$ plane). Top left: $\sigma_1(x)$; Top right: $\sigma_2(x)$; Bottom left: $\sigma_3(x)$; Bottom right: $\sigma_4(x)$.

5 Concluding Remarks

Because of the computational complexity of our algorithms, this research merely represents a first step toward making the balancing procedure a practical model reduction tool. It is also clear that results with broader applicability will be of benefit.
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