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Abstract—In this paper, we consider the rate control problem with the objective of maximizing the total user utility. It takes into account the possible differences in user requirements, and also provides a framework for achieving a wide range of fairness objectives. We propose a simple algorithm for achieving the optimal rates for this problem. The algorithm can be implemented in a distributed way and does not require the network to know the user utility functions. In our algorithm, the network communicates to the user the number of congested links on the user’s path, and the user (end-host) adjusts its rate accordingly, taking into account its utility function and the network congestion feedback. We show through analysis and experimentation that our algorithm converges to the optimum rates.

I. INTRODUCTION

Effective rate control of elastic traffic sources [6] is required in order to control congestion in a communication network. Elastic traffic sources are those which do not require a fixed rate of service and can adjust their transmission rates based on the congestion level of the network. Examples of elastic traffic sources include internet traffic sources using TCP, and sources using ABR service in ATM networks. A rate control strategy should ensure that the network is used efficiently, while guaranteeing that the traffic offered to the network is such that the congestion at the network resources remain within an acceptable level. Besides these, it is also desirable that the rate control algorithm would ensure that the available network resources are shared by the competing streams of traffic in some fair manner.

There can be many different measures of fairness, one of the most well-known being max-min fairness [1]. Most of the notions of fairness explored in the literature treat all users equally. The differences in rate allocations are only due to the different path bandwidths and processing capability limitations. However, users in general have widely varying bandwidth requirements, and therefore it is desirable that any fair rate allocation scheme would take into account this heterogeneity in user requirements.

Fairness definitions can be generalized in a nice way by using utilities. Utility of an user is a function connecting the bandwidth given to the user with the “value” associated with the bandwidth (note that throughout the paper, the terms “user”, “session” and “source” are used synonymously). The utility could be some measure of say, the perceived quality of audio/video, the user satisfaction, or even the amount paid by the user for the bandwidth allotted to it, and could be different for different users. Thus it provides a framework to differentiate among users on the basis of their requirements and/or revenues. One possible fairness objective, as advocated recently by Kelly in [7], is to allocate bandwidths such that they maximize the sum of the user utilities (assumed to be concave functions), subject to the link capacity constraints. This is also the problem that we address in this paper. The rate control algorithm that we propose achieves the optimal rates for this total user utility maximization problem. The algorithm is distributed and does not require the network to know the user utility functions. Note that this algorithm can be used for achieving a wide variety of fairness objectives by choosing the user utility functions appropriately (for example, if all the utility functions are logarithmic and same for all users, the achieved rates are proportionally fair [7]).

In the algorithm proposed in this paper, the network communicates to the user the number of congested links on the user’s path. On congestion, the user decreases its rate based on this network feedback; otherwise it increases its rate based on the derivative of its utility function. An attractive feature of this algorithm, particularly from a practical perspective, is the simplicity of both the user and network (link) algorithms. Moreover, note that the congestion information that the network needs to provide the user (i.e., the number of congested links on its path) can be conveyed in only \( \log_2 L + 1 \) bits, where \( L \) is the maximum number of links on a user’s path. This implies that in most real networks, including the internet, just one byte in the data packet/ACK packet header should be sufficient to carry the network congestion feedback (note that one byte would al-
low 255 links on a user’s path).

Several alternative approaches to this system utility maximization problem have been proposed in recent literature [9],[8],[10],[11]. These approaches are surveyed in Section VII, where we also compare them with our approach. It is also worth noting here that whereas all these existing approaches require strict concavity of utility functions for guaranteed convergence, we require only concavity. Thus linear utility functions are allowed in our case, but not in the earlier ones. Moreover, our approach also guarantees convergence for a wide class of non-differentiable functions, which are outside the framework of the previous approaches.

The paper is organized as follows. In the next section we define our problem formally. In Section III we present the basic algorithm and describe a distributed implementation of it. Section IV presents the convergence analysis for our basic algorithm and describe a distributed implementation and yet retains the convergence properties of the original algorithm. In Section V we discuss a few issues related to our approach. We compare our approach with the existing approaches in Section VII, and conclude in Section VIII.

II. PROBLEM STATEMENT

Consider a network consisting of a set \( L \) of unidirectional links, where a link \( l \in L \) has capacity \( c_l \). The network is shared by a set \( S \) of unicast sessions (users). Let \( L_s \subseteq L \) denote the set of links used by session \( s \in S \). Also let \( S_l \subseteq S \) denote the set of sessions that use link \( l \in L \). Each session has a minimum required transmission rate \( b_s \geq 0 \), and a maximum required transmission rate \( B_s < \infty \). Moreover, each session \( s \) is associated with a utility function \( U_s : \mathbb{R}_+ \to \mathbb{R} \), which is assumed to be concave, continuous, bounded and increasing in the interval \( X_s = [b_s, B_s] \). Thus session \( s \) has a utility \( U_s(x_s) \) when it is transmitting at a rate \( x_s \), where \( x_s \in X_s \). Our objective is to maximize the “social welfare”, i.e., sum of the utilities over all the sessions, subject to the link capacity constraints. The problem can be posed as:

**P:**

\[
\max \sum_{s \in S} U_s(x_s)
\]

subject to

\[
\sum_{s \in S_l} x_s \leq c_l \quad \forall l \in L \tag{2}
\]

\[
x_s \in X_s \quad \forall s \in S \tag{3}
\]

The constraints (2) indicate that the total rate of the sessions using a link cannot exceed the capacity of the link.

Let \( x = (x_s, s \in S) \) denote the vector of the session rates. Also let \( X_S \) denote the entire region in the \([S]\)-dimensional space where \( x \) is constrained to lie due to (3), i.e., \( X_S = \{(x_1, \ldots, x_{|S|}) : x_s \in X_s \ \forall s \in S\} \). Thus the set of constraints in (3) can be equivalently written as \( x \in X_S \). Let \( X_L \) denote the region in the \(|S|\)-dimensional space defined by the \(|L|\) constraints in (2). Thus \( X_L = \{(x_1, \ldots, x_{|S|}) : \sum_{s \in S_l} x_s \leq c_l \ \forall l \in L\} \). Let \( X = X_S \cap X_L \). Thus the problem \( P \) can be equivalently written as the maximization of the sum of the utility functions, as stated in (1), subject to \( x \in X \). Note that \( X_S \) is compact (i.e., closed and bounded) and convex, and \( X_L \) is convex. Thus \( X \) is compact and convex. We will assume that the problem \( P \) is feasible, i.e., \( X \) is nonempty. Thus an optimal solution exists, although it may not be unique.

III. A DISTRIBUTED ALGORITHM

Now we present a distributed algorithm that solves the optimization problem formulated in Section II, and describe how it can be implemented in a real network. The convergence analysis of the algorithm is presented in the next section. The basic idea behind the algorithm is taken from [5], where an iterative subgradient\(^1\) based optimization method has been proposed for a very general class of convex optimization problems. However, the optimization procedure in [5], if implemented in our case, would require centralized coordination, and is therefore not practical for large networks (we describe more details on this algorithm in Section VI). The algorithm presented below is a modified version of the algorithm in [5] which is amenable to distributed implementation and yet retains the convergence properties of the original algorithm.

A. An iterative optimization algorithm

Before we describe the algorithm, consider two positive sequences \( \{\alpha_n\} \) and \( \{\beta_n\} \), with the following properties:

\[
\lim_{n \to \infty} \alpha_n = 0 \quad \sum_{n=1}^{\infty} \alpha_n = \infty \tag{4}
\]

\[
\lim_{n \to \infty} \beta_n = 0 \quad \sum_{n=1}^{\infty} \beta_n = \infty \tag{5}
\]

\[
\lim_{n \to \infty} \alpha_n = 0 \quad \lim_{n \to \infty} \beta_n = 0 \tag{6}
\]

For example, \( \alpha_n = (1/n) \) and \( \beta_n = (1/\sqrt{n}) \) satisfy (4)-(6).

Now consider an iterative procedure to solve \( P \), where \( x_s^{(n)} \), the rate of session \( s \in S \) at the \( n \)th step, is updated

\(^1\)A subgradient, defined in the context of convex/concave functions, can be viewed as a generalized gradient, and may exist even if the gradient does not. See the appendix for the formal definition.
as follows
\[ x_s^{[n+1]} = \begin{cases} 
[x_s^{[n]} + \alpha_n U'(x_s^{[n]})]_{X_s} & \text{if } \hat{e}_s^{[n]} = 0 \\
[x_s^{[n]} - \beta_n \hat{e}_s^{[n]}]_{X_s} & \text{if } \hat{e}_s^{[n]} > 0
\end{cases} 
\]
where \([\cdot]_{X_s}\) denotes a projection\(^2\) on the set \(X_s\), and
\[ \hat{e}_s^{[n]} = \sum_{l \in L_s} e_l^{[n]} \]
and
\[ e_l^{[n]} = 1(\sum_{s \in S_l} x_s^{[n]} > c_l) \]
\[ = \begin{cases} 
0 & \text{if } \sum_{s \in S_l} x_s^{[n]} \leq c_l \\
1 & \text{if } \sum_{s \in S_l} x_s^{[n]} > c_l
\end{cases} \]

The function \(1(\cdot)\) in (9) is an indicator function. Thus the variable \(e_l^{[n]}\) can be interpreted as the “link congestion indicator” for link \(l\). Note that \(\hat{e}_s^{[n]}\) is the number of “congested links” on the path of the session, i.e., the links on its path for which the capacity constraints are violated. Therefore, as (8) states, \(\hat{e}_s^{[n]}\) is the sum of the link congestion indicators on the path of session \(s\). Also note that the session rate update procedure described in (7) inherently assumes that the function \(U_s\) is differentiable in \(X_s\). This, in general, is not necessary. If \(U'_s(x_s)\) does not exist as some point \(x_s \in X_s\), it can be replaced by a subgradient of \(U_s\) at \(x_s\).

The update procedure of (7) basically states that when any of the links on the path of a session is congested, it backs off by decreasing its rate, whereas when none of the links on its path is congested, it increases its rate according to the derivative of its utility function at that point. Here, \(\alpha_n\) and \(\beta_n\) denote the step-sizes for increment and decrement, respectively. Note that when any of the links on the path of session \(s\) is congested, the reduction in the rate of the session is proportional to the number of congested links on the session’s path.

As we will show in the next section, the step-sizes \(\alpha_n\) and \(\beta_n\) need to satisfy (4)-(6) for the algorithm to have guaranteed convergence. Note that (6) roughly implies that the increment of the rate of a session (when there is no congestion), needs to be (asymptotically) much smaller as compared to the decrement (when there is congestion).

### B. Distributed implementation

Now let us see how the iterative procedure described above can be implemented in a distributed way, using the links and the session sources/receivers like processors in a distributed computation system. Let link \(l\) be responsible for keeping track of \(e_l\). Also assume that the rate computation for a session (according to (7)) is carried out at the source of the session.

The algorithm described in the last subsection is a synchronous algorithm. In a large network, due to practical considerations, we would like to implement an asynchronous version of this algorithm. In the asynchronous version, the algorithm remains the same except that all updates occur asynchronously, and are triggered when rates/congestion indicators change, or after some fixed time intervals, or a combination of both.

Note that a session needs to know only the total number of congested links on its path and not the exact set of congested links. To see an example of a distributed asynchronous implementation of our algorithm, consider an ACK-based protocol where the ACK packets (going from the receiver to the source of a session) use the same path as the data packets but in the backward direction. Let each ACK packet have a congestion notification field \(E\). When it goes through a link \(l\), the link adds the congestion indication bit to the entry in the \(E\)-field of the ACK packet. Thus when the ACK packet reaches the source node, the field \(E\) of the packets contains the number of congested links on the session’s path, which is used in the computation of the new rate at the source. Let each data packet contain a field \(R\) indicating the current rate of packet transmission for the session. The links on the path of the session read the field \(R\) in order to know the current rate for that session. These rate values are used to update the link congestion indicator. The link and session algorithms are described in Figure 1.

Conditions (4)-(6) are required for the iterative process to converge to the optimum. In reality, however, it may not be feasible to decrease the step-sizes or the step-size ratios beyond a particular point. For the case when step-sizes \(\alpha_n\) and \(\beta_n\) are kept fixed, a slightly weaker convergence result holds, as we state in the next section. A similar result also holds when the step-sizes may not be constant but converge to some positive values.

One drawback of the algorithm described in Figure 1 is that the actual rates need to be communicated from the users to the links. In practice, the total rate of traffic on a link can be estimated, and this estimated rate can be used to update the link congestion indicator. In all the experiments that we have carried out, our algorithm converged to the optimum rates even with this modification (see Section V).

### IV. CONVERGENCE ANALYSIS

Now we investigate the convergence properties of the algorithm outlined in the last section.
**Link l’s algorithm**

1. Read the R field of all data packets going through the link to know the current session rates.
2. Periodically update $e_l$ as

$$
  e_l^{(n+1)} = \begin{cases} 
  0 & \text{if } \sum_{s \in S} x_s^{(n)} \leq c_l \\
  1 & \text{if } \sum_{s \in S} x_s^{(n)} > c_l 
\end{cases} \quad (11)
$$

3. Add $e_l$ to the E field of all ACK packets going through the link.

**Session s’s algorithm**

1. Read the E field of all ACK packets to know the current number of congested links on the path, and accordingly update $\bar{e}_s$.
2. Periodically compute the new rate as

$$
  x_s^{(n+1)} = \begin{cases} 
  [x_s^{(n)} + \alpha_n U'(x_s^{(n)})] x_s & \text{if } \bar{e}_s^{(n)} = 0 \\
  [x_s^{(n)} - \beta_n \bar{e}_s^{(n)}] x_s & \text{if } \bar{e}_s^{(n)} > 0
\end{cases} \quad (12)
$$

3. Send traffic at the current rate $x_s$ setting the field R to $x_s$.

Fig. 1. Link and session algorithms

**A. Assumptions**

We prove the convergence of our algorithm for the synchronous case only. In addition to the assumptions already mentioned in the last section, we will make a few additional assumptions for the convergence analysis.

**Assumption 1:** (Bounded slope) For every $s \in S$, $\alpha_s \leq U'(x_s) \leq A_s$, $\forall x_s \in X_s$, where $\alpha_s > 0$ and $A_s < \infty$.

If $U_s$ is non-differentiable in $X_s$ (i.e., $U'$ does not exist at all points in $X_s$), we will assume that Assumption 1 holds for all subgradients of $U_s$ in $X_s$.

**Assumption 2:** (Interior point) Let int$(X_L)$ denote the interior of the set $X_L$. Then int$(X_L) \cap X_S \neq \emptyset$.

It is easy to see that the interior point assumption holds if $c_l > 0 \quad \forall l \in L, b_s = 0 \quad \forall s \in S$ and $B_s > 0 \quad \forall s \in S$.

Also note that feasibility of the problem $P$ is also implied by the above assumption.

**B. Convergence with diminishing step-sizes**

Let $X^*$ be the set of optimal solutions of $P$. Let $U(x) = \sum_{s \in S} U_s(x_s)$ be the overall user utility, and $U^*$ be the corresponding optimal value. Thus $U^* = U(x^*)$ for any $x^* \in X^*$. Now we proceed to state the convergence result for our algorithm, when the step-size sequences $\{\alpha_n\}$ and $\{\beta_n\}$ satisfy (4)-(6).

Theorem 1: For the iterative procedure (7)-(10), and with the step-sizes satisfying (4)-(6),

$$
  \lim_{n \to \infty} \rho(x^{(n)}, X^*) = 0
$$

We prove the above theorem in the Appendix I. Note that from the continuity of $U$ it follows that $\lim_{n \to \infty} U(x^{(n)}) = U^*$.

**C. Convergence with constant step-sizes**

If the step-sizes are constant, we can not guarantee convergence to the optimum in the sense stated in Theorem 1. However, it is possible to show a slightly weaker result, as stated below. Let $C_\delta(X^*)$ be the set of all points at a distance of $\delta$ or less from $X^*$, i.e., $C_\delta(X^*) = \{x : \rho(x, X^*) \leq \delta\}$.

**Theorem 2:** Consider the iterative procedure (7)-(10) with $\beta_n = \beta$ and $\alpha_n = \alpha = \eta \beta$ for all $n$. Then given any $\delta > 0$, there exists $\bar{\beta} > 0$ and $\bar{\eta} > 0$, such that for any $\alpha, \beta$ satisfying $0 < \beta < \bar{\beta}$ and $0 < (\alpha/\beta) = \eta < \bar{\eta}$,

$$
  \lim_{n \to \infty} \rho(x^{(n)}, C_\delta(X^*)) = 0
$$

The proof of the above theorem is along the same lines as that for Theorem 1, and is stated in Appendix II.

**V. EXPERIMENTAL RESULTS**

Next we study the convergence properties of our algorithm through simulation experiments carried out on some simple networks. Our simulations are carried out in an asynchronous time-varying environment. In all the experimental results presented here, the session rates are not explicitly conveyed to the links, and the links set the link congestion indicators based on the estimated rates.

Figure 2 shows the two networks that we consider, both adopted from [12]. Figure 2 (a) shows 4 sources sending traffic to a single destination. The sources send traffic to a common router through individual access links (each of...
capacity 20 packets/ms) which then sends the traffic on the shared link (of capacity 12 packets/ms). The numbers shown across the links in the figure are the link propagation delays (we neglect any processing delays in our simulations). The multilink network consists of one long session and several short sessions. In the multilink network, the capacities and the propagation delays for the network links are 12 packets/ms and 1.5 ms respectively, while the same for the access links (not shown in figure) are 20 packets/ms and 2 ms respectively. The user utility functions are $w_i \ln x_i$ (thus the optimal allocation is weighted proportionally fair), with the minimum and maximum rates being 0.1 packets/ms and 20 packets/ms, respectively (for the values of the weights $w_i$, see later). In this section, we assume that the scheduling policy is FIFO. All the simulation results shown in this paper are for constant step-sizes $\alpha, \beta$.

First we investigate the effect of $\alpha, \beta$ on the convergence properties of the algorithm. Consider the single-link network with only the sources S1 and S2, with $w_1 = w_2 = 12$. S1 starts sending traffic at time $t=0$ while S2 starts at $t=3$ secs. Figure 3 shows the plots of the transmission rates for three different sets of values of $\alpha, \beta$. Note that the plotted curves show some small and regular fluctuations. This can be explained as follows. When the total traffic is close to the link capacity, the link congestion indicator fluctuates rapidly between 0 and 1, as can be expected from intuition. Since we are using constant step-sizes (instead of step-sizes satisfying (4)-(6) required for exact convergence), the fluctuations of the link congestion indicators translate to fluctuations in the session rates. These fluctuations (around the optimal values) for the case of constant step-sizes can also be expected from Theorem 2. In the figure, comparing (a) with (b) and (a) with (c), we observe that as expected, larger values of $\alpha, \beta$ lead to faster convergence (however, note that the time taken for a session arriving at an unloaded link to reach the full link capacity depends only on $\alpha$, as we see for session S1). However, there is a tradeoff involved here, since making $\alpha, \beta$ large also makes the rate fluctuations (around the optimal values) larger. In practice, we would like to have large step-sizes initially (to ensure fast convergence) and small step-sizes later (to reduce fluctuations when the rates are close to the optimal values). Note that we would also like to have a small $\frac{\alpha}{\beta}$ to ensure that the algorithm converges close to the optimal solution (Theorem 2). However, in practice, setting $\frac{\alpha}{\beta}$ to a very small value could reduce the average throughput, as one would intuitively expect. Moreover, that might also amount to making $\alpha$ too small (thus slowing down convergence time) or making $\beta$ too large (thus increasing fluctuations). In the rest of the simulations presented in this section, $\frac{\alpha}{\beta}$ is set to 0.2.

Consider again the single-link network but with all the 4 sources, as shown in Figure 2 (a), the weights $w_i$ of the sources being (6,12,6,12). S0 is active during 0s-60s, S1 during 10s-40s, S2 during 20s-50s, and S3 during 30s-60s. Figure 4 shows the transmitted rates for the 4 sources during the interval 0s-60s, along with the optimal (theoretical) rates, shown by straight lines (in the figure, $\alpha = 0.001$ and $\beta = 0.005$). The thickening of the plotted curves are due to small, regular but rapid fluctuations of the transmitted rates, the reasons for which have already been discussed in the previous paragraph. The plots show that the rates reach the optimal values and fluctuate close to it. As already mentioned, in practice, these fluctuations around the optimal values could be reduced by reducing the step-sizes once the session detects that rates are fluctuating around the same mean value. The link utilization observed in this case was close to 98%.

Next consider the multilink network with 10 links. Session S1 is active during 15s-45s, S5 during 0s-45s, S9 during 30s-60s and S10 (the long session) during 0s-60s. All the other sources are inactive. Figure 5 shows the transmitted rates for the sources S1, S5, S9, S10 during the interval 0s-60s, along with the optimal rates ($\alpha = 0.0005$ and $\beta = 0.0025$). The weights $w_i$ for S1, S5, S9 are all 12, while that for S10 is 18. These plots too demonstrate the fact that our algorithm achieves rates that are close to
the optimal rates in an asynchronous slowly time-varying environment.

Note that in all the simulation results presented above, we have assumed that the buffer is large enough to avoid any overflow. In practice, however, we might want the backlog to remain within some target backlog length, to prevent buffer overflow or avoid excessive delays. In that case, we could modify our algorithm such that the link congestion indicator is set to 1 not only when the total rate at the link exceeds the capacity, but also when the backlog size exceeds the target backlog length. The experiments that we have carried out indicate that our algorithm with this modification achieves rates close to the optimal ones, while keeping the maximum backlog close to the target backlog length, provided the target backlog length is not too small. Figure 6 shows a representative example to demonstrate this fact. The figure shows the rate and buffer plots for the onelink network, where target buffer length is set to 400 packets and $\alpha = \beta = 0.0025$.

VI. DISCUSSION

In this section, we will first describe the optimization method proposed by Poljak in [5] (which motivated the development of our algorithm) and point out its differences with our algorithm. Then we investigate the question whether we could reduce the congestion feedback from the network (to the session) in our scheme even further, say to just one bit.

A. Poljak’s algorithm

In [5], the author proposes an iterative primal algorithm for convex constrained minimization problems. As shown in [5], the algorithm converges to the optimal set of solutions under some fairly general assumptions. According to the algorithm presented in [5], the update procedure in our case would be

$$
x^{(n+1)} = \begin{cases} 
    x^{(n)} + \gamma \frac{\nabla U(x^{(n)})}{\|\nabla U(x^{(n)})\|} 1_{X_S} & \text{if } x^{(n)} \in X_L \\
    x^{(n)} - \gamma \frac{1}{\|\nabla U(x^{(n)})\|} 1_{X_S} & \text{if } x^{(n)} \notin X_L
\end{cases}
$$
or equivalently, stated in terms of session updates (compare with (7)),

\[ x_s^{(n+1)} = \begin{cases} 
  x_s^{(n)} + \gamma_n \frac{U'(x_s^{(n)})}{\|E^{(n)}\|} X_s & \text{if } x_s^{(n)} \in X_L \\
  x_s^{(n)} - \gamma_n \frac{E^{(n)}}{\|E^{(n)}\|} X_s & \text{if } x_s^{(n)} \notin X_L 
\end{cases} \]

where the step-sizes \( \gamma_n \) satisfy the following conditions

\[ \lim_{n \to \infty} \gamma_n = 0 \quad \sum_{n=1}^{\infty} \gamma_n = \infty \]  

(13)

However, this update procedure can not be implemented in a distributed and scalable way. Firstly, due to the presence of the terms \( \|\nabla U(x_s^{(n)})\| \) and \( \|E^{(n)}\| \) in the session rate-update procedure, each session needs to have some up-to-date information from every other user and from the links. Secondly, note that the session also needs to know if \( x_s^{(n)} \in X_L \) or not in order to decide whether to increase its rate or to back-off. Thus the user would need to know if there is some link in the network that is congested, and back-off if there is (even if the session is not using the link). This is possible in a centralized system with a central server keeping track of all link states and communicating them to the sessions. However such a solution does not seem feasible for implementation in a large network. Our algorithm, on the other hand, is amenable to a completely decentralized implementation. We, however, require two different step-sizes \( \alpha \) and \( \beta \) instead of the single step-size \( \gamma \).

### B. One-bit congestion feedback

Although using one byte of the data packet/ACK packet header (which is sufficient for our algorithm) for network congestion notification does not introduce a significant overhead, it is still interesting to investigate if it could be reduced even further, say to just a single bit. In that case the algorithm could be implemented just with the proposed Explicit Congestion Notification (ECN) bit. The obvious modification to our algorithm in that case would be to do an OR of all the congestion indicator bits of the links on a session’s path (rather than the SUM). We show by a simple example that with this modification, our algorithm may not converge to the optimal solution. Consider a simple network with two links and three sessions, as shown in Figure 7. Sessions \( s_1 \) and \( s_2 \) use one link each, while session \( s_3 \) uses both the links (the links have the same capacity). The sessions have identical utility functions, minimum and maximum rates (the minimum rate is zero while the maximum rate is much larger than the link capacities). Let the step-sizes \( \alpha_n \) and \( \beta_n \) be the same for all the sessions. Then if the sessions start at time 0 and always update their rates synchronously, then it is not too difficult to see that all the sessions always get the same rates, irrespective of what their common utility function is. Thus the longer...
The number of bits. However, this is not a problem in our approach, as we have already discussed. Also note that in certain cases, computing a maximizer (as required by the user in the algorithm in [8]) may be significantly more difficult than just computing a derivative (as required in our algorithm).

In [12], the authors suggest a randomized marking based approach for the same problem. Here the single congestion indication bit is marked probabilistically (and independently) at each link on the user’s path. The marking probability is such that the user can estimate the session price by seeing the proportion of marked packets. However, the authors do not provide any proof of convergence, (note that even if the algorithm converges, the convergence would be in some probabilistic sense). On the other hand, our algorithm has guaranteed deterministic convergence. Our algorithm needs to have a larger congestion indication field as compared to the algorithm in [8], but as we have argued before, just one byte in the packet header do not seem to be a significant overhead. Moreover, the randomized marking policy of [12] can be applied to our algorithm too, and thus the number of congested links can be implicitly conveyed through that single congestion bit. Initial simulations indicate that our algorithm performs well with this modification.

In [9], the authors propose both primal and dual algorithms for this system utility maximization problem. Interestingly, these algorithms allow a wide variety of congestion price functions. However, the algorithms in [9] solve only an approximate version of the original problem rather than the actual problem. The authors do suggest a choice of price functions for which the solution provided by their algorithms can be made arbitrarily close to the actual solution. However, this choice of price functions could make the congestion prices vary over a wide range, resulting in practical difficulties, that we have already discussed above.

Another related, but different, approach is proposed in [10]. In this work, the authors propose an additive increase-multiplicative decrease scheme for reaching the socially optimal solution. Here the user adjusts its rate based on the proportion of marked packets or end-to-end (measurable) losses. However, the algorithm is presented for some specific utility functions, and it is not clear how to address the case of more general utility functions. Also, the convergence has been proved under certain simplifying assumptions, some of which are not likely to hold in practice.

In [11], the authors present a window-based flow control approach for the same problem. Here the users choose some weights and the window-based flow control scheme, on convergence, allocates rates that are proportionally fair.
with respect to those weights. The user chooses the next set of weights based on the earlier weights and the allocated rates. The information on the state of congestion in the network is conveyed to the user implicitly through the packet round-trip times. A drawback of this algorithm is that it is a two-level optimization algorithm, i.e., after choosing a set of weights, the users have to wait till the rates have converged or are close to it (which may not always be easy to detect, since the convergence may be asymptotic), before choosing a new set of weights. Moreover, the authors in [11] provide theoretical convergence guarantees only for the simple case where all the sessions share a single bottleneck link.

Also, as mentioned in Section I, unlike all these previous approaches, our algorithm guarantees convergence even for linear and non-differentiable (concave) functions.

VIII. CONCLUSIONS AND FUTURE WORK

In this paper, we considered an optimization based approach to flow control. We assumed that each user is associated with a (possibly different) utility function, and presented a simple distributed algorithm that achieves the socially optimal rates. We proved the convergence of our algorithm for the case of synchronous updates, and experimentally demonstrated its convergence in an asynchronous environment.

There are several interesting and challenging questions that merit further investigation. Important theoretical questions include that of investigating the convergence of the algorithm for the asynchronous case, and for the case where the session rates are estimated rather than being explicitly communicated from the users to the links. On the practical side, convergence and other associated properties of the algorithm also need to be studied extensively for larger and more complex networks.
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APPENDIX I: PROOF OF THEOREM 1

Since our analysis is based on subgradient methods, let us formally define a subgradient [2](pp. 490) before proceeding further.

Definition 1: Consider a convex and continuous function \( h(x) \) defined on a convex set \( C \subseteq \mathbb{R}^k \). Then a vector \( u_0 \in \mathbb{R}^k \) is called a subgradient of \( h \) at a point \( x_0 \in C \) if it satisfies

\[
    h(x) - h(x_0) \geq (u_0, x - x_0) \quad \forall x \in C
\]

In general subgradient at a point may be non-unique. The set of subgradients at a point is called the subdifferential. If the gradient of \( h(x) \) exists at a point, then the subdifferential at that point consists of only one subgradient, which is the gradient at the point.

For each \( l \in L \), define \( g_l : \mathbb{R}^{|S|}_+ \rightarrow \mathbb{R} \) as \( g_l(x) = \sum_{s \in S_l} s - c_l \). Now define \( g : \mathbb{R}^{|S|}_+ \rightarrow \mathbb{R} \) as \( g(x) = \sum_{l \in L} \max(0, g_l(x)) \). Then the function \( g \) is convex, and \( g(x) > 0 \) iff \( x \not\in X_L \). Thus the entire set of constraints in (2) can be replaced by a single constraint \( g(x) \leq 0 \). Let \( v^{[n]} \) denote a subgradient of \( U_s \) at \( x^{[n]}_s \). Thus if \( U_s \) is differentiable, then \( v^{[n]}_s = U'_s(x^{[n]}_s) \). Let \( v^{[n]} = (v^{[n]}_1, v^{[n]}_2, ..., v^{[n]}_{|S|}) \) be the vector of the subgradients. Thus \( v^{[n]} \) is a subgradient of \( U \) at \( x^{[n]} \). Now consider the vectors \( e^{[n]} = (e^{[n]}_1, e^{[n]}_2, ..., e^{[n]}_{|S|}) \). Note that \( e^{[n]} \) is a subgradient of \( g \) at \( x^{[n]} \).

Now let us restate our algorithm in terms of the notation just introduced. Note that the iterative update procedure of (7)-(10) can be stated as

\[
x^{[n+1]}_s = \begin{cases} 
    \left[ x^{[n]}_s + \alpha_n v^{[n]}_s \right]_{X_s} & \text{if } g(x^{[n]}_s) \leq 0 \\
    \left[ x^{[n]}_s + (\alpha_n \bar{v}^{[n]}_s - \beta_n e^{[n]}_s) \right]_{X_s} & \text{if } g(x^{[n]}_s) > 0
\end{cases}
\]

where

\[
    \bar{v}^{[n]} = (\bar{v}^{[n]}_1, \bar{v}^{[n]}_2, ..., \bar{v}^{[n]}_{|S|})
\]

(15)
and

$$\tilde{v}^{(n)} = \begin{cases} v^{(n)}_s & \text{if } e^{(n)}_s = 0 \\ 0 & \text{if } e^{(n)}_s > 0 \end{cases}$$ (17)

Now we state a few simple facts that will be useful to us in our analysis. Note that from the definition of a subgradient, it follows that if \( h(x) \) is a convex function, then for any point \( x_1 \in \{ x : h(x) \leq h(x_0) \}, (u_0, x_1) \leq (u_0, x_0) \).

Also note that from Assumption 1, it follows that there exists some \( a > 0 \) and \( A < \infty \) such that \( a \leq ||v^{(n)}|| \leq A \) for all \( n \). Moreover, it is easy to see that for any \( n \) such that \( g(x^{(n)}) > 0 \) (i.e., \( x^{(n)} \notin X_L \)), \( ||\tilde{e}^{(n)}|| \) is bounded as \( 1 \leq ||\tilde{e}^{(n)}|| \leq |S||L| \).

Now let \( D_e = \{ x : x \in X_L, U(x) \geq U^* - e \} \). We prove two lemmas before we proceed with the proof of Theorem 1.

**Lemma 1:** Choose any \( \epsilon > 0 \). Then for every \( \tilde{x}_e \in \text{int}(D_e) \cap X_S \) there exists a \( \epsilon_x > 0 \) such that the relation

$$||x^{(n+1)} - \tilde{x}_e||^2 \leq ||x^{(n)} - \tilde{x}_e||^2 - \epsilon_x \alpha_n$$

holds for all sufficiently large \( n \) for which \( x^{(n)} \notin D_e \).

**Proof:**

Since \( \text{int}(X_L) \cap X_S \neq \phi \) (Assumption 2), it follows that there exists \( \tilde{x}_e \in \text{int}(D_e) \cap X_S \). Choose \( \epsilon_x > 0 \) such that \( x \in D_e \) for all \( x \) satisfying \( ||x - \tilde{x}_e|| \leq \epsilon_x \). Now suppose that \( x^{(n)} \notin D_e \) for some \( n \). Consider the two cases:

**Case 1:** \( x^{(n)} \in X_L : \)

It follows that \( D_e \subset \{ x : U(x) \geq U(x^{(n)}) \} \). Thus \( (v^{(n)}_s, x) \geq (v^{(n)}_s, x^{(n)}) \) for all \( x \in D_e \). In particular, choose \( x = \tilde{x}_e - \tilde{r}_e \frac{v^{(n)}}{||v^{(n)}||} \in D_e \) (note \( ||v^{(n)}|| \geq a > 0 \)). Thus

$$\begin{align*}
(v^{(n)}_s, x^{(n)}) &\leq (v^{(n)}_s, \tilde{x}_e - \tilde{r}_e \frac{v^{(n)}}{||v^{(n)}||}) \\
&= (v^{(n)}_s, \tilde{x}_e) - \tilde{r}_e ||v^{(n)}||
\end{align*}$$ (18)

Therefore

$$\begin{align*}
||x^{(n+1)} - \tilde{x}_e||^2 &= \left[ ||x^{(n)} + \alpha_n v^{(n)}||_X - \tilde{x}_e \right]^2 \\
&\leq \left[ ||x^{(n)} + \alpha_n v^{(n)} - \tilde{x}_e \right]^2 \\
&= ||x^{(n)} - \tilde{x}_e||^2 + \alpha_n^2 ||v^{(n)}||^2 \\
&\quad + 2 \alpha_n \langle x^{(n)} - \tilde{x}_e, v^{(n)} \rangle \\
&\leq ||x^{(n)} - \tilde{x}_e||^2 + 2 \alpha_n \tilde{r}_e ||v^{(n)}|| \\
&\quad - 2 \alpha_n \tilde{r}_e ||v^{(n)}|| \\
&\leq ||x^{(n)} - \tilde{x}_e||^2 + A^2 \alpha_n^2 - 2 \alpha \tilde{r}_e \alpha_n
\end{align*}$$ (19)

Note that (19) follows from the fact that \( \tilde{x}_e \in X_S \), and (20) follows from (18).

Since \( \alpha_n \to 0 \), \( \alpha_n \leq (\alpha \tilde{r}_e / A^2) \) when \( n \) is sufficiently large. For all such \( n \), from (21), we get

$$||x^{(n+1)} - \tilde{x}_e||^2 \leq ||x^{(n)} - \tilde{x}_e||^2 - \alpha \tilde{r}_e \alpha_n$$ (22)

**Case 2:** \( x^{(n)} \notin X_L : \)

In this case, \( g(x^{(n)}) > 0 \). Thus it follows that \( D_e \subset X_L \subset \{ x : g(x) \leq g(x^{(n)}) \} \). Therefore \( (\tilde{e}^{(n)}, x) \leq (\tilde{e}^{(n)}, x^{(n)}) \) for all \( x \in D_e \). In particular choose \( x = \tilde{x}_e + \tilde{r}_e \frac{\tilde{e}^{(n)}}{||\tilde{e}^{(n)}||} \in D_e \) (note \( ||\tilde{e}^{(n)}|| \geq 1 \) when \( g(x^{(n)}) > 0 \)). Thus

$$\begin{align*}
(e^{(n)}, x^{(n)}) &= (e^{(n)}, \tilde{x}_e + \tilde{r}_e \frac{\tilde{e}^{(n)}}{||\tilde{e}^{(n)}||}) \\
&= (e^{(n)}, \tilde{x}_e) + \tilde{r}_e ||\tilde{e}^{(n)}||
\end{align*}$$ (23)

Also, from (17), it is easy to see that \((\tilde{v}^{(n)}, \tilde{e}^{(n)}) = 0 \) and \( ||\tilde{v}^{(n)}|| \leq ||\tilde{e}^{(n)}|| \leq A \). Therefore,

$$\begin{align*}
||x^{(n+1)} - \tilde{x}_e||^2 &= \left[ ||x^{(n)} + \alpha_n \tilde{v}^{(n)} - \beta_n e^{(n)}||_S - \tilde{x}_e \right]^2 \\
&\leq \left[ ||x^{(n)} + \alpha_n \tilde{v}^{(n)} - \beta_n e^{(n)} - \tilde{x}_e \right]^2 \\
&= ||x^{(n)} - \tilde{x}_e||^2 + \beta_n^2 ||\tilde{e}^{(n)}||^2 \\
&\quad + 2 \alpha_n \langle x^{(n)} - \tilde{x}_e, \tilde{v}^{(n)} \rangle \\
&\quad + 2 \alpha_n \langle x^{(n)} - \tilde{x}_e, e^{(n)} \rangle \\
&\quad + 4 \alpha_n \tilde{r}_e ||\tilde{e}^{(n)}|| \\
&\leq ||x^{(n)} - \tilde{x}_e||^2 + ||S||^2 ||L||^2 \beta_n^2 \\
&\quad + A^2 \alpha_n^2 - 2 \beta_n \langle x^{(n)} - \tilde{x}_e, e^{(n)} \rangle \\
&\quad + 2 \alpha_n \langle x^{(n)} - \tilde{x}_e, \tilde{v}^{(n)} \rangle
\end{align*}$$ (24)

Since \( \alpha_n / \beta_n \to 0 \), for sufficiently large \( n \),

$$||S||^2 ||L||^2 \beta_n^2 + A^2 \alpha_n^2 \leq 2 ||S||^2 ||L||^2 \beta_n^2$$ (25)

Also, from (23), it follows that

$$-2 \beta_n \langle x^{(n)} - \tilde{x}_e, e^{(n)} \rangle \leq -2 \beta_n \tilde{r}_e ||\tilde{e}^{(n)}|| \leq -2 \beta_n \tilde{r}_e$$ (26)

Let \( B = \max_{s \in S} (B_1 - b_1) \). Since \( x^{(n)}, \tilde{x}_e \in X_S \), therefore \( ||x^{(n)} - \tilde{x}_e|| \leq ||S||B \). Thus

$$2 \alpha_n \langle x^{(n)} - \tilde{x}_e, \tilde{v}^{(n)} \rangle \leq 2 \alpha_n ||x^{(n)} - \tilde{x}_e|| \leq 2 \alpha_n ||S||B A$$ (27)

Since \( \alpha_n / \beta_n \to 0 \), \( 2AB ||S|| \alpha_n \leq \tilde{r}_e \beta_n \) for sufficiently large \( n \). For all such \( n \), from (26),(27), we get

$$-2 \beta_n \langle x^{(n)} - \tilde{x}_e, e^{(n)} \rangle + 2 \alpha_n \langle x^{(n)} - \tilde{x}_e, \tilde{v}^{(n)} \rangle \leq -2 \tilde{r}_e \beta_n + 2AB ||S|| \alpha_n \leq -\tilde{r}_e \beta_n$$ (28)
Now from (24),(25),(28), we get

$$\|x^{(n+1)} - \bar{x}_e\|^2 \leq \|x^{(n)} - \bar{x}_e\|^2 + 2|S|^2|L|^2 \beta_n^2 - \bar{r}_e \beta_n$$

(29)

Since $\beta_n \to 0, \beta_n \leq \bar{r}_e/(4|S|^2|L|^2)$ for sufficiently large $n$. For all such $n$, from obtain from (29),

$$\|x^{(n+1)} - \bar{x}_e\|^2 \leq \|x^{(n)} - \bar{x}_e\|^2 - \frac{\bar{r}_e}{2} \beta_n$$

(30)

Since $(\alpha_n/\beta_n) \to 0, \alpha_n \leq \beta_n$ for sufficiently large $n$. For all such $n$, from obtain from (30),

$$\|x^{(n+1)} - \bar{x}_e\|^2 \leq \|x^{(n)} - \bar{x}_e\|^2 - \frac{\bar{r}_e}{2} \alpha_n$$

(31)

Considering cases 1 and 2 ((22) and 31)), and letting $r_e = \min(\alpha_n, \bar{r}_e/2)$, the lemma follows. □

**Lemma 2:** Given any $\epsilon > 0$, there exists an infinite sequence $n_{1,\epsilon} < n_{2,\epsilon} < n_{3,\epsilon} < ...$ such that $x^{(n_{i,\epsilon})} \in D_e$ for all $i = 1, 2, 3,...$.

**Proof:** We prove by contradiction. Let us assume that there exists a $N'_e < \infty$ such that $x^{(n)} \notin D_e$ for all $n \geq N'_e$. Choose $N_e \geq N'_e$ be such that Lemma 1 holds for all $n \geq N_e$. Choose any $\bar{x}_e \in \text{int}(D_e) \cap X_S$. Therefore, from Lemma 1, it follows that for all $n \geq N_e$,

$$\|x^{(n+1)} - \bar{x}_e\|^2 \leq \|x^{(n)} - \bar{x}_e\|^2 - r_e \alpha_n$$

(32)

for some $r_e > 0$. Summing up the inequalities obtained from (32) for $n = N_e$ to $N_e + m$, we obtain

$$\|x^{(N_e+m+1)} - \bar{x}_e\|^2 \leq \|x^{(N_e)} - \bar{x}_e\|^2 - r_e \alpha_n$$

(33)

which implies that $\|x^{(N_e+m+1)} - \bar{x}_e\| \rightarrow -\infty$ as $m \rightarrow \infty$, since $\sum \alpha_n$ diverges. This is impossible, since $\|x^{(N_e+m+1)} - \bar{x}_e\| \geq 0$. Hence our assumption was incorrect, thus proving the lemma. □

**Proof of Theorem 1:** Choose an arbitrary $\delta > 0$. Let $\delta' = (\delta/4)$. Define $D_e = D_e \cap X_S = \{x : x \in X, U(x) \geq U^* - \epsilon\}$. It follows from Theorem 27.2 of [4] that there exists an $\epsilon = \epsilon(\delta') > 0$ such that

$$D_e \subseteq \{x : \rho(x, X^*) \leq \delta'\}$$

(34)

From Lemma 2, there exists an infinite sequence $n_{1,\epsilon} < n_{2,\epsilon} < n_{3,\epsilon} < ...$ such that $x^{(n_{i,\epsilon})} \in D_e$ for all $i = 1, 2, 3,...$. Thus there exists an $i_1$ such that Lemma 1 holds for all $n \geq n_{i_1,\epsilon}$. Also, since $\alpha_n \to 0$, there exists an $i_2$ such that $\alpha_n \leq (\delta'\epsilon)/A$ for all $n \geq n_{i_2,\epsilon}$. Let $i' = \max(i_1, i_2)$. We show that $\rho(x^{(n)}, X^*) \leq \delta$ for all $n \geq n_{i',\epsilon}$. Pick any $n \geq n_{i',\epsilon}$. There can be three cases:

**Case 1:** $n = n_{j,\epsilon}$ for some $j \geq i'$.

In this case, $x^{(n)} \in D_e$. Since $x^{(n)} \in X_S$, hence the fact $x^{(n)} \in D_e$ also implies that $x^{(n)} \in D_e$. Thus from (34), it trivially follows that

$$\rho(x^{(n)}, X^*) \leq \delta'$$

(35)

$$\leq \delta$$

(36)

**Case 2:** $n = n_{j,\epsilon} + 1$ for some $j \geq i'$.

Note that $x^{(n_{j,\epsilon})} \in D_e$ (see Case 1). This implies $x^{(n_{j,\epsilon})} \in X = X_S \cap X_L$. Thus

$$\|x^{(n)} - x^{(n_{j,\epsilon})}\|

= \|x^{(n_{j,\epsilon}+1)} - x^{(n_{j,\epsilon})}\|

\leq \|x^{(n_{j,\epsilon}+1)} + \alpha_{n_{j,\epsilon}} v^{(n_{j,\epsilon})} - x^{(n_{j,\epsilon})}\|

\leq \alpha_{n_{j,\epsilon}} \|v^{(n_{j,\epsilon})}\|

\leq A \alpha_{n_{j,\epsilon}}$$

(37)

From (37) and the fact that $\rho(x^{(n_{j,\epsilon})}, X^*) \leq \delta'$ (Case 1), we get

$$\rho(x^{(n)}, X^*) \leq \rho(x^{(n_{j,\epsilon})}, X^*) + \|x^{(n)} - x^{(n_{j,\epsilon})}\|

\leq \delta' + \delta' = 2\delta'$$

(38)

$$\leq \delta$$

(39)

**Case 3:** $n_{j,\epsilon} + 1 < n < n_{j+1,\epsilon}$ for some $j \geq i'$.

Note that $x^{(n')} \notin D_e$ for all $n'$ satisfying $n_{j,\epsilon} < n' < n_{j+1,\epsilon}$. From (38), it follows that there exists a $x^* \in X^*$ such that $\|x^{(n_{j,\epsilon}+1)} - x^*\| < 2\delta'$. Pick a $\bar{x}_e \in \text{int}(D_e) \cap X_S$ such that $\|\bar{x}_e - x^*\| \leq \delta'$. From Lemma 1, it follows that

$$\|x^{(n_{j,\epsilon}+1)} - \bar{x}_e\| < \|x^{(n')} - \bar{x}_e\|$$

(40)

for all $n'$ satisfying $n_{j,\epsilon} < n' < n_{j+1,\epsilon}$. Summing up the inequalities obtained for $n' = n_{j,\epsilon} + 1$ to $n - 1$, we obtain

$$\|x^{(n)} - \bar{x}_e\| < \|x^{(n_{j,\epsilon}+1)} - \bar{x}_e\|$$

(41)

From (41), and using the facts $\|x^{(n_{j,\epsilon}+1)} - x^*\| < 2\delta'$ and $\|\bar{x}_e - x^*\| \leq \delta'$, we obtain

$$\|x^{(n)} - x^*\|

\leq \|x^{(n)} - \bar{x}_e\| + \|\bar{x}_e - x^*\|

\leq \|x^{(n_{j,\epsilon}+1)} - \bar{x}_e\| + \|\bar{x}_e - x^*\|

\leq \|x^{(n_{j,\epsilon}+1)} - x^*\| + \|\bar{x}_e - x^*\| + \|\bar{x}_e - x^*\|

\leq \|x^{(n_{j,\epsilon}+1)} - x^*\| + 2\|\bar{x}_e - x^*\|

\leq < 2\delta' + 2\delta' = 4\delta'$$

(42)
From (42) it follows that
\[ \rho(x^{(n)}, X^*) < \delta \]  
(43)

From cases 1, 2, 3, (36), (39) and (43)), if follows that \( \|x^{(n)} - x^*\| < \delta \) for all \( n \geq n_{\nu', \epsilon} \). By virtue of the arbitrariness of \( \delta \), it follows that \( \lim_{n \to \infty} \rho(x^{(n)}, X^*) = 0. \)

\[ \square \]

**APPENDIX II: PROOF OF THEOREM 2**

For simplicity of analysis, we will prove the result for the unique optimum case only. The proof can be extended to show the result for the non-unique optimum case too. The proof, as stated below, is very similar to the proof of Theorem 1.

Let the unique optimum of the problem \( P \) be \( x^* \). Let \( \delta' = (\delta/4) \). It follows from Theorem 27.2 of [4] that there exists an \( \epsilon = \epsilon(\delta') > 0 \) such that
\[ \{ x : x \in X, U(x) \geq U^* - \epsilon \} \subset \{ x : \|x - x^*\| \leq \delta' \} \]  
(44)

Let \( D_\epsilon = \{ x : x \in X_L, U(x) \geq U^* - \epsilon \} \). Also let \( \bar{D}_\epsilon = D_\epsilon \cap X_S = \{ x : x \in X, U(x) \geq U^* - \epsilon \} \). For any \( \bar{x} \in \text{int}(D_\epsilon) \cap X_S \), there exists a \( \bar{r}_\epsilon > 0 \) such that \( x \in \bar{D}_\epsilon \) for all \( x \) satisfying \( \|x - \bar{x}\| \leq \bar{r}_\epsilon \). Choose \( \bar{x} \) and \( \bar{r}_\epsilon \) such that \( \bar{r}_\epsilon = \text{the largest} \). Now define \( \bar{\beta}_\epsilon \) and \( \bar{\eta}_\epsilon \) as follows
\[ \bar{\eta}_\epsilon = \min(1, \frac{|S||L|}{A}, \frac{\bar{r}_\epsilon}{2AB|S|}) \]  
(45)
\[ \bar{\beta}_\epsilon = \min \left( \frac{\bar{r}_\epsilon}{4|S|^2|L|^2}, \frac{\delta'}{A\bar{\eta}_\epsilon}, \frac{A\bar{\eta}_\epsilon}{2A\bar{\eta}_\epsilon} \right) \]  
(46)

Also let \( r_\epsilon = \min(\alpha\bar{r}_\epsilon, \bar{r}_\epsilon/2) \). Then proceeding in the same way as in the proof of Lemma 1, we can show the following lemma

**Lemma 3:** For any \( \alpha, \beta \) satisfying \( 0 < \beta < \bar{\beta}_\epsilon \) and \( 0 < (\alpha/\beta) = \eta < \bar{\eta}_\epsilon \), the relation
\[ \|x^{(n+1)} - \bar{x}_\epsilon\|^2 \leq \|x^{(n)} - \bar{x}_\epsilon\|^2 - r_\epsilon \alpha \]
holds for all sufficiently large \( n \) for which \( x^{(n)} \notin \bar{D}_\epsilon \).

Using Lemma 3, the following lemma can be proved in the same way as Lemma 2.

**Lemma 4:** There exists an infinite sequence \( n_1, \epsilon < n_2, \epsilon < n_3, \epsilon < ... \) such that \( x^{(n_i, \epsilon)} \in \bar{D}_\epsilon \) for all \( i = 1, 2, 3, ... \).

**Proof of Theorem 2:** From Lemma 4, there exists an infinite sequence \( n_1, \epsilon < n_2, \epsilon < n_3, \epsilon < ... \) such that \( x^{(n_i, \epsilon)} \in \bar{D}_\epsilon \) for all \( i = 1, 2, 3, ... \). Thus there exists an \( i' \) such that Lemma 3 holds for all \( n \geq n_{i', \epsilon} \). We show that \( \|x^{(n)} - x^*\| \leq \delta \) for all \( n \geq n_{i', \epsilon} \). Pick any \( n \geq n_{i', \epsilon} \).

There can be three cases:

**Case 1:** \( n = n_{j, \epsilon} \) for some \( j \geq i' \):
In this case, \( x^{(n)} \in D_\epsilon \). Since \( x^{(n)} \in X_S \), hence the fact \( x^{(n)} \in D_\epsilon \) also implies that \( x^{(n)} \in \bar{D}_\epsilon \). Thus from (44), it trivially follows that
\[ \|x^{(n)} - x^*\| \leq \delta' \]  
(47)
\[ < \delta \]  
(48)

**Case 2:** \( n = n_{j, \epsilon} + 1 \) for some \( j \geq i' \):
Note that \( x^{(n_{j, \epsilon})} \in \bar{D}_\epsilon \) (see Case 1). This implies \( x^{(n_{j, \epsilon})} \in X = X_S \cap X_L \). Using this fact and (46), it follows that
\[ \|x^{(n)} - x^{(n_{j, \epsilon})}\| \leq \|x^{(n)} - x^{(n_{j, \epsilon})}\| \]  
(49)
From (49) and the fact that \( \|x^{(n_{j, \epsilon})} - x^*\| \leq \delta' \) (Case 1), we get
\[ \|x^{(n)} - x^*\| \leq \|x^{(n_{j, \epsilon})} - x^*\| + \|x^{(n)} - x^{(n_{j, \epsilon})}\| \]  
\[ \leq \delta' + \delta' = 2\delta' \]  
(50)
\[ < \delta \]  
(51)

**Case 3:** \( n_{j, \epsilon} + 1 < n < n_{j+1, \epsilon} \) for some \( j \geq i' \):
Note that \( x^{(n') \notin \bar{D}_\epsilon} \) for all \( n' < n_{j+1, \epsilon} \). Therefore, from Lemma 3, it follows that there exists a \( \bar{x} \in \text{int}(D_\epsilon) \cap X_S \subset \bar{D}_\epsilon \), such that
\[ \|x^{(n') - \bar{x}}\| < \|x^{(n') - \bar{x}}\| \]  
(52)
for all \( n' \) satisfying \( n_{j, \epsilon} < n' < n_{j+1, \epsilon} \). Summing up the inequalities obtained for \( n' = n_{j, \epsilon} + 1 \) to \( n - 1 \), we obtain
\[ \|x^{(n)} - \bar{x}\| < \|x^{(n)} - \bar{x}\| \]  
(53)
Since \( x^{(n)} \subset D_\epsilon \), hence from (44) it follows that \( \|x^{(n)} - \bar{x}\| \leq \delta' \). Using this fact, (53) and (50),
\[ \|x^{(n)} - x^*\| \]  
\[ \leq \|x^{(n)} - \bar{x}\| + \|\bar{x} - x^*\| \]  
\[ < \|x^{(n_{j+1, \epsilon})} - \bar{x}\| + \|\bar{x} - x^*\| \]  
\[ < \|x^{(n_{j+1, \epsilon})} - \bar{x}\| + \|\bar{x} - x^*\| + \|\bar{x} - x^*\| \]  
\[ = \|x^{(n_{j+1, \epsilon})} - \bar{x}\| + 2\|\bar{x} - x^*\| \]  
\[ < 2\delta' + 2\delta' = 4\delta' \]  
(54)
From cases 1, 2, 3, (48), (51) and (54), it follows that \( \|x^{(n)} - x^*\| < \delta \) for all \( n \geq n_{i', \epsilon} \). The result of Theorem 2 follows.

\[ \square \]