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Abstract
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1 Introduction

A popular approach to simulation optimization of discrete event systems with continuous-valued parameters is based on stochastic approximation [1], [20], [22], [27]. Gradient descent stochastic approximation algorithms are typically used to perform function optimization in cases where the function to be optimized is difficult to compute analytically [16]. Several stochastic approximation schemes that have been used for optimization of long run average performance measures suffer from the drawback that they require data aggregation (for averaging) over regeneration epochs [13], [15]. These epochs can be very infrequent (particularly for large systems/networks), making the scheme extremely slow in practice. In [12], an algorithm that updates the parameter after a fixed number of customers is presented and convergence proved. However, the algorithms in [12], [13] and [15] all require the availability of direct gradient estimates, and are all based on infinitesimal perturbation analysis [19]. In [23] and [24], various stochastic approximation algorithms governed by finite difference estimates (as well as direct gradient estimates) were considered for optimizing a steady-state performance measure with respect to a scalar parameter in a single-server queue.

In [3], [4] and [5], a more general setting for vector parameters and long-run average performance measures is considered, in which the parameter is updated at deterministic instants that are obtained using two timescales; a faster timescale at which the system evolves, and a slower timescale at which the parameter is updated. Specifically, in [4], the parameter is updated at deterministically increasing time instants that are in turn obtained using two timescales (see also [2]). On the other hand, in [5], the parameter is updated at every instant using coupled iterations that are governed by different timescales. However as with any other forward finite difference scheme [23], [24], these schemes also require \((N+1)\) parallel simulations for an \(N\)-vector parameter. Thus, if the parameter dimension \((N)\) is large, the corresponding number of simulations required to obtain the optimum parameter is large as well. A proposed alternative in [4] uses only two parallel simulations at any instant by moving the algorithm in bigger loops or cycles. This, however, results in slow convergence.

Spall [28] proposed a stochastic approximation technique that requires only two simulations for a parameter vector of any dimension and updates all parameter components at every instant. This technique came to be known as simultaneous perturbation stochastic approximation (SPSA), since it simultaneously perturbs the various parameter components randomly, most commonly by using independent and identically distributed (i.i.d.), symmetric Bernoulli random variables in the two simulations, and uses the estimates thus obtained for updating the parameter. It has been applied in various contexts; for instance, see [17] for an application of SPSA to optimization of discrete event systems. Most of the work in discrete event systems (except [17]) is on low-dimensional problems (cf. [4], [24],[23], [12],[21]). In [28] and [22], a general idea for high-dimensional problems is proposed.

Motivated by all of the above considerations, in this paper we develop SPSA variants (that we call SPSA-1 and SPSA-2) of the two-timescale algorithms of [4] and [5] (respectively) for optimizing high-dimensional parameters in hidden Markov models. The algorithm SPSA-1 uses only two parallel simulations and updates the parameter at increasing time instants as in [4]. The algorithm SPSA-2 also uses only two parallel simulations but has the added advantage (over the algorithm in [5]) that it allows for data aggregation over a fixed number of instants in between two successive
updates of the parameter for better performance. Moreover, the algorithm in [5] was only for ordinary Markov processes and not hidden Markov models (which is a more general setting) [14] considered here. We prove the convergence of both of these schemes and numerically demonstrate the algorithms on a feedback queueing network with high-dimensional parameters. These schemes are found to converge orders of magnitude faster than their \((N+1)\)-Simulation analogues in [4] and [5], and also the Two-Simulation algorithm of [4] that moves in cycles.

Hidden Markov models arise in several queueing and stochastic control applications. To illustrate a very simple instance of a hidden Markov model, consider an \(M/G/1\) queue. Let \(\{q_n\}\) represent the queue length process observed at customer arrival epochs. Similarly, let \(\{r_n\}\) represent the sequence of residual service times of the customers in service at these epochs. Then the joint process \(\{(q_n, r_n)\}\) is Markov. In most real life applications only the process \(\{q_n\}\) is observed whereas \(\{r_n\}\) is not. Thus in this example, \(\{q_n\}\) represents a hidden Markov model.

In [7], we applied algorithms SPSA-1 and a special case of SPSA-2 for the closed loop feedback control of available bit rate (ABR) service in asynchronous transfer mode (ATM) networks, by considering parameterized feedback policies. A finite state setting was considered there and as a result there was no problem with stability of the schemes. We develop these algorithms in this paper in the framework of hidden Markov models with an unbounded state space, and therefore stability issues are explicitly addressed. The convergence of SPSA-1 in the finite state setting of [7] was proven in [6]. The convergence analysis of SPSA-2 in any setting has not been shown earlier.

The rest of the paper is organized as follows: In the next section, we formulate the optimization problem, present the assumptions on the system and give a result on tightness of the stationary measures for the hidden Markov model. In Section 3, we present our SPSA algorithms (SPSA-1 and SPSA-2) and compare their performance with their corresponding analogues in [4] and [5]. In Sections 4 and 5, we present the detailed convergence analyses for both algorithms. In Section 6, numerical results comparing the SPSA algorithms with those of [4] and [5] for a simple queueing system are presented. Finally, Section 7 provides the concluding remarks.

2 The Optimization Problem

The process that we seek to optimize is an \(\mathcal{R}^d\) - valued parameterized (with parameter \(\theta \in \mathcal{R}^N\)) hidden Markov model (HMM) represented by \(\{Y(j), j \geq 0\}\) and is given by the set of coupled iterations

\[
X(j + 1) = F(X(j), Y(j), \xi(j), \theta), \quad (2.1)
\]

\[
Y(j + 1) = G(X(j), Y(j), \eta(j), \theta), \quad (2.2)
\]

\(j \geq 0\). Here the state process \(\{X(j)\}\) is \(\mathcal{R}^g\) - valued and is unobserved or hidden. Further, \(\{\xi(j)\}, \{\eta(j)\}\) are i.i.d. sequences in \(\mathcal{R}^l\) and \(\mathcal{R}^s\), respectively, and are mutually independent of one another. The maps \(F : \mathcal{R}^g \times \mathcal{R}^d \times \mathcal{R}^l \times \mathcal{R}^N \rightarrow \mathcal{R}^g\) and \(G : \mathcal{R}^g \times \mathcal{R}^d \times \mathcal{R}^s \times \mathcal{R}^N \rightarrow \mathcal{R}^d\) are measurable. Also, \(\theta \triangleq (\theta_1, \ldots, \theta_N)^T \in \mathcal{R}^N\) represents the parameter to be tuned in order to minimize a certain cost function \(J(\theta)\) (defined below). We will assume that \(\theta\) takes values in a compact set \(C \subset \mathcal{R}^N\), and that \(C\) is of the form \(C \triangleq \prod_{i=1}^{N}[\theta_{i,\text{min}}, \theta_{i,\text{max}}]\). We assume that the joint process \(\{(X(j), Y(j))\}\) is ergodic Markov for every fixed \(\theta\), and has stationary distribution \(\mu_\theta(dx, dy) \in \mathcal{P}(\mathcal{R}^{g+d})\). Let \(\nu_\theta(dy)\) be the marginal of this stationary distribution in \(\mathcal{P}(\mathcal{R}^d)\). Here, \(\mathcal{P}(\ldots)\) represents the space
of all probability measures on ‘...’. Also, let \( p_0(x, y; dx', dy') \) represent the transition kernel of \( \{(X(j), Y(j))\} \). Let \( h : \mathcal{R}^d \to \mathcal{R} \) be a given bounded and continuous cost function. Our aim then is to find a \( \theta \) in the set \( C \) that minimizes the average cost

\[
J(\theta) = \lim_{N \to \infty} \frac{1}{N} \sum_{j=0}^{N-1} h(Y(j)).
\]

Since \( \{(X(j), Y(j))\} \) is ergodic Markov (for fixed \( \theta \)), the above limit exists and

\[
J(\theta) = \int h(y) \nu_\theta(dy).
\]

**Remark** As shown in [8], very general classes of random processes have an HMM representation if one is permitted time nonhomogeneity viz., replace \( F \) and \( G \) in (2.1)-(2.2) above with \( F_j, G_j \), \( j \geq 0 \). Also, \( \{\xi(j)\} \) and \( \{\eta(j)\} \) can be taken to be uniformly distributed on \([0,1]\) without loss of generality.

We now proceed with the rest of the model. As mentioned earlier, the parameter \( \theta \) in (2.1)-(2.2) has to be tuned in order to minimize \( J(\theta) \). Let \( \tilde{\theta}_n \subset C \) represent the parameter value at instant \( n \). Thus in particular, we will consider the following dynamics:

\[
X(j + 1) = F(X(j), Y(j), \xi(j), \tilde{\theta}_j), \quad (2.3)
\]

\[
Y(j + 1) = G(X(j), Y(j), \eta(j), \tilde{\theta}_j), \quad (2.4)
\]

\( j \geq 0 \). Let \( G_n \triangleq \sigma(X(j), Y(j), \xi(j), \eta(j), \tilde{\theta}_j, j \leq n), n \geq 0 \), represent the natural-filtration generated by \( \{X(j), Y(j), \xi(j), \eta(j), \tilde{\theta}_j, j \geq 0\} \). Note that since \( \{\tilde{\theta}_j\} \) could be any arbitrarily defined parameter sequence, \( \{(X(j), Y(j))\} \) defined simply by (2.3)-(2.4) would in general not be Markov. We thus force \( \{(X(j), Y(j))\} \) to be Markov by assuming that any sequence \( \{\tilde{\theta}_j, j \geq 0\} \) satisfies

\[
P(X(n + 1) \in A, Y(n + 1) \in B \mid G_n) = p_{\tilde{\theta}_n}(X(n), Y(n); A, B), \quad (2.5)
\]

for any \( A, B \), Borel in \( \mathcal{R}^q \) and \( \mathcal{R}^d \) respectively. We call any such \( \{\tilde{\theta}_n\} \) satisfying (2.5), an M-Sequence.

Next, we list the following assumptions on our system. Assumptions (A1), (A2) and (A3) are needed to prove convergence of our first algorithm SPSA-1, while (A1), (A2') and (A3) are required for convergence of algorithm SPSA-2. Both algorithms SPSA-1 and SPSA-2 are presented in Section 3.

**Assumptions**

(A1) The average cost \( J(\theta) \) is continuously differentiable.

(A2) The map \( (\theta, x, y) \in \mathcal{R}^{N+q+d} \to p_\theta(x, y; dx', dy') \in \mathcal{P}(\mathcal{R}^{q+d}) \) is continuous.

(A2') For any \( h \in C(\mathcal{R}^{q+d}) \) vanishing at \( \infty \),

\[
\lim_{\|(x, y)\| \to \infty} \int p_\theta(x, y; dx', dy') h(x', y') = 0
\]

uniformly over \( \theta \in C \).

(A3) Liapunov Stability Condition: There exist nonnegative \( V \in C(\mathcal{R}^{q+d}), K \subset \mathcal{R}^{q+d} \) compact and \( \epsilon_0 > 0 \) such that under any M-Sequence \( \{\tilde{\theta}_n\} \),
1. \( \lim_{||(x,y)|| \to \infty} V(x, y) = \infty \),
2. \( \sup_n E[V(X(n), Y(n))^2] < \infty \),
3. \( E[V(X(n + 1), Y(n + 1)) | G_n] \leq V(X(n), Y(n)) - \epsilon_0 \),
whenever \((X(n), Y(n)) \notin K, n \geq 0\).

Note that a sufficient condition for (A1) to be satisfied is that the parameterized stationary distribution \(\mu_\theta(dx, dy)\) of the ergodic Markov process \(\{(X(n), Y(n))\}\) be continuously differentiable in the parameter \(\theta\). In [29], certain sufficiency conditions for showing the latter have been given. Assumptions (A2) and (A2') are technical conditions that are satisfied routinely by most systems [4], [5]. Finally, Assumption (A3) is required to ensure that the system remains stable, and is a standard assumption. In [3], the algorithms of [4] and [5] were applied to a closed loop feedback control problem in asynchronous transfer mode (ATM) networks and all the above assumptions were verified for the system (also see [6] for verification of Assumptions (A1), (A2) and (A3) for a similar system).

Recall that a sequence \(\{\hat{\mu}_n\}\) of probability measures on \(S\) is tight if for each \(\epsilon > 0\), there exists a compact set \(K_\epsilon \subset S\) such that \(\hat{\mu}_n(K_\epsilon) > 1 - \epsilon\) for all \(n\). The following lemma shows that the sets of all parameterized stationary distributions \(\{\mu_\theta, \theta \in C\}\) and their marginals \(\{\nu_\theta, \theta \in C\}\) are tight and crucially uses Assumption (A3) for its proof. This result is required later in the analysis.

**Lemma 2.1** \(\{\mu_\theta, \theta \in C\}\) (resp., \(\{\nu_\theta, \theta \in C\}\)) is compact in \(\mathcal{P}(\mathbb{R}^{d+1})\) (resp., \(\mathcal{P}(\mathbb{R}^d)\)) and the map \(\theta \to \mu_\theta\) (resp., \(\nu_\theta\)) is continuous.

**Proof** Follows in exactly the same manner as Lemma 2.1 of [4].

## 3 Two-Timescale SPSA Algorithms

In this section, we shall present our two-timescale SPSA algorithms and compare their performance with corresponding two-timescale finite difference algorithms in [4] and [5]. In order to put things in proper perspective and to clearly bring out the advantages of our SPSA algorithms, we shall first begin with the \((N + 1)\)-Simulation finite difference stochastic approximation algorithm of [4] that we refer to as \((N + 1)\)-Simulation FDSA-1 and its corresponding Two-Simulation alternative (proposed in that paper) referred here as Two-Simulation FDSA-1. We shall then present our first SPSA algorithm (SPSA-1). Later, we shall illustrate the \((N + 1)\)-Simulation finite difference algorithm of [5] that we refer to as \((N + 1)\)-Simulation FDSA-2, followed by its generalized SPSA version (SPSA-2). We shall then briefly compare the performance of all these algorithms and argue the reasons for the superior performance of SPSA-1 and SPSA-2 over the algorithms in [4] and [5].

### 3.1 The Algorithms

The algorithms presented here are called two-timescale algorithms since they are governed with two step-size sequences (or timescales) \(\{a(n)\}\) and \(\{b(n)\}\) defined below. Let \(\delta > 0\) be a fixed small constant. Let \(\pi_i(x) \triangleq \min(\max(\theta_{i,\min}, x), \theta_{i,\max}), i = 1, \ldots, N,\) denote the point closest to \(x \in \mathcal{R}\) in the interval \([\theta_{i,\min}, \theta_{i,\max}] \subset \mathcal{R}, i = 1, \ldots, N,\) and \(\pi(\theta)\) be defined by the vector \(\pi(\theta) \triangleq (\pi_1(\theta_1), \ldots, \pi_N(\theta_N))^T.\) Then \(\pi(\theta)\) is a projection of \(\theta \in \mathcal{R}^N\) onto the set \(C.\) Define
sequences \( \{a(n)\} \) and \( \{b(n)\} \) as follows: \( a(0) = b(0) = 1 \), \( a(i) = i^{-1} \), \( b(i) = i^{-\alpha} \), \( i \geq 1 \), and with \( \frac{1}{2} < \alpha < 1 \). Then clearly,
\[
\frac{a(n+1)}{a(n)} \to 1, \quad \frac{b(n+1)}{b(n)} \to 1, \quad \text{as } n \to \infty, \tag{3.1}
\]
\[
\sum_n a(n) = \sum_n b(n) = \infty, \quad \sum_n a(n)^2, \sum_n b(n)^2 < \infty, \quad a(n) = o(b(n)). \tag{3.2}
\]

Define \( \{n_m, m \geq 0\} \) as follows: \( n_0 = 1 \) and \( n_{m+1} = \min\{j > n_m \mid \sum_{i=n_{m+1}}^{j} a(i) \geq b(m)\} \), \( m \geq 1 \). Then \( \{n_m\} \) represents a deterministically increasing sequence of points. In SPSA-1 (as also \((N+1)\)-Simulation FDSA-1 and Two-Simulation FDSA-1), \( \{n_m\} \) defines the parameter update instants of the algorithm.

Note that any finite difference stochastic approximation scheme ordinarily requires \((N+1)\) parallel simulations for an \( N \)-vector parameter. The two-timescale stochastic approximation algorithm in [4] for an \( N \)-vector parameter (which we call \((N+1)\)-Simulation FDSA-1) is thus as follows:

\((N+1)\)-Simulation FDSA-1

The first simulation corresponds to \( \{(X(j), Y(j))\} \) and is governed by \( \{\tilde{\theta}_j\} \) that is in turn defined by \( \tilde{\theta}_j = \theta(m) \), for \( n_m \leq j < n_{m+1} \). The remaining \( N \) parallel simulations are represented by \( \{(X_i(j), Y_i(j))\}, \quad i = 1, \ldots, N \), and are respectively governed by \( \{\hat{\theta}^i(j)\} \), \( i = 1, \ldots, N \), with \( \hat{\theta}^i(j) = \theta(m) + \delta e_i \), for \( n_m \leq j < n_{m+1} \), and where \( e_i \) is the unit vector with 1 in the \( i \)-th direction.

The algorithm then is as follows: For \( i = 1, \ldots, N \),
\[
\theta_i(m+1) = \pi_i \left( \theta_i(m) + \sum_{j=n_{m+1}}^{n_{m+1}} a(j) \left( \frac{h(Y(j)) - h(Y_i(j))}{\delta} \right) \right). \tag{3.3}
\]

It is clear that one would require \( N+1 \) parallel simulations using this algorithm. An alternative scheme was proposed in [4] that uses only two parallel simulations at any instant. This, it achieves by moving the algorithm in ‘cycles’, in each of which only one component is updated. This scheme that we call Two-Simulation FDSA-1 is as follows:

Two-Simulation FDSA-1

The first simulation here corresponds to \( \{(X(j), Y(j))\} \) and is governed by \( \{\tilde{\theta}_j\} \) where the parameter \( \tilde{\theta}_j \) is the \( N \)-vector \( \tilde{\theta}_j = (\tilde{\theta}_{j,1}, \ldots, \tilde{\theta}_{j,N})^T \) with \( \tilde{\theta}_{j,i} = \theta_i(m) \), for \( n_{Nm+i-1} \leq j < n_{Nm+i}, \quad i = 1, \ldots, N, \quad m \geq 0 \) (with \( N \) being the dimensionality of the parameter vector), where \( \tilde{\theta}_{j,i} \) (resp. \( \theta_i(m) \)) is the \( i \)-th component of \( \tilde{\theta}_j \) (resp. \( \theta(m) \)). The second simulation is now represented as \( \{(\tilde{X}(j), \tilde{Y}(j))\} \) and is governed by \( \{\hat{\theta}_j\} \) defined by \( \hat{\theta}_j = \theta(m) + \delta e_i \), for \( n_{Nm+i-1} \leq j < n_{Nm+i}, \quad i = 1, \ldots, N, \quad m \geq 0 \). The algorithm is as follows: For \( i = 1, \ldots, N \),
\[
\theta_i(m+1) = \pi_i \left( \theta_i(m) + \sum_{j=n_{Nm+i-1}+1}^{n_{Nm+i}} a(j) \left( \frac{h(Y(j)) - h(\tilde{Y}(j))}{\delta} \right) \right). \tag{3.4}
\]

Thus using this scheme, the whole parameter is updated once every \( n_{Nm} \) steps instead of the \( n_m \) steps required for one update using the \((N+1)\)-Simulation FDSA-1 version (3.3) of it. Next, we present our first randomized difference SPSA algorithm (SPSA-1).

Let for any \( i \geq 0, \Delta(i) \in \mathbb{R}^N \) be a vector of mutually independent and mean zero random variables \( \{\Delta_{1,i}, \ldots, \Delta_{N,i}\} \), (viz., \( \Delta(i) \sim (\Delta_{1,i}, \ldots, \Delta_{N,i})^T \)) taking values in a compact set \( E \subset \mathbb{R}^N \).
and having a common distribution. We assume that these random variables satisfy Condition (B) below.

**Condition (B)** There exists a constant $\overline{K} < \infty$, such that for any $l \geq 0$, and $i \in \{1, \ldots, N\}$, 
\[
E \left[ \triangle_{l,i}^{-2} \right] \leq \overline{K}.
\]

Further, we assume that $\{\triangle(i)\}$ is a mutually independent sequence with $\triangle(i)$ independent of $\sigma(\theta(l), l \leq i)$, the filtration generated by the sequence of parameter updates. Condition (B) is a standard condition in SPSA algorithms. Minor variants of this condition are for instance available in [28], [11]. Note that distributions like Gaussian and Uniform are precluded while using Condition (B). An important consequence of $E \left[ \triangle_{l,i}^{-2} \right] < \infty$ is that $P(\triangle_{l,i} = 0) = 0$.

We now proceed with our first algorithm, SPSA-1, wherein we use only two parallel simulations and update all parameter components every $n_m$ instants by perturbing all of these simultaneously along random directions in the two simulations.

**SPSA-1**

Consider two parallel simulations $\{(X^k(j), Y^k(j))\}, k = 1, 2$, respectively governed by $\{\tilde{\theta}^k_j\}$, $k = 1, 2$ as follows: For the process $\{(X^1(j), Y^1(j))\}$, we define $\tilde{\theta}^1_j = \theta(m) - \delta \triangle(m)$, for $n_m < j \leq n_{m+1}$, $m \geq 0$. The parameter sequence $\{\tilde{\theta}^2_j\}$ for $\{(X^2(j), Y^2(j))\}$ is similarly defined by $\tilde{\theta}^2_j = \theta(m) + \delta \triangle(m)$, for $n_m < j \leq n_{m+1}$, $m \geq 0$. In the above, $\theta(m) \triangleq (\theta_1(m), \ldots, \theta_N(m))^T$ is the value of the parameter update that is governed by the following recursion equations. For $i = 1, \ldots, N$,
\[
\theta_i(m + 1) = \pi_i \left( \theta_i(m) + \sum_{j=n_{m+1}}^{n_{m+1}} a(j) \left( \frac{h(Y^1_j) - h(Y^2_j)}{2 \delta \triangle_{m,i}} \right) \right),
\]

$m \geq 0$. It will be shown in the proof of Theorem 4.1 that the sequence $\{n_m\}$ is an exponentially increasing sequence. Thus algorithms $(N + 1)$-Simulation FDSA-1, Two-Simulation FDSA-1 and SPSA-1 update parameters at exponentially increasing time instants. Hence, using these algorithms, subsequent parameter updates become less frequent as time progresses. The algorithm of [5] (cf. $(N + 1)$-Simulation FDSA-2 below) on the other hand, uses coupled iterations with two-timescales and updates the whole parameter at every instant (even though it requires $N + 1$ parallel simulations at any instant). We present this algorithm next.

**$(N + 1)$-Simulation FDSA-2**

Let $\{(X(n), Y(n))\}$ be governed by $\{\theta(n)\}$ (where $\theta(n) \triangleq (\theta_1(n), \ldots, \theta_N(n))^T$ is the $n$th update of parameter $\theta$) and which is updated according to equations (3.6) below. Let us also define $N$ additional parallel simulations as follows: For $i = 1, \ldots, N$, let $\{(X^i(n), Y^i(n))\}$ be governed by $\{\theta(n) + \delta e_i\}$, where $e_i$ is the unit vector with 1 in the $i$th direction. In the following, the sequences $\{Z(n)\}$ and $\{Z^i(n)\}, i = 1, \ldots, N$, perform weighted averages of the cost function values and are defined as in the last two equations in (3.6) below. Let $Z(0) = Z^i(0) = 0, i = 1, \ldots, N$. Then, for $i = 1, \ldots, N$,
\[
\theta_i(n + 1) = \pi_i \left( \theta_i(n) + a(n) \left( \frac{Z(n) - Z^i(n)}{\delta} \right) \right)
\]
\[
Z(n + 1) = Z(n) + b(n)(h(Y(n)) - Z(n))
\]
\[
Z^i(n + 1) = Z^i(n) + b(n)(h(Y^i(n)) - Z^i(n))
\]

(3.6)
It is clear that one requires \( N + 1 \) parallel simulations in this manner. Finally, we present our next SPSA algorithm (SPSA-2) which requires only two parallel simulations as in SPSA-1 but which also allows for data aggregation over a fixed number \( L \) of epochs in between two successive parameter updates for better performance. We will explain the last part in detail later.

**SPSA-2**

Let \( \{(X^- (l), Y^- (l))\} \) and \( \{(X^+(l), Y^+(l))\} \) be the two parallel simulations. These depend on parameter sequences \( \{\theta (n) - \triangle (n)\} \) and \( \{\theta (n) + \triangle (n)\} \) respectively in the manner explained below: Let \( L \geq 1 \) be a given fixed integer. We extract double sequences \( \{(X^-_m (n), Y^-_m (n))\} \) and \( \{(X^+_m (n), Y^+_m (n))\} \), \( n \geq 0, m = 0, 1, \ldots, L - 1 \), from the two parallel simulations in the following manner. Write \( l = nL + m, \) \( n \geq 0 \) and \( m \in \{0, 1, \ldots, L - 1\} \). Now, set \( X^-_m (n) \doteq X^- (nL + m) \) and \( Y^-_m (n) \doteq Y^- (nL + m) \). Similarly, \( X^+_m (n) \doteq X^+ (nL + m) \) and \( Y^+_m (n) \doteq Y^+ (nL + m) \) respectively. Now, for \( m = 0, 1, \ldots, L - 1 \), \((X^-_m (n), Y^-_m (n))\) is governed by the parameter \( \theta (n) - \triangle (n) \). Similarly, for \( m = 0, 1, \ldots, L - 1 \), \((X^+_m (n), Y^+_m (n))\) is governed by the parameter \( \theta (n) + \triangle (n) \). We also define two double sequences \( \{Z^-_m (n)\} \) and \( \{Z^+_m (n)\} \), \( n \geq 0, m = 0, 1, \ldots, L - 1 \), in recursions (3.7) for averaging the cost function. Let \( Z^-_0 (0) = Z^-_1 (0) = \cdots = Z^-_L (0) = 0 \) and \( Z^+_0 (0) = Z^+_1 (0) = \cdots = Z^+_L (0) = 0 \). Then, for \( i = 1, \ldots, N, n \geq 0, \)

\[
\theta_i (n + 1) = \pi_i \left( \theta_i (n) + a(n) \left[ \frac{Z^-_i (n) - Z^+_i (n)}{2 \triangle_{n,i}} \right] \right),
\]

where, for \( m = 0, 1, \ldots, L - 1, \)

\[
Z^-_{m+1} (n + 1) = Z^-_m (n + 1) + b(n) (h(Y^-_m (n + 1) - Z^-_m (n + 1)), \]

\[
Z^+_{m+1} (n + 1) = Z^+_m (n + 1) + b(n) (h(Y^+_m (n + 1) - Z^+_m (n + 1)), \tag{3.7}
\]

with \( Z^-_0 (n + 1) = Z^-_L (n) \) and \( Z^+_0 (n + 1) = Z^+_L (n) \). Note again that one requires only two parallel simulations in this manner as opposed to \( N + 1 \) earlier.

**Remark** Note that for \( L = 1 \), the algorithm SPSA-2 is simply as follows: Let \( \{(X^-(n), Y^- (n))\} \) and \( \{(X^+(n), Y^+ (n))\} \) be the two parallel simulations respectively governed by \( \{\theta (n) - \triangle (n)\} \) and \( \{\theta (n) + \triangle (n)\} \). Then, for \( i = 1, \ldots, N, \)

\[
\theta_i (n + 1) = \pi_i \left( \theta_i (n) + a(n) \left[ \frac{Z^- (n) - Z^+ (n)}{2 \triangle_{n,i}} \right] \right),
\]

\[
Z^- (n + 1) = Z^- (n) + b(n) (h(Y^- (n) - Z^- (n)), \]

\[
Z^+ (n + 1) = Z^+ (n) + b(n) (h(Y^+ (n)) - Z^+ (n)), \tag{3.8}
\]

with \( Z^- (0) = Z^+ (0) = 0 \). We observed in the numerical experiments that the algorithm (3.8) (corresponding to \( L = 1 \)) did not exhibit good performance when the parameter dimension is high. This could probably be due to the fact that in the latter case, the system does not adapt as quickly to the new parameter update before it changes again. By selecting \( L > 1 \), one can effectively take care of this problem by holding the parameter fixed for \( L \) instants, thus giving the system sufficient time to adapt to the new parameter update. The choice of \( L \) is completely arbitrary though. In the numerical experiments for instance, where we consider the parameter vectors to be 10 and 40-dimensional respectively, the value of \( L \) is chosen as 100.
3.2 Comparison of Algorithms

We can classify the five algorithms broadly into two categories - those that update the parameter over time instants (or their multiples) of increasing separation \( n_m, m \geq 1 \), and those that update the parameter at regular intervals. Let us first consider the algorithms in the first category. These comprise \((N + 1)\)-Simulation FDSA-1, Two-Simulation FDSA-1 and SPSA-1. As already stated earlier, \((N + 1)\)-Simulation FDSA-1 requires \( N + 1 \) parallel simulations at every instant but updates the whole parameter vector once every \( n_m \) instants. On the other hand, Two-Simulation FDSA-1 uses only two simulations and updates the parameter in cycles of \( n_N m, m \geq 1 \) instants, where \( N \) is the parameter dimension. SPSA-1, however, updates the full parameter every \( n_m \) instants and still requires only two parallel simulations for doing so. Thus SPSA-1 has the combined advantages of \((N + 1)\)-Simulation FDSA-1 and Two-Simulation FDSA-1. Moreover SPSA-1 tracks trajectories of the ordinary differential equation (o.d.e.) (4.7) as does \((N + 1)\)-Simulation FDSA-1. It was shown in [4] that Two-Simulation FDSA-1 tracks trajectories of an o.d.e. that is similar to (4.7) but with a factor \( 1/N \) multiplying its RHS. This factor essentially serves to slow down the rate of convergence of the algorithm (3.4).

Our next set of algorithms viz., \((N+1)\)-Simulation FDSA-2 and SPSA-2 update parameters after every fixed number of instants. In particular, \((N+1)\)-Simulation FDSA-2 updates the full parameter vector every instant while requiring \( N + 1 \) parallel simulations for the same. SPSA-2, on the other hand, requires only two parallel simulations and updates the parameter after every fixed number \( L \) of instants. This number \( (L \geq 1) \) is chosen arbitrarily. SPSA-2 thus allows for data aggregation in between successive parameter update epochs (for better performance) while requiring only two parallel simulations at any instant. It will be shown in Section 5 that SPSA-2 tracks the trajectories of the o.d.e. (4.7) on the slower timescale. A similar result was shown in [5] for \((N+1)\)-Simulation FDSA-2. In Section 6, we shall consider a simple queueing network with parameter vectors of dimensions 10 and 40 respectively. We found that both SPSA-1 and SPSA-2 exhibit significantly superior performance than the algorithms in [4] and [5] mentioned here. We shall consider in Section 6 the following step-size sequences \( \{a(n)\} \) and \( \{b(n)\} \): \( a(0) = b(0) = 1, a(n) = 1/n \) and \( b(n) = 1/n^{2/3} \), \( n \geq 1 \). For these sequences, \( n_0 = 1, n_{50} \approx 2.5 \times 10^4, n_{100} \approx 4.3 \times 10^5 \) etc. Thus, a possible disadvantage in using SPSA-1 is for large systems/networks that require several updates of the parameter before convergence is achieved, since in using this scheme, successive parameter updates are held fixed over intervals of increasing sizes and thus the parameter is updated less often as time progresses. This is not the case with algorithm SPSA-2 where we hold the parameter fixed only for a fixed number \( L \) of epochs before updating it. This intuition is also confirmed in Section 6 where we show numerical experiments with parameters of dimensions 10 and 40 respectively. We observed that when the parameter dimension is 10, SPSA-1 outperforms SPSA-2. However, when the same is increased to 40, it is SPSA-2 that performs better than SPSA-1.

As already observed, the algorithms SPSA-1 and SPSA-2 are computationally superior than their corresponding variants. This is however achieved by generating \( N \) i.i.d. random variables \( \Delta_{n,1}, \ldots, \Delta_{n,N} \), that satisfy Condition (B). In particular, one could select these to be i.i.d., Bernoulli distributed (as we do in our numerical experiments in Section 6) viz., \( \Delta_{n,i} = \pm 1 \), w.p. \( 1/2 \), \( i = 1, \ldots, N \). It will become clear in the convergence analysis in the next two sections that it is these randomizations and the particular form of the gradient estimates that are primarily responsible for both of these schemes using only two parallel simulations at any instant as against
The presence of \( \Delta_{n,i} \) in the denominator of the gradient estimate term on the RHS in the update equation for the \( i \)th component \( \theta_i(n) \) of \( \theta(n) \) in (3.5), and the first equation in (3.7), essentially ensures that the update for the \( i \)th component occurs only in the \( i \)th gradient direction (with the rest of them averaging to zero). Generating \( N \) i.i.d., Bernoulli random variables or in general those satisfying Condition (B), is far more computationally simpler than generating \( N \) parallel simulations, the latter requires in particular simulating \( N \) independent parallel systems. It will be shown in the next two sections that algorithms (3.5) and (3.7) asymptotically track the stable points of the o.d.e. (4.7).

Finally, in [6], the algorithm SPSA-1 was analyzed in the context of rate based feedback flow control in available bit rate (ABR) service in asynchronous transfer mode (ATM) networks. However, because of the finite state setting there, questions about stability of the scheme did not arise. This is however not the case here. Our state space is unbounded and hence we require Liapunov stability assumptions on the system to ensure tightness.

## 4 Convergence Analysis of SPSA-1

By a Polish space, we mean a complete separable metric space. Let \( S \) be a Polish space with complete metric \( d \). Also, let \( \mathcal{P}(S) \) be the space of probability measures on \( S \). Let \( C_b(S) \) be the space of all bounded and continuous functions on \( S \). A countable sequence of functions \( \{f_i\} \subset C_b(S) \) is called a separating class for \( \mathcal{P}(S) \) if for any probability measures \( \mu, \nu \in \mathcal{P}(S) \), \( \int f_id\mu = \int f_id\nu \), \( i \geq 1 \), implies \( \mu = \nu \). It is easy to show (cf. Ch.2 of [9]) that such a separating class of functions exists for any such \( \mathcal{P}(S) \). Also, a class of functions \( \{f_\alpha, \alpha \in I\} \subset C_b(S) \) is called a convergence determining class for \( \mathcal{P}(S) \) if for any sequence of measures \( \{\mu_n\}_{n=1}^\infty \in \mathcal{P}(S) \), \( \int f_\alpha d\mu_n \rightarrow \int f_\alpha d\mu_\infty \) for all \( \alpha \in I \), implies \( \mu_n \rightarrow \mu_\infty \) in \( \mathcal{P}(S) \).

Now define a metric \( \rho \) on \( \mathcal{P}(S) \) as follows: For any \( \mu, \nu \in \mathcal{P}(S) \),

\[
\rho(\mu, \nu) = \sum_{n=1}^{\infty} 2^{-n} \left| \int f_n d\mu - \int f_n d\nu \right|
\]

where \( \{f_n\} \) is a separating class of functions for \( \mathcal{P}(S) \). The topology induced by \( \rho \) is called the Prohorov topology. It can be shown that under \( \rho \), the space \( \mathcal{P}(S) \) is complete if and only if \( S \) is compact and not otherwise. Thus \( \rho \) is not complete if \( S \) is not compact. Now consider the following metric \( \tilde{\rho} \) defined in the following manner: For \( \epsilon > 0 \) and Borel \( A \subset S \), let \( A^\epsilon = \{x \in S \mid \tilde{d}(x, A) < \epsilon\} \). For \( \mu, \nu \in \mathcal{P}(S) \), define

\[
\tilde{\rho}(\mu, \nu) = \inf\{\epsilon > 0 \mid \mu(A) \leq \nu(A^\epsilon) + \epsilon, \ \nu(A) \leq \mu(A^\epsilon) + \epsilon, \ \text{for all Borel} \ A \subset S\}.
\]

The metric \( \tilde{\rho} \) is called the Prohorov metric. It retains the same topology as the Prohorov topology and is in addition complete. Moreover, \( \mathcal{P}(S) \) is separable under the Prohorov topology thereby making the space \( \mathcal{P}(S) \) Polish without the requirement that \( S \) be compact (in addition to being Polish). It can also be shown that if \( S \) is a compact Polish space, then so is \( \mathcal{P}(S) \). In what follows, we shall assume that \( \mathcal{P}(S) \) is equipped with the Prohorov topology and is thus Polish.

Consider now the stochastic approximation scheme SPSA-1. Recall that \( \{(X^k(j), Y^k(j))\}, k = 1, 2 \), are the two parallel simulations respectively governed by \( \{\tilde{\theta}^k_j\}, k = 1, 2 \), with \( \tilde{\theta}^k_j = \theta(m) - \delta \Delta(m) \)
and \( \tilde{\theta}_j^2 = \theta(m) + \delta \Delta(m) \) respectively, for \( n_m < j \leq n_{m+1}, \ m \geq 0 \). Also, the dynamics of the simulations \( \{(X^k(j), Y^k(j))\}, k = 1, 2, \) is governed by equations of type (2.3)-(2.4), with \( \xi(j), \eta(j) \) replaced with analogously defined \( \hat{\xi}(j), \hat{\eta}(j), k = 1, 2, \) respectively independent of one another.

In this section, we assume (A1), (A2) and (A3) (defined in Section 2) for our system. Let the filtrations be represented by \( \mathcal{F}_n \). Almost surely, \((\xi(j), \eta(j)), \tilde{\theta}_j, \tilde{\Delta}_j, k = 1, 2; j \leq n)\), where \( \tilde{\theta}_j = \theta(m) \) and \( \Delta_j = \Delta(m) \) for \( n_m < j < n_{m+1}, \ m \geq 0 \). For \( m \geq 0 \), define \( \mathcal{P}(\mathcal{R}^{q+d}) \) - valued random variables \( \{\mu_k^m\}, k = 1, 2 \), for \( f \in C_b(\mathcal{R}^{q+d}) \) (the space of bounded and continuous functions on \( \mathcal{R}^{q+d} \)) by

\[
\int f d\mu_k^m = \frac{\sum_{l=n_m+1}^{n_{m+1}} a(i) f(X^k(i), Y^k(i))}{\sum_{l=n_m+1}^{n_{m+1}} a(i)}, \quad m \geq 0, \ k = 1, 2.
\]

Let \( \tilde{\mathcal{R}}^{q+d} = \mathcal{R}^{q+d} \cup \{\infty\} \) denote the one point compactification of \( \mathcal{R}^{q+d} \) and let \( \delta_\infty \) denote the Dirac measure at \( \{\infty\} \). In other words,

\[
\delta_\infty(x) = \begin{cases}
1 & \text{if } x = \{\infty\} \\
0 & \text{otherwise}
\end{cases}
(4.1)
\]

Using the natural embedding of \( \mathcal{R}^{q+d} \) into \( \tilde{\mathcal{R}}^{q+d} \), one may view \( \{\mu_k^m, k \geq 0\}, k = 1, 2, \) as random sequences in \( \mathcal{P}(\tilde{\mathcal{R}}^{q+d}) \), a compact Polish space. The proof of Theorem 4.1 (below) differs at several places from that of a similar result in [6] since as already stated earlier, the latter was shown for finite state spaces which is not the case here. Moreover, Theorem 4.1 here, also serves to show stability of the proposed scheme, instead of just being a step in the convergence analysis as in [6].

**Theorem 4.1** Almost surely, \((\mu_1^m, \mu_2^m, \theta(m), \Delta(m)), m \geq 0, \) converges in \( \mathcal{P}(\mathcal{R}^{k+d})^2 \times C \times E \) to the compact set \( \{(\mu_{\theta-\delta\Delta}, \mu_{\theta+\delta\Delta}, \theta, \Delta) \mid \theta \in C, \Delta \in E\} \).

**Proof** The proof proceeds through several steps. For \( f \in C_b(\mathcal{R}^{q+d}) \), define sequences \( \{Z_k(m), m \geq 1\}, k = 1, 2, \) by

\[
Z_k(m) = \sum_{j=0}^{m-1} b(j)^{-1} \left[ \sum_{i=n_j+1}^{n_{j+1}} a(i) \left( f(X^k(i), Y^k(i)) - E \left[ f(X^k(i), Y^k(i)) \mid \mathcal{F}_i \right] \right) \right].
(4.2)
\]

Then \( \{Z_k(m), \mathcal{F}_m\}, k = 1, 2, \) are zero mean, square integrable martingale sequences. Let us represent their quadratic variation processes by \( \{<Z_k>, (m)\}, k = 1, 2 \), respectively. Then by definition,

\[
<Z_k>(m) = \sum_{j=0}^{m-1} E \left[ (Z_k(j+1) - Z_k(j))^2 \mid \mathcal{F}_n \right] + E \left[ Z_k(0)^2 \right],
(4.3)
\]

with \( <Z_k>(\infty) = \lim_{m \to \infty} <Z_k>(m) \). For ease of exposition, let us denote \( F_k(i) = f(X^k(i), Y^k(i)) \), \( k = 1, 2 \), in this part of the proof. Note that

\[
E \left[ (Z_k(j+1) - Z_k(j))^2 \mid \mathcal{F}_n \right] = E \left[ \frac{1}{b(j)^2} \left( \sum_{i=n_j+1}^{n_{j+1}} a(i) \left( F_k(i) - E [F_k(i) \mid \mathcal{F}_i] \right) \right)^2 \mid \mathcal{F}_n \right]
\]

\[
= E \left[ \frac{1}{b(j)^2} \sum_{i=n_j+1}^{n_{j+1}} a(i)^2 (F_k(i) - E [F_k(i) \mid \mathcal{F}_i])^2 \mid \mathcal{F}_n \right]
\]
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Now, since the above holds for all $f$, we have

$$E \left[ \frac{1}{b(j)^2} \sum_{i,l=n_j+1, i \neq l}^{n_{j+1}} a(i)a(l) (F_k(i) - E[F_k(i) | F_{i-1}]) (F_k(l) - E[F_k(l) | F_{l-1}]) | \mathcal{F}_j \right].$$

The second term on the RHS above can be written as

$$E \left[ \frac{1}{b(j)^2} \sum_{i,l=n_j+1, i > l}^{n_{j+1}} E[a(i)a(l) (F_k(i) - E[F_k(i) | F_{i-1}]) (F_k(l) - E[F_k(l) | F_{l-1}]) | \mathcal{F}_{i-1} | \mathcal{F}_j] \right]$$

$$+ E \left[ \frac{1}{b(j)^2} \sum_{i,l=n_j+1, i < l}^{n_{j+1}} E[a(i)a(l) (F_k(i) - E[F_k(i) | F_{i-1}]) (F_k(l) - E[F_k(l) | F_{l-1}]) | \mathcal{F}_{l-1} | \mathcal{F}_j] \right]$$

$$= 0 \text{ a.s.,}$$

since for $i > l$, $\mathcal{F}_i \subseteq \mathcal{F}_{i-1}$ and similarly $\mathcal{F}_i \subseteq \mathcal{F}_{l-1}$ for $i < l$. Thus

$$E \left[ (Z_k(j+1) - Z_k(j))^2 | \mathcal{F}_j \right]$$

$$= E \left[ \sum_{i=0}^{m-1} \frac{1}{b(j)^2} \sum_{i=n_j+1}^{n_{j+1}} a(i)^2 E \left[ \left( f(X^k(i), Y^k(i)) - E \left[ f(X^k(i), Y^k(i)) \right] \right)^2 \right] | \mathcal{F}_j \right] \quad (4.4)$$

Now since $f$ is a bounded and continuous function, there exist constants $K_1, K'_1 > 0$ such that

$$< Z_k > (m) \leq K_1 \sum_{j=0}^{m-1} \frac{1}{b(j)^2} \sum_{i=n_j+1}^{n_{j+1}} a(i)^2 \leq K'_1 \sum_{j=0}^{m-1} \frac{1}{b(j)^2} \left( \frac{1}{n_j} - \frac{1}{n_{j+1}} \right),$$

the latter inequality follows from the fact that $\sum_{i=0}^{n} a(i)^2 \approx 1 - \frac{1}{n}$. Also note that $\sum_{i=0}^{n} a(i) \approx \ln(n)$, and $\sum_{i=0}^{n} b(i) \approx n^{1-\alpha}$. Now, from the definition of $\{n_m, m \geq 0\}$, $\sum_{i=0}^{n_{m+1}} a(i) \approx \sum_{i=0}^{n_m} b(i)$. Thus, $\ln(n_{m+1}) \approx m^{1-\alpha}$. Hence, $n_{m+1} \approx \exp(\alpha m^{1-\alpha})$ for some $\alpha > 0$. Thus, $< Z_k > (\infty) < \infty$. Hence, by Proposition V11.2.3(c) of [26], $\{Z_k(m), m \geq 1\}$, $k = 1, 2$, are a.s. convergent martingale sequences. Now let us consider $\{Z_1(m)\}$. From the fact that $\sum_{j=n_{m+1}}^{n_{m+1}} a(j)/b(m) \to 1$, as $m \to \infty$ and from (3.1),

$$\int \left( f(x,y) - \int f(x',y')p_{\theta(m) - \delta\Delta(m)}(x,y;dx',dy') \right) \mu_1(dx,dy) \to 0 \text{ a.s.} \quad (4.5)$$

Now, since the above holds for all $f \in C_b(\mathcal{R}^{q+d})$, it holds in particular for those $f \in C_b(\mathcal{R}^{q+d})$ that are in a countable convergence determining class of $\mathcal{P}(\hat{\mathcal{R}}^{q+d})$. Hence, outside a set of measure zero, any limit point of $(\mu_1^m, \theta(m) - \delta \Delta(m))$, $m \geq 0$, in $\mathcal{P}(\hat{\mathcal{R}}^{q+d}) \times C$ must be of the form $(b\delta \infty + (1-b)\mu, \theta - \delta \Delta)$. In the above, $b \in [0,1]$, where when $b < 1$, $\mu$ must satisfy

$$\int f(x,y)\mu(dx,dy) = \int \int f(x',y')p_{\theta - \delta \Delta}(x,y;dx',dy')\mu(dx,dy).$$

Thus for $b < 1$, $\mu$ must be of the form $\mu_{\theta - \delta \Delta}$. For $b = 1$, $\mu$ is arbitrary and hence can be set to $\mu$ itself. Now, note that if in the definition of the sequences $\{Z^k(m)\}$, $k = 1, 2$, the function $f(\_\_\_)$ is replaced by the Liapunov function $V(\_\_\_),$ the sequences $\{Z^k(m)\}$ continue to be martingale sequences. Also, from Assumption (A3.2) and (4.4), it is clear that the quadratic
variation process of such a martingale would converge as well. We then obtain (4.5) with function $V$ replacing $f$. Now define

$$\phi_{\theta-\delta\Delta}(x, y) \overset{\triangle}{=} \int V(x', y') p_{\theta-\delta\Delta}(x, y; dx', dy') - V(x, y),$$

with $\phi_{\theta-\delta\Delta}({\{\infty}\}) = -\epsilon_0, \forall \theta \in C$. Here $\epsilon_0$ is the same as in Assumption (A3.3). Now, as a consequence of Assumption (A3.3), the map $(\theta, x, y) \rightarrow \phi_{\theta}(x, y) : C \times \mathbb{R}^q \rightarrow \mathbb{R}$ is upper semicontinuous and bounded from above. Further, if $(\mu^1_m, \theta(m) - \delta\Delta(m)) \rightarrow (b\delta_\infty + (1-b)\mu_{\theta-\delta\Delta}, \theta - \delta\Delta)$ along a subsequence, then from (4.5) with $f$ replaced by $V$, we have,

$$0 = \limsup_{m \rightarrow \infty} \int \phi_{\theta(m)-\delta\Delta(m)} d\mu^1_m \leq (1 - b) \int \phi_{\theta-\delta\Delta} d\mu_{\theta-\delta\Delta} - b\epsilon_0,$$

(4.6)

along the same subsequence. Now, it is clear from the definitions of $\phi_{\theta-\delta\Delta}$ and $\mu_{\theta-\delta\Delta}$ above that

$$\int \phi_{\theta-\delta\Delta} d\mu_{\theta-\delta\Delta} = 0.$$

Thus from (4.6), we have $0 \leq -b\epsilon_0$, which cannot happen unless $b = 0$. A similar argument holds for the sequence $\{\mu^2_m\}$. Thus $\{\mu^k_m\}, k = 1, 2$, are tight in $\mathcal{P}(\mathbb{R}^q)$ and have limit points of the form $\mu^1_{\theta-\delta\Delta}$ or $\mu^2_{\theta+\delta\Delta}$. Now by Lemma 2.1, the maps $\theta \rightarrow \mu^1_{\theta-\delta\Delta}$ and $\theta \rightarrow \mu^2_{\theta+\delta\Delta}$, $k = 1, 2$, are continuous. The claim now follows from the fact that any continuous image of a compact set is compact.

The final step is to show convergence of the algorithm (3.5) to the set of local minima. The o.d.e. technique is commonly used to prove convergence of stochastic approximation algorithms. Here, we show that the algorithm (3.5) asymptotically converges to the stable points of the o.d.e. (4.7). For any function $H : \mathbb{R}^N \rightarrow \mathbb{R}$, let $\nabla H(x) \overset{\triangle}{=} [\nabla_1 H(x), \ldots, \nabla_N H(x)]^T$ represent the gradient of $H$ at the point $x \in \mathbb{R}^N$. Let $\tilde{Z}(t) \overset{\triangle}{=} (\tilde{Z}_1(t), \ldots, \tilde{Z}_N(t)) \in \mathbb{R}^N$, with $\tilde{Z}_i(t), i = 1, \ldots, N$, satisfying the o.d.e.

$$\dot{\tilde{Z}}_i(t) = \tilde{\pi}_i(-\nabla_i J(\tilde{Z}(t))), \ i \geq 0, \ \tilde{Z}(0) \in C,$$

(4.7)

where for any bounded, continuous, real valued function $v(.)$,

$$\tilde{\pi}_i(v(y)) = \lim_{0 < \eta \rightarrow 0} \left( \frac{\pi_i(y + \eta v(y)) - \pi_i(y)}{\eta} \right).$$

For $x = (x_1, \ldots, x_N)^T$, let $\tilde{\pi}(x) = (\tilde{\pi}_1(x_1), \ldots, \tilde{\pi}_N(x_N))^T$. The operator $\tilde{\pi}(.)$ forces the o.d.e. (4.7) to evolve within the constraint set $C$. Let $K \overset{\triangle}{=} \{\theta \in C | \tilde{\pi}(\nabla J(\theta)) = 0\}$.

We recall here a key result from [18] stated as Lemma 4.1 below. Consider an o.d.e. in $\mathbb{R}^N$

$$\dot{x}(t) = F(x(t)),$$

(4.8)

which has an asymptotically stable attracting set $G$. Let $G^\varepsilon$ denote the $\varepsilon$-neighborhood of $G$ viz., $G^\varepsilon \overset{\triangle}{=} \{x \mid \exists x' \in G \text{ s.t. } \|x - x'\| \leq \varepsilon\}$, where $\| \cdot \|$ represents the sup norm. For $T > 0, \gamma > 0$, say that $y(\cdot)$ is a $(T, \gamma)$-perturbation of (4.8) if there exist real numbers $0 = T_0 < T_1 < T_2 < \cdots$, such that $T_{i+1} - T_i \geq T, \forall i$, and on each interval $[T_i, T_{i+1})$, there exists a solution $x^i(\cdot)$ of (4.8) such that

$$\sup_{t \in [T_i, T_{i+1})} \|x^i(t) - y(t)\| < \gamma.$$
The following result is adapted from [18], pp.339. The proof of this can be found in the appendix of [10].

**Lemma 4.1** For given \( \epsilon > 0 \), \( T > 0 \), there exists a \( \tilde{\gamma} \) such that for all \( \gamma \in [0, \tilde{\gamma}] \), any \((T, \gamma)\)-perturbation of (4.8) converges to \( \tilde{G}^\epsilon \).

For fixed \( \eta > 0 \), let \( K^\eta \triangleq \{ \theta \in C \ | \ \exists \theta' \in K \text{ s.t. } ||\theta - \theta'|| \leq \eta \} \) represent the set of points within a distance \( \eta \) of the set \( K \). As a direct consequence of Lemma 4.1, for any given \( \eta, T > 0 \), \( \exists \tilde{\gamma} > 0 \) s.t. \( \forall \gamma \in [0, \tilde{\gamma}] \), any \((T, \gamma)\)-perturbation of (4.7) shall converge to \( K^\eta \). Finally, Theorem 4.2 shows that given \( \eta > 0 \), there exists a \( \delta > 0 \) such that the algorithm SPSA-1 for all \( \delta \leq \delta \), converges to \( K^\eta \) a.s. We only sketch the proof of this theorem here since the details are similar to that in [6].

**Theorem 4.2** Given \( \eta > 0 \), \( \exists \delta > 0 \) such that for any \( \delta \in (0, \delta] \), the algorithm (3.5) converges to \( K^\eta \) almost surely.

**Proof** (sketch) Note that the algorithm (3.5) can be written as:

\[
\theta_i(m + 1) = \pi_i \left( \theta_i(m) + b(m) \frac{\sum_{j=n_m+1}^{n_m+1} a(j) \left( \frac{b(Y_j^1) - b(Y_j^2)}{2\delta \Delta_{m,i}} \right)}{b(m)} \right).
\]

Now from the fact that \( \sum_{j=n_m+1}^{n_m+1} a(j)/b(m) \to 1 \) as \( m \to \infty \) and using the conclusions of Theorem 4.1, the algorithm can be shown to asymptotically exhibit the same behaviour as the following algorithm:

\[
\theta_i(m + 1) = \pi_i \left( \theta_i(m) + b(m) \left( \frac{J(\theta(m) - \delta \Delta(m)) - J(\theta(m) + \delta \Delta(m))}{2\delta \Delta_{m,i}} \right) \right). \tag{4.9}
\]

Now construct martingale sequences \( \{N_i(p)\} \), \( i = 1, \ldots, N \), as follows: For \( i = 1, \ldots, N \),

\[
N_i(p) = \sum_{j=0}^{p} b(j) \left( \frac{J(\theta(j) - \delta \Delta(j)) - J(\theta(j) + \delta \Delta(j))}{2\delta \Delta_{j,i}} \right)
- E \left[ \frac{J(\theta(j) - \delta \Delta(j)) - J(\theta(j) + \delta \Delta(j))}{2\delta \Delta_{j,i}} \mid \mathcal{F}'_j \right],
\]

where, for \( j \geq 1 \), \( \mathcal{F}'_j \triangleq \sigma(\theta(0), \theta(1), \ldots, \theta(j), \Delta(0), \Delta(1), \ldots, \Delta(j - 1)) \) represents the filtration and the expectation \( E[\cdot] \) is w.r.t. the common expectation of \( \Delta_{j,i} \). Note that \( \Delta(j) \) is independent of \( \mathcal{F}'_j \). It can now be easily shown (see [6]) that sequences \( \{N_i(p)\} \), \( i = 1, \ldots, N \), converge a.s., as \( p \to \infty \). Hence, one could replace algorithm (4.9) by the following equivalent algorithm: For \( i = 1, \ldots, N \),

\[
\theta_i(m + 1) = \pi_i \left( \theta_i(m) + b(m) E \left[ \frac{J(\theta(m) - \delta \Delta(m)) - J(\theta(m) + \delta \Delta(m))}{2\delta \Delta_{m,i}} \mid \mathcal{F}'_j \right] \right). \tag{4.10}
\]

Finally, it can be shown that as \( \delta \to 0 \),

\[
E \left[ \frac{J(\theta(j) - \delta \Delta(j)) - J(\theta(j) + \delta \Delta(j))}{2\delta \Delta_{j,i}} \mid \mathcal{F}'_j \right] - \nabla J(\theta(j)) \to 0.
\]
Thus (4.10) can be shown to asymptotically exhibit analogous behaviour as the following algorithm: For \( i = 1, \ldots, N \),

\[
\theta_i(m + 1) = \pi_i \left( \theta_i(m) + b(m) \left( -\nabla, J(\theta(m)) \right) \right).
\]

The last finally can be shown to asymptotically track the stable points of the o.d.e. (4.7). \( \Box \)

**Remark** Note that \( K \) is the set of all critical points of (4.7), and not just the set of local minima. However, points in \( K \) that are not local minima will be unstable equilibria and since our algorithm is of the gradient descent type, it will converge a.s. to the \( \eta \)-neighborhood of \( K_0 \) (\( \Delta \) the set of local minima of \( J(\cdot) \) \( \subset K \).

## 5 Convergence Analysis of SPSA-2

Consider now the stochastic approximation scheme SPSA-2. We assume (A1), (A2') and (A3) in this section. Recall that \( \{ (X^- (l), Y^- (l)) \} \) and \( \{ (X^+ (l), Y^+ (l)) \} \) are the two parallel simulations respectively governed by \( \{ \tilde{\theta}(l) - \delta \tilde{\Delta}(l) \} \) and \( \{ \tilde{\theta}(l) + \delta \tilde{\Delta}(l) \} \), where \( \tilde{\theta}(l) = \theta \left( \left[ \frac{l}{L} \right] \right) \) and \( \tilde{\Delta}(l) = \Delta \left( \left[ \frac{l}{L} \right] \right) \), and where \( \left[ \frac{l}{L} \right] \) represents integral part of \( \frac{l}{L} \). In other words, if \( l \) has the form \( l = nL + m \), where \( m \in \{0, 1, \ldots, L - 1\} \) and \( n \) is an integer, then \( \left[ \frac{l}{L} \right] = n \). Note that by definition, \( \{ \tilde{\theta}(l) \} \) (resp. \( \{ \tilde{\Delta}(l) \} \)) takes values in the compact set \( C \) (resp. \( E \)). Define \( \mathcal{P}(\mathcal{R}^q \times \mathcal{R}^d \times C \times E) \)-valued processes \( \{ \mu_n^- \} \) and \( \{ \mu_n^+ \} \) by

\[
\mu_n^-(A_1 \times A_2 \times B \times D) = \frac{1}{n} \sum_{m=0}^{n-1} I\{X^-(m) \in A_1, Y^-(m) \in A_2, \tilde{\theta}(m) \in B, \tilde{\Delta}(m) \in D\}
\]

and

\[
\mu_n^+(A_1 \times A_2 \times B \times D) = \frac{1}{n} \sum_{m=0}^{n-1} I\{X^+(m) \in A_1, Y^+(m) \in A_2, \tilde{\theta}(m) \in B, \tilde{\Delta}(m) \in D\},
\]

for Borel sets \( A_1 \subset \mathcal{R}^q, A_2 \subset \mathcal{R}^d, B \subset C \) and \( D \subset E \). Let \( \hat{\mathcal{R}}^{q+d} = \mathcal{R}^{q+d} \cup \{ \infty \} \) denote the one point compactification of \( \mathcal{R}^{q+d} \). The following theorem establishes tightness of sequences \( \{ \mu_n^- \} \) and \( \{ \mu_n^+ \} \) in \( \mathcal{P}(\mathcal{R}^q \times \mathcal{R}^d \times C \times E) \). The proof follows in a somewhat similar manner as the proof of Theorem 4.1. Here one first shows under the martingale stability theorem of [25], pp.53 and Assumption (A2') that \( \{ \mu_n^- \} \) and \( \{ \mu_n^+ \} \) are tight in \( \mathcal{P}(\hat{\mathcal{R}}^{q+d} \times C \times E) \) which is a compact Polish space. Finally, using the Liapunov function \( V(\cdot, \cdot) \) in Assumption (A3) and again the martingale stability theorem of [25], pp.53, one shows that \( \{ \mu_n^- \} \) and \( \{ \mu_n^+ \} \) are in fact tight in \( \mathcal{P}(\mathcal{R}^q \times \mathcal{R}^d \times C \times E) \) itself. We do not present the proof of Theorem 5.1 here so as to avoid repetition.

**Theorem 5.1** Almost surely, \( \{ \mu_n^- \} \) and \( \{ \mu_n^+ \} \) are tight sequences in \( \mathcal{P}(\mathcal{R}^q \times \mathcal{R}^d \times C \times E) \). \( \Box \)

We now proceed with the rest of the analysis. Let for \( k \geq 1, \mathcal{F}'^k \triangleq \sigma(\theta(0), \theta(1), \ldots, \theta(k), \Delta(0), \Delta(1), \ldots, \Delta(k-1)) \). Then \( \Delta(k) \) is independent of \( \mathcal{F}'^k, \forall k \geq 1 \). Define sequences \( \{ N_i^-(p), p \geq 1 \} \), \( \{ N_i^+(p), p \geq 1 \} \); \( i = 1, \ldots, N \), as follows:

\[
N_i^-(p) = \sum_{j=0}^{p} a(j) \left( \frac{J(\theta(j) - \delta \Delta(j))}{\Delta_{j,i}} - E \left[ \frac{J(\theta(j) - \delta \Delta(j))}{\Delta_{j,i}} \mid \mathcal{F}'_j \right] \right),
\]
and
\[ N_i^+(p) = \sum_{j=0}^{p} a(j) \left( \frac{J(\theta(j) + \delta \triangle(j))}{\Delta_{j,i}} - E \left[ \frac{J(\theta(j) + \delta \triangle(j))}{\Delta_{j,i}} \mid \mathcal{F}_j' \right] \right). \]

Then, we have

**Lemma 5.1** For every \( i = 1, \ldots, N, \) \( \{N_i^-(p)\} \) and \( \{N_i^+(p)\} \) converge a.s.

**Proof** Follows in a similar manner as Lemma A.2 of [6].

Now let \( s(0) = 0, s(n) = \sum_{i=0}^{n-1} a(i), n \geq 0. \) Let \( \triangle_{t,i} = \triangle_{n,i}, \) for \( t \in [s(n), s(n+1)], n \geq 1. \) Further, let \( \triangle(t) = (\triangle_{t,1}, \ldots, \triangle_{t,N})^T. \) Recall that for any bounded, continuous, real valued function \( v(\cdot), \)
\[ \tilde{\pi}_i(v(y)) = \lim_{0<\eta\to0} \left( \frac{\pi_i(y + \eta v(y)) - \pi_i(y)}{\eta} \right). \]

Also, for \( x = (x_1, \ldots, x_N)^T \in \mathcal{R}^N, \) \( \tilde{\pi}(x) = (\tilde{\pi}_1(x), \ldots, \tilde{\pi}_N(x))^T. \) Consider the following o.d.e.: For \( i = 1, \ldots, N, \)
\[ \dot{\theta}_i(t) = \tilde{\pi}_i \left( E \left[ \frac{J(\theta(t) - \delta \triangle(t)) - J(\theta(t) + \delta \triangle(t))}{2\delta \triangle_{t,i}} \right] \right), \] (5.1)

where, the operator \( E[\cdot] \) in (5.1) represents the expectation w.r.t. the common c.d.f. of \( \{\triangle_{t,i}\}. \)

Recall that \( L \) represents the number of data aggregation epochs in between two successive parameter updates in SPSA-2. Let \( c(i) = b(i)L. \) It is easy to see that
\[ \sum_i c(i) = \infty, \sum_i c(i)^2 < \infty, \ a(i) = o(c(i)). \]

Here, we shall consider \( \{a(i)\} \) and \( \{c(i)\} \) to be the two step-size sequences (as opposed to \( \{a(i)\} \) and \( \{b(i)\} \) in SPSA-1). Let \( t(0) = 0, t(n) = \sum_{i=0}^{n-1} c(i), n \geq 1. \) Let \( z^-(\cdot), z^+(\cdot) : [0, \infty) \to \mathcal{R} \) and \( \tilde{\theta}(\cdot) : [0, \infty) \to C \) denote the continuous functions obtained by setting \( z^-(t(n)) = Z_L^-(n), \)
\( z^+(t(n)) = Z_L^+(n), \tilde{\theta}(t(n)) = \theta(n) \) respectively \( \forall n, \) with linear interpolation on \([t(n), t(n+1)], n \geq 0. \) Consider the system of o.d.e.’s
\[ \dot{\theta}(t) = 0, \]
\[ \dot{z}^- (t) = J(\theta(t) - \delta \triangle(t)) - z^-(t), \]
\[ \dot{z}^+ (t) = J(\theta(t) + \delta \triangle(t)) - z^+(t). \] (5.2)

We now have

**Theorem 5.2** For any \( T, \delta > 0, \) \( (z^-(t(n) + .), z^+(t(n) + .), \theta(t(n) + .)) \) is a bounded \( (T, \delta)- \) perturbation of (5.2) for \( n \) sufficiently large.

**Proof** Note that the algorithm SPSA-2 (cf. (3.7)) can be rewritten as follows: For \( i = 1, \ldots, N, \)
\[ \theta_i(n+1) = \pi_i \left( \theta_i(n) + a(n) \left[ \frac{Z_L^-(n) - Z_L^+(n)}{2\delta \triangle_{n,i}} \right] \right), \]
\[ Z_L^-(n+1) = Z_L^-(n) + c(n) \frac{1}{L} \sum_{m=0}^{L-1} (h(Y_m^-(n+1)) - Z_m^-(n+1)), \]
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\[ Z^+_L(n+1) = Z^+_L(n) + c(n) \frac{1}{L} \sum_{m=0}^{L-1} (h(Y^+_m(n+1)) - Z^+_m(n+1)). \]  

(5.3)

From \( \{Z^{-m}(n)\} \) and \( \{Z^+_m(n)\}, \ n \geq 0, \ m \in \{0, 1, \ldots, L - 1\} \) defined in (3.7), we obtain sequences \( \{Z^{-l}(l)\} \) and \( \{Z^+(l)\} \) as follows: First write \( l = nL + m \) for some \( n \geq 0 \) and \( m \in \{0, 1, \ldots, L - 1\}. \) Then set \( Z^{-l}(l) = Z^{-}(nL + m) \triangleq Z^{-m}(n) \). Similarly set \( Z^+(l) = Z^+(nL + m) \triangleq Z^+_m(n). \) Now from the second and third equations in (3.7), note that \( Z^{-}(l + 1) \) (resp. \( Z^+(l + 1) \)) is the convex combination of \( h(.) \) and \( Z^{-}(l) \) (resp. \( Z^+(l) \)). Thus \( \{Z^{-}(l)\} \) (resp. \( \{Z^+(l)\} \)) are uniformly bounded sequences with upper bound depending on \( h \) and \( \|Z^{-}(0)\| \) (resp. \( \|Z^+(0)\| \)). Now \( \{Z^{-m}(n)\} \) (resp. \( \{Z^+_m(n)\} \)) is just a subsequence of \( \{Z^{-}(l)\} \) (resp. \( \{Z^+(l)\} \)) and hence is uniformly bounded (irrespective of the value of \( L \)) as well. Before we proceed further, let us look at the term

\[ \frac{1}{L} \sum_{m=0}^{L-1} Z^{-m}(n+1) \]

on the RHS of the second equation in (5.3). We will show that it has the same asymptotic behaviour as \( Z^{-m}(n) \). A similar argument shall hold for the term \( \frac{1}{L} \sum_{m=0}^{L-1} Z^+_m(n+1) \) on the RHS of the third equation in (5.3). First note that the terms \( Z^{-1}(n+1), Z^{-2}(n+1), \ldots, Z^{-L_n}(n+1) \) are all governed by the same parameter update viz., \( (\theta(n + 1) - \delta(\triangle(n + 1)). \) Now recall that for \( m \in \{0, 1, \ldots, L - 1\}, \ Z^{-m}(n+1) = Z^{-}((n+1)L + m). \) For notational simplicity let \( (n+1)L = k \) in the rest of the proof. Now from the second equation in (3.7),

\[ Z^{-}(k + 1) = (1 - b(n))Z^{-}(k) + b(n)h(Y^{-}(k)) \]

Similarly,

\[ Z^{-}(k + 2) = (1 - b(n))Z^{-}(k + 1) + b(n)h(Y^{-}(k + 1)) \]

\[ = (1 - b(n))^2Z^{-}(k) + (1 - b(n))b(n)h(Y^{-}(k)) + b(n)h(Y^{-}(k + 1)) \]

Proceeding in this manner, one obtains

\[ Z^{-}(k+L-1) = (1-b(n))^{L-1}Z^{-}(k) + (1-b(n))^{L-2}b(n)h(Y^{-}(k)) + (1-b(n))^{L-3}b(n)h(Y^{-}(k+1)) + \cdots \]

\[ + (1-b(n))b(n)h(Y^{-}(k+L-3)) + b(n)h(Y^{-}(k+L-2)) \]

Now,

\[ \frac{1}{L} \sum_{m=0}^{L-1} Z^{-}(k + m) = \frac{1}{L}[(1 + (1 - b(n)) + \cdots + (1 - b(n))^{L-1})Z^{-}(k) \]

\[ + (b(n) + (1 - b(n))b(n) + \cdots + (1 - b(n))^{L-2}b(n))h(Y^{-}(k)) \]

\[ + (b(n) + (1 - b(n))b(n) + \cdots + (1 - b(n))^{L-3}b(n))h(Y^{-}(k + 1)) \]

\[ + \cdots + b(n)h(Y^{-}(k + L - 2))] \]

\[ = \frac{1}{L}[(1 - (1 - b(n))^L)}{b(n)}]Z^{-}(k) + (1 - (1 - b(n))^{L-1})h(Y^{-}(k)) + (1 - (1 - b(n))^{L-2})h(Y^{-}(k+1)) + \cdots + b(n)h(Y^{-}(k+L-2))] \]  

(5.4)

Now applying standard martingale arguments (as in Lemma 4.3 of [5]) in the second (resp. third) equation in (3.7), the algorithm (3.7) can be shown to behave asymptotically (as \( n, k \to \infty \)) in the
same manner as an analogous algorithm that has \( J(\theta(n + 1) - \delta \Delta(n + 1)) \) (resp. \( J(\theta(n + 1) + \delta \Delta(n + 1)) \)) in place of the terms \( h(Y^-(k)), h(Y^-(k + 1)), \ldots, h(Y^-(k + L - 2)) \) (resp. \( h(Y^+(k)), h(Y^+(k + 1)), \ldots, h(Y^+(k + L - 2)) \)). Thus one can in particular consider the latter algorithm in place of (3.7). Upon simplification now (with a slight abuse of notation), the RHS of (5.4) can be replaced by

\[
\begin{aligned}
&= \frac{1}{L} \left[ \frac{1 - (1 - b(n))^L}{b(n)} Z^-(k) + L J(\theta(n + 1) - \delta \Delta(n + 1)) \right] \\
&\quad + \frac{(1 - b(n))^L - 1}{b(n)} J(\theta(n + 1) - \delta \Delta(n + 1))].
\end{aligned}
\]

Now,

\[
\| \frac{1}{L} \sum_{m=0}^{L-1} Z^-(k + m) - Z^-(k) \| \leq \| \frac{1}{L} \sum_{m=0}^{L-1} Z^-(k + m) - \frac{1 - (1 - b(n))^L}{Lb(n)} Z^-(k) \| \\
+ \| \left( \frac{1 - (1 - b(n))^L}{Lb(n)} - 1 \right) Z^-(k) \| \\
\leq L J(\theta(n + 1) - \delta \Delta(n + 1)) + \frac{(1 - b(n))^L - 1}{b(n)} J(\theta(n + 1) - \delta \Delta(n + 1)) \\
+ \| \left( \frac{1 - (1 - b(n))^L}{Lb(n)} - 1 \right) Z^-(k) \|.
\]

Consider a real valued function \( f(x) = \left( \frac{1 - (1 - x)^L}{x} \right) \). By L'Hospital's rule, it is easy to see that

\[
\lim_{|x| \to 0} f(x) = L.
\]

It is thus clear that \( \lim_{b(n) \to 0} \left( \frac{1 - (1 - b(n))^L}{b(n)} \right) = L \). Hence,

\[
\| \frac{1}{L} \sum_{m=0}^{L-1} Z^-(k + m) - Z^-(k) \| \to 0, \quad \text{as} \quad k \to \infty.
\]

Finally, the first equation in (5.3) can be rewritten as

\[
\theta_i(n + 1) = \pi_i \left( \theta_i(n) + c(n) \frac{a(n)}{c(n)} \left( Z_{L}^-(n) - Z_{L}^+(n) \right) \right) \quad (5.5)
\]

Moreover, since \( a(n) = o(c(n)) \), applying standard arguments \cite{10} to (5.5) and the second and third equations in (5.3), one obtains the claim. \( \square \)

Define \( \hat{\zeta}^-(\cdot), \hat{\zeta}^+(\cdot) : [0, \infty) \to \mathcal{R} \) and \( \hat{\theta}^\cdot : [0, \infty) \to \mathcal{C} \) by \( \hat{\zeta}^-(s(n)) = Z_{L}^-(n), \hat{\zeta}^+(s(n)) = Z_{L}^+(n), \hat{\theta}(s(n)) = \theta(n) \) respectively \( \forall n \), with linear interpolation on intervals \([s(n), s(n + 1)]\), \( n \geq 0 \).

Lemma 5.2 For any \( T, \delta > 0 \), \( \hat{\theta}(s(n) + \cdot) \) is a bounded \((T, \delta)\)-perturbation of (5.1) for sufficiently large \( n \).

Proof Rewrite the first equation in (3.7) as follows: For \( i = 1, \ldots, N \),

\[
\theta_i(m + 1) = \pi_i(\theta_i(m)) + a(m) E \left[ \frac{J(\theta(m) - \delta \Delta(m)) - J(\theta(m) + \delta \Delta(m))}{2 \delta \Delta_i(m, i)} \big| \mathcal{F}_m \right] \\
+ \eta_1(m) + \eta_2(m), \quad (5.6)
\]
where,
\[ \eta_1(m) = a(m) \left( \frac{J(\theta(m) - \delta\Delta(m)) - J(\theta(m) + \delta\Delta(m))}{2\delta\Delta_{m,i}} \right) \]
\[-E \left( \frac{J(\theta(m) - \delta\Delta(m)) - J(\theta(m) + \delta\Delta(m))}{2\delta\Delta_{m,i}} \bigg| \mathcal{F}_m \right),\]
and
\[ \eta_2(m) = a(m) \left( \frac{Z_i^{-}(m) - Z_i^{+}(m)}{2\delta\Delta_{m,i}} - \frac{J(\theta(m) - \delta\Delta(m)) - J(\theta(m) + \delta\Delta(m))}{2\delta\Delta_{m,i}} \right). \]

Now, \( \eta_1(m) \) becomes asymptotically negligible by Lemma 5.1 and \( \eta_2(m) \) vanishes asymptotically as a consequence of Lemma 4.1 applied to Theorem 5.2. The algorithm (3.7) can then be viewed as a discretization of the o.d.e. (5.1) except that as mentioned earlier, it has in addition asymptotically diminishing error terms \( \eta_1(m) \) and \( \eta_2(m) \). Now a standard argument as in pp.191-194 of [20], proves the claim.

Lemma 5.3 For any \( \theta(m) \in C \), for all \( i = 1, \ldots, N \),
\[ \lim_{\delta \downarrow 0} \left| E \left[ \frac{J(\theta(m) - \delta\Delta(m)) - J(\theta(m) + \delta\Delta(m))}{2\delta\Delta_{m,i}} \bigg| \mathcal{F}_m \right] - \nabla_i J(\theta(m)) \right| = 0. \]

Proof Follows in a similar manner as Lemma A.5 of [6].

Recall that the set \( K \triangleq \{ \theta \in C \mid \hat{\pi}(\nabla J(\theta)) = 0 \} \) is the asymptotically stable attractor set for the o.d.e. (4.7) with \( J(\cdot) \) itself serving as the strict Liapunov function. Further, \( K^\eta \triangleq \{ \theta \in C \mid \| \theta - \theta_0 \| < \eta, \theta_0 \in K \} \) represents the set of points in \( C \) that are within an \( \eta \)-distance from the set \( K \). We now have

Lemma 5.4 Given \( \eta > 0 \), there exists \( \delta_0 > 0 \) such that for all \( \delta \in (0, \delta_0] \), \( K^\eta \) is an asymptotically stable attractor set for the o.d.e. (5.1).

Proof As already mentioned, \( J(\cdot) \) itself serves as a strict Liapunov function for (4.7) outside the set \( K \). Now by Lemmas 5.2 and 5.3, for sufficiently small \( \delta \), \( J(\cdot) \) will also serve as a strict Liapunov function for (5.1) outside the set \( K^\eta \). □

Finally, we come to the main result of this section.

Theorem 5.3 Given \( \eta > 0 \), there exists \( \delta_0 > 0 \) such that for all \( \delta \in (0, \delta_0] \), \( \theta(n) \to K^\eta \) a.s.

Proof Follows from Lemmas 4.1, 5.2 and 5.4. □

This completes the convergence analysis of both the algorithms SPSA-1 and SPSA-2.

6 Numerical Results

In this section, we demonstrate our algorithms SPSA-1 and SPSA-2 by means of a simple queueing system and numerically compare their performance with the algorithms in [4] and [5], \((N + 1)\)-Simulation FDSA-1, Two-Simulation FDSA-1 and \((N + 1)\)-Simulation FDSA-2. We consider the two-node queueing network shown in Figure 1 below.

There are two external arrival streams (one each) to the two nodes. Arrivals to the nodes from these streams follow independent Poisson processes with rates \( \lambda_1 \) and \( \lambda_2 \). The service times are
exponentially distributed with rates $\mu_1(\theta_1)$ and $\mu_2(\theta_2)$, respectively, where $\theta_1$ and $\theta_2$ are parameter vectors at the two nodes. The exact dependence of $\mu_1$ and $\mu_2$ on $\theta_1$ and $\theta_2$, respectively, is given below. A customer after service at Node 1 joins the queue at Node 2. After service at Node 2, a customer either departs with probability $p$ or is fed back to Node 1 with the remainder probability of $1 - p$. Let $W_j^i(\theta_i)$, $i = 1, 2$, $j = 1, 2, \ldots$, represent the waiting time of the $j$th customer at the $i$th node when the parameter value for the $i$th node is $\theta_i$. Our aim is to find the optimum (joint) parameter vector $(\theta_1, \theta_2)$ within the constraint set $C$ which minimizes the sum of the stationary mean waiting times in the two queues. The constraint set $C$ is defined as follows: Given $M > 0$, each component $\theta_j^i$, $i = 1, 2$, $j = 1, \ldots, M$, takes values in the interval $[\theta_j^i, \min, \theta_j^i, \max]$, and so the set $C$ is defined as:

$$C = [\theta_1^1, \min, \theta_1^1, \max] \times \cdots \times [\theta_1^M, \min, \theta_1^M, \max] \times [\theta_2^1, \min, \theta_2^1, \max] \times \cdots \times [\theta_2^M, \min, \theta_2^M, \max].$$

We assume that both $\theta_1$ and $\theta_2$ are vectors of the same dimension $M$. Note that $M = N/2$. Thus, $\theta_i \triangleq (\theta_1^i, \ldots, \theta_M^i)^T$, $i = 1, 2$, and the whole parameter vector is represented as $\theta \triangleq (\theta_1^1, \ldots, \theta_M^1, \theta_1^2, \ldots, \theta_M^2)^T$. Let $\bar{\theta} \triangleq (\bar{\theta}_1^1, \ldots, \bar{\theta}_1^M, \bar{\theta}_2^1, \ldots, \bar{\theta}_2^M)^T$ represent the target parameter (we will explain this in a moment). The dependence of the service times on the parameters has the following form:

$$\mu_i(\theta_i) = \frac{\bar{\mu}_i}{\left(1 + \prod_{j=1}^M |\theta_j^i - \bar{\theta}_j^i| \right)}, \quad i = 1, 2,$$

where $\bar{\mu}_i$, $i = 1, 2$, is assumed to be constant. Note that the cost, which is the sum of the stationary mean waiting times in the two queues, will be minimized if the service rates are maximized. The latter clearly occurs at $\theta = \bar{\theta}$. Thus we know that the optimum for our problem lies at $\bar{\theta}$. Let $\theta_j^i(0)$, $i = 1, 2$, $j = 1, \ldots, M$, represent the initial (starting) values of the parameter components.

For the simulation experiments, we select the following step-size sequences $\{a(n)\}$ and $\{b(n)\}$ for all the five schemes: $a(0) = b(0) = 1$, $a(n) = 1/n$, $b(n) = 1/n^{2/3}$, $n \geq 1$. Moreover, for SPSA-2, we choose $L = 100$ in the experiments. Thus data is aggregated in SPSA-2 over 100 instants in between two successive parameter updates. For both SPSA-1 and SPSA-2, we choose random variables $\Delta_{n,i}$, $i = 1, \ldots, N$, $n \geq 0$, to be i.i.d., Bernoulli distributed viz., $\Delta_{n,i} = \pm 1$ w.p. $1/2$, $i = 1, \ldots, N$, $n \geq 0$. We now present the simulation results. We consider the following set up for
all the three algorithms.
\( \lambda_1 = 0.2, \)
\( \lambda_2 = 0.1, \)
\( \bar{\mu}_1 = 87, \)
\( \bar{\mu}_2 = 92, \)
\( p = 0.4, \)
\( \theta^i_{i,\min} = 0.1, i = 1, 2, j = 1, \ldots, M, \)
\( \theta^i_{i,\max} = 0.6, i = 1, 2, j = 1, \ldots, M, \)
\( \theta_i = 0.3, i = 1, 2, j = 1, \ldots, M, \)
\( \theta^i_1(0) = 0.2, j = 1, \ldots, M, \)
\( \theta^i_2(0) = 0.4, j = 1, \ldots, M. \)

We consider two values of \( M \) for our experiments: \( M = 5 \) and \( M = 20 \). Thus the parameter vectors we consider in the simulations using the two schemes have dimensions 10 and 40 respectively. We consider a total of \( 3 \times 10^5 \) data aggregation epochs for all the five schemes. The corresponding total number of parameter updates for each algorithm (for \( M = 5 \) and 20 respectively) is shown in Table 1 below.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>No. of Parameter Updates for ( M = 5 )</th>
<th>No. of Parameter Updates for ( M = 20 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>((N + 1))-FDSA-2</td>
<td>(3 \times 10^5)</td>
<td>(3 \times 10^5)</td>
</tr>
<tr>
<td>SPSA-2</td>
<td>(3 \times 10^3)</td>
<td>(3 \times 10^5)</td>
</tr>
<tr>
<td>SPSA-1</td>
<td>92</td>
<td>92</td>
</tr>
<tr>
<td>((N + 1))-FDSA-1</td>
<td>92</td>
<td>92</td>
</tr>
<tr>
<td>Two-FDSA-1</td>
<td>(\frac{2}{10})</td>
<td>(\frac{12}{40})</td>
</tr>
</tbody>
</table>

Note that whereas there are \( 3 \times 10^5 \) parameter updates in \((N + 1)\)-Simulation FDSA-2, the corresponding number in SPSA-2 is \( 3 \times 10^3 \) (since \( L = 100 \)). Moreover, the corresponding number in SPSA-1 and \((N + 1)\)-Simulation FDSA-1 is only 92. This is so because for the step-size sequences considered in the experiments viz., \( a(0) = b(0) = 1, a(n) = 1/n, b(n) = 1/n^{2/3}, n \geq 1 \), the values \( n_{92} \) and \( n_{93} \) in \( \{n_m, m \geq 1\} \) (defined after (3.2)) are as follows: \( n_{92} \approx 2.94 \times 10^5 \) and \( n_{93} \approx 3.09 \times 10^5 \) respectively. Finally, in Two-Simulation FDSA-1, the number of parameter updates for \( M = 5 \) (mentioned in Table 1) is \( \frac{2}{10} \). It is written in this manner to indicate that in addition to the 9 times that the whole parameter is updated in \( 3 \times 10^5 \) data aggregation epochs, the first two components of the parameter vector are also updated for a 10th time. Similarly, for \( M = 20 \), the number of parameter updates in Two-Simulation FDSA-1 is \( \frac{12}{40} \).

In what follows, we shall compare the performance of our SPSA algorithms (SPSA-1 and SPSA-2) with the algorithms of [4] and [5] (viz., \((N + 1)\)-Simulation FDSA-1, Two-Simulation FDSA-1 and \((N + 1)\)-Simulation FDSA-2), in terms of speed of convergence. We choose the Euclidean distance between the current parameter update and the target parameter value as the performance metric and plot that w.r.t. the number of data aggregation epochs for all the five schemes. The
Euclidean distance $d(\theta, \bar{\theta})$ is defined by

$$d(\theta, \bar{\theta}) = \left( (\theta_1^1 - \bar{\theta}_1^1)^2 + \cdots + (\theta_1^M - \bar{\theta}_1^M)^2 + (\theta_2^1 - \bar{\theta}_2^1)^2 + \cdots + (\theta_2^M - \bar{\theta}_2^M)^2 \right)^{1/2}.$$  

We performed five independent replications of each experiment using different seeds. In Figures 2 and 3, the mean trajectories from these experiments are plotted for all five schemes, for both the 10-dimensional and the 40-dimensional parameter cases respectively. The standard error from these replications for the five schemes for both cases was computed at the end of these simulations, and is indicated in Table 2.

As expected, algorithms SPSA-1 and SPSA-2 show significantly better performance than the rest of the algorithms. Also, as expected, Two-Simulation FDSA-1 shows the worst performance amongst the five algorithms. It is interesting to observe that for the 10-dimensional parameter case, SPSA-1 shows the best performance amongst the five algorithms. Also, for this case, the performance of $(N + 1)$-Simulation FDSA-2 is nearly as bad as that of Two-Simulation FDSA-1. However, for the 40-dimensional parameter case, it is SPSA-2 (and not SPSA-1) that shows the best performance. Moreover, the performance of $(N + 1)$-Simulation FDSA-2 for this case is close to that of $(N + 1)$-Simulation FDSA-1, and is considerably better than that of Two Simulation FDSA-1.

The above seems to indicate that for parameter dimensions that are not very high, SPSA-1 (resp. variants of SPSA-1 in [4]) performs better than SPSA-2 (resp. $(N + 1)$-Simulation analogue of SPSA-2 in [5]). However, for cases where the parameter dimension is high, the opposite is true. The reason for this could be that SPSA-1 and its variants require that the parameter be held fixed over intervals of increasing size. Also, higher dimensional parameters would typically require several updates before convergence is achieved.

We observed that when $L = 1$ (i.e., no data aggregation in between successive parameter updates), SPSA-2 does not exhibit good performance. As already mentioned in Section 3, this is probably because of the fact that since SPSA-2 uses only two parallel simulations, the system is unable to adapt to the new parameter update before it changes again. Data aggregation over $L$ epochs (for $L > 1$) on the other hand leads to additional averaging and hence improved performance. The choice of $L$ is completely arbitrary though. We observed, however, that the performance somewhat degrades when $L$ is either too low or too high.

We observed that using SPSA-1, for $M = 5$ (i.e., number of dimensions of the parameter = 10), the Euclidean distance between the current update and the optimum parameter became less than 0.10 (on an average of five replications) from its 28th parameter update onwards (after only 3183 data aggregation epochs). Using SPSA-2, the same is achieved from its 296th parameter update (after $2.96 \times 10^4$ data aggregation epochs). However, using SPSA-1 (after running the algorithm long enough), it was observed that for $M = 20$ (i.e., number of dimensions of the parameter = 40), the same distance became less than 0.10 after its 102nd parameter update (after nearly $4.75 \times 10^5$ data aggregation epochs). The same is achieved in SPSA-2 from its 829th update onwards (or after only $8.29 \times 10^4$ data aggregation points).

It should be noted that for the same number of data aggregation epochs, SPSA-1, SPSA-2 and Two-Simulation FDSA-1 require the least number of simulations. In particular, for $3 \times 10^5$ data aggregation epochs, the algorithms SPSA-1, SPSA-2 and Two-Simulation FDSA-1, each require
2 \times 3 \times 10^5 \text{ simulations for both the 10-parameter and the 40-parameter vectors, whereas, } (N + 1)\text{-Simulation FDSA-1 and } (N + 1)\text{-Simulation FDSA-2 require } 11 \times 3 \times 10^5 \text{ simulations (each) for the 10-parameter and } 41 \times 3 \times 10^5 \text{ simulations for the 40-parameter cases, respectively.}

![Figure 2: 10-Parameter Vector](image)

### Table 2: Distance after $3 \times 10^5$ Data Aggregation Epochs

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Mean ± Standard Error (10-Parameter Vector)</th>
<th>Mean ± Standard Error (40-Parameter Vector)</th>
</tr>
</thead>
<tbody>
<tr>
<td>SPSA-1</td>
<td>0.011 ± 0.001</td>
<td>0.121 ± 0.03</td>
</tr>
<tr>
<td>SPSA-2</td>
<td>0.051 ± 0.02</td>
<td>0.063 ± 0.02</td>
</tr>
<tr>
<td>$(N + 1)$-FDSA-1</td>
<td>0.227 ± 0.03</td>
<td>0.492 ± 0.06</td>
</tr>
<tr>
<td>$(N + 1)$-FDSA-2</td>
<td>0.315 ± 0.003</td>
<td>0.507 ± 0.05</td>
</tr>
<tr>
<td>Two-FDSA-1</td>
<td>0.317 ± 0.04</td>
<td>0.782 ± 0.05</td>
</tr>
</tbody>
</table>

On a Sun Ultra10 Unix workstation, for $M = 5$, it took about 2 minutes using SPSA-1 for the Euclidean distance from optimum to become less than 0.05. SPSA-2 required about 3-4 minutes for the same. On the other hand, for $M = 20$, SPSA-1 took about 15 minutes, while SPSA-2 required only about 5 minutes for the same to happen. $(N + 1)$-Simulation FDSA-1 and $(N + 1)$-Simulation FDSA-2 (along with Two-Simulation FDSA-1) took orders of magnitude more time than SPSA-1 and SPSA-2. For $M = 20$, after almost $6.5 \times 10^7$ data aggregation epochs and running for nearly 21 hours, the separation from optimum of $(N + 1)$-Simulation FDSA-1 was about 0.44, while that of $(N + 1)$-Simulation FDSA-2 was about 0.42. As expected, Two-Simulation FDSA-1 showed the worst performance. For $M = 20$, after $\frac{20}{40}$ parameter updates (or nearly $5 \times 10^8$ data aggregation epochs) and running for almost 18 hours, the Euclidean distance from optimum using Two-Simulation FDSA-1 was still about 0.70. Thus, our simulation experiments confirm that both algorithms SPSA-1 and SPSA-2 presented here, perform orders of magnitude faster than the
algorithms \((N + 1)\)-Simulation FDSA-1, Two-Simulation FDSA-1 and \((N + 1)\)-Simulation FDSA-2 of [4] and [5].

7 Conclusions

We developed two simultaneous perturbation stochastic approximation (SPSA) algorithms (SPSA-1 and SPSA-2) for simulation optimization of hidden Markov models. Both of these algorithms use only two parallel simulations (each) and are generalized variants of the two-timescale stochastic approximation algorithms of [4] and [5] \(((N + 1)\)-Simulation FDSA-1, Two-Simulation FDSA-1 and \((N + 1)\)-Simulation FDSA-2) respectively. Whereas SPSA-1 updates the parameter over time instants of increasing separation as in [4], SPSA-2 updates once after every fixed number of instants. The latter is a generalization of the algorithm in [5] that updates the parameter at every instant; and shows improved performance. The convergence analysis for both the algorithms was presented. We conducted numerical experiments with parameters of different dimensions on a two node queueing network model with feedback using both the SPSA algorithms, the Two-Simulation algorithm of [4] and its \((N + 1)\)-Simulation analogue and the \((N + 1)\)-Simulation algorithm of [5]. We found that the SPSA algorithms converge orders of magnitude faster than the rest.
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