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Abstract

Although AI planning techniques can potentially be useful in several manufacturing domains, this potential remains largely unrealized. Many of the issues important to manufacturing engineers have not seemed interesting to AI researchers—but in order to adapt AI planning techniques to manufacturing, it is important to address these issues in a realistic and robust manner. Furthermore, by investigating these issues, AI researchers may be able to discover principles that are relevant for AI planning in general.

As an example, in this paper we describe the techniques for manufacturing-operation planning used in IMACS (Interactive Manufacturability Analysis and Critiquing System). We compare and contrast them with the techniques used in classical AI planning systems, and point out that some of the techniques used in IMACS may also be useful in other kinds of planning problems.

1 Introduction

AI planning techniques can potentially be useful in several manufacturing domains. However, with the exception of manufacturing scheduling, previous applications of AI planning technology to manufacturing (cf. [7]) generally have had little impact on manufacturing practices [17, 29, 34], and manufacturing engineers have tended to view AI approaches as impractical for real manufacturing problems.

One reason for this difficulty is the differences in how AI planning researchers and manufacturing planning researchers view the world. For example, the first author’s work on manufacturing planning (e.g., [27, 21, 22, 28, 15, 16, 14, 13, 12, 3, 31]) has significantly influenced his research on AI planning (e.g., [9, 41, 10, 6, 5, 20, 4]), and vice versa. However, this influence is not particularly evident in the publications themselves, because they were written to address two different audiences, who have different ideas of what the important problems are and how they should be solved:

- AI planning researchers usually want to solve general conceptual problems, and are less interested in problem-dependent details. Thus, the AI approach to manufacturing planning has typically been to create an abstract problem representation that omits unimportant details, and then look for ways to solve the abstract problem. However, from the viewpoint of the manufacturing engineer, these “unimportant details” can often be essential parts of the problem. This leads manufacturing engineers to view AI planning techniques as impractical for solving the problems they really want to solve.

- In manufacturing planning research, the goal is to solve a particular manufacturing problem. Manufacturing engineers present their research results within the context of this problem—and whether or how the approach might generalize to other planning domains is usually not discussed, because it is not their primary concern. From the standpoint of AI researchers, this makes it difficult to see what the underlying conceptual problems are, or whether the approach embodies a general idea that can be applied to other problems. Thus, AI planning
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researchers have tended to view manufacturing planning as a problem domain in which there are no general principles and approaches—just ad-hoc, domain-specific programs.

Some of the issues that arise manufacturing planning are similar to issues that have been investigated by AI planning researchers, and others are distinctly different. For the former, it may be possible to adapt existing AI planning techniques—and for the latter, it may be possible to develop new planning techniques that are useful for AI planning in general. However, one of the difficulties is that AI researchers are not aware what the interesting generalizations are, and which techniques from AI might best be applied to realistic manufacturing problems. In order to develop AI planning techniques that have a greater impact on manufacturing tasks such as process planning, AI planning researchers will need a better understanding of manufacturing concerns, and how they compare with issues of interest in AI planning.

In this paper we attempt to provide a step in this direction, by describing the planning techniques used in IMACS (Interactive Manufacturability Analysis and Critiquing System), a computer system for helping designers produce designs that are easier to manufacture. IMACS analyzes the manufacturability of proposed designs for parts to be machined in a three-axis vertical machining center, by generating and evaluating operation plans for the proposed design as shown in Figure 1. This paper compares and contrasts IMACS’s planning techniques to some of the techniques used in AI planning, and describes some planning techniques used in IMACS that may also be useful in other planning domains.

2 Operation Planning in IMACS

This section describes the techniques IMACS uses to generate and evaluate operation plans. Each subsection discusses one of the steps in Figure 1.

2.1 Step 1: Finding Machining Features

A part, $P$, is the final component created by executing a set of machining operations on a piece of stock, $S$. For example, Figure 2 shows a design for a stock which we will call $P_0$, and Figure 3 shows the stock $S_0$ from which $P_0$ is to be produced. The annotations in Figure 2 are tolerance specifications that tell how much variation from the nominal geometry is allowable in any physical realization of $P$. As input, IMACS takes solid models of $P$ and $S$, along with tolerance specifications for $P$.

An operation plan is a sequence of machining operations capable of to creating $P$ from $S$. A workpiece is the intermediate object produced by starting with $S$ and performing zero or more machining operations. A machining feature is a portion of the workpiece affected by a machining operation. The machining operations IMACS currently considers are end milling, side milling, face milling and drilling.

A primary feature is a machining feature whose intersection with the stock $S$ is as large as possible, and whose intersection with the space outside the stock $S$ is as small as possible. Figure 4 shows examples of primary and non-primary features; for a detailed definition the reader is referred to [13]. As
Figure 2: Design for the socket $P_0$.

![Design for the socket $P_0$.](image)

Figure 3: The stock $S_0$ from which $P_0$ is to be created.

![The stock $S_0$ from which $P_0$ is to be created.](image)
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Figure 4: Example of non-primary and primary drilling features for a part $P$ and stock $S$.

![Example of non-primary and primary drilling features](image)

Figure 5: The set $\mathcal{F}$ of all primary features for the socket $P_0$. $s_1, \ldots, s_{10}$ are end-milling features; $h_1, \ldots, h_{12}$ are drilling features.

![The set $\mathcal{F}$ of all primary features](image)
described in [11, 32], the reason why we are interested in primary features is that in every operation plan we will have any interest in considering, each machining operation will create either a primary feature or a truncation of a primary feature. Thus, primary features can be used to derive every machining operation that IMACS will ever want to consider.

\( \mathcal{F} \) is the set of all primary features for \( P \) and \( S \). IMACS generates \( \mathcal{F} \) automatically from the solid models of \( P \) and \( S \), using an algorithm described in [31, 12]. For example, there are 22 primary features for the socket \( P_0 \), as shown in Figure 5. Since the features in \( \mathcal{F} \) can overlap, not all of them will always be needed in order create \( P \) from \( S \). For example, in Figure 5, we would not need to machine both \( s3 \) and \( s4 \) in order to create \( P_0 \).

### 2.3 Step 3: Generating Operation Plans

Each FBM can lead to several operation plans, of which some are better than others. Thus, to generate operation plans from a given FBM, IMACS again does a depth-first branch-and-bound search. The search procedure incorporates the following steps:

- **Find precedence constraints.** Due to various types of interactions (accessibility, setup, etc.) among the features in an FBM \( F \), the features of \( F \) cannot be machined in any arbitrary order. Instead, these interactions introduce precedence constraints requiring that some features of \( F \) be machined before or after other features. For example, in Figure 6, the hole \( h1 \) must be machined before the slot \( s9 \) in order to achieve reasonable machining tolerances and avoid tool breakage.

- **Generate total orderings.** If the precedence constraints contradict each other (i.e., if there is no total ordering consistent with them), then we consider \( F \) to be unmachinable. Otherwise, IMACS generates the total orderings on \( F \) consistent with the precedence constraints.

- **Truncate features.** Each total ordering will require a different set of modifications to the features in \( F \), so that the machining operations will not spend a lot of time trying to remove metal that was already removed in previous machining operations. As an example, several of the features shown in Figure 6(a) were produced by truncating the corresponding features in FBM1.

- **Identify Unpromising FBM.** Once the features have been truncated, IMACS will discard an FBM if it contains features whose dimensions and tolerances appear unreasonable. Examples would include a hole-drilling operation having too large a length-to-diameter ratio; a recess-boring operation having too large a ratio of outer diameter to inner diameter; two concentric hole-drilling operations with tight concentricity tolerance and opposite approach directions.

- **Analyze Fixturability.** IMACS does not yet do fixturability analysis in any detailed manner—but in order to discard unpromising FBM, it does some elementary fixturability-based pruning, based on the assumption that
Figure 6: An operation plan derived from FBM1. This plan is the least costly one for making the socket $P_0$.

Table 1: Estimated production time for the operation plan of Figure 6.

<table>
<thead>
<tr>
<th>Operation</th>
<th>Time (min)</th>
<th>Operation</th>
<th>Time (min)</th>
</tr>
</thead>
<tbody>
<tr>
<td>drill h1</td>
<td>2.3</td>
<td>mill s2</td>
<td>5.0</td>
</tr>
<tr>
<td>drill h3</td>
<td>0.3</td>
<td>mill s4</td>
<td>5.0</td>
</tr>
<tr>
<td>drill h5</td>
<td>0.3</td>
<td>mill s6</td>
<td>5.0</td>
</tr>
<tr>
<td>drill h7</td>
<td>0.6</td>
<td>mill s8</td>
<td>5.0</td>
</tr>
<tr>
<td>drill h9</td>
<td>0.6</td>
<td>mill s9</td>
<td>4.0</td>
</tr>
<tr>
<td>drill h11</td>
<td>0.3</td>
<td>mill s10</td>
<td>4.2</td>
</tr>
<tr>
<td>drill h12</td>
<td>0.3</td>
<td>3 setups</td>
<td>6.0</td>
</tr>
</tbody>
</table>

Total Time: 39 minutes
a flat-jaw vise is the only available fixturing device. We are currently developing more sophisticated fixturing analysis techniques for IMACS; this will be described in a forthcoming paper.

- **Relax redundant constraints.** Once the truncated features have been produced, several of the resulting FBMs may have identical features but different precedence constraints. When this occurs, the precedence constraints that differ can be removed, translating the total orders into partial orders. For example, Figure 6(b) shows the partial order for the FBM of Figure 6(a).

- **Incorporate finishing operations.** For faces with tight surface finishes or tolerances, IMACS adds finishing operations, with precedence constraints so that each finishing operation comes after the corresponding roughing operation. Currently, one finishing operation per face is allowed.

- **Determine setups.** On a three-axis vertical machining center, features cannot be machined in the same setup unless they have the same approach direction. This and the partial ordering constraints can be used to determine which features can be machined in the same setup, as shown in Figure 6(b).

- **Determine process details.** To select cutting parameters for the machining operations, IMACS uses the recommendations of the Machinability Data Center's handbook [23]. The maximum recommended cutting parameters are used, rather than attempting to select optimal cutting parameters; thus IMACS's estimates involve considerable approximation.

### 2.4 Step 4: Operation Plan Evaluation

Designers give design tolerance specifications to specify how far the design can vary from its nominal geometry. To verify whether a given operation plan will satisfy the design tolerances, IMACS must estimate what tolerances the operations can achieve. Unlike typical approaches for computer-aided tolerance charting (which are computationally very intensive, and only consider limited types of tolerances [18, 26]), IMACS evaluates the manufacturability aspects of a wide variety of tolerances without getting into optimization aspects; our approach is described in [13]. For example, the operation plan shown in Figure 6 satisfies the tolerances shown in Figure 2. Thus, it is an acceptable operation plan for making $P_0$ from $S_0$.

The total time of a machining operation consists of two components: the cutting time (when the tool is actually engaged in machining), and the non-cutting time (including the tool-change time, setup time, etc.). Methods have been developed for estimating the fixed and variable costs of machining operations; our formulas for estimating these costs are based on standard handbooks related to machining economics, such as [39, 38]. As an example, Table 1 shows the estimated production time for the operation plan of Figure 6.

### 3 Comparison with AI Planning

Two of the most popular approaches to AI planning are STRIPS-style planning\(^1\) [8, 2, 1, 9, 25, 24, 42, 30, 6] and hierarchical task-network (HTN) planning [33, 35, 37, 36, 40, 19, 5, 4]. In both cases, the planner typically starts with some initial state that is represented as a collection of logical atoms. In STRIPS-style planning, the objective is to produce a state that satisfies a goal condition expressed as a collection of logical atoms, and the planner produces the plan by reasoning about the preconditions and effects of STRIPS-style planning operators. In HTN planning, the objective is expressed as a set of tasks to be performed and constraints on how they are to be performed, and the planner produces the plan using methods that specify ways to decompose tasks into operators and other tasks, and critics that point out problems in the plan decomposition.

Below, we compare and contrast the techniques used in IMACS to the techniques used in STRIPS-style planning and HTN planning.

- **The overall goal.** In manufacturing planning, the goal to be achieved is represented by a design specification such as the one in Figure 2. In AI planning systems, the goal is typically

\(^1\text{By this, we mean planning systems that use STRIPS-style operators (with no decompositions), ignoring algorithmic differences among them that are not relevant to the current work. This includes partial-order planners such as ABTWEAK [42] and UCPOP [30].}
something that must be achieved exactly—but in planning a sequence of machining operations, it is physically impossible to produce the exact nominal geometry of the design. Thus, the objective is to find any plan that can produce an approximation of the design geometry that satisfies various design tolerances, such as those shown in Figure 2.

- **Goal modification.** AI planning systems typically treat the goal as a fixed entity. However, IMACS is intended to operate as part of a “design loop” such as the one shown in Figure 7, in which the designer proposes a design, uses IMACS to evaluate its manufacturability, and modifies the design accordingly. In the current implementation of IMACS, the design modifications are proposed only by the designer, but in [3] we discuss ways to extend IMACS to automatically make suggestions to the designer about ways to modify the design that will improve its manufacturability while satisfying the designer’s objectives. From an AI perspective, this would correspond to changing the goal to make it easier to achieve.

- **Finding subgoals.** In principle, design specifications such as the one in Figure 2 could be expressed as collections of logical atoms: for example, each face, edge, and vertex in the CAD model could be represented by a different atom. However, this would not be very useful. In order to make use of the design specifications, IMACS does feature extraction in order to transform them into something quite different: a set of machining features such as those shown in Figure 5.

Since the machining features correspond one-for-one to machining operations that will create them, feature extraction can be thought of as finding subgoals to achieve. In AI planners, subgoals normally arise during plan construction, because they are specified in task decompositions or occur as preconditions of planning operators. However, the set of primary features \( \mathcal{F} \) found by IMACS corresponds to all of the subgoals it will care to consider—and IMACS finds these subgoals during the feature extraction step, before it ever tries to construct a plan.

- **Alternative sets of subgoals.** Since \( \mathcal{F} \) corresponds to the set of all possible subgoals that might occur during planning, each FBM \( F \in \mathcal{F} \) corresponds to a collection of subgoals that is sufficient to produce the final goal. In principle, it would be possible to combine the features in \( \mathcal{F} \) into a goal formula like those used in classical AI planners, but this formula would be a disjunct of conjuncts of the form \( F_1 \lor F_2 \lor \ldots \lor F_n \), where each FBM \( F_i \in \mathcal{F} \) is taken to represent the conjunctive goal of creating all features in \( F_i \). Since there can be an exponential number of FBMs, representing this goal formula explicitly would require exponential time and space in the worst case. Rather than constructing this formula explicitly, IMACS uses a branch-and-bound approach to generate the FBMs one at a time, pruning the unpromising ones before they are fully generated.

- **Resolving goal interactions.** Each feature in an FBM corresponds to a machining operation, so the entire FBM corresponds to a partially ordered plan. If the interactions among these features cannot be resolved by creating precedence constraints, then IMACS discards the plan. There would be no point in adding additional operators to the plan, because those operators would just create redundant features.

- **Subgoal modification.** During planning, IMACS sometimes truncates some of the features, so that the resulting operation plans won’t end up spending too much time machining air. Truncating the features corresponds to modifying the subgoals in such a manner that the ultimate goal will still be achieved—something that usually does not occur in traditional AI planners.

- **Finding optimal plans.** Most AI planning systems stop as soon as they have found a plan that achieves the goal—but IMACS looks for the least costly plan capable of producing the design. Thus, IMACS uses a branch-and-bound search to continue generating and evaluating plans until it is evident that none of the remaining plans will be any better than the best one seen so far. In order to do this efficiently, IMACS prunes a plan whenever various cost computations make it evident that the plan is unpromising.
4 Conclusions

In developing IMACS, we did not care whether or not we were using AI planning techniques; the goal was to find a useful solution to a real manufacturing problem. Thus, although there are some similarities between the techniques used in IMACS and those used in classical AI planning systems, there are also some significant differences. Some of these differences can be generalized in ways that may be useful in other domains as well.

One example is IMACS's use of primary features and feature-based models. Each primary feature corresponds to a subgoal to be achieved—and (except for finishing operations, which are handled separately), the set $\mathcal{F}$ of all primary features includes all subgoals that might ever be relevant for achieving the overall goal. This simplifies the task of resolving goal interactions, in the following manner. Each FBM $F \subseteq \mathcal{F}$ is a set of subgoals whose achievement is sufficient to achieve the overall goal, and if it contains a goal interaction that cannot be resolved by introducing precedence constraints, then there is no point in introducing new operators into the plan. If a promising plan exists for achieving the overall goal, then it can instead be found among the other FBMs. Thus if IMACS cannot resolve goal interactions in an FBM by introducing precedence constraints, it discards the FBM and tries another one.

In [11] we point out that this approach is useful not only in producing operation plans for machined parts, but also in other manufacturing domains. The same kind of approach should be useful in other planning problems regardless of whether or not they are manufacturing problems, provided that they are problems for which one can enumerate in advance all of the goals or tasks that one might need to achieve.

In order to develop realistic and robust approaches to manufacturing planning, it is important to address some of the details of manufacturing that AI researchers have typically ignored. The development of IMACS illustrates that it is possible to do this in a principled manner. Furthermore, some of the principles that are developed in this way may be relevant for planning in general.
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