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Abstract

Surface finish of machined parts determines the functionality of the product and also the machining requirements for making the parts. On-line monitoring of surface finish has been an active area of machining research. Conventional contact techniques used for surface finish measurement are not suitable for in-process measurement as they interfere with the machining operation. In this research, the principle of fractal geometry and image processing techniques are used to implement a practical area-based surface finish monitoring system. Fractal dimension estimated from the captured image is used to characterize the machined surface with success.

Nomenclature

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>a</td>
<td>scaling constant in W-M function</td>
</tr>
<tr>
<td>m</td>
<td>counter used in the implemented algorithm</td>
</tr>
<tr>
<td>CCD</td>
<td>charge coupled device</td>
</tr>
<tr>
<td>N</td>
<td>number of segments or boxes covering a given set</td>
</tr>
<tr>
<td>CNC</td>
<td>computer numerical control</td>
</tr>
<tr>
<td>n</td>
<td>index used in W-M function</td>
</tr>
<tr>
<td>D</td>
<td>fractal dimension</td>
</tr>
<tr>
<td>Ra</td>
<td>roughness average in μm</td>
</tr>
<tr>
<td>φn</td>
<td>arbitrary phase in W-M function</td>
</tr>
<tr>
<td>s</td>
<td>edge size of boxes</td>
</tr>
<tr>
<td>g</td>
<td>scaling constant in W-M function</td>
</tr>
<tr>
<td>W-M</td>
<td>Weierstrass Mandelbrot function</td>
</tr>
<tr>
<td>h</td>
<td>height variation along the trace</td>
</tr>
<tr>
<td>x</td>
<td>Distance in mm</td>
</tr>
<tr>
<td>k</td>
<td>number of bits required to store an integer</td>
</tr>
<tr>
<td>e</td>
<td>magnification factor</td>
</tr>
</tbody>
</table>

1. INTRODUCTION

Computer integrated manufacturing requires fast and accurate systems that provide the feedback to control the machining process and improve product quality and productivity. On-line process monitoring has been an active area of research because it is recognized as an essential part of fully automated manufacturing systems. One of the parameters to be controlled in machining is surface finish, which is a vital criterion in the performance and utility of industrial products.

Literature survey reveals that existing surface roughness monitoring techniques can be mainly divided into two groups: optical and stylus profiling methods [1]. As a
conventional method, stylus profiling is a contact measurement, which usually interferes with the machining operation and is not suitable for in-process applications [2]. Optical methods overcome many standard problems associated with stylus methods. The major limitation of the optical methods currently being used [3], such as laser profilometry, is that they scan the surface line by line and, thus, generate profiles. To completely characterize the surface texture, many measurements have to be taken repeatedly over an area. This procedure would be most effective for off-line measurements, but not for in-process measurements. In addition, laser profilometry methods require large and expensive equipment, causing difficulties in their implementation as on-line surface finish monitoring systems.

Pioneering research to use fractal geometry for characterizing machined surfaces was proposed by Majumdar, et al. in 1990 [4-6]. In their early work, profilometric measurements were taken from a machined surface, numerical values of a fractal parameter called fractal dimension were estimated and reconstruction of surface topographies was successfully completed. However, intensive computational requirements limit its use as an in-process surface finish monitoring system. Devoe and Zhang implemented a prototype system where a Charge Coupled Device (CCD) camera was used to capture surface images during machining, and statistical parameters using the mean and standard deviation of the captured image data were formulated to perform optical area-based surface quality assessment [7-8]. This approach made it possible to monitor the surface roughness as the surface was being machined. On the downside, the formulated parameters were sensitive to machining environmental conditions and required rigid calibration to obtain reliable results.

This paper presents a new technique to characterize machined surfaces. The technique applies fractal geometry to perform optical area-based surface quality assessment. A prototype system to implement in-process measurement using fractal geometry is designed. A system calibration is performed, prior to the machining operation, to establish the correspondence between the fractal dimension and the roughness average. During the machining operation, the system captures images of the part being machined using a CCD camera during the machining operation. Estimates of fractal dimension are calculated from the whole image data by a software program. Conversion from the fractal dimension to the roughness average is made instantly for the purpose of monitoring finish quality of the surface being machined. Important findings from this investigation are 1) a close correlation between the calculated area-based fractal dimension value and the measured roughness average value, and 2) the fractal parameter used in this research is less sensitive
to changes in the ambient conditions when compared with other optical parameters. These findings indicate the capabilities and potential of the proposed fractal geometry-based technique in the development of future on-line monitoring systems.

The paper will first present the theoretical background and a brief introduction to fractal geometry. It is followed by the description of the designed prototype system and system calibration. Experimental results are discussed through an analysis of their implications to illustrate the effectiveness, as well as the limitations, of the prototype system in performing in-process assessment of surface finish during the machining operation.

2. BASIC METHODOLOGY

2.1 Fractal Geometry

Fractal geometry, as an extension of classical Euclidean geometry, characterizes the average slope of a profile in the two-dimension space and reflects the space filling ability in the three-dimension space. Fractal parameters have been used to accurately represent naturally occurring shapes like the profiles of mountains, surface profiles, clouds, leaves, etc., using a simple and compact set of equations [9]. Infinite numbers of fractional dimensions are permitted in fractal geometry as opposed to the three integer dimensions allowed in Euclidean geometry. Fractals are identified by their property of appearing similar to the original image under a range of magnification scales. In broad terms, a fractal is a rough or fragmented geometric shape that can be subdivided in parts, each of which is nearly a reduced copy of the whole. Fractals can be described by a scale invariant parameter called fractal dimension denoted by D. The fractal dimension is a measure of how densely the fractal occupies the space in which it lies.

As illustrated in Fig. 1a, a line of unit length can be broken into equal segments of length, 1/ε. Each segment is similar to the original and needs a magnification of ε to be a replica of the original line. The number of such segments is N=ε1. Similarly for a square having unit sides, a small square of side, 1/ε, needs a magnification of ε to be a replica of the original unit square, as illustrated in Fig. 1b. The number of squares of side, 1/ε, inside the unit square is N=ε2. In a general sense, for an object of fractal dimension D, it can be said that

$$N = \varepsilon^D$$  \hspace{1cm} (1)

Hence the fractal dimension of an object can be obtained by
\[ D = \frac{\log N}{\log \varepsilon} \quad (2) \]

This definition of fractal dimension of an object is based on the object's self-similarity. Therefore, it is also called a similarity dimension. A classical example used to demonstrate non integer fractal dimensions is the Koch curve, as illustrated in Fig. 2. The Koch curve has a fractal dimension \( D = 1.26 \), which is a real number. The procedure for its construction is 1) a straight line is broken into three equal parts, 2) the middle part is removed and replaced with two segments of equal length such that it forms an equilateral triangle without a side, and 3) this process is carried out recursively on each straight length segment. Its fractal dimension can be calculated by the following:

\[ D = \frac{\log N}{\log 3} = \frac{\log 4}{\log 3} = \frac{\log 4 \times 4}{\log 3 \times 3} = 1.26 \quad (3) \]

2.2 Fractal Geometry as Applied to Machined Surfaces

In this section, an intuitive explanation on how fractal geometry can be used to represent the surface roughness is given. As shown in Fig. 3, a line, which represents an ideal smooth surface profile, has a fractal dimension of 1. In general, a surface profile should have a fractal dimension ranging between one and two. Consequently, a filled square is the limit in which the surface profile essentially occupies the entire space and has a fractal dimension equal to two. Thus, it can be seen that as the surface becomes rougher the fractal dimension increases.

Using fractal geometry to characterize surface roughness provides a realistic representation of the machined surface. As an example, a surface profile obtained through measurement is shown in Fig. 4a. A portion is selected from the profile and magnified by an equal factor, say 2.0, to both axes. As shown in Fig. 4b, the magnified portion does not look similar to the original profile. Instead, it looks like an elongated version of the original portion. If using different magnification scales on these axes, say 2.0 and 0.8, the magnified portion, which is shown in Fig. 4c, looks similar to the original profile. This property is known as self-affinity [10]. This property means that self-affine shapes are statistically invariant under transformations that magnify different coordinates by different scales [9]. Profiles taken from a machined surface can be treated as self-affine fractals.

The Weierstrass - Mandelbrot fractal function (W-M) was proposed by Mandelbrot to represent surface topography [11]. The relation between the variation of profile heights and the fractal dimension is defined as
\[ h(x) = \sum_{n=-\infty}^{\infty} \frac{(1 - e^{(2\pi i a^x \phi_n)}]}{a^{n(2-D)}} \]  \hspace{1cm} (4)

where \(a = \text{constant}\) \hspace{1cm} \(D = \text{Fractal Dimension}\)
\(\phi_n = \text{Arbitrary phases}\) \hspace{1cm} \(h(x) = \text{Height variation along the surface}\)

Mathematically, the W-M function is a continuous function everywhere, but nowhere differentiable. This is due to the fact that under different scales of magnification, more and more details of the roughness appear [12]. Consequently, the function is nowhere differentiable. It can be shown that the W-M function possesses the following relation [9]

\[ h(gx) = g^{(2-D)} h(x) \] \hspace{1cm} (5)

where \(g\) is the scaling factor for the x coordinate. Equation 5 indicates that the scaling factor of \(h(x)\), the height variation, is \(g^{(2-D)}\). The two different scaling factors imply that the W-M function is self-affine. Figure 5 presents a comparison between a measured surface topography and a simulated surface topography using the W-M function. They look very similar to each other and possess similar properties of continuity and self-affinity.

3. SYSTEM IMPLEMENTATION AND EVALUATION

3.1 Design of a Prototype On-Line Monitoring System

The major objective of this research is to implement an on-line monitoring system using fractal geometry for an effective estimation of the finish quality of a surface being machined. The design of such a prototype system for a Computer Numerical Controlled (CNC) milling machining center is illustrated in Fig. 6a. The implementation of the prototype system is shown in Fig. 6b. The system consists of a CCD camera, a variable intensity light source, a fiber optic cable to orient the light, an attachment to hold the CCD camera and a computer system for data acquisition and analysis. During the operation, the surface being machined is illuminated by the variable intensity light source through the fiber optic cable. The image is picked up by the camera and sent to the computer through a frame grabber at a rate of 30 frames per second. These images are then analyzed to determine the fractal dimension of the captured surface texture.
In this research, a computer program was written to calculate fractal dimension from the area-based image data. It has several unique features. First, the fractal analysis is made over an area of the machined surface. Area-based assessments provide a better characterization of the surface topography. The second feature is the application of the box counting algorithm which sorts bits of the image bytes to speed up the calculation of fractal dimension [13]. The concept of the box counting algorithm is illustrated in Figs. 7a and 6b. Boxes are virtually constructed for a given edge size denoted by s, which varies from two to $2^k$, where k is the number of bits required to store an integer (16 in our system). This parameter is the reciprocal of the parameter $\varepsilon$ defined in Eq. 1. The counting procedure identifies those boxes containing the surface texture, say N boxes. This procedure starts with the edge size equal to $2^k$, is repeated with decreasing edge size, and will be terminated when the edge size reaches its limiting value - two. The fractal dimension is determined by calculating the slope of the $\log(N)$ vs $\log(s)$ plot using linear regression analysis. It should be noted that the ratio of $\log(N)$ to $\log(s)$ may not provide useful information for the fractal dimension calculation when the box size is too small or too large. It would suffice that the fractal dimension is determined by identifying N for those median box sizes. This fact reduces the computational effort significantly and makes fast calculation of fractal dimension possible. Such a reduction in computation creates a unique opportunity for on-line monitoring systems to effectively assess the finish quality of a machined surface during the operation.

3.2 Calibration of the Prototype System

Prior to utilization of the prototype system, a calibration process was carried out to establish the correspondence between the fractal dimension determined by the prototype system and the roughness average, a parameter commonly used in practice. In this study, thirty-six aluminum specimens were prepared. They were machined out of 2" wide blocks using a four flute 3/4" diameter end mill. The depth of cut was kept at 1.27 mm. The feedrate and spindle speed varied from 25.4 to 66 mm/min and 800 to 1100 rpm, respectively. During these machining operations, numerical values of the fractal dimension were estimated and recorded on-line. After machining, surface profiles were taken from the machined surfaces using a stylus Talysurf profilometer. The roughness of each sample was determined from the average of five stylus traces over the full width of the milled path, to obtain the true surface roughness as the process used to machine the specimens was milling. Figure 8a is a plot of the calculated fractal dimension values vs the measured roughness average values. A curve fit was performed on the data plot. The best fit was
found to be a third degree polynomial with a correlation coefficient of $R^2 = 0.85$. The equation of this calibration curve was given by

$$D = 2.228 + 0.131Ra + 0.0263Ra^2 - 0.0184Ra^3$$

(6)

The obtained calibration curve clearly indicates that the fractal dimension is a measure of the surface roughness because fractal dimension increases its value as the roughness average value increases. Although deviations of data from the calibration curve are shown, a quantitative correlation between them exists, as given by Eq. 6.

### 3.3 Verification of the Prototype System

In order to verify capability of the implemented prototype system, a second set of thirty-six machining tests were carried out to repeat the machining tests performed during the calibration process. The workpiece material, the end mill cutter, and the machining conditions were kept as close to the previous ones as possible. During these machining operations, the thirty-six fractal dimension values were estimated on-line and converted to their corresponding roughness average values using the calibration curve, or based on the correlation given by Eq. 6. After machining, surface profiles were taken from the machined surfaces using a stylus Talysurf profilometer and the roughness readings of each sample were recorded during these measurements. A comparison was made between the converted, or calculated value, and the measured roughness average values, as illustrated in Fig. 8b. The plot shows a good agreement between the two sets of roughness average data. Evidently, deviations occur. The maximum error was 0.23 $\mu$m and the minimum error was 0.01 $\mu$m. The average error was 0.105 $\mu$m with a standard deviation of 0.122 $\mu$m. In general, the error level is acceptable considering the adverse conditions under which the system is operated. These deviations can be caused by a few factors. Among them are the variation of optical parameters such as ambient lighting and intensity of the light source, the variation of machining conditions such as the effect caused by the cutting mechanics on the surface texture formation during machining, variation among the roughness average measurements using a stylus surface profilometer, and the algorithm used to calculate the fractal dimension.

### 3.4 Sensitivity Analysis

The fractal dimension based prototype system is an optical system. Any practical on-line monitoring system must be stable under variation in the environmental conditions. To further verify its applicability, sensitivity analysis was performed to determine how the
calculation of the fractal dimension was affected by variation of the image of the machined surface captured by the CCD camera. Four variables that were selected for the sensitivity study are listed:

(a) ambient lighting  
(b) incident angle of the light source  
(c) horizontal orientation of the light source with respect to the machining direction  
(d) intensity of the light source

Effects of these factors on the system performance can be anticipated based on prior knowledge of the system and fractal geometry. For example, ambient light increases the brightness level of the pixels and thereby removes the surface detail. This makes the surface look rougher and thus will increase the fractal dimension. The variations in the incident angle and the horizontal orientation of the light source are expected to bring out more details or less details of the machined surface due to shadow effect, thus varying the fractal dimension. As the light source becomes more intense, the overall image becomes brighter and thus results in an increase of the mean value of all the pixels in the image. This again is expected to increase the fractal dimension.

A full factorial design methodology was employed to estimate the effect of these variables on the fractal dimension calculation [14]. Each of the four variables was set at two levels, as listed in Table 1. For example, a fixture was used to adjust the horizontal orientation and the incident angle of the light at two levels. The level light source intensity was varied by using two settings in the dial. The high level was set at the maximum position and the low level was set by reducing the light source brightness to 80% of the maximum setting. Ambient lighting was produced by nine 34W fluorescent bulbs placed between 1.5m to 3m overhead of the experimental arrangement. Sunlight was not allowed to reach the specimen. As a result, a total of sixteen tests, as a combination of the four variables at two levels, were performed off-line on a single specimen with a known surface roughness value. This procedure was repeated on four specimens with surface roughness values at 0.23, 0.36, 0.53, and 0.70 μm, respectively. Table 1 lists the 16×4 experimental data. Empirical models to represent the linear relation between the fractal dimension and the four variables are listed below.

For the specimen with Ra = 0.23 μm:

\[
D = 2.220 + 0.013 \text{[orientation of light source]} + 0.018 \text{[incident angle of light]} \\
+ 0.025 \text{[light source intensity]} + 0.070 \text{[ambient lighting]} \quad (7)
\]
For the specimen with \( Ra = 0.36 \, \mu m \):
\[
D = 2.292 + 0.028 \text{ [orientation of light source]} + 0.013 \text{ [incident angle of light]}
+ 0.026 \text{ [light source intensity]} + 0.030 \text{ [ambient lighting]} \quad (8)
\]

For the specimen with \( Ra = 0.53 \, \mu m \):
\[
D = 2.341 + 0.031 \text{ [orientation of light source]} + 0.022 \text{ [incident angle of light]}
+ 0.029 \text{ [light source intensity]} + 0.050 \text{ [ambient lighting]} \quad (9)
\]

For the specimen with \( Ra = 0.70 \, \mu m \):
\[
D = 2.418 + 0.038 \text{ [orientation of light source]} + 0.021 \text{ [incident angle of light]}
+ 0.026 \text{ [light source intensity]} + 0.030 \text{ [ambient lighting]} \quad (10)
\]

Numerical values of the first item in these empirical models, namely 2.220, 2.292, 2.341 and 2.418, are the four column averages listed in Table 1. They characterize the general trend between the fractal dimension and the roughness average. Numerical values shown in the front of these four variables are coefficients to represent the effects of higher level settings on the fractal dimension calculation. For example, 0.013 in Eq. 7 implies the calculated fractal dimension will be increased by 0.013 when a higher level of the orientation of light source is used for capturing the image. Therefore, these coefficients serve as indications of the sensitivity of the fractal dimension to these four variables.

4. DISCUSSION OF RESULTS

4.1 Main Effects of the Four Variables on Fractal Dimension

Examining the coefficients in Eqs. 7-10, factors, such as ambient lighting, incident angle of the light source, horizontal orientation of the light source with respect to the machining direction, and intensity of the light source, have different effects on the determination of fractal dimension during machining. The results from the factorial design are analyzed below, in the order of their importance.

(a) Ambient Lighting (average level = 0.045)

The four coefficients associated with the ambient lighting variable in Eqs. 7-10 are 0.070, 0.030, 0.050, and 0.030, respectively. The average is 0.045, larger than the three other averages. This means that ambient lighting condition introduces the most variation in the fractal dimension calculation. This is due to the fact that
increase in ambient light removes details of the machined surface and tends to increase the fractal dimension. Therefore it is very important that the prototype system should be calibrated under similar lighting conditions as expected during the actual machining.

(b) Source Light Intensity (average level = 0.027)

The next important variable is the intensity of the light source with the average level at 0.027. Similar to the variation in ambient light, increase in intensity of the light source may make the image more flat and thus the fractal dimension increases. But the light source intensity can be controlled during the operation rather easily. For small variations in the light source the fractal dimension is not expected to vary by a large amount.

(c) Horizontal orientation of light source (average level = 0.027)

Variation in orientation of the light source with respect to the machining direction varied the output at the average level of 0.027. This is very likely due to the anisotropic nature of the milled surface, which affects the shadow region in the captured image. The surface topography observed in the image may become clearer or more hidden according to the orientation of the light source. Note that this coefficient in Eq. 10 is 0.038 and is significantly larger than 0.013 in Eq. 7. This indicates that control of the shadow effect is very important for rough machining operations, and implies that the orientation of the CCD camera with respect to the machine tool motion should not vary during machining.

(d) Incident angle of the light source (average level = 0.018)

Under a confidence level of 95% this effect can be ignored for small variations in the incident angle. This may be due to the fact that slight variations in the incident angle do not affect the image to produce a measurable variation in the output. This fact makes the prototype system more applicable if the depth of cut is not constant and the resulted variation of the incident angle of the light source is small (less than 10° in the current study). Under these circumstances, the light source need not be adjusted accordingly during machining.

4.2 Significant Finding
Results from this study clearly indicate that fractal geometry can be effectively used for characterizing the surface texture formed during machining. A significant finding in this study is that the fractal dimension calculated using the optical area-based method is less sensitive to changes in the optical parameters in the measurement system and has its unique capability of detecting variation in the surface texture occurred during the machining operation.

An analysis of variance is performed using the data listed in Table 2. The four specimens with their known roughness average values are viewed as four treatments. The differences between the four means of fractal dimension can be contributed by the variation of machining conditions used to prepare the four specimens. If examining the variation of fractal dimension within each of the four columns, the variation is caused by the variation of the optical parameters in the measurement system. Table 3 is an analysis of variance table listing the two sources of variation. They are 0.333 for the machining condition variations (3 degrees of freedom) and 0.0873 for the optical parameter variation (60 degrees of freedom), respectively. The ratio of these two mean squares, \( \frac{0.333/3}{0.08760} = 76 \), is a strong indication that, from statistical viewpoint, real differences exist among the four specimens in terms of using the fractal dimension representation even at the presence of noise introduced by the measurement system. The noise is usually unavoidable in practice.

4.3 Limitations of the Prototype System

(a) System calibration

As indicated in the sensitivity analysis, the system calibration should be performed under machining conditions as similar to the actual machining operation as possible. Deviations in the calibration conditions from the actual machining operation can lead to failure of detecting deterioration of surface finish or false alarms during the online monitoring. At this stage of research, a new calibration curve is constructed when machining and environmental conditions change. A typical example would be a change in the workpiece material due to the variation of optical properties of the material being machined.

(b) Maximum feedrate for reliable operation

The quality of image data relies on the frame grabber speed. The current video acquisition systems usually use interlace scanning to obtain the image. When the frame grabber speed is not compatible with the moving speed of the object, double
images may be formed, and the prototype system is not capable of making corrections. Currently the maximum feedrate used by the prototype system is 254 mm/min.

5. CONCLUSIONS

In this study, a prototype system is developed to perform surface roughness measurements using an area based fractal approach. This approach makes it especially suitable for on-line process monitoring. A functional calibration curve which relates the fractal dimension to the surface roughness is constructed in this study. The close correlation between the fractal dimension and roughness average shows that the developed system provides an effective method for surface characterization during machining. A significant finding in this study is that the calculated fractal dimension is sensitive enough to detect the variation in the surface finish even with the presence of variation in ambient conditions. The challenge in implementing this system is that the calibration process has to be done under the similar conditions that exist in the machining environment. Research in this area is still in progress to search for systems more practical in the industrial environment.
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Table 1 Factorial Design with Four Variables at Two Levels

<table>
<thead>
<tr>
<th>Factors under Investigation</th>
<th>High Level (+)</th>
<th>Low Level (-)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Horizontal orientation of light (O.L.)</td>
<td>55°</td>
<td>45°</td>
</tr>
<tr>
<td>Incident angle of light (I.A.)</td>
<td>20°</td>
<td>10°</td>
</tr>
<tr>
<td>Light source intensity (L.I.)</td>
<td>100%</td>
<td>80%</td>
</tr>
<tr>
<td>Ambient lighting (A.L.)</td>
<td>off</td>
<td>on</td>
</tr>
<tr>
<td>O.L</td>
<td>I.A</td>
<td>L.I</td>
</tr>
<tr>
<td>-----</td>
<td>-----</td>
<td>-----</td>
</tr>
<tr>
<td>1</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>2</td>
<td>+</td>
<td>-</td>
</tr>
<tr>
<td>3</td>
<td>-</td>
<td>+</td>
</tr>
<tr>
<td>4</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>5</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>6</td>
<td>+</td>
<td>-</td>
</tr>
<tr>
<td>7</td>
<td>-</td>
<td>+</td>
</tr>
<tr>
<td>8</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>9</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>10</td>
<td>+</td>
<td>-</td>
</tr>
<tr>
<td>11</td>
<td>-</td>
<td>+</td>
</tr>
<tr>
<td>12</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>13</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>14</td>
<td>+</td>
<td>-</td>
</tr>
<tr>
<td>15</td>
<td>-</td>
<td>+</td>
</tr>
<tr>
<td>16</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>Mean</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Std. Dev</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Measured Ra (µm)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Table 3 Results from the F-Test

<table>
<thead>
<tr>
<th>Source of variation</th>
<th>Sum of Squares</th>
<th>Degree of Freedom</th>
<th>Mean Square</th>
<th>Ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td>Average</td>
<td>343.8</td>
<td>1</td>
<td>343.8</td>
<td></td>
</tr>
<tr>
<td>Between Treatments</td>
<td>0.333</td>
<td>3</td>
<td>0.111</td>
<td>$\frac{0.333}{3} = 0.111$</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>$\frac{0.333}{0.087} = 76.3$</td>
</tr>
<tr>
<td>Within Treatments</td>
<td>0.087</td>
<td>60</td>
<td>0.00145</td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>344.22</td>
<td>64</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>