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Abstract

In this paper we carry out a formal analysis of an output feedback risk–sensitive stochastic control problem. Using large deviation limits, this problem is related to a deterministic output feedback differential game. Both problems are solved using appropriate information states. The use of an information state for the game problem is new, and is the principal contribution of our work. Our results have implications for the nonlinear robust stabilization problem.
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1 Introduction

In a recent paper [10], the authors analyzed the output feedback risk–sensitive stochastic control problem for discrete–time nonlinear systems and related it to a deterministic output feedback dynamic game. In particular, it was shown how the use of an appropriate information state can be used to solve the game problem. While the use of information states in stochastic control theory is standard practice [13], we remark that the information state for the risk–sensitive problem is not the familiar (unnormalized) conditional density. An important application of these results is to the output feedback robust control problem.
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The purpose of this paper is to show at least formally that the same results can be obtained in the mathematically technical continuous-time setting.

The output feedback risk-sensitive stochastic optimal control problem for the system
\begin{align}
\begin{cases}
    dx_t^\varepsilon &= b(x_t^\varepsilon, u_t) \, dt + \sqrt{\varepsilon} \, d\tilde{w}_t \\
    d\tilde{y}_t^\varepsilon &= h(x_t^\varepsilon) \, dt + \sqrt{\varepsilon} \, d\tilde{v}_t
\end{cases}
\end{align}

is to minimize the functional
\begin{align}
    J^{\mu, \varepsilon}(u) &= \mathbb{E} \left[ \exp \frac{\mu}{\varepsilon} \left( \int_0^T L(x_s^\varepsilon, u_s) \, ds + \Phi(x_T^\varepsilon) \right) \right]
\end{align}

over the class $\tilde{U}_{0,T}$ of all control policies which are non-anticipating functionals of the observation process $\tilde{y}$. In (1.1), $\tilde{w}$ and $\tilde{v}$ are standard independent Wiener processes, and $b \in C^1_b(\mathbb{R}^n \times \mathbb{R}^m, \mathbb{R}^n)$, $h \in C^1(\mathbb{R}^n)$, $L \in C^1_b(\mathbb{R}^n \times \mathbb{R}^m)$, $\Phi \in C^1_b(\mathbb{R}^n)$, with $L \geq 0$, $\Phi \geq 0$.

In this paper we explain how this problem can be solved using an information state process, and we relate it to a deterministic output feedback dynamical game using large deviations type limits. The game is defined for the system
\begin{align}
\begin{cases}
    \dot{x}_t &= b(x_t, u_t) + w_t, \\
    y_t &= h(x_t) + v_t,
\end{cases}
\end{align}

where $w$ and $v$ are unknown square integrable disturbances on $[0, T]$, and the problem is to minimize the cost
\begin{align}
    J^{\mu}(u) &= \sup_{(w, v) \in L^2([0, T], \mathbb{R}^{n+1})} \left\{ \int_0^T L(x_t, u_t) - \frac{1}{2\mu} \left( |w_t|^2 + |v_t|^2 \right) \, dt + \Phi(x_T) \right\}
\end{align}

over the class $U_{0,T}$ of all control policies which are non-anticipating functionals of the observation process $y$.

An important consequence of our analysis is the solution of the deterministic output feedback dynamic game in terms of an information state. We believe these results are new. The application of our results to the output feedback robust control problem will appear elsewhere.

The problems and solutions in this paper are discussed purely in heuristic terms. A detailed mathematical treatment appears to be quite difficult, as is the case for continuous-time partially observed stochastic control [6], [8]. This paper is also quite brief; a more complete paper will appear elsewhere. For rigorous results, we refer the reader to the paper [10], where the discrete-time case is considered.
2 Risk–Sensitive Stochastic Control

The stochastic system (1.1) is assumed defined on a probability space \((\Omega, \mathcal{F}, P^u)\), and we write \(\mathcal{G}_t = \sigma(x_s, \tilde{y}_s; 0 \leq s \leq t)\) and \(\mathcal{Y}_t = \sigma(\tilde{y}_s; 0 \leq s \leq t)\). There is an equivalent probability measure \(P^t\) under which \(\tilde{y}\) is a standard Wiener process independent of the state process \([5]\). For \(u \in \mathcal{U}_{0,T}\) we have

\[
\frac{dP^u}{dP^t}|_{\mathcal{G}_t} = Z^e_t = \exp \left( -\frac{1}{\varepsilon} \left[ \frac{1}{2} \int_0^t \int h(x_s)^2 ds - \int_0^t h(x_s) d\tilde{y}_s \right] \right).
\]

Following an idea of [3] for linear systems, we seek to express \(J^{\mu, \varepsilon}(u)\) in terms of a new “state”process and then solve the resulting optimal stochastic control problem with complete “state”information. To this end, we define an information state \(\sigma^{\mu, \varepsilon}_t(x)\) in \(L_1(\mathbb{R}^n)\) by

\[
\langle \sigma^{\mu, \varepsilon}_t, \eta \rangle = \mathbb{E}^t \left[ \eta(x_t^e) Z^e_t \exp \left( \frac{\mu}{\varepsilon} \int_0^t L(x_s^e, u_s) ds \right) | \mathcal{Y}_t \right],
\]

for all test functions \(\eta\), where \(\langle \sigma, \eta \rangle = \int_{\mathbb{R}^n} \sigma(x) \eta(x) dx\). The evolution of the information state process is governed by the SPDE

\[
\left\{ \begin{aligned}
&d\sigma^{\mu, \varepsilon}_t = \left( A^u + \frac{\mu}{\varepsilon} L^u \right) \sigma^{\mu, \varepsilon}_t dt + \frac{1}{\varepsilon} h \sigma^{\mu, \varepsilon}_t d\tilde{y}_t^e, \\
&\sigma^{\mu, \varepsilon}_0 = \rho \text{ in } L_1(\mathbb{R}^n),
\end{aligned} \right.
\]

(2.2)

where \(A^u \phi = \frac{\varepsilon}{2} \Delta \phi + b^u \cdot D \phi, L^u = L(\cdot, u)\), and \(b^u = b(\cdot, u)\).

Using the information state process, one obtains the representation

\[
J^{\mu, \varepsilon}(u) = \mathbb{E}^t \left[ \langle \sigma^{\mu, \varepsilon}_T, e^{\frac{1}{\varepsilon} \Phi} \rangle \right].
\]

(2.3)

Remark 2.1 We note that there is an adjoint process \(\nu^{\mu, \varepsilon}_t\) such that \(\langle \sigma^{\mu, \varepsilon}_t, \nu^{\mu, \varepsilon}_t \rangle\) is independent of \(t\), and formally satisfies a backward SPDE.

Thanks to the representation (2.3), the problem now is to minimize the RHS of (2.3) with dynamics (2.2) which are completely observable. We use dynamic programming to solve this problem. The value function is defined by

\[
S^{\mu, \varepsilon}(\sigma, t) = \inf_{u \in \mathcal{U}_{t,T}} \mathbb{E}^t_{\sigma, t} \left[ \langle \sigma^{\mu, \varepsilon}_T, e^{\frac{1}{\varepsilon} \Phi} \rangle \right].
\]

(2.4)

The Hamilton–Jacobi–Bellman (HJB) equation for \(S^{\mu, \varepsilon}\) is (c.f. [14]):

\[
\frac{\partial S^{\mu, \varepsilon}}{\partial t} + \frac{1}{2\varepsilon} D^2 S^{\mu, \varepsilon}(h \sigma, h \sigma) + \inf_{u \in \mathcal{U}} \left\{ DS^{\mu, \varepsilon} \cdot \left( A^u + \frac{\mu}{\varepsilon} L^u \sigma \right) \right\} = 0 \text{ in } L_1(\mathbb{R}^n) \times [0, T],
\]

(2.5)

\[
S^{\mu, \varepsilon}(\sigma, T) = \langle \sigma, e^{\frac{1}{\varepsilon} \Phi} \rangle \text{ in } L_1(\mathbb{R}^n).
\]

A verification theorem for this problem would say that if there exists a sufficiently smooth solution \(S^{\mu, \varepsilon}\) to (2.5) and if \(u^* \in \mathcal{U}_{0,T}\) is a policy such that \(u^*_t = u^*_t(\sigma^{\mu, \varepsilon}_t)\), where \(u^*_t(\sigma)\) achieves the minimum in (2.5), then \(u^*\) is optimal.

Remark 2.2 Note that \(u^*_t(\sigma)\) is an information state feedback policy.
3 Small Noise Limit

The deterministic differential game is related to the risk-sensitive stochastic control problem via large deviation type small noise limits. For the full state feedback case, this connection was established in [11], [7]. For linear systems, the relationship is more direct [9], [15]. In the nonlinear output feedback case, we need to evaluate two limits; one for the information state, and one for the value function.

As in [12], one can show that

\[
\lim_{\varepsilon \to 0} \varepsilon \log \sigma^\mu_\varepsilon(x) = p^\mu_t(x),
\]

provided \( y^\varepsilon \to \int_0^t y_s \, ds \), and \( p^\mu_t \) satisfies the first order nonlinear PDE

\[
\begin{cases}
\frac{\partial p^\mu}{\partial t} = \sup_{w \in \mathbb{R}^n} \left[ -Dp^\mu(b^\mu + w) - \frac{1}{2\mu} |w|^2 \right] + L^\mu - \frac{1}{\mu} \left[ \frac{1}{2} |h|^2 - hy \right], \\
p^\mu_0 = \alpha.
\end{cases}
\]

The corresponding limit result for the value function is

\[
\lim_{\varepsilon \to 0} \varepsilon \log S^\mu_{\varepsilon \cdot} (e^{\varepsilon p}, t) = W^\mu(p, t),
\]

where \( W^\mu \) satisfies the Hamilton–Jacobi–Isaacs (HJI) equation

\[
\begin{cases}
\frac{\partial W^\mu}{\partial t} + \inf_{u \in U} \sup_{y \in \mathbb{R}} \left\{ DW^\mu \cdot \left( \sup_{w \in \mathbb{R}^n} \left[ -Dp^\mu(b^\mu + w) - \frac{1}{2\mu} |w|^2 \right] + L^u \right) - \frac{1}{\mu} \left[ \frac{1}{2} |h|^2 - hy \right] \right\} = 0, \\
W^\mu(p, T) = (p, \Phi).
\end{cases}
\]

Here, we have used the pairing

\[
(p, q) = \sup_{x \in \mathbb{R}^n} \{p(x) + q(x)\} = \lim_{\varepsilon \to 0} \varepsilon \log \langle e^{\varepsilon p}, e^{\varepsilon q} \rangle.
\]

Equations (3.2) and (3.4) are obtained by taking logarithmic transformations, writing down the appropriate PDE, and formally sending \( \varepsilon \to 0 \). In addition, we have expressed (3.4) in a way which uses the linearity of the operator \( DW^\mu \). The information state limit can be made precise using the robust version of (2.2) and standard viscosity solution methods [12]. The value function limit requires an analogous framework. These issues will be dealt with in more detail elsewhere.

Remark 3.1 There is an "adjoint" quantity \( q^\mu_t \) such that \( (p^\mu_t, q^\mu_t) \) is independent of \( t \), and satisfies a backward first order nonlinear PDE.
4 Output Feedback Differential Game

In this section we interpret the HJI equation (3.4) as a dynamic programming equation for the deterministic output feedback differential game defined in §1, and \( p^\mu_t \) as an information state with dynamics (3.2). In this way the game problem can be solved.

Indeed, the cost function \( J^\mu(u) \) can be represented in terms of the information state \( p^\mu_t \) (with \( \alpha = 0 \)):

\[
J^\mu(u) = \sup_{y \in L(\alpha(t), R)} \left\{ (p^\mu_T, \Phi) - \frac{1}{2\mu} \int_0^T |y_s|^2 \, ds \right\}.
\]

This can be seen with the aid of the following representation of the information state:

\[
p^\mu_t(x) = \sup_{\xi \in C([0,T], R^n)} \left\{ \alpha(\xi_0) + \int_0^T L(\xi_s, u_s) \right.
\]
\[
- \frac{1}{\mu} \left( \frac{1}{2}|\dot{\xi} - b(\xi_s, u_s)|^2 + \frac{1}{2}|h(\xi_s)|^2 - h(\xi_s) y_s \right) \, ds : \xi_t = x \}
\]

The problem now is to minimize the RHS of (4.1) with dynamics (3.2) which are completely observable. Using dynamic programming, the value function is given by

\[
W^\mu(p, t) = \inf_{u \in U_0, T} \sup_{y \in L(\alpha(t), R^n)} \left\{ (p^\mu_T, \Phi) - \frac{1}{2\mu} \int_t^T |y_s|^2 \, ds : p^\mu_t = p \right\},
\]

and formally satisfies the HJI equation (3.4).

The verification theorem then says that if there exists a sufficiently smooth solution \( W^\mu \) to the HJI equation (3.4) and if \( u^* \in U_0, T \) is a policy such that \( u_t^* = \bar{u}_t^*(p^\mu_t) \), where \( \bar{u}_t^*(p) \) achieves the minimum in (3.4), then \( u^* \) is optimal.

**Remark 4.1** As for the output feedback risk-sensitive stochastic control problem, \( \bar{u}_t^*(p) \) is an information state feedback policy for the deterministic output feedback differential game. Thus the information state concept provides the appropriate framework for solving such differential games.

Finally, we provide a condition under which a certainty equivalence principle holds (c.f. [15], [16], [10]).

Consider the solution \( f^\mu_t(x) \) of the HJI equation

\[
\left\{ \frac{\partial f^\mu_t}{\partial t} + \inf_{u \in U} \sup_{w \in R^n} \left\{ Df^\mu \cdot (b^u + w) - \frac{1}{2\mu} |w|^2 + L^u \right\} = 0 \text{ in } R^n \times [0, T],
\]
\[
f^\mu_T = \Phi \text{ in } R^n.
\]
$f^\mu$ is the value function associated with a state feedback differential game. Note that in (4.4), the Isaacs condition holds. Let $\tilde{u}^*_t(x)$ denote a control value which achieves the minimum in (4.4). This defines an optimal policy for the corresponding game.

The minimum stress estimate $\bar{x}_t$ of $x_t$ is defined by

$$
\bar{x}_t \in \arg\max_{x \in \mathbb{R}^n} \{ p^\mu_t(x) + f^\mu_t(x) \},
$$

the RHS being a set valued map.

Assume that the following condition holds:

$$
\inf_{u \in U} \sup_{y \in \mathbb{R}} \left\{ D\bar{W} \cdot \left( \sup_{w \in \mathbb{R}^n} \left[ -Dp^\mu(b^u + w) - \frac{1}{2\mu}|w|^2 \right] + L^u - \frac{1}{\mu} \left[ \frac{1}{2}|h|^2 - hy \right] \right) - \frac{1}{2\mu}|y|^2 \right\}
$$

$$
= D\bar{W} \cdot \left( \inf_{u \in U} \sup_{w \in \mathbb{R}^n} \left[ -Dp^u(b^u + w) - \frac{1}{2\mu}|w|^2 + L^u \right] \right).
$$

(4.6)

Then the value function has the explicit form

$$
W^\mu(p, t) = (p, f_t^\mu)
$$

and the certainty equivalence policy $u^* \in U_0, T$ defined by

$$
u^*_t = \tilde{u}^*_t(\bar{x}_t)
$$

is an optimal policy for the deterministic output feedback differential game. This follows from representation of the HJI (3.4) using the condition (4.6) and the verification theorem.

Remark 4.2 The equality (4.6) is perhaps an Isaacs condition for the deterministic output feedback differential game. In general, if (4.6) fails, we expect that $W^\mu(p, t) \geq (p, f_t^\mu)$, and consequently the certainty equivalence policy will be suboptimal.
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