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ABSTRACT

In this paper, minimax robust data fusion schemes based on discrete-time observations with statistical uncertainty are considered. The observations are assumed to be i.i.d and the decisions of all sensors independent when conditioned on the either of two hypotheses. The statistics of the observations are only known to belong to uncertainty classes determined by 2-alternating Choquet capacities. Both cases of fixed-sample-size (block) data fusion and sequential data fusion are examined. For specific performance measures, three robust fusion rules: suboptimal, optimal and asymptotically optimal --as the number of sensors increases--are derived for the block data fusion case, and an asymptotically robust fusion rule is derived for the sequential data fusion case; these fusion rules are optimal in the class of rules employing likelihood ratio tests. In all situations the robust fusion rule makes use of likelihood ratios and thresholds which depend on the least-favorable probability distributions in the uncertainty class. In the limit of a large number of sensors, it is shown that the same threshold can be used by all sensors, which in turn simplifies the overall computation.
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I. INTRODUCTION AND PROBLEM FORMULATION

Recently, distributed detection with or without a fusion center has attracted considerable attention([1]-[3]). In [1] it is shown that the optimal decision statistic for fixed-sample-size (block) detection is a likelihood ratio test with dependent thresholds which satisfy coupled equations. The computation of these thresholds is a very difficult task and becomes even more difficult when sequential test is used ([2]). Further in [1]-[3] the statistics of the observations are assumed to be known a priori, which can be unrealistic in practical situations. Frequently only imperfect knowledge is available in real situations. In [4] minimax robust distributed detection schemes without fusion were developed for a general uncertainty class, the class of 2-alternating Choquet capacities. In this paper minimax robust data fusion schemes are derived for the binary discrimination problem. The uncertainty class considered here is the same as that of [4], it contains many uncertainty models ([5]-[7]) and is described by

\[ \mathcal{P} = \{ P \mid P(S) \leq v(S), \forall S \in \mathcal{B}, P(\Omega) = v(\Omega) \} \]

(1)

where \( \Omega \) is a sample space, \( \mathcal{B} \) the associated \( \sigma \)-field and \( v \) a 2-alternating capacity [5]. The properties relevant to our paper of this uncertainty model are stated in the following.

Lemma 1: Suppose \( v_0 \) and \( v_1 \) are two alternating capacities on \( (\Omega, \mathcal{B}) \) and \( \mathcal{P}_0 \) and \( \mathcal{P}_1 \) are the uncertainty classes determined by them as in (1). Then there exists a Lebesgue-measurable function \( \pi : \Omega \to [0, \infty] \) such that

\[ \theta v_0(\{ \pi_v > \theta \}) + v_1(\{ \pi_v \leq \theta \}) \leq \theta v_0(S) + v_1(S^c) \]

(2)

for all \( S \in \mathcal{B} \) and all \( \theta \geq 0 \). Furthermore there exist measures \((\hat{P}_0, \hat{P}_1)\) in \( \mathcal{P} \times \mathcal{P} \) such
that
\[ \hat{P}_0(\{\pi_v > \theta\}) = v_0(\{\pi_v > \theta\}) \]  \hspace{1cm} (3)
\[ \hat{P}_1(\{\pi_v \leq \theta\}) = v_1(\{\pi_v \leq \theta\}) \]  \hspace{1cm} (4)

i.e., \( \pi_v \) is stochastically largest over \( \mathcal{P}_0 \) under \( \hat{P}_0 \) and stochastically smallest over \( \mathcal{P}_1 \) under \( \hat{P}_1 \). The function \( \pi_v \) is a version of \( d\hat{P}_1/d\hat{P}_0 \) and unique a.e. \([\hat{P}_0 + \hat{P}_1]\). The measures \((\hat{P}_0, \hat{P}_1)\) are termed the least-favorable measures over \( \mathcal{P}_0 \times \mathcal{P}_1 \).

The system models used here are similar to those of [2] and [9]. Each sensor makes a decision based on the observations \( y_j(t) \) and sends a binary message \( u_i \) \( (i = 1, 2, \ldots, K) \) which represents its decision; then the fusion center makes the final decision according to a specific fusion rule. Hereafter the following assumption is made.

**Assumption 1 (A1):** (i) The statistics of the observations conditioned on either hypothesis, \( p_i(y_j(t)) \) \( (i = 0, 1; j = 1, 2, \ldots, K) \), are the same for each sensor \( j \) and all time instants \( t \). (stationarity) (ii) \( p_i(y_j(t)) \) are independent across sensors and time instants.

Both cases of **fixed-sample-size (block)** data fusion and **sequential** data fusion are considered. Denote the likelihood ratio and the optimal threshold of sensor \( i \) by \( L_i \) and \( \eta_i \), respectively, \( (i = 1, \ldots, K) \), and by \( \eta_0 \) the optimal threshold of the fusion center. In the case of block data fusion, when \( K \) is finite, the performance index adopted here has the form

\[ C_K(L_i, \eta_i, i = 0, \ldots, K) \]

\[ = c_1 P_{F_0}(L_i, \eta_i; i = 0, \ldots, K) + c_2 P_{M_0}(L_i, \eta_i; i = 0, \ldots, K) \]  \hspace{1cm} (5)

where \( P_{F_0} \) and \( P_{M_0} \) are the probabilities of false alarm and missing of the fusion center and \( c_1, c_2 \) are positive constants representing cost. Further let \( p_m(m = 0, 1) \) denote the prior
probability of hypothesis $H_m$ then $P_e = p_0 P_{e_0} + p_1 P_{e_1}$ is the error probability. When $K \to \infty$, since the error probability will approach zero, the performance is measured by

$$J_\infty(L_i, \eta_i = 0, 1, \ldots) = \lim_{K \to \infty} \ln \frac{P_e(L_i, \eta_i, i = 0, \ldots, K)}{K}$$

(6)

which is the exponential rate of decrease of the error probability and is useful for asymptotic analysis ([2] & [8]). For sequential data fusion, besides the error probability, the expected value of the sample size of the fusion center must also be included as part of the performance measure.

This paper is organized as follows. In section II, robust block data fusion algorithms are derived for suboptimal fusion and for optimal fusion with equal local thresholds. In particular as the number of sensors $K \to \infty$, the asymptotically robust fusion rule is derived. In section III, an asymptotically robust sequential data fusion rule is developed. Finally,
II. MINIMAX ROBUST BLOCK DATA FUSION

II.A "AND", "OR" and Optimal Fusion Rules

Two simple data fusion rules are: (1) The fusion center decides \( H_1 \) if all sensors transmit \( u_i = 1 \) for all \( i \) —termed "AND" rule. (2) The fusion center decides \( H_1 \) if at least one sensor transmits \( u_i = 1 \) for \( 1 \leq i \leq K \) —termed "OR" rule. Notice that for these two suboptimal fusion rules, there is no \( \eta_0 \) in the usual sense of thresholds. These two policies are suboptimal but easy to implement, especially when the number of sensors become very large.

Under (A1), the error probabilities of false alarm and missing can be expressed as

\[
P_{F_0} = P(u_i = 1 ; i = 1, \ldots, K|H_0) = \prod_{i=1}^{K} P_{F_i}
\]

and

\[
P_{M_0} = P(u_i = 0 ; 1 \leq i \leq K|H_1) = \sum_{i=1}^{K} P_{M_i}
\]

for the "AND" fusion rule; and as

\[
P_{F_0} = P(u_i = 1 ; 1 \leq i \leq K|H_0) = \sum_{i=1}^{K} P_{F_i}
\]

and

\[
P_{M_0} = P(u_i = 0 ; i = 1, \ldots, K|H_1) = \prod_{i=1}^{K} P_{M_i}
\]

for the "OR" fusion rule.

Usually for the purpose of performance evaluation the distribution of the observations is assumed to be known a priori. However, what we may have in practice is some imperfect knowledge about the statistics of observations. Let the statistics of data belong to the uncertainty set defined by equation (1). Then by lemma 1 the error probabilities \( P_{F_i} \) and
\( P_{M_i} \) of each sensor \((1 \leq i \leq K)\) satisfy \(^2\) [5]

\[
P_{F_i}(\hat{L}_i, \hat{\eta}_i) \leq \hat{P}_{F_i}(\hat{L}_i, \hat{\eta}_i) \leq \hat{P}_{F_i}(D_i, \eta_i)
\]

and

\[
P_{M_i}(\hat{L}_i, \hat{\eta}_i) \leq \hat{P}_{M_i}(\hat{L}_i, \hat{\eta}_i) \leq \hat{P}_{M_i}(D_i, \eta_i)
\]

where \( \hat{L}_i = d\hat{P}_{1i}/\hat{P}_{0i} \) is the worst-case likelihood ratio of the \( i \)th sensor (the measures \( \hat{P}_{1i} \) and \( \hat{P}_{0i} \) are singled out by lemma 1) and \( D_i \) is any other potential test of that sensor with the same observed data. For finite summations ([8]&[9]) or multiplications ([7]) over \( i \), the direction of inequalities still holds the same as in (11) and (12). Thus the following proposition holds.

**Proposition 1**: Suppose the performance index of data fusion with "AND" or "OR" fusion rules is defined by equation (5). Then under (A1)

\[
C_K(\hat{L}_i, \hat{\eta}_i; i = 1, \cdots, K) \\
\leq \hat{C}_K(\hat{L}_i, \hat{\eta}_i; i = 1, \cdots, K) \\
\leq \hat{C}_K(D_i, \eta_i; i = 1, \cdots, K)
\]

**Remark 1**: The threshold \( \eta_0 \) or \( \hat{\eta}_0 \) of the fusion center are missing from (13) since the "AND" or "OR" fusion rules do not involve common thresholds.

Next we consider the optimal robust fusion rule. Here the optimality is in the sense that the center uses the Neyman-Pearson test on the transmitted binary signals by the sensors. When all the sensors are alike and with the same level of error probabilities, i.e.,

\(^2\)a variable with a hat means that it is a function of worst-case values; a probability with a hat means that the corresponding sensor operates under worst-case conditions.
\( P_{F_i} = P_F \) and \( P_{M_i} = P_M \), thus \( \eta_i = \eta(i = 1, \cdots, K) \), the Neyman-Pearson test becomes the \( k - \text{out-of-K} \) rule [3] under (A1). Therefore the optimal fusion rule is

\[
\begin{align*}
  k \overset{H_1}{\succ} k^* \\
  k \overset{H_0}{\prec} k^*
\end{align*}
\]  

(14)

where \( k^* \) is a suitable threshold related to \( \eta_0 \). In this case the overall error probabilities of false alarm and missing under mismatch [that is, \( \hat{k}^* \) is the threshold matched to the worst-case \( (\hat{P}_F, \hat{P}_M) \), but \( (P_F, P_M) \) characterize the operating conditions] are

\[
P_{F_0} = \sum_{i=\lceil k^* \rceil}^{K} \binom{K}{i} P_F^i (1 - P_F)^{(K-i)}
\]

(15)

\[
P_{M_0} = \sum_{i=1}^{\lceil k^* \rceil - 1} \binom{K}{i} (1 - P_M)^i P_M^{(K-i)}
\]

(16)

Notice that \( k^* \) is a function of \( P_F, P_M \) and \( K \); \( P_F \) and \( P_M \) are functions of the number of samples \( n \) that each sensor collects for making its decision. For proposition 2, another assumption is made (see Appendix)

**Assumption 2(A2):** \( \hat{P}_F \leq \lceil \hat{k}^* \rceil / K \) and \( \hat{P}_M \leq 1 - \lceil \hat{k}^* \rceil / K \) for all \( K \).

Then from the above definition of \( P_{F_0} \) and \( P_{M_0} \), proposition 2 follows.

**Proposition 2:** Suppose the thresholds of all sensors are equal, then under (A1) and (A2) the following inequalities are true

\[
C_K(\hat{L}_i, \hat{\eta}; i = 0, \cdots, K)
\]

\[
\leq \hat{C}_K(\hat{L}_i, \hat{\eta}; i = 0, \cdots, K)
\]

\[
\leq \hat{C}_K(D_i, \eta; i = 0, \cdots, K)
\]

(17)

**Proof:** Taking derivative of (15) with respect to \( P_F \), we have

\[
\frac{dP_{F_0}}{dP_F} = \sum_{i=\lceil k^* \rceil}^{K} \binom{K}{i} P_F^{(i-1)} (1 - P_F)^{(K-i-1)} (i - KP_F)
\]
If (A2) is satisfied, then \( P_F \leq \hat{P}_F \leq [k^*]/K \) as well and subsequently \( dP_{F_0}/dP_F \geq 0 \); thus \( P_{F_0} \) is an increasing function of \( P_F \). By a similar argument, it can be shown that \( dP_{M_0}/dP_M \geq 0 \), thus \( P_{M_0} \) is also an increasing function of \( P_M \). Hence \( C_K \) will be an increasing function of \( P_F \) and \( P_M \) under (A1) and (A2). Thus by (11) and (12), (17) holds.

**Remark 2:** The assumption (A2) is nonrestrictive for practical cases (refer to Appendix).

If it is not satisfied, data fusion is of no use because \( P_{F_0} \) and \( P_{M_0} \) do not offer any improvement over \( P_F \) and \( P_M \).

The above proposition only covers a special case [9]; in general the computation complexity of the optimal thresholds of the sensors is N-P complete. Thus our interest in the limiting case, \( K \to \infty \), is justified.

**II.B Asymptotic Behavior**

When the number of sensors increases to infinity, the probability of error decreases to zero. Therefore the performance index adopted in asymptotic analysis should be the exponential rate of decrease of the error probability (6), where \( P_\varepsilon = p_0 P_{F_0} + p_1 P_{M_0} \).

As stated in theorem 1 of [2], when \( K \to \infty \) under the assumption 1 of [2], the same threshold \( \eta \) could be used in each sensor for optimal data fusion (to minimize \( \ln(P_\varepsilon/K) \)). Hence \( J_\infty(D_i; \eta_i; i = 0, 1, \cdots) = J_\infty(D_i; \eta; i = 0, 1, \cdots) \) and the error probabilities \( P_{F_0} \) and \( P_{M_0} \) satisfy (15) and (16). Then proposition 3 follows.

**Proposition 3:** Under (A1) and (A2), as \( K \to \infty \), the performance index defined by (6) satisfies

\[
J_\infty(\hat{L}_i; \eta_0, \hat{\eta}; i = 0, 1, \cdots)
\]
\[ \leq J_\infty(\hat{\eta}_i, \eta, \eta; i = 0, 1, \ldots) \]

\[ \leq J_\infty( D_i, \eta_0, \eta; i = 0, 1, \ldots) \]  \hspace{1cm} (18)

**Proof:** Based on the above discussion, a similar proof to that of proposition 2 can be developed by replacing \( C_K \) with \( J_\infty \).
III. ASYMPTOTICALLY ROBUST SEQUENTIAL DATA FUSION

In this section the SPRT (sequential probability ratio test) is adopted as the decision policy of the fusion center whereas the policies of all the sensors remain the same, i.e., likelihood ratio tests. The data used for fusion are the binary signals transmitted by the sensors.

The scheme of sequential data fusion is used to minimize the following cost function: the exponent of the sum of the error probability and the average sample sizes under both hypotheses. This kind of fusion rule has not yet been shown to be the optimal one, but for robustness in the class of likelihood ratio tests, it is a reasonable choice for the sequential fusion rule. Thus, in this case, the expected value of the sample size $N_0$ of the fusion center (that is, the number of times the fusion center collects the decisions of the sensors before reaching its decision) enters into the performance measure.

Again let the statistics of observations conditioned on either hypothesis belong to the uncertainty model defined by (1). When $K \to \infty$, under suitable conditions, it can be shown that the worst-case pair of statistics of observations is still the one singled out by lemma 1, if the performance index for robustness has the following form

$$J_\infty(L_i, \eta_i; i = 0, 1, \cdots)$$

$$= \lim_{K \to \infty} \frac{1}{K} \ln \left\{ \sum_{m=0}^{1} p_mE_m \{N_0 | L_i, \eta_i; i = 0, \cdots, K \} \right\} - 1$$

$$+ P_e(L_i, \eta_i; i = 0, \cdots, K)$$

(19)

where $\eta_0 = (A, B), (A < 1 < B)$ are the optimal thresholds of the SPRT used by the fusion center and $\eta_i, i = 1, \cdots, K$ are the optimal thresholds used by the sensors. As $K \to \infty$,
the expected sample size approaches 1 and the error probability approaches 0. Thus (19) is the exponent of the sum of these two terms (i.e., the sum is of the form $\exp(J_\infty K)$) and is an extension of the performance measure in [2]. In the following, we abbreviate $(L_i, \eta_i; i = 0, \cdots, K)$ as $\eta$ where $\eta = (\eta_1, \eta_2, \cdots, \eta_K)$ and $(L_i, \eta_0, \eta_i; i = 0, \cdots, K)$ as $\eta$ for those expressions inside the conditioning in the expected sample size and inside the error probability. Define for $0 < s < 1$

$$\mu_i(\eta_i, s_i) = \ln \sum_{l=0}^{1} f_{l0}(l)^{1-s_i} f_{li}(l)^{s_i}$$

where $f_{im}(l)$ is the probability mass function under hypothesis $H_m(m = 0, 1)$ of the binary message $l \in \{0, 1\}$ that the $i$-th sensor sends to the fusion center; $f_{im}(.)$ is stationary, independent of time. Let $(\eta, s)$ minimize $\mu_i(\eta_i, s_i)$ for $i = 1, 2, \cdots$ (i.e., $\mu(\eta, s) \leq \mu_i(\eta_i, s_i)$ for all $i$) and $r = e^\mu$. Before we proceed, we state the assumption 1 of [2].

**Assumption 3(A3):** (i) $|\mu(\eta, s)| < \infty, \forall \eta, s$. (ii) There exists a constant $R$ such that $|\dot{\mu}(\eta, s)| \leq R, \forall (\eta, s) \in [0, \infty] \times [0, 1]$, where a dot stands for differentiation with respect to $s$.

Notice that the function $\mu$ has the same form as that in [2] and [10]. In fact, we can obtain a similar result to theorem 1 of [2] for (19). First we derive the upper and the lower bounds on the expected sample size.

**Lemma 2:** Suppose (A1) and (A3) are satisfied, then for $m = 0, 1$

$$E_m[N_0|\eta] \leq 1 + \frac{e^{-sd_m r(\eta, s)}^K}{1 - r(\eta, s)^K} \quad (20)$$

$$E_m[N_0|\eta] \geq 1 + c_1 \exp[K \mu(\eta, s) - (2KR)^{1/2}] \quad (21)$$

where $d_0 = a, d_1 = -b$ and $c_1$ is a constant defined in the course of the proof.
Proof: Denote by $u_{ij}$ the message sent by sensor $i$ at time instant $j$ and by $f_{im}$ its (stationary) distribution under hypothesis $H_m (m = 0, 1)$. Further let

$$Z_i(n) = \sum_{j=1}^{n} \ln \frac{f_{ii}(u_{ij})}{f_{0i}(u_{ij})}; i = 1, \ldots, K$$

be the log-likelihood ratio based on $n$ decisions of the $i$-th sensor and define by $g(K, n) = \sum_{i=1}^{K} Z_i(n)$ the overall sufficient statistic used by the fusion center. Then the left-hand side of (20) becomes ($a = \ln A, b = \ln B$)

$$E_m[N_0|\eta] = \sum_{n=0}^{\infty} P_m(N_0 > n)$$

$$= 1 + \sum_{n=1}^{\infty} P_m(N_0 > n)$$

$$= 1 + \sum_{n=1}^{\infty} P_m(a < \sum_{i=1}^{K} Z_i(n) < b)$$

$$= 1 + \sum_{n=1}^{\infty} P_m(a < g(K, n) < b)$$

Only the proof of the case $m = 0$ will be given, since a similar proof can be obtained for $m = 1$. Suppose the same threshold $\eta$ is used in all sensors, then

$$\sum_{n=1}^{\infty} \sum_{n=1}^{\infty} P_0(a < g(K, n) < b)$$

$$\leq \sum_{n=1}^{\infty} P_0(a < g(K, n))$$

$$\leq \sum_{n=1}^{\infty} E_0[e^{s(g(K, n) - a)}]$$

$$= \sum_{n=1}^{\infty} e^{-\alpha s} r(\eta, s)^{K^n}$$

$$= e^{-\alpha s} r(\eta, s)^{K} \frac{1}{1 - r(\eta, s)^{K}}$$

where the second inequality is the Chernoff bound, and the equality is from the sum of a geometric series ($r(\eta, s) < 1$). Hence we have (20).
On the other hand, for the proof of (21), suppose different thresholds \( \eta \) are used by the sensors, then
\[
\sum_{n=1}^{\infty} P_0(a < g(K, n) < b) 
\geq P_0(a < g(K, 1) < b)
= P_0(a < \sum_{i=1}^{K} \ln \frac{f_i(u_{ii})}{f_{0i}(u_{ii})} < b)
\]
where \( u_{ij} \) are i.i.d for all \( j \) (across time). Let \( U_K = (a < g(K, 1) < b) \). Then by (3.20)& (3.40) of [10] and under assumption 1 of [2]
\[
P_0(U_K)
\geq c_1 \exp\left[ \sum_{i=1}^{K} \mu_i(\eta_i, s_i) - (2 \sum_{i=1}^{K} \bar{\mu}_i(\eta_i, s_i))^{1/2} \right]
\geq c_1 \exp[K \mu(\eta, s) - (2KR)^{1/2}]
\]
where \( Q_s \) and \( Y_s \) have been defined in [10] and
\[
0 < c_1 = \sum_{U_K \cap Y_s} Q_s(Y) < \infty.
\]
Thus we have (21).

Next, let us consider the bounds on the error probability.

**Lemma 3:** Suppose (A1) and (A3) are satisfied,
\[
P_\varepsilon(\eta) \leq e^{K \mu(\eta, s)}
\] (22)
\[
P_\varepsilon(\eta) \geq c_2 \exp\{K \mu(\eta, s)E[N_0] + (K \mu(\eta, s))^{1/2}E[N_0^{1/2}]\}
\] (23)
where \( E[N_0] = \sum_{m=0}^{1} p_m E_m[N_0] \) and \( c_2 \) is a constant defined in the course of the proof.

**Proof:** Because \( A < 1 < B \),
\[
P_0(L_0 > B|N_0 = n) < P_0(L_0 > 1|N_0 = n);
\]
\[
P_1(L_0 \leq A|N_0 = n) < P_1(L_0 < 1|N_0 = n)
\]
Suppose the same threshold $\eta$ is used for all sensors, then by section III of [10], we have

$$P_e(\eta)$$

$$= \sum_{n=1}^{\infty} P_e(\eta|N_0 = n)P(N_0 = n)$$

$$\leq \sum_{n=1}^{\infty} P(N_0 = n)[P_0(L_0 > 1|N_0 = n) + P_1(L_0 \leq 1|N_0 = n)]$$

$$\leq \sum_{n=1}^{\infty} P(N_0 = n)e^{Kn\mu(\eta,s)}$$

$$\leq \E[e^{Kn\mu(\eta,s)}]$$

$$\leq e^{Kn\mu(\eta,s)}$$

since $\mu(\eta,s) < 0$ and $N_0 \geq 1$. Then we show (23). Denote by $\bar{\eta}$ the optimal threshold for block fusion under known $N_0 = n$, then

$$p_0P_0(L_0 \geq B|N_0 = n) + p_1P_1(L_0 \leq A|N_0 = n)$$

$$= p_0P_0(L_0 > A|N_0 = n) + p_1P_1(L_1 \leq A|N_0 = n)$$

$$\geq p_0P_0(L_0 > \bar{\eta}|N_0 = n) + p_1P_1(L_0 \leq \bar{\eta}|N_0 = n)$$

According to III of [10], we have

$$P_e(\bar{\eta})$$

$$= \sum_{n=1}^{\infty} [p_0P_0(\eta|N_0 = n)P_0(N_0 = n)$$

$$+ p_1P_1(\eta|N_0 = n)P_1(N_0 = n)]$$

$$\geq \sum_{n=1}^{\infty} [p_0P_0(L_0 > \bar{\eta}|N_0 = n)P_0(N_0 = n)$$

$$+ p_1P_1(L_0 \leq \bar{\eta}|N_0 = n)P_1(N_0 = n)]$$

$$\geq \sum_{n=1}^{\infty} \sum_{m=0}^{1} (p_mP_m(N_0 = n) \exp[\sum_{i=1}^{K} \mu_i(\eta_i, s_i)]$$
\[-(2 \sum_{i=1}^{K} \bar{\mu}_i(\eta_i, s_i))^{1/2}] \sum_{Y_m \cap Y_s} Q_s(Y)\]
\[\geq \sum_{m=0}^{1} c_2 p_m E_m \{\exp[K N_0 \mu(\eta, s) - (2 \sum_{i=1}^{K} \bar{\mu}_i(\eta_i, s_i))^{1/2}]\}\]

where $Y_i (i = 0, 1)$ were defined in [10]. Let

$c_2 = \min\{\exp\{E[\sum_{Y_m \cap Y_s} Q_s(Y)]\}, \exp\{E[\sum_{Y_m \cap Y_s} Q_s(Y)]\}\}$

Using (A3) and the convexity of exponential function, we have

\[P_e(\eta) \geq c_2 \exp\{E[K N_0 \mu(\eta, s) - (2 K N_0 R)^{1/2}]\}\]
\[= c_2 \exp\{K \mu(\eta, s) E[N_0] - (2 K R)^{1/2} E[N_0^{1/2}]\}\]

which is (24). According to lemmas 2 and 3, it can be shown the performance (measured by $J_\infty$) will not be hurt if the same threshold is used by all sensors, and this value could be computed via a simple method (optimize $\mu_i$ with respect to $\eta, s$). Thus the following proposition holds.

**Proposition 4**: Under (A1) and (A3),

\[\lim_{K \to \infty} \frac{1}{K} \ln \{E[N_0|\eta] - 1 + P_e(\eta)\}\]
\[= \lim_{K \to \infty} \frac{1}{K} \ln \{E[N_0|\eta] - 1 + P_e(\eta)\}\] (24)

**Proof**: This is a direct result from (20)-(23) of the above two lemmas. By using the lower bounds in (21) and (23) and the facts that

\[\ln(a_1 + a_2 + a_3) \geq \frac{1}{3} (\ln a_1 + \ln a_2 + \ln a_3) + \ln 3\]

and $\lim_{K \to \infty} E_m[N_0|\eta] = 1$, we have

\[\lim_{K \to \infty} \frac{1}{K} \ln \{E[N_0|\eta] - 1 + P_e(\eta)\}\]
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\[ \geq \lim_{k \to \infty} \frac{1}{K} \{ \sum_{m=0}^{1} \{ \ln p_m + \ln[E_m[N_0|\eta] - 1] \} + \ln[\eta(\eta)] \} \]
\[ \geq \mu(\eta, s) \]

Then by substituting from the upper bounds in (20) and (22) and taking the limit, we will have

\[ \lim_{k \to \infty} \frac{1}{K} \ln \{ E[N_0|\eta] - 1 + P_e(\eta) \} \]
\[ \leq \mu(\eta, s) \]
\[ \leq \lim_{k \to \infty} \frac{1}{K} \ln \{ E[N_0|\eta] - 1 + P_e(\eta) \} \]

The reverse inequality also holds by definition.

Thus the same threshold can be used for all sensors; consequently \( P_{F_1} = P_F \) and \( P_{M_i} = P_M \) for \( i = 1, \cdots, K \). Let \( n_0 \) denote the number of times that the fusion center collects the decision of the \( K \) sensors before making its own decision. Then in analogy to the \( k-out-of-K \) rule of block data fusion, the decision test of the fusion center becomes

*decide \( H_1 \) if \( k(n_0) \geq b^* \)*
*defer " \( b^* > k(n_0) > a^* \)*
*decide \( H_0 \) " \( a^* \geq k(n_0) \)*

where \( k(n_0) \) is the number of sensors which have transmitted '1' by the \( n_0 \)-th time the fusion center has collected the decisions of the sensors and the thresholds \( (a^*, b^*) \) are
induced by \((a, b)\) and are functions of \(P_F, P_M\) and \(K\). Then \(P_{F_0}\) and \(P_{M_0}\) have forms

\[
P_{F_0} = \sum_{i=[b^*]}^{K} \binom{K}{i} P_F^i (1 - P_F)^{(K-i)}
\]

(25)

\[
P_{M_0} = \sum_{i=1}^{[a^*]-1} \binom{K}{i} P_M^{(K-i)} (1 - P_M)^i
\]

(26)

Similar to (A2) the following assumption is made for robustness (see Appendix).

**Assumption 4 (A4):** For sequential data fusion \(\hat{P}_F \leq \lfloor \hat{b}^* \rfloor / K\) and \(\hat{P}_M \leq 1 - \lfloor \hat{a}^* \rfloor / K\) for all \(K\).

Finally, the following assumption is necessary for robustness (see [4]).

**Assumption 5 (A5):** \(\ln \frac{1-P_M}{P_F} \gg \hat{P}_M \ln \frac{(1-P_M)(1-P_F)}{P_M P_F}\).

**Proposition 5:** Under (A1), (A3) and assumption 1 of [2], the performance index defined by (20) satisfies

\[
J_\infty (\hat{L}_i, \hat{\eta}_0, \hat{\eta}; i = 0, 1, \ldots ) \leq \hat{J}_\infty (\hat{L}_i, \hat{\eta}_0, \hat{\eta}; i = 0, 1, \ldots ) \leq \hat{J}_\infty (D_i, \eta_0, \eta; i = 0, 1, \ldots )
\]

(27)

**Proof:** By proposition 4, the same threshold can be used by all sensors to obtain asymptotically optimal sequential data fusion. Then \(P_{F_0}\) and \(P_{M_0}\) will have the forms described by (22) and (23). Therefore a similar proof to that of proposition 2 can be developed corresponding to the exponent of the error probability. According to proposition 5 of [4], the least-favorable pair of distributions for expected sample sizes are the same as those for the error probabilities under (A4). Thus the saddle point of performance measure (19) can be reached by the same least-favorable pair of proposition 2 in section II.
IV. CONCLUSION

In this paper we formulated and solved several problems of robust data fusion for situations characterized by incomplete knowledge of the probability distributions of the discrete-time observations. The uncertainty in the probability distributions was modeled by 2-alternating capacity classes. For robust block data fusion, suboptimal, optimal, and asymptotically optimal—as the number of sensors increases—schemes were derived. For sequential data fusion an asymptotically robust scheme was developed. This scheme is robust in the sense that the sensors use likelihood ratio tests and the fusion uses the sequential probability ratio test (SPRT). In all situations the robust fusion rule use likelihood ratios and thresholds that depend on the pair of least-favorable distributions in the uncertainty class. The advantage of asymptotic analysis manifests itself in that the optimal thresholds of the various sensors turn out to be the same, which in turn reduces considerably the required computation effort.
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APPENDIX

In (A2), it follows from [2] that

\[ k^* = \left[ \ln \left( \frac{1 - \hat{P}_M(1 - \hat{P}_F)}{\hat{P}_M \hat{P}_F} \right) \right]^{-1} (\eta_0 + K \ln \frac{1 - \hat{P}_F}{\hat{P}_M}) \]

and for large \( K \)

\[ \frac{[k^*]}{K} \approx \left\{ \ln \left( \frac{(1 - \hat{P}_M)(1 - \hat{P}_F)}{\hat{P}_M \hat{P}_F} \right) \right\}^{-1} \ln \frac{1 - \hat{P}_F}{\hat{P}_M} \]

If \( \eta_0 = 0, \hat{P}_M = \hat{P}_F \), then \( k^* = K/2 \) and \( \frac{[k^*]}{K} \approx 1/2 \). Thus (A2) is not restrictive.

Similarly, in (A3)

\[ a^* = \left[ \ln \left( \frac{1 - \hat{P}_M(1 - \hat{P}_F)}{\hat{P}_M \hat{P}_F} \right) \right]^{-1} (a + K \ln \frac{1 - \hat{P}_F}{\hat{P}_M}) \]

\[ b^* = \left[ \ln \left( \frac{1 - \hat{P}_M(1 - \hat{P}_F)}{\hat{P}_M \hat{P}_F} \right) \right]^{-1} (b + K \ln \frac{1 - \hat{P}_F}{\hat{P}_M}) \]

and for large \( K \)

\[ \frac{[a^*]}{K} \approx \left\{ \ln \left( \frac{(1 - \hat{P}_M)(1 - \hat{P}_F)}{\hat{P}_M \hat{P}_F} \right) \right\}^{-1} \ln \frac{1 - \hat{P}_F}{\hat{P}_M} \]

\[ \frac{[b^*]}{K} \approx \left\{ \ln \left( \frac{(1 - \hat{P}_M)(1 - \hat{P}_F)}{\hat{P}_M \hat{P}_F} \right) \right\}^{-1} \ln \frac{1 - \hat{P}_F}{\hat{P}_M} \]

If \( \hat{P}_M = \hat{P}_F \), as \( K \to \infty \), \( \frac{[a^*]}{K} \approx 1/2, \frac{[b^*]}{K} \approx 1/2 \).