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1 Introduction and Preliminaries

The concept of structured singular value was recently introduced by Doyle [1] as a tool for the analysis and synthesis of feedback systems with structured uncertainties. In this paper an equivalent expression for the structured singular value is proposed, leading to an alternative algorithm for its computation. The new approach is based on the properties of the \textit{m-form numerical range} (or \textit{m-form field of values}) (see, e.g., [2–6]) of certain matrices. Similar to previously considered schemes, the algorithm proposed here is proven to give the correct value for block-structures of size up to 3. For larger sizes, insight is gained in the question of the possible \textquote{gap} between the structured singular value and its known upper bound.

Throughout the paper, given any complex matrix $A$, we denote by \( \sigma(A) \) its largest singular value and by $A^H$ its complex conjugate transpose. If $A$ is Hermitian, $A > 0$ (resp. $A \geq 0$) expresses that $A$ is positive definite (resp. positive semi-definite). Given any complex vector $x$, $x^T$ indicates its transpose, $x^H$ its complex conjugate transpose and $\|x\|$ its Euclidean norm.

The unit sphere in $\mathbb{C}^n$ is denoted by $\partial B$, i.e., $\partial B = \{x \in \mathbb{C}^n, \|x\| = 1\}$. Given a set $\mathcal{S}$, $\text{conv} \mathcal{S}$ denotes its convex hull. A \textit{block-structure} of size $m$ is any $m$-tuple $K = (k_1, \ldots, k_m)$ of positive integers.\footnote{This corresponds, in the terminology of [1], to structures with no repeated blocks.} Given a block-structure $K$ of size $m$, we make use of the family of diagonal matrices

$$\mathcal{D} = \{ \text{block diag} (d_1 I_{k_1}, \ldots, d_m I_{k_m}) : d_i \in (0, \infty) \}$$

and of the projection matrices

$$P_i = \text{block diag} (O_{k_1}, \ldots, O_{k_{i-1}}, I_{k_i}, O_{k_{i+1}}, \ldots, O_{k_m}), \ i = 1, \ldots, m ,$$
where, for any positive integer \( k \), \( I_k \) is the \( k \times k \) identity matrix and \( O_k \) the \( k \times k \) zero matrix.

**Definition 1.** [7] The *structured singular value* of a complex \( n \times n \) matrix \( M \) with respect to the block-structure \( K = (k_1, \ldots, k_m) \) of size \( m \), where \( n = \sum_{i=1}^{m} k_i \), is the nonnegative scalar

\[
\mu = \max_{z \in \partial B} \left\{ \|Mz\| : \|P_i z\| \cdot \|Mz\| = \|P_i Mz\|, \ i = 1, \ldots, m \right\}.
\]

\( \square \)

Notice in particular that, if \( K = (n) \), the structured singular value is equal to the largest singular value \( \sigma(M) \).

The question of how to compute \( \mu \) has been addressed by several authors [1,7–10]. Doyle [1] showed that, while in general

\[
\mu \leq \inf_{D \in \mathcal{D}} \sigma(DMD^{-1}),
\]

if \( m \leq 3 \),

\[
\mu = \inf_{D \in \mathcal{D}} \sigma(DMD^{-1}).
\]

He exhibited an open set of counterexamples to (3) for the case \( m = 4 \) [11] (see also [12]). The minimization problem in (2) has no stationary point other than its global minimizers [8] and algorithms exist to solve it [1,13].

Another approach for computing \( \mu \) is to solve directly optimization problem

---

2This definition of the structured singular value, while computationally more tractable, is equivalent to that originally proposed by Doyle [1]: \( \mu = 0 \) if there is no block diagonal matrix \( \Delta \), with \( i \)th block of size \( k_i \), such that \( \det(I + M\Delta) = 0 \); \( \mu = (\min(\sigma(\Delta) : \det(I + M\Delta) = 0))^{-1} \) otherwise, where the ‘min’ is taken over the same family of block diagonal matrices.

3Formula (1) can be interpreted as a maximization of \( \|Mz\| \) over all \( z \in \partial B \) such that the relative sizes of the blocks are preserved after multiplication by \( M \).
(1). Although local maxima are generally present, global optimality can be checked whenever (3) holds [7]. For such cases, an algorithm proposed in [7] results in a typical speedup of an order of magnitude over algorithms based on (3). However, the question of obtaining an algorithm to compute \( \mu \) for any block-size remains open. It is hoped that the geometric framework introduced in this paper for the computation of \( \mu \) will contribute to the progress towards answering this question.

In the next section, we propose a new algorithm for computing the structured singular value, based on the distance between the origin and members of a certain family of subsets \( W(\alpha) \) of \( \mathbb{R}^m \). This distance can be efficiently computed when these subsets are convex, which is shown to be the case for block-structures of size no larger than 3. In turns out that, in the non-convex case, an upper bound for \( \mu \) (often equal to \( \mu \)) can be obtained instead. In the final section, it is shown that this upper bound is the same as the one given in (2), and that the 'gap' is related to a specific type of non-convexity of \( W(\mu^2) \). An algorithm for plotting the boundary of a set \( W(\alpha) \) when \( m = 2 \) is given in the appendix.

2 Concepts and Algorithm

For \( i = 1, \ldots, m \), and any real number \( \alpha \), let \( A_i(\alpha) \) be defined as

\[
A_i(\alpha) = \alpha P_i - M^H P_i M,
\]

and consider the nonnegative scalar function \( c(\cdot) \) defined as

\[
c(\alpha) = \min \{ \|v\| : v \in W(\alpha) \}
\]
where $W(\alpha)$ is the $m$-form numerical range associated with matrices $A_1(\alpha), \ldots, A_m(\alpha)$, i.e.,

$$W(\alpha) = \{ v \in \mathbb{R}^m : v_i = x^H A_i(\alpha)x, \ i = 1, \ldots, m, \ x \in \partial B \} .$$  \hfill (4)

Our first theorem leads to an equivalent formula for $\mu$.

**Theorem 1.** $0 \in W(\mu^2)$ and, for all $\alpha > \mu^2$, $0 \notin W(\alpha)$.

**Proof.** First, let $x^* \in \partial B$ be a global solution of (1), i.e., $\mu = \|Mx^*\|$ and $\mu \|P_i x^*\| = \|P_i Mx^*\|$ for $i = 1, \ldots, m$. Then, for $i = 1, \ldots, m$,

$$x^{*H} A_i(\mu^2) x^* = \mu^2 \|P_i x^*\|^2 - \|P_i Mx^*\|^2 = 0 .$$

Thus $0 \in W(\mu^2)$. Second, let $\alpha$ be such that $0 \in W(\alpha)$. There must exist some $x \in \partial B$ such that, for $i = 1, \ldots, m$,

$$\alpha \|P_i x\|^2 - \|P_i Mx\|^2 = 0 .$$  \hfill (5)

For any such $x$, one then has

$$\alpha = \sum_{i=1}^m \alpha \|P_i x\|^2 = \|Mx\|^2 .$$  \hfill (6)

Relations (5) and (6) imply that $x$ is a feasible point for (1). Hence, by (1),

$$\mu^2 \geq \|Mx\|^2 = \alpha .$$

$\square$

**Corollary 1.** $c(\mu^2) = 0$ and, for all $\alpha > \mu^2$, $c(\alpha) > 0$. $\square$

**Corollary 2.**

$$\mu = \inf\{ \sqrt{\alpha} : c(\beta) > 0 \text{ for all } \beta \geq \alpha \} = \inf\{ \sqrt{\alpha} : 0 \notin W(\beta) \text{ for all } \beta \geq \alpha \}.$$ 

$\square$
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**Proposition 1.** \( c(\cdot) \) is continuous and, for any \( s \geq 0 \) and any real \( \alpha \),

\[
c(\alpha + s) \leq c(\alpha) + s .
\]

**Proof.** Defining \( \varphi : \partial B \times \mathbb{R} \to \mathbb{R}^m \) by

\[
\varphi_i(x, \alpha) = x^H A_i(\alpha) x \quad i = 1, \ldots, m ,
\]

one has, for any real \( \alpha \),

\[
c(\alpha) = \min \{ \| \varphi(x, \alpha) \| : x \in \partial B \} .
\]

Continuity of \( c(\cdot) \) then follows from continuity of \( \varphi \) and compactness of \( \partial B \).

Further,

\[
c(\alpha + s) = \min_{x \in \partial B} \left( \sum_{i=1}^{m} (x^H A_i(\alpha + s) x)^2 \right)
\]

\[
= \min_{x \in \partial B} \left( \sum_{i=1}^{m} (x^H A_i(\alpha) x + s \| P_i x \|^2)^2 \right) .
\]

Using the triangular inequality in \( \mathbb{R}^m \), we obtain, since \( s \geq 0 \),

\[
c(\alpha + s) \leq \min_{x \in \partial B} \left( \sum_{i=1}^{m} (x^H A_i(\alpha) x)^2 + s \sum_{i=1}^{m} \| P_i x \|^4 \right) .
\]

Replacing the second term in the ‘min’ by its constrained maximum, we obtain

\[
c(\alpha + s) \leq \min_{x \in \partial B} \left( \sqrt{\sum_{i=1}^{m} (x^H A_i(\alpha) x)^2 + s} \right) = c(\alpha) + s .
\]

\( \square \)

Based on these facts, provided one has an algorithm to compute \( c(\alpha) \), \( \mu \) can be obtained as follows.
**Algorithm 1.** Computation of $\mu$

**Step 0.** Set $\alpha_0 = \bar{\sigma}^2(M)$ and $k = 0$.

**Step 1.** Set $\alpha_{k+1} = \alpha_k - c(\alpha_k)$.

**Step 2.** Set $k = k + 1$ and go to Step 1.

**Theorem 2.** The sequence $\{\alpha_k\}$ generated by Algorithm 1 is monotone nonincreasing and

$$\lim_{k \to \infty} \alpha_k = \mu^2.$$

**Proof.** We first show by induction that $\alpha_k \geq \mu^2$ for all $k$. Clearly, $\alpha_0 = \bar{\sigma}^2(M) \geq \mu^2$. Assuming the claim is true for $k$ and using Proposition 1 and Theorem 1, we can write

$$c(\alpha_k) = c(\mu^2 + (\alpha_k - \mu^2)) \leq c(\mu^2) + \alpha_k - \mu^2 = \alpha_k - \mu^2.$$

Thus, in view of the construction in Step 1 of Algorithm 1, the claim is true for $k + 1$. Now, since the sequence $\{\alpha_k\}$ is monotone nonincreasing, it follows that it converges to a limit $\alpha^*$ satisfying

$$\alpha^* \geq \mu^2.$$

Since $c(\cdot)$ is continuous, the construction in Step 1 now implies, letting $k \to \infty$,

$$\alpha^* = \alpha^* - c(\alpha^*)$$

and thus $c(\alpha^*) = 0$. The result now follows from Corollary 1.

Existing algorithms [1,13,14], proposed in slightly different contexts, can be used to compute the distance between the origin and $\text{co}W(\alpha)$, thus yielding $c(\alpha)$, among other instances, when $W(\alpha)$ is convex.\(^4\) It turns out that such is the case for any real $\alpha$ whenever $m \leq 3$ [4–6]. Hence Algorithm 1

\(^4\)These algorithms are based on repeated computation of an eigenvector associated
Figure 1: $W(\alpha)$ sets, with $0 < \alpha_1 < \mu^2 < \alpha_2 < \sigma^2(M)$

provides an alternative way to compute the structured singular value for block-structures of size no larger than 3. It is not clear whether this algorithm has any computational advantage over previously proposed methods. Figure 1 shows the boundaries of sets $W(\alpha)$ for the matrix$^5$

$$M = \begin{bmatrix} 1 - j0.2 & -0.1 + j5 & 0.2 + j3 \\ j1.2 & 0.1 + j0.1 & 0.1 \\ 1 + j2 & 0.3 - j0.2 & 0.1 - j2 \end{bmatrix}$$

with block structure $K = (1, 2)$, for successive values of $\alpha$ equal to 0, 15, 21.1 = $\mu^2$, 29, and 36.6 = $\sigma^2(M)$. The algorithm used for plotting these with the smallest eigenvalue of $\sum_{i=1}^{m} w_i A_i(\alpha)$, for a certain sequence of vectors $w = [w_1 \ldots w_m]^T$. As shown in the Appendix for the case when $m = 2$, each such eigenvector corresponds to a contact point of $coW(\alpha)$ with the supporting hyperplane orthogonal to $w$.

$^5 j$ denotes the square root of $-1$. 
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boundaries is given in the appendix.

3 The Non-Convex Case

For block-structures of size larger than 3, $\bar{W}(\alpha)$ may not be convex. Algorithms from [1,13,14] then compute, instead of $c(\alpha)$, the value

$$c'(\alpha) = \min\{\|v\| : v \in \text{co} W(\alpha)\}$$

which is a lower bound for $c(\alpha)$. Using this value instead of $c(\alpha)$ in Algorithm 1 would then yield, as the limit of the sequence $\{\sqrt{\alpha_k}\}$, an upper bound $\mu'$ for $\mu$, with

$$\mu' = \inf\{\sqrt{\alpha} : c'(\beta) > 0 \text{ for all } \beta \geq \alpha\} . \tag{7}$$

Numerical experiments on randomly selected matrices show that in fact $c'(\alpha)$ is in most cases equal to $c(\alpha)$, even in the non-convex case. This is in agreement with the main result of this section, given in Theorem 3. It states that $\mu'$ is always equal to the right hand side of (2), the previously known upper bound on $\mu$.

Before proceeding further, we need to introduce more notation and to recall two results of Doyle [1]. Let $r$ be the multiplicity of $\bar{\sigma}(M)$ as a singular value of $M$ and let $U,V \in \mathbb{C}^{n \times r}$ have as columns $r$ mutually orthogonal left and right unit length singular vectors of $M$ corresponding to $\bar{\sigma}(M)$, respectively. Further, for $i = 1, \ldots, m-1$, let $H_i = \bar{\sigma}(M)(U^H P_i U - V^H P_i V) \in \mathbb{C}^{r \times r}$ and define the set $\nabla_2 \subset \mathbb{R}^{m-1}$ by

$$\nabla_2 = \{z \in \mathbb{R}^{m-1} : z_i = e^H H_i e, \ i = 1, \ldots, m-1, \ e \in \mathbb{C}^r, \ ||e|| = 1\} .$$

**Fact 1.** [1] $0 \in \nabla_2$ if, and only if, $\mu = \bar{\sigma}(M)$.

\[\square\]
**Fact 2.** [1] \( 0 \in \text{co} \nabla_2 \) if, and only if, \( \bar{\sigma}(M) = \inf_{D \in \mathcal{D}} \bar{\sigma}(DMD^{-1}) \).

Proposition 2 below shows that \( \nabla_2 \) (subset of \( \mathbb{R}^{m-1} \)) is closely related to \( W(\bar{\sigma}^2(M)) \) (subset of \( \mathbb{R}^m \)). In proving it, we will make use of the following lemma.

**Lemma 1.** Let \( \mu' \) be defined by (7). Then

\[
\mu' \leq \inf_{D \in \mathcal{D}} \bar{\sigma}(DMD^{-1}).
\]

**Proof.** Let \( \alpha \) be any real number satisfying

\[
\alpha > \left( \inf_{D \in \mathcal{D}} \bar{\sigma}(DMD^{-1}) \right)^2.
\]

There must exist \( D = \text{block diag } (d_i I_{k_i}) \in \mathcal{D} \) such that, for any \( \beta \geq \alpha \),

\[
\beta I - (DMD^{-1})^H(DMD^{-1}) > 0,
\]

which implies

\[
\beta D^2 - M^H D^2 M > 0,
\]

i.e.,

\[
\sum_{i=1}^{m} d_i^2 (\beta P_i - M^H P_i M) > 0
\]

so that, for all \( x \in \partial B \),

\[
\sum_{i=1}^{m} d_i^2 x_i^H (\beta P_i - M^H P_i M) x > 0.
\]

Hence, for all \( v \in W(\beta) \),

\[
< v, \lambda > > 0
\]

where \( \lambda = [d_1^2 \ldots d_m^2]^T \). Therefore, for any \( \beta \geq \alpha \), \( \text{co} W(\beta) \) does not contain the origin, so that \( c'(\beta) > 0 \). In view of the definition of \( \mu' \), we have \( \alpha > \mu'^2 \), so that \( \mu' \leq \inf_{D \in \mathcal{D}} \bar{\sigma}(DMD^{-1}) \). \( \square \)
Proposition 2. The following hold: (i) $0 \in \nabla_2$ if, and only if, $0 \in W(\tilde{\sigma}^2(M))$, (ii) $0 \in \text{co}\nabla_2$ if, and only if, $0 \in \text{co}W(\tilde{\sigma}^2(M))$.

Proof. (i) Follows directly from Theorem 1, Fact 1 and the inequality $\mu \leq \tilde{\sigma}(M)$. (ii) First suppose that $0 \in \text{co}W(\tilde{\sigma}^2(M))$. Then, from the definition of $\mu'$, it follows that

$$\tilde{\sigma}^2(M) \leq \mu'.$$

In view of Lemma 1 and Fact 2, we conclude that $0 \in \text{co}\nabla_2$. To prove the converse, suppose now that $0 \in \text{co}\nabla_2$. Since the columns of $V$ have unit length and are mutually orthogonal, $\nabla_2$ can be written as

$$\nabla_2 = \{ z \in \mathbb{R}^{m-1} : z_i = e^H H_i e, i = 1, \ldots, m-1, e \in \mathbb{C}^r, \|Ve\| = 1 \}.$$

Next, for any $e \in \mathbb{C}^r$, let $x = Ve$. Then

$$Mx = \tilde{\sigma}(M) U e$$

so that, for $i = 1, \ldots, m-1$,

$$e^H H_i e = \tilde{\sigma}(M) x^H \left( \frac{1}{\tilde{\sigma}^2(M)} M^H P_i M - P_i \right) x = \frac{-1}{\tilde{\sigma}(M)} x^H (\tilde{\sigma}^2(M) P_i - M^H P_i M) x.$$

Thus,

$$\nabla_2 = \{ z \in \mathbb{R}^{m-1} : z_i = \frac{-1}{\tilde{\sigma}(M)} x^H (\tilde{\sigma}^2(M) P_i - M^H P_i M) x, i = 1, \ldots, m-1, x \in \mathbb{C}^n, \|x\| = 1, x \in \text{range of } V \}.$$

Clearly, in view of the definition of $V$, $x \in \text{range of } V$ if, and only if,

$$\sum_{i=1}^{m} x^H (\tilde{\sigma}^2(M) P_i - M^H P_i M) x = x^H (\tilde{\sigma}^2(M) I - M^H M) x = 0$$
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so that

\[ \nabla_2 = \{ z \in \mathbb{R}^{m-1} : z_i = \frac{-1}{\bar{\sigma}(M)} x^H (\bar{\sigma}^2(M) P_i - M^H P_i M) x, \quad i = 1, \ldots, m - 1, \]

\[ x \in \mathbb{C}^n, \quad \| x \| = 1, \quad \sum_{i=1}^{m} x^H (\bar{\sigma}^2(M) P_i - M^H P_i M) x = 0 \}. \]

Since \( 0 \in \text{co}\nabla_2 \), it follows that \( 0 \in \text{co}S \), where \( S \subset \mathbb{R}^m \) is given by

\[ S = \{ v \in \mathbb{R}^m : v_i = x^H (\bar{\sigma}^2(M) P_i - M^H P_i M) x, \quad i = 1, \ldots, m, \]

\[ x \in \mathbb{C}^n, \quad \| x \| = 1, \quad \sum_{i=1}^{m} v_i = 0 \}. \]

Indeed, if \( 0 \in \text{co}\nabla_2 \), then there exists a finite integer \( q \), vectors \( x^j \in \mathbb{C}^n \), \( \| x^j \| = 1, \quad j = 1, \ldots, q \), and scalars \( \nu_j \geq 0, \quad j = 1, \ldots, q \), with \( \sum_{j=1}^{q} \nu_j = 1 \), such that, for \( i = 1, \ldots, m - 1 \),

\[ \sum_{j=1}^{q} \nu_j x^H (\bar{\sigma}^2(M) P_i - M^H P_i M) x^j = 0 \]

with, for \( j = 1, \ldots, q \),

\[ \sum_{i=1}^{m} x^j^H (\bar{\sigma}^2(M) P_i - M^H P_i M) x^i = 0 \]

and this implies that

\[ \sum_{j=1}^{q} \nu_j x^j^H (\bar{\sigma}^2(M) P_m - M^H P_m M) x^j = 0. \]

Finally it is clear that

\[ S = W(\bar{\sigma}^2(M)) \cap \{ v \in \mathbb{R}^m : \sum_{i=1}^{m} v_i = 0 \}, \]

so that \( 0 \in \text{co}W(\bar{\sigma}^2(M)) \). \( \Box \)

**Corollary 3.** \( 0 \in \text{co}W(\bar{\sigma}^2(M)) \) if, and only if, \( \bar{\sigma}(M) = \inf_{D \in D} \bar{\sigma}(DMD^{-1}) \).

**Proof.** Follows directly from Fact 2 and Proposition 2. \( \Box \)
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Proposition 3. For any $D \in \mathcal{D}$ and any real $\alpha$, (i) $0 \in W(\alpha)$ if, and only if, $0 \in W_D(\alpha)$ and (ii) $0 \in \text{co}W(\alpha)$ if, and only if, $0 \in \text{co}W_D(\alpha)$, where $W_D(\alpha)$ is defined by substituting $DM_D^{-1}$ for $M$ in the definition (4) of $W(\alpha)$.

Proof. (i) It suffices to show that $0 \in W(\alpha)$ implies $0 \in W_D(\alpha)$. Suppose $0 \in W(\alpha)$, i.e., there exists $x \in \partial B$ and, for $i = 1, \ldots, m$, $x^H(\alpha P_i - M^H P_i M)x = 0$. For any $D = \text{block diag}(d_i I_{k_i}) \in \mathcal{D}$, let $y = (Dx)/\|Dx\| \in \partial B$. Then, for $i = 1, \ldots, m$,

$$y^H(\alpha P_i - (DMD^{-1})^H P_i (DMD^{-1}))y = \frac{d_i^2}{\|Dx\|^2} x^H(\alpha P_i - M^H P_i M)x = 0$$

which implies $0 \in W_D(\alpha)$. (ii) It also suffices to show that $0 \in \text{co}W(\alpha)$ implies $0 \in \text{co}W_D(\alpha)$. Suppose $0 \in \text{co}W(\alpha)$, then there exists a finite integer $q$, vectors $x^j \in \mathbb{C}^n$, $\|x^j\| = 1$, $j = 1, \ldots, q$, and scalars $\nu_j \geq 0$, $j = 1, \ldots, q$, with $\sum_{j=1}^q \nu_j = 1$, such that, for $i = 1, \ldots, m$,

$$\sum_{j=1}^q \nu_j x^j x^H(\alpha P_i - M^H P_i M)x^j = 0.$$

For any $D = \text{block diag}(d_i I_{k_i}) \in \mathcal{D}$ and $j = 1, \ldots, q$, let $y^j = (Dx^j)/\|Dx^j\| \in \partial B$ and $\beta_j = (\nu_j \|Dx^j\|^2)/(\sum_{i=1}^q \nu_i \|Dx^i\|^2)$. Then, for $i = 1, \ldots, m$,

$$\sum_{j=1}^q \beta_j y^j x^H(\alpha P_i - (DMD^{-1})^H P_i (DMD^{-1}))y^j =$$

$$\frac{d_i^2}{\sum_{j=1}^q \nu_j \|Dx^j\|^2} \sum_{j=1}^q \nu_j x^j x^H(\alpha P_i - M^H P_i M)x^j = 0.$$  

Since $\beta_j \geq 0$, $j = 1, \ldots, q$ and $\sum_{j=1}^q \beta_j = 1$, it follows that $0 \in \text{co}W_D(\alpha)$.

Theorem 3 below shows that $\mu'$ is nothing but the previously known upper bound on $\mu$ (see (2)). In proving it (as well as in proving Proposition 5), we will make use of the following proposition, of independent interest,
which gives a sufficient condition verifiable a priori, under which the infimum in (2) is achieved. In this proposition, we denote by $M_{ij}$ the $ij$th block of $M$ for the given structure $K$, i.e., the $k_i \times k_j$ matrix with $(p, q)$ entry given by the $(\sum_{i=1}^{j-1} k_l + p, \sum_{i=1}^{j-1} k_l + q)$ entry in $M$.

**Proposition 4.** Suppose that for any nonempty proper subset $I$ of $\{1, \ldots, m\}$ there exist $i \in I$, $j \notin I$ such that $M_{ij}$ is not identically zero. Then the infimum in (2) is achieved.

**Proof.** By contraposition. Suppose the infimum in (2) is not achieved and let $D^* = \text{block diag} (d_i^* I_{k_i})$, where some of the $d_i^*$ may be infinite, be such that, for some sequence $\{D_k\}$ converging to $D^*$

$$\lim_{k \to \infty} \bar{\sigma}(D_k M D_k^{-1}) = \inf_{D \in \mathcal{D}} \bar{\sigma}(D M D^{-1}).$$

Without loss of generality, assume that there exist integers $i, j \in \{1, \ldots, m\}$ such that $d_i^* \neq 0$ and $d_j^* = 0$, so that the set

$$I = \{i \in \{1, \ldots, m\} : d_i^* \neq 0\}$$

is a nonempty proper subset of $\{1, \ldots, m\}$. Since the $ij$th block of $D M D^{-1}$ is $(d_i/d_j) M_{ij}$, in order that $\bar{\sigma}(D M D^{-1})$ be finite when $D \to D^*$, it is necessary that, for all $i \in I$, $j \notin I$,

$$M_{ij} = 0.$$

$\square$

**Theorem 3.**

$$\mu' = \inf_{D \in \mathcal{D}} \bar{\sigma}(D M D^{-1}).$$

**Proof.** In view of Lemma 1, it suffices to show that $\mu' \geq \inf_{D \in \mathcal{D}} \bar{\sigma}(D M D^{-1})$. First assume that $\inf_{D \in \mathcal{D}} \bar{\sigma}(D M D^{-1})$ is achieved at $D^*$ and let $M^*$ =
$D^*MD^{-1}$. From Fact 2 and Proposition 2, it follows that

$$0 \in \text{coW}_D(\hat{s}^2(M))$$

and, in view of Proposition 3, $0 \in \text{coW}(\hat{s}^2(M^*))$. The claim then follows directly from the definition of $\mu'$. If the infimum in (2) is not achieved, by using Proposition 4, we can always find a matrix $E$ arbitrarily small such that $\inf_{D \in \mathcal{D}} \sigma(D(M + E)D^{-1})$ is achieved. The result then follows by continuity. \qed

Finally, the next proposition shows that the absence of gap between the two quantities in (2) is equivalent to a certain separation condition for $W(\mu^2)$.

**Proposition 5.**

$$\mu = \inf_{D \in \mathcal{D}} \sigma(DMD^{-1})$$  \hspace{1cm} (8)

if, and only if there exists a vector $\lambda \in \mathbb{R}^m$, with $\lambda_i \geq 0$ for $i = 1, \ldots, m$, such that $W(\mu^2)$ is contained in the closed half space

$$H(\lambda) = \{v \in \mathbb{R}^m : <v, \lambda > \geq 0\}.$$  

Furthermore, the infimum is achieved if, and only if all the $\lambda_i$'s can be chosen strictly positive. In this case,

$$D^* = \text{block diag } (\sqrt{\lambda_i} I_{k_i})$$

is a minimizer.

**Proof.** We first prove the second statement. Let $\lambda_i > 0$, $i = 1, \ldots, m$, and let $D^* = \text{block diag } (\sqrt{\lambda_i} I_{k_i})$. Using the definition of $W(\mu^2)$, it is easily checked that $W(\mu^2) \subset H(\lambda)$ if, and only if,

$$\sum_{i=1}^{m} \lambda_i x^H (\mu^2 P_i - M^H P_i M) x \geq 0 \quad \text{for all } x \in \partial B$$
or, equivalently,
\[ \mu^2 D^{*2} - M^H D^{*2} M \geq 0. \]

Since \( D^{*} \) is invertible, this can occur if, and only if,
\[ \mu^2 I - (D^{*} M D^{*-1})^H (D^{*} M D^{*-1}) \geq 0 \]
i.e., if, and only if,
\[ \overline{\sigma}(D^{*} M D^{*-1}) \leq \mu. \]

Clearly, in view of (2), this happens if, and only if,
\[ \overline{\sigma}(D^{*} M D^{*-1}) = \mu = \min_{D \in \mathcal{D}} \overline{\sigma}(D M D^{-1}). \]

If the infimum in (8) is not achieved, in view of Proposition 4, we can always find a matrix \( E \) arbitrarily small such that \( \inf_{D \in \mathcal{D}} \overline{\sigma}(D(M + E)D^{-1}) \) is achieved. The result then follows by continuity. \( \Box \)

Referring back to Figure 1, one can check that there does indeed exist a half space \( H(\lambda) \) as specified in the proposition.

4 Discussion

By considering the \( m \)-form numerical range \( W(\alpha) \) of certain matrices, geometric insight has been gained for the computation of the structured singular value \( \mu \). In particular, the gap between \( \mu \) and its upper bound has been related to a certain type of nonconvexity of \( W(\alpha) \).

It is easily checked that Theorem 2 still holds if, in Algorithm 1, one replaces \( c(\alpha) \) by a function \( \tilde{c}(\cdot) \) such that, for some constant \( \gamma > 0 \), \( \gamma c(\alpha) \leq \tilde{c}(\alpha) \leq c(\alpha) \) for all \( \alpha \in \mathbb{R} \). Thus the question of obtaining an algorithm to compute \( \mu \) in the general case would be all but resolved if one comes up with
a way to infallibly check whether or not \( W(\alpha) \) contains the origin. Attempts in this direction are in progress [12].
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Appendix

We describe an algorithm to plot the boundary of \( W(\alpha) \) when this set is in \( \mathbb{R}^2 (m = 2) \). Such an algorithm was used to generate the plots of Figure 1. Below, we denote by \( \text{int} W(\alpha) \) the interior of \( W(\alpha) \) and by \( \text{bd} W(\alpha) \) its boundary. Suppose \( W(\alpha) \) is strictly convex, i.e., for any \( u, v \in W(\alpha) \),

\[
\lambda u + (1 - \lambda)v \in \text{int} W(\alpha) \quad \text{for all } \lambda \in (0, 1).
\]

Then clearly there is a one to one correspondence between the points of the boundary of \( W(\alpha) \) and the support hyperplanes to \( W(\alpha) \), namely, for any \( u \in \text{bd} W(\alpha) \) there exists a unit vector \( h = [\cos \theta \sin \theta]^T \) such that \( u \) achieves the minimum in

\[
\min \{ < v, h > : v \in W(\alpha) \}.
\]

In view of the definition of \( W(\alpha) \), \( u_i = x^H A_i(\alpha)x \), for \( i = 1, 2 \), where \( x \) achieves the minimum in

\[
\min_{x \in \partial B} \{ x^H (\cos \theta A_1(\alpha) + \sin \theta A_2(\alpha))x \}
\]
i.e., \( x \) is a unit length eigenvector corresponding to the smallest eigenvalue of \( \cos \theta A_1(\alpha) + \sin \theta A_2(\alpha) \). This leads to the following algorithm.

Algorithm A.

Step 0. Set \( \theta = 0 \) and \( N = \) a large integer.
Step 1. Let $x$ be any unit length eigenvector corresponding to the smallest eigenvalue of $\cos \theta A_1(\alpha) + \sin \theta A_2(\alpha)$. Set

$$y_2 = \begin{bmatrix} x^H A_1(\alpha) x \\ x^H A_2(\alpha) x \end{bmatrix}$$

If $\theta \neq 0$, draw the line segment $\overline{y_1 y_2}$. If $\theta \geq 2\pi$, stop.

Step 2. Set $y_1 = y_2$, $\theta = \theta + 2\pi/N$ and go to Step 1. □
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