We study the interaction of intense laser pulses with gases of van der Waals bound atomic aggregates called clusters in the range of laser-cluster parameters such that kinetic as well as hydrodynamic effects are active. The clustered gas absorbs the laser pulse energy efficiently producing x-rays, extreme ultraviolet radiation, energetic particles and fusion neutrons.

First, we investigate the effect of pulse duration on the heating of a single cluster in a strong laser field using a 2-D electrostatic particle-in-cell (PIC) code. Heating is dominated by a collision-less resonant absorption process that involves energetic electrons transiting through the cluster. A size-dependent intensity threshold defines the onset of this resonance [Taguchi et al., Phys. Rev. Lett., v90(20), (2004)]. It is seen that increasing the laser pulse width lowers this intensity threshold and the energetic electrons take multiple laser periods to transit the cluster instead of one laser period as previously recorded [Taguchi et al., Phys. Rev. Lett.,
v90(20), (2004)]. Results of our numerical simulations showing the effect of pulse
duration on the heating rate and the evolution of the electron phase space are
presented in this dissertation. Our simulations show that strong electron heating is
accompanied by the generation of a quasi-monoenergetic high-energy peak in the ion
kinetic energy distribution function. The energy at which the peak occurs is pulse
duration dependent. Calculations of fusion neutron yield from exploding deuterium
clusters using the PIC model with periodic boundary conditions are also presented.

We also investigate the propagation of the laser pulse through a gas of clusters
that is described by an effective dielectric constant determined by the single cluster
polarizability. For computational advantage, we adopt a uniform density description
of the exploding clusters, modified to yield experimentally consistent single cluster
polarizability, and couple it to a Gaussian description of the laser pulse. This model is
then used to study self-focusing, absorption, and spectral broadening of the laser
pulse. The model is further extended to allow for a fraction of the gas to be present as
unclustered monomers and to include the effect of unbound electrons produced in the
laser-cluster interaction.
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Fig 2.1 Electron (solid line with circles), Ion (dashed line with squares) and Electrostatic Field Energy (solid line with diamonds) per cluster electron as a function of time for an argon cluster with \( D_0 = 38 \) nm and laser pulse of peak intensity \( 3 \times 10^{15} \) W/cm\(^2\) and FWHM of 250 fs. The laser field profile is shown on the same time axis by the dotted line with crosses. The applied field accelerates the electrons, creating a charge separation that in turn accelerates the ions.

Fig 2.2 Total energy absorbed by the cluster (sum of electron, ion and electrostatic field energies) per cluster electron versus the laser intensity for a range of pulse durations for argon and deuterium clusters. The curves are labeled in the legend by the pulse duration for that curve and as 'Ar' for argon and 'D' for deuterium. The curve labeled '100fs, Ar-Circ' is for a circularly polarized laser pulse of duration 100 fs. All other curves are for linearly polarized laser pulse. The laser intensity has been normalized to the square of the initial diameter of the cluster. Note the dramatic intensity threshold for strong energy absorption for both argon and deuterium at lower pulse durations. The intensity threshold is lowered as the pulse length is increased, and becomes less prominent for very long pulse lengths.

Fig 2.3 Phase space \((x-v_x)\) plots for electrons near the \( x \)-axis for argon cluster. The two plots correspond to peak laser intensity and pulse length of (a) \( 5 \times 10^{15} \) W/cm\(^2\), 100 fs and (b) \( 5 \times 10^{15} \) W/cm\(^2\), 250 fs. Note that \( N_{\text{res}} = 1 \) for (a) and \( N_{\text{res}} = 2 \) for (b). Increase in the order of resonance leads to lowering of intensity threshold.

Fig 2.4 Phase space \((x-v_x)\) for electrons near the \( x \)-axis for deuterium cluster for (a) 100fs FWHM, \( 3 \times 10^{15} \) W/cm\(^2\) peak intensity at \( t = 204.8 \) fs and (b) 70 fs FWHM, \( 5 \times 10^{15} \) W/cm\(^2\) peak intensity at \( t = 148.9 \) fs. The plots show that \( N_{\text{res}} = 2 \) for (a) and \( N_{\text{res}} = 1 \) for (b).

Fig 2.5 (a) Total energy Absorbed per Electron and (b) Root mean squared radius of cluster ions for 100fs, \( 5 \times 10^{15} \) W/cm\(^2\) (solid), 250fs, \( 3 \times 10^{15} \) W/cm\(^2\) (dashed), and 1000fs, \( 5 \times 10^{14} \) W/cm\(^2\) (dash-dot). For the case of 1 ps pulse length, the cluster absorbs energy and expands much earlier in the pulse when the electric field is much below the peak.

Fig 2.6 Phase space \((x-v_x)\) for electrons near the \( x \)-axis for argon cluster for 1 ps FWHM and peak intensity of (a) \( 5 \times 10^{14} \) W/cm\(^2\), (b) \( 1 \times 10^{14} \) W/cm\(^2\) and (c) \( 5 \times 10^{13} \) W/cm\(^2\) at \( t = 1720 \) fs. The plots show that \( N_{\text{res}} = 9, 15, \) and 19 for (a), (b) and (c) respectively.

Fig 2.7 Electron(7a) and ion (7b) kinetic energy distribution functions for (a) 100fs, \( 1 \times 10^{16} \) W/cm\(^2\), (b) 250fs, \( 4 \times 10^{15} \) W/cm\(^2\), and (c) 1ps, \( 1 \times 10^{15} \) W/cm\(^2\). A
quasimonoenergetic peak of ions dominates the ion distribution function. The energy at which this peak occurs is pulse duration dependent. For both electron and ions, the distribution functions show an increase in energy as the pulse length is increased from 100 fs to 250 fs, but in either case the energy falls down as the pulse length is further increased to 1 ps.

Fig 2.8 Ion kinetic energy distribution functions under periodic boundary conditions for deuterium ions of initial diameter 38nm irradiated with laser pulses of 100fs duration and peak intensities of (a) $1 \times 10^{15}$ W/cm$^2$, (b) $3 \times 10^{15}$ W/cm$^2$, (c) $1 \times 10^{16}$ W/cm$^2$, (d) $5 \times 10^{16}$ W/cm$^2$, and (e) $1 \times 10^{17}$ W/cm$^2$.

Fig 2.9 Fusion reaction rate per unit volume (left vertical axis) and total neutron yield (right vertical axis) as a function of peak laser intensity for deuterium clusters with $D_0 = 38$ nm.

Fig 3.1 A comparison of the real and imaginary polarizability for our model (a,b) and the hydrocode of Milchberg (c,d). In each case, a cluster of initial radius 30nm is irradiated with a 800nm, 100 fs FWHM laser pulse for three different peak intensities $5 \times 10^{14}$ W/cm$^2$ (dashed), $8 \times 10^{14}$ W/cm$^2$ (dotted), and $1 \times 10^{15}$ W/cm$^2$ (solid - dark). The pulse profile is shown in (a) as a thin solid line.

Fig 3.2 Contour plot of (a) real and (b) imaginary part of polarizability in the $r-\xi$ plane. The ellipse in the center of each plot marks FWHM points.

Fig 3.3 The quantities $H_r(\xi=0 \text{ fs})$ (solid) and $H_i(\xi=0 \text{ fs})$ (dashed with cross markers) are plotted at $z = 0.006$ cm. Here, the cluster density set to $n_c = 3 \times 10^{11} \text{ cm}^{-3}$ and the spot size of the pulse was varied from 10µm to 200µm. All other parameters were initialized to the conditions in Table 3.1. The intersection of $H_i$ with the $1/k_0R_0^2$ curve (dashed) gives the equilibrium values of $R$ for the chosen cluster density.

Fig 3.4 Cluster density required for equilibrium of a pulse as a function of the pulse spot size for three different initial energies 1.93 mJ (dash-sot), 9.65 mJ (dashed), and 19.3 mJ (solid). All other parameters were initialized to the conditions in Table 3.1. Note that for a pulse with given initial energy the same cluster density can occur for two values of $R$.

Fig 3.5 Stability expression $(2H_r + R \partial H_r/\partial R)_{R=R_0}$ vs. spot size $R$ for a laser beam for three different initial pulse energies 1.93 mJ (dash-dot), 9.65 mJ (dashed), and 19.3 mJ (solid). All other parameters initialized to the conditions in Table 3.1. The range of $R$ over which the plotted quantity is positive is stable. For example, in the 1.93mJ case, the region of stability corresponds to $14\mu m < R < 82\mu m$ and $R < 8\mu m$.

Fig 3.6 Power within the pulse (initial parameters of Table 3.1) at $z = 0$ cm, 0.3 cm, 0.6 cm, 0.9 cm and 1.2 cm. The front of the pulse, traveling through unionized clusters, does not get absorbed and hence propagates unattenuated while the trail end...
Fig 3.7 Self-guiding of the laser pulse in cluster medium. The figure shows the spot size at the center of the pulse ($\xi = 0$ fs) (dashed with square marker) for propagation through 2.0 cm of clustered gas for the initial conditions of Table 3.1. The result for propagation through vacuum (solid with circle markers) is plotted for comparison. The RMS (root mean squared) spot size is also shown (dashed with diamond markers). The center of the pulse remains focused for roughly 1.5 cm. The energy within the pulse (solid with cross markers) is plotted in mJ (right axis). We note that about 83% of the pulse energy is absorbed by the clusters in 1.5 cm of propagation, after which the rate of absorption levels off.

Fig 3.8 RMS spot sizes as a function of propagation distance for pulses with six different initial peak intensities: $5 \times 10^{14}$ W/cm$^2$, $8 \times 10^{14}$ W/cm$^2$, $1 \times 10^{15}$ W/cm$^2$, $2 \times 10^{15}$ W/cm$^2$, $5 \times 10^{15}$ W/cm$^2$, and $1 \times 10^{16}$ W/cm$^2$. Here cluster density was set to $n_c = 3 \times 10^{11}$ cm$^{-3}$, other initial conditions being those in Table 3.1. We note that the guiding effect is strongest around peak intensity of $2 \times 10^{15}$ W/cm$^2$. The evolution of spot size for a pulse propagating in vacuum is plotted for comparison.

Fig 3.9 Variation of energy within the pulse with propagation for pulses of different initial peak intensities: $5 \times 10^{14}$ W/cm$^2$, $8 \times 10^{14}$ W/cm$^2$, $1 \times 10^{15}$ W/cm$^2$, $2 \times 10^{15}$ W/cm$^2$, $5 \times 10^{15}$ W/cm$^2$, and $1 \times 10^{16}$ W/cm$^2$. Here cluster density was set to $n_c = 3 \times 10^{11}$ cm$^{-3}$, other initial conditions being those in Table 3.1. Pulses with higher initial energy have a higher rate of energy absorption initially. As the pulse energy gets depleted the rate of absorption falls.

Fig 3.10 (a) Phase, (b) chirp developed, (c) spot size of the pulse, (d) radially averaged frequency shift, and (e) power weighted radial averaged frequency shift, at $z = 0.3$ cm, 0.72 cm, and 0.9 cm (for initial conditions of Table 3.1). The rise in phase at $\xi = -80$ fs is due to ionization and appears in (b) and (d) as a red shift. The $z = 0.72$ cm curve shows a kink in phase at around $\xi = 86$ fs. This is due to the sharp focusing of the pulse as seen in (c) and provides further red shift as seen in (b) and (d). The frequency shift weighted with power gives the effect of the propagation on the pulse spectrum.

Fig 3.11 Variation with propagation distance of spot size (a), curvature (b) and phase (c) of the pulse at three different locations within the pulse ($\xi = 0$ fs, 86 fs, 101 fs). The moving focus seen in (a) causes a sharp fall in phase (c). Fig 3.12 Power spectrum of the pulse (in logarithmic scale) for $z = 0$ cm, 0.3 cm and 0.9 cm. We see the spectrum broadening with propagation and significant red shifting of the initial spectrum.

Fig 3.12 Power spectrum of the pulse (in logarithmic scale) for $z = 0$ cm, 0.3 cm and 0.9 cm. We see the spectrum broadening with propagation and significant red shifting of the initial spectrum.

Fig 4.1 Experimental layout for the measurement of forward and side
scattered spectra of intense laser pulses interacting with a gas of clusters.

Fig 4.2 Mean wavelength of (a) scattered and (b) transmitted laser pulses as a function of chirped laser pulse durations. The mean wavelength of incident lasers is 798 nm. The insets show sample 1D space-resolved (a) scattering and (b) transmission spectra, respectively.

Fig 4.3 Simulated mean wavelength of transmitted laser pulses as a function of chirped laser pulse durations for different assumed fraction of gas atoms present as clusters.

Fig 4.4 The dotted line shows the evolution of free electron density with time within the pulse for peak laser intensity of $6 \times 10^{15}$ W/cm$^2$ (the laser pulse envelope is shown in thin solid line). The energy absorbed per electron based on the PIC calculations for the same laser peak intensity is also shown (solid line).

Fig 4.5 Comparison of real (a,b) and imaginary (c,d) parts of cluster polarizability from the PIC code (solid lines) and modified uniform density model of cluster expansion with inclusion of hot electrons (dotted lines) for a range of intensities. For the PIC code the polarizability is normalized to $\gamma_0 = D_0^2/8$, where $D_0$ is the diameter of the cluster while for the uniform density model it is normalized to $\gamma_0 = D_0^3/8$.

Fig 4.6 RMS spot size of pulse for case when free electrons are included (circles) and when free electrons are not considered (filled circles). The evolution of the RMS spot size for propagation in vacuum is plotted (solid-no marker) for comparison. The free electrons contribute additional defocusing effect.

Fig 4.7 RMS spot size of the pulse versus distance of propagation for a range of peak laser intensities. The RMS spot size for propagation in vacuum and through unclustered gas at a peak intensity of $1 \times 10^{17}$ W/cm$^2$ is also plotted for comparison. We note that the RMS spot size is higher for higher intensity at any given distance. This is due the generation of more free electrons at higher intensities. However, even for the peak intensity of $1 \times 10^{17}$ W/cm$^2$ the RMS spot size is less than that for propagation in vacuum.
1 Introduction

1.1 Overview

Clusters are nanoscale solid density atomic aggregates bound by van der Waals forces ranging in size from $10^2$ – $10^6$ atoms. Clusters can be made from different atomic, molecular and hetero-nuclear species. In this thesis, we look only at clusters formed from gases such as argon, xenon, and deuterium. Gas-atom clusters are formed when high-pressure flow of a cooled gas into vacuum results in adiabatic cooling and expansion of the gas and particle aggregation [1]. A clustered gas jet typically consists of solid density clusters along with low-density background of un-clustered gas atoms. Clusters vary in size from a few angstroms to a 1000Å in diameter and the density of clusters in the gas ranges typically from $10^{11}$ to $10^{14}$ clusters/cm$^3$. The characteristics of the clustered gas such as the size distribution and number density of clusters and the ratio of clusters to un-clustered atoms or molecules is determined by the backing temperature, pressure, nozzle geometry and other experimental factors.

When irradiated by an intense laser pulse, clusters absorb energy and explode, leaving behind tenuous plasma. The volume average density of the clustered gas is low but the clusters themselves are at solid density. This enables strong interaction of individual clusters with an irradiating laser pulse while still allowing propagation of the pulse through the clustered gas. The efficient coupling of laser energy into
clustered gases [2] makes them a unique media for studying non-linear laser-matter interaction [3] and can lead to many exciting applications.

The laser-heated clusters efficiently generate x-ray [4] and extreme ultraviolet (EUV) radiation [5-9] with yields comparable to that from interaction of intense laser pulses with planar solid targets. Clusters have the advantage that they do not generate debris, which is an issue with solid targets and the system takes much less space than the conventional synchrotron radiation source. Clusters irradiated with strong laser pulses can thus be used as an easily-renewable, debris-free tabletop radiation source for such applications as X-ray lasers, X-ray and EUV lithography [5] and X-ray tomography [10]. Explosion of clusters in strong laser fields leads to ejection of high energy electrons and energetic highly charged ions [11-13]. This opens up the possibility of using energetic particles from laser-irradiated clusters to seed particle accelerators and for proton beam radiation therapy in cancer treatment [14]. Collisions between energetic ions from exploding clusters can produce neutrons via thermonuclear fusion [12, 15]. Laser irradiated clusters can thus be a future tabletop source of thermonuclear neutrons for imaging purposes. The dynamics of exploding clusters gives rise to interesting nonlinear optical effects such as harmonic generation [16] and self-focusing [17]. Clustered gases are also proposed as targets for creating plasma waveguides [18, 19]. Self-guiding of a laser pulse in plasma and plasma channel formation are of particular interest for laser-based particle acceleration schemes.

Understanding the dynamics of laser-cluster interaction and cluster explosion is a challenging experimental and theoretical problem with the intellectual reward of
providing insight into the behavior of molecular assemblies in strong electromagnetic fields and is also necessary for optimizing the system for the above-mentioned applications. Strong absorption of laser pulse energy by clusters is the central enabling feature for these applications. As such the first part of this thesis focuses on laser pulse energy absorption by an individual cluster via simulations of a kinetic description of the cluster plasma. We examine the role of laser intensity and pulse duration in determining the manner of laser to cluster energy coupling for argon and deuterium clusters. Subsequently, we use a hydrodynamic description of expanding heated cluster to model the interaction of laser pulses with extended clustered gas medium. This work has been motivated by the current advances in experiments on laser-cluster interactions and has built upon the past theoretical models of cluster heating and expansion. A survey of some of the experimental and theoretical studies on this topic is presented in Sections 1.2 and 1.2, followed by a brief description, in Sections 1.4 and 1.5, of the specific questions explored in this dissertation.

1.2 Experimental Studies

Laser-cluster interaction first shot into prominence with the observation of strong emission of X-rays from laser-irradiated xenon clusters [20-24]. Subsequently, other groups have measured and characterized the emission of strong X-rays [25-36] and extreme ultraviolet (EUV) radiation [5-9] from gas clusters subjected to a high intensity laser pulse. Clustered gases, having properties in between that of solid and gas phase, were shown to be very efficient absorbers of laser pulse energy [2]. Further studies on laser pulses propagating through clustered gases produced interesting non-linear optical effects such as self-focusing [17], modulation of the pulse spectrum[37]
and higher harmonic generation [38, 39]. Time of flight measurements of the
electrons and ions generated from exploded clusters revealed highly energetic
particles being generated. Electrons with energies up to 3 keV have been observed
[11] while maximum ion energies measured are of the order of 1 MeV [40]. Nuclear
fusion via collisions of ions from exploded deuterium clusters has been demonstrated
and the neutron yield measured [12, 15, 41]. Desire to optimize the system for
potential applications such as creating a radiation, energetic particles or neutron
source has led to experiments on the role of parameters pertaining to the irradiating
laser pulse and the irradiated clustered gas. These studies show that the laser pulse
duration, peak intensity, and wavelength as well as the cluster size, number density,
materi and background gas density affect cluster evolution and laser pulse
propagation. While the initial laser parameters can be directly controlled, the cluster
parameters such as the size distribution and number density need to be experimentally
determined and is a challenging task [42]. Determination of the cluster properties is of
significance to theorists since models of cluster heating indicate that the manner in
which clustered gases couple to the laser energy depends strongly on the cluster size
and their number density [43]. The most popular method of calculating the average
cluster size is by using the Hagena parameter [1] that relates the average number of
atoms in a cluster in a gas jet to the backing pressure and temperature, but it is shown
to become increasingly inaccurate for larger sized clusters (number of atoms greater
than $10^5$). As such, Kim et al. [42] developed an all-optical technique to measure
independently the average cluster size and the density of clusters using Rayleigh
scattering imaging and interferometry but the exact form of the cluster size
distribution still eludes us. More recently, efforts towards optimizing ion-energy and the yield of fusion neutrons has prompted experiments on laser irradiation of heteronuclear clusters [44].

1.3 Heating and Expansion of Clusters: Theoretical Models

The unique nature of clustered gases as a combination of solid clusters in low density gas along with their violent interaction with high intensity laser pulses has prompted many theoretical models to explain experimental observations and model the dynamics of an exploding cluster. One of the earliest models of laser-cluster interaction was given by McPherson et al. [22] with the aim to explain the X-ray emission from laser-irradiated clusters. In this model, the electrons are coherently driven by the external laser field. This greatly increases the probability of ionization of inner-shell electrons resulting in 'hollow atoms' with vacant inner shells and populated outer shells. These would then decay promptly and in the process would emit X-rays. This was followed by the 'ionization ignition model' proposed by Rose-Petruck et al. [45] in which the external laser field and the strong electric field of the ionized cluster atoms both have a significant role in determining the ultra-fast electron dynamics and inner-shell ionization. Both models however, pertain to small clusters and focus on the ionization of the cluster with generation of very high charge state ions. For larger clusters or for high intensities a plasma model of cluster is more suitable.

Recent models of clusters as evolving balls of plasma indicate that the manner of heating and explosion of a laser-irradiated cluster has several characteristic regimes based on the laser intensity and size of cluster. Two relatively distinct
regimes are hydrodynamic expansion and Coulomb explosion. For high intensities ($> 10^{17}$ W/cm$^2$) or very small clusters (diameter $< 25$ angstroms) most electrons are removed from the cluster early in the pulse. Subsequently, the cluster explodes due to the Coulomb repulsion forces between the positively charged ions remaining in the cluster core. Typically, particle models have been used to study this regime [46-49]. In these models the electrostatic interaction between particles is treated point wise (particle to particle, also known as molecular dynamics simulations) or in the particle in cell (PIC) approximation [50]. The molecular dynamics method is suited for small clusters and becomes computationally inefficient for large clusters. The PIC method is more practical for large clusters. It is, however, relatively more difficult to describe collisions in the PIC framework.

At lower intensities and for large clusters a hydrodynamic approach is valid. Here, the expansion is driven by the pressure of electrons. In this approach, the cluster is modeled using fluid equations. The first study of hydrodynamic expansion of a cluster [51] treated the ionized cluster as a spherical ball of uniform 'nanoplasma' with no density or temperature gradients. The electrons are generated by field and collisional ionization and heated primarily by the electron-ion collisions within the cluster. For the brief time interval when the electron plasma frequency in the expanding cluster satisfies $\omega_{p0} = \sqrt{3} \omega_0$, where $\omega_0$ is the laser frequency, an electrostatic resonance causes the field inside the cluster to rise sharply leading to rapid heating. This model has been very useful in explaining many aspects of cluster expansion like high ionization levels, generation of energetic ions, and resonant absorption. A more sophisticated approach allows for non-uniformity of temperature
and density during expansion [52]. This model predicts that the dominant energy absorption occurs in regions where the electron density is near the critical density. The main consequence of this is that strong absorption occurs over a much longer duration than that predicted by the uniform density model. In both these models, the response of the cluster to the laser electric field is treated in the cold plasma approximation and is used for calculation of the total electric field as well as the energy absorbed by the cluster. However, when energetic particles are produced the local cold plasma approximation no longer applies. Energetic particles travel a distance comparable to the cluster size in a laser period contributing to a non-local and non-linear dielectric response. This necessitates a kinetic treatment of the absorption process.

In recent years, some PIC models [53-56] have focused on the intermediate range of intensity and cluster sizes where a population of energetic electrons is produced and the heating and expansion of the cluster are distinctly non-hydrodynamic. However, the cluster still remains quasi-neutral as it expands. This is also the regime of interest for the present work. In this regime energy absorption by electrons is both a kinetic and a collective effect. The energetic electrons make large excursions, comparable to the size of the cluster, and being at a high temperature are largely unaffected by collisions [collision frequency is inversely proportional to temperature]. At the same time, the laser field is strongly shielded from the cluster core by the dielectric response of the electrons.

The major result of Taguchi and Antonsen [53, 54] is that there is a well defined intensity threshold above which electrons rapidly gain energy by a process
related to that proposed by Brunel for sharp density gradients [57]. Electrons are first accelerated out from the cluster and then driven back into it by the combined effects of the laser field and the electrostatic field produced by the laser-driven charge separation. The energetic electrons then pass through the cluster and emerge on the other side. If they emerge in phase with the laser field, there is resonant heating, and the cluster quickly absorbs energy. The onset of this resonance corresponds to the intensity for which the excursion of a free electron in the laser field is comparable to the cluster diameter. This critical intensity was shown to be

\[ I_0 = \frac{c}{8\pi} \left( \frac{m_e \omega^2}{2\pi e} \right)^2 D_0^2 \quad (1.1), \]

where \( c \) is the speed of light in vacuum, \( D_0 \) is the initial cluster diameter, \( \omega \) is the frequency of the laser pulse and \( m_e \) and \( e \) are the electron mass and charge respectively.

In addition to these, there are other fluid and kinetic models that aim to explain specific aspects of the laser-cluster interactions such as third harmonic generation [38, 58], generation of high charged states of ions [59], self-focusing of the laser pulse [60].

1.4 Focus of this Dissertation

1.4.1 Effect of laser pulse duration on heating of a single laser irradiated cluster

In this thesis, we use the PIC framework of Taguchi and Antonsen [53] to examine how laser pulse duration influences the energy absorption by clusters. Our
simulations show that increasing the pulse duration enables strong heating via a higher order electron transit time resonance where the electron transit time through the cluster equals multiple laser periods, effectively lowering the intensity threshold for strong heating. We modify the scaling law for the intensity threshold derived in reference [53] to take the higher order electron transit time resonance into account.

Fusion of ions from exploding deuterium clusters as observed in experiments has generated interest in laser irradiated clustered gases a potential source of fusion neutrons. Some past studies [41, 44, 56, 61-63] have investigated fusion neutron yield in the Coulomb explosion regime. In the present work, we use the ion energy spectrum from our PIC model to estimate the fusion yield from deuterium clusters for a range of pulse intensities and pulse durations and examine the effect of intensity threshold on fusion yield in the regime where both kinetic and hydrodynamic effects are active.

1.4.2 Laser Pulses Interacting with Extended Clustered Gas Medium

We have developed a self-consistent model for the propagation of an intense laser pulse in a gas of exploding clusters that acts as a non-linear optical medium. Experimental and theoretical studies of laser-irradiated clusters indicate that the clusters expand and explode even as the laser pulse is passing over them. It can thus be expected that the manner in which clusters explode would affect the propagation of the laser pulse through the extended clustered gas media. Indeed, experiments on the interaction of an intense laser pulse with cluster gas have demonstrated interesting optical effects such as the self-focusing of the laser pulse [17], strong absorption of the laser pulse energy [2], and spectral broadening of the pulse [37, 64]. In order to
understand these effects, we need a model that describes the dynamics of the laser-irradiated clusters as well as the back reaction on the laser pulse propagation due to the optical response of the cluster ensemble. However, most theoretical models of laser-cluster interaction have focused on the evolution of a single cluster in a laser field or do not consider a fully self-consistent model with a time dependent optical response of the medium and a laser pulse profile that evolves as it propagates. Computational complexity of modeling even a single cluster expansion has been a limitation and a challenge for propagation studies which require simulating a large number of clusters. To overcome this, we modeled the cluster as an expanding ball of heated plasma following reference [51] but with suitably modified parameters that we achieve an experimentally consistent optical response of the cluster without sacrificing computational speed. We couple the uniform density model, thus modified, to a Gaussian description of the laser pulse and study the propagation of a laser pulse through a cluster plasma. Our simulation results explain many experimentally observed effects like focusing and strong absorption of the laser pulse.

1.5 Organization

The organization of this dissertation is as follows. The results of our PIC simulations showing how cluster explosion dynamics change with varying pulse duration are discussed in Chapter 2. Calculations of fusion neutron yield from exploded deuterium clusters are also presented. In Chapter 3, the focus is widened to consider the effect of laser pulse propagating through an ensemble of clusters. Simulation results from our fully self-consistent calculation and comparisons to experimental results are presented in this chapter. Results of the fluid simulations to
explain the experimentally observed shifts in the mean transmitted wavelength of the laser pulse spectrum are presented in Chapter 4. Chapter 5 ends the dissertation with discussions on future work and conclusions.
2 Resonant Heating of Clusters: Effect of Pulse Duration, High Energy Ions and Neutron Yield from Fusion

2.1 Introduction

The interaction of clusters with strong laser fields is characterized by a large number of tunable parameters such as the peak intensity, pulse duration, spot size, frequency and field polarization of the laser pulse, the distribution of cluster sizes, fraction of gas present as monomers, and the density and ionization potentials of the cluster atoms. Various experimental [25, 27, 30, 43, 44, 61] and theoretical studies [52-54, 56, 63, 65] have explored the role played by some of these parameters with theoretical studies often focused on the effect of laser intensity and cluster size. Experiments show that pulse duration plays an important role in the various aspects of laser-cluster interaction such as absorption and scattering of laser pulses [66], neutron yield of deuterium cluster targets [61], x-ray generation [27] and extreme ultraviolet emission [27, 67]. In this chapter we examine the effect of laser pulse duration (Full Width at Half Maximum (FWHM) of the laser pulse envelope) on the heating of individual irradiated argon and deuterium clusters via simulations of the kinetic description of the cluster plasma. Numerical results from our simulations are discussed in Section 2.3. The range of parameters we consider is such that both hydrodynamic and kinetic effects are active. In other words, the cluster core remains quasineutral during expansion, while there is a population of energetic electrons that plays a significant role in cluster heating and expansion. In addition, we look at the yield of fusion neutrons from exploded deuterium clusters for a range of peak laser
intensities in Section 2.5. The material presented in the following sections of this Chapter has been submitted for publication [68]. The basic model and framework used for our simulations is described in the next section.

2.2 PIC Model

To study the effect of laser pulse parameters on cluster heating in the transition regime, we use a 2D electrostatic particle-in-cell (PIC) model which has been presented in detail in references [53, 54]. The laser field \( E = E_x(t) \sin(\omega t) \) is polarized in the \( x \) direction with frequency \( \omega \) corresponding to \( \lambda = 800\text{nm} \), and time dependent amplitude \( E_x(t) \) corresponding to a Gaussian pulse. The electrostatic calculation is appropriate in the near field limit \( (D_0/\lambda \ll 1) \), and for intensities below \( \sim 5 \times 10^{17} \text{ W/cm}^2 \). For higher intensities, where the quiver velocity approaches the speed of light, the Lorentz force becomes important, necessitating an electromagnetic simulation.

As the intensity rises past a threshold (\( \sim 10^{14} \text{ W/cm}^2 \) for argon atoms) during the pulse neutral cluster atoms are ionized by field ionization followed by collisional ionization. This produces a super-critically dense plasma with electron density \( n_e > n_{cr} \), where \( n_{cr} \) is the density at which the electron plasma frequency equals the incident laser frequency. The plasma shields the core of the cluster from the laser field. The majority of our simulations begin here by modeling the clusters as consisting of pre-ionized atoms and electrons. The material parameters used for argon and deuterium clusters are specified in Table 2.1. The initial temperatures in either case are chosen to be 10 eV for electrons and 0 eV for ions. This electron temperature is large enough to suppress grid instabilities inherent to PIC algorithm, but not so large as to affect
results. Electron-ion scattering processes are included explicitly in our code through a Monte Carlo method, but ion-ion and electron-electron scattering processes are neglected. Over the few hundred femtoseconds of the simulation, collisional energy relaxation from electrons to ions is not important, and the ions gain energy dominantly through acceleration by the space-charge electric field.

Table 2.1 Cluster Parameters for argon and deuterium Clusters

<table>
<thead>
<tr>
<th>Cluster Material</th>
<th>Initial Ion Density (cm(^{-3}))</th>
<th>Maximum Ionized state, (Z)</th>
<th>Initial Electron Density (n_e)</th>
<th>Mass of Ion (amu)</th>
</tr>
</thead>
<tbody>
<tr>
<td>argon</td>
<td>(1.742 \times 10^{22})</td>
<td>(Z = 8)</td>
<td>(n_e \sim 80 , n_{cr})</td>
<td>40</td>
</tr>
<tr>
<td>deuterium</td>
<td>(5.98 \times 10^{22})</td>
<td>(Z = 1)</td>
<td>(n_e \sim 34 , n_{cr})</td>
<td>2</td>
</tr>
</tbody>
</table>

The 2D simulations, corresponding to an initially cylindrical cluster, are carried out on a 1024×1024 square mesh of spacing 0.805nm. In most of our simulations, unless otherwise stated, we solve the Poisson equation with open boundary conditions, and particles are allowed to leave the simulation region. Once a particle leaves, its momentum and position are still tracked assuming it responds only to the laser electric field. This is important in calculating the electric dipole moment of the exploding cluster. The distance to the simulation boundary is sufficiently far from the cluster core that only a small fraction of the electrons leave the simulation box for most of the pulse duration.
If the number density of clusters in the irradiated volume is high, energetic ions from neighboring clusters are expected to interact especially towards the end of the pulse when the cluster has expanded significantly. The effect of neighboring clusters alters the evolution of the energy spectrum of ions and electrons. The energy distribution of ions is directly used for determining the fusion neutron yield. In order to incorporate the effect of ions from neighboring clusters on the kinetic energy distribution of ions, we employ periodic boundary conditions to solve the Poisson equation and we allow escaping particles to re-enter the simulation domain. In this case, the size of the simulation box defines the inter-cluster distance. We assume that the clusters are distributed uniformly in the irradiated volume. Then the inter-cluster distance is simply \((n_{cl})^{-1/3}\), where \(n_{cl}\) is the number density of clusters. For our simulations parameters (1024×1024 mesh with mesh spacing of 0.805 nm), the inter-cluster distance is 824.32 nm which corresponds to \(n_{cl} = 1.78\times10^{12}\) cm\(^{-3}\).

2.3 Effect of Pulse Duration on Resonant Heating

We have done a series of PIC simulations for a range of peak intensities at three different pulse widths for both argon and deuterium. The initial cluster radius was fixed at \(D_0 = 38\) nm. The pulse width defined the full width at half maximum of the Gaussian laser pulse envelope. The peak intensity is varied from \(1\times10^{13}\) W/cm\(^2\) to \(1\times10^{16}\) W/cm\(^2\) with the pulse widths corresponding to FWHM of 100fs, 250fs, and 1ps for argon and 70fs, 100fs and 500fs for deuterium.

In Fig 2.1, we plot the average kinetic energy per electron for cluster electrons (solid) and ions (dotted), and the electrostatic field energy per electron (dashed) in the cluster for \(D_0=38\) nm and laser peak intensity of \(3\times10^{15}\) W/cm\(^2\) and pulse width of
250fs. Also shown is the laser intensity profile. Initially, the laser electric field pulls out a small fraction of the electrons at the cluster boundary. Accelerated by the electric field in the cluster potential, these escaped electrons absorb energy and the mean electron kinetic energy is increased. As the laser intensity rises, more electrons are pulled out of the cluster and electron excursion length is also increased resulting in stronger heating of the cluster. The mechanism of electron heating is described in detail when we discuss phase space plots later in the chapter.

The charge imbalance created by the extraction of electrons causes an outward directed electric field that accelerates the ions. The electron energy is thus transferred to ions via the electrostatic field energy stored in the space-charge field. The cluster expands due to the coulomb force of the space charge on the cluster ions. Electron extraction and heating decreases later in the pulse when the laser electric field starts falling and the cluster boundary has expanded. This, accompanied by the continued expansion of the cluster core, causes the electron and field energies to fall. Towards the end of the pulse the space charge field energy approaches zero as the expanding ions decrease the charge imbalance. The mean ion energy saturates as most of the electron energy is transferred to the ions and the electrons are no longer extracting energy from the pulse.

Our simulations indicate that there is an intensity threshold for strong heating at which there is a sharp increase in the laser energy coupled to the cluster electrons. This threshold effect is seen clearly in Fig 2.2 that plots the total absorbed energy (sum of electron, ion and electrostatic field energy) per electron at the end of the pulse versus peak laser intensity (scaled to the cluster diameter squared) for different
pulse durations – 100 fs, 250 fs, 500 fs and 1 ps for argon (labeled as 'Ar' in the legend) and 70 fs and 100 fs for deuterium (labeled with a 'D' in the legend). The curves for shorter pulse durations (100 fs, 250 fs for argon and 70 fs, 100 fs for deuterium) exhibit a steep rise in the absorbed energy indicating that there is a critical intensity beyond which the cluster experiences enhanced heating. This threshold intensity is different for different cluster material (argon/deuterium) and laser pulse duration. In reference [53], it was shown for the case of 100 fs pulse duration and argon clusters that the threshold for strong absorption is due to a nonlinear electron transit time resonance. The critical intensity for the onset of this resonance was predicted as the intensity for which energetic electrons take exactly a laser period to transit once through the cluster. The dependence on cluster material and laser pulse duration as seen here is not predicted by the scaling law predicted by Taguchi and Antonsen [53, 54]. In the following paragraphs we will look at electron phase space plots to explore this in greater detail. The threshold-like behavior is less prominent for the longer pulse duration of 500 fs and almost disappears for the even longer pulse width of 1 ps. The absence of a clear threshold for the 1 ps pulse duration results from strong heating of the cluster over a wider range of peak laser intensities and we look at electron phase space plots at three different intensities for 1 ps pulse duration to understand the process of laser to cluster energy for long pulse durations. Further, we note that in all cases the average energy absorbed per electron reaches a saturation value at high intensity, and that the saturation value does not depend monotonically on pulse duration. In particular, for argon cluster, the saturation value for pulse duration of 250 fs exceeds that for both 100 fs and 1 ps pulses. The curve labeled 'Ar-
Circ' is for a series of runs for argon clusters irradiated with circularly polarized laser light of 100 fs pulse duration.

The process of energy absorption by cluster electrons is related to that proposed by Brunel [57] for heating of laser-driven electrons at planar solid-vacuum interface where the electron excursion amplitude is larger than the local density scale length. This is applicable to clusters where the laser pulse accelerates energetic electrons out from the cluster core and drives them back into the shielded cluster. We look at the electron phase space at peak laser intensity of $5 \times 10^{15}$ W/cm$^2$, just beyond the threshold for the case of 100 fs pulse duration. Fig 2.3(a) shows a snapshot of this phase space at $t = 188.17$ fs (the peak of the pulse occurs at 170 fs). Here, the axes are the x coordinate of position and the x component of velocity ($v_x$) for all electrons in the narrow layer $|y| < \Delta$ along the x-axis, where $\Delta$ is the grid size. The high concentration of particles in a band about the center at small $v_x$ represents the core electrons in the cluster. In this region, the laser field is strongly shielded. We note that this core region is roughly 40 nm in size, indicating that the cluster does not expand appreciably before the time of this phase plot. The less dense bunch of electrons at higher magnitudes of velocity corresponds to energetic electrons in the range of 2-10 KeV, which have been pulled out from a thin layer at the cluster surface by the laser electric field. The laser field accelerates these electrons and passing through the cluster they emerge on the other side in phase with the laser field and are further accelerated. The energetic electrons of Fig 2.3(a) take one full laser period to travel once around the cluster to come back to the same position. This matching of electron
transit time to the laser period sets up the resonance condition for irradiating laser pulse of 100fs duration as described by Taguchi and Antonsen [53, 54].

Fig 2.3(b) plots the phase space for a laser pulse of 250 fs FWHM with peak intensity $3 \times 10^{15}$ W/cm$^2$ at $t = 432.4$ fs (the peak of the laser pulse occurs at 430.2 fs). As seen from Fig 2.2, this corresponds to an intensity just beyond the threshold for strong heating and corresponds to $5 \times 10^{15}$ W/cm$^2$ for the 100 fs pulse duration. Here, there are two tendrils of energetic electrons, and each bunch moves halfway around the cluster in a laser period. Thus the energetic electron transit time for 250 fs case equals twice the laser period.

Let the number of laser periods required by the hot electron bunch to transit once around the origin of the phase space be defined as $N_{res}$. Then $N_{res} = 1$ for a 100fs pulse, and $N_{res} = 2$ for a 250fs pulse. In the following paragraph we show that the electron transit time resonances with higher values of $N_{res}$ would lead to a lower intensity threshold.

We assume that the cluster has not expanded appreciably before the onset of strong heating. Phase space plots of Fig 2.3 show that this assumption holds reasonably well for those cases. For enhanced cluster heating characterized by an electron transit time resonance of order $N_{res}$, we can write the condition for strong heating as

$$\frac{2D_0}{v_{cluster}} = N_{res} \left( \frac{2\pi}{\omega} \right)$$

(2.1),

where $D_0$ is the initial cluster diameter, $v_{cluster}$ is the average velocity of an electron transiting the cluster, $N_{res}$ is the order of resonance at the time of strong heating and $\omega$
is frequency of the laser pulse. For the case of electron heating at a planar-solid interface considered by Brunel [57], the peak velocity of electrons driven into the planar surface was given as $\nu_{\text{plane}} = 2eE_s/m_e\omega$, where $E_s$ is the laser field at the surface, and the factor of 2 is due to the effective field boost provided by the space charge. The space charge field acts opposite the laser electric field during extraction, but adds to it when electrons are accelerated back into the bulk plasma. For our case of laser heating in clusters for the 2D geometry, there is an additional factor of 2 due to the dielectric focusing of the electric field lines by the cylindrical cluster. The extracted electrons, however, do not all have the same energy nor are they at the same phase with respect to the laser field resulting in the typical velocity of electrons transiting the cluster being lower than the peak velocity. We assume it to be half the peak velocity, i.e. $v_{\text{cluster}} = 0.5(2\nu_{\text{plane}}) = \nu_{\text{plane}}$. Substituting this in Eqn. (2.1) we get the scaled critical intensity for strong absorption as,

$$
\frac{I_0}{D_0^2} = \frac{c}{8\pi} \left( \frac{m_e\omega^3}{2\pi e} \right)^2 \frac{1}{N_{\text{res}}}^2
$$

(2.2).

The threshold intensity is inversely proportional to the order of resonance as seen in Eqn.(2.2). Thus the intensity threshold for 250 fs pulse duration ($N_{\text{res}} = 2$) is lower than that for 100 fs case ($N_{\text{res}} = 1$). It is important to note that the cluster does undergo higher $N_{\text{res}}$ stages even for the case of 100 fs FWHM and peak intensity $5\times10^{15}$ W/cm$^2$ earlier in the pulse [53], but the cluster does not absorb significant energy at these higher resonances. Because of the strong shielding effect of the core electrons, energetic electrons gain energy only when they are outside the cluster. The higher the order of the resonance, the smaller the fraction of time an electron is
heated. Consequently, for strong absorption at higher $N_{res}$ the cluster needs to spend longer time at the resonance. This is possible only with longer pulse durations where the temporal variation of the laser electric field is lower. For the 250fs laser pulse, the cluster spends a significant time in a resonance stage characterized by $N_{res} = 2$ and experiences enhanced laser pulse energy absorption at the lower peak intensity of $3 \times 10^{15}$ W/cm$^2$. For 100fs pulse width the laser pulse envelope varies more quickly and the peak laser intensity needs to be as high as $4.7 \times 10^{15}$ W/cm$^2$ at which the cluster electrons gain energy with every laser cycle ($N_{res} = 1$) and experience strong heating.

Fig 2.4 plots similar phase space plots for deuterium clusters for laser pulse of (a) 100 fs FWHM, $3 \times 10^{15}$ W/cm$^2$ peak intensity at $t = 204$ fs, and (b) 70 fs FWHM, $5 \times 10^{15}$ W/cm$^2$ peak intensity at $t = 148.9$ fs. We note that for the 100 fs case, there are two bunches of energetic electrons indicating that $N_{res} = 2$, while $N_{res} = 1$ for the 70 fs case. The intensity threshold is accordingly lower for laser pulse width of 100fs FWHM.

Another feature observed in Fig 2.2 is the decreased prominence of the intensity threshold for longer laser pulse durations (500 fs and 1 ps runs). As the pulse duration is increased the manner of energy absorption by the cluster changes significantly. This is seen in Fig 2.5 that plots (a) the total energy absorbed per cluster electron versus time and (b) root mean squared radius (RMS) of the cluster ions versus time for the peak laser intensities and pulse durations of ($5 \times 10^{15}$ W/cm$^2$, 100 fs), ($3 \times 10^{15}$ W/cm$^2$, 250 fs), and ($5 \times 10^{14}$ W/cm$^2$, 1 ps). These correspond to the intensities beyond which the total energy absorbed saturates for the particular pulse.
length. For the 100 fs and 250 fs pulse lengths these peak intensities are just above the threshold for strong heating. The plotted RMS radius of the cluster ions is normalized to the initial RMS value and is a measure of cluster expansion. In either figure, time (horizontal axis) is normalized to the pulse length. The shape of the pulse envelope is shown as the thin dotted line in Fig 2.5(a). We note that for 100 and 250 fs cases energy absorption by the cluster takes place later in the pulse with fastest absorption taking place just after the peak has passed. This is due to enhanced heating with the onset of the transit time resonance. For the case of 1 ps pulse length, however, the cluster starts absorbing energy much earlier in the pulse when the intensity is low. In addition, Fig 2.5(b) shows that the cluster starts expanding much earlier in the pulse for longer pulse lengths. Specifically the RMS radius of cluster ions increases to roughly 20 times the initial value for the case of 1 ps pulse length and to about 1.5 times the initial value for 250 fs, while it hardly changes for the shorted pulse length of 100 fs. In the following paragraph we look at electron phase space plots for the 1 ps case.

Fig 2.6(a) shows the phase space plot at $t = 1720$ fs (peak of pulse is at 1700 fs) for a cluster irradiated with a laser pulse of 1 ps FWHM and peak intensity $5 \times 10^{14}$ W/cm$^2$. In the phase space plot we can make out 9 distinct bunches of energetic electrons. In other words, $N_{res} = 9$ for the conditions of Fig 2.6(a). In addition, we note that the cluster core is significantly enlarged. This is because the cluster absorbed energy and expanded earlier in the pulse when the intensity was lower. In Fig 2.6(b) and (c), we look at phase space plots at lower peak intensities $1 \times 10^{14}$ W/cm$^2$ (7b) and $5 \times 10^{13}$ W/cm$^2$ (7c). The basic characteristics of these phase
spaces are similar to the higher intensity case of $5 \times 10^{14}$ W/cm$^2$ but show even higher orders of resonances of $N_{\text{res}} = 10$, and $N_{\text{res}} = 16$ respectively. The phase space study shows that at pulse length of 1 ps, the cluster can spend much longer times at each resonance stage leading to significant energy absorption at very high orders of resonance and lower peak intensities. As the peak intensity increases it supports lower orders of resonance and absorbs energy more efficiently, finally leading to saturation in energy absorbed beyond $5 \times 10^{14}$ W/cm$^2$. Absorption of energy at a wide range of $N_{\text{res}}$ leads to gradual increase in energy absorbed with increasing peak intensity as compared to the 100 fs case where there is a sharp threshold, marked by a transition to the $N_{\text{res}} = 1$ state.

Finally in Fig 2.2 we note that the intensity threshold for circularly polarized laser pulse is higher than that for the linearly polarized pulse. Fig 2.2 shows that the intensity threshold for circular polarization is just below $1 \times 10^{16}$ W/cm$^2$ while the corresponding point for the linear polarization case is $5 \times 10^{15}$ W/cm$^2$. For the same peak laser intensity, the peak electric field in any one direction for circularly polarized case is $1/\sqrt{2}$ times the linearly polarized field in the polarization direction. Thus for the circularly polarized pulse the threshold peak laser intensity needs to be twice that for linearly polarized case for the transit time resonance of $N_{\text{res}} = 1$.

2.4 Ion and Electron Kinetic Energy Distributions

Fig 2.7 plots (a) the electron kinetic energy spectra, $F_e(E,t)$, and (b) the ion kinetic energy spectra, $F_i(E,t)$ for an irradiated argon cluster. The product $(F_e, dE)$ represents the fraction of electrons (ions) in the interval $dE$ at a given kinetic energy $E$. The three spectra labeled (a-c) in each plot correspond to laser pulses of equal
energy for the following pulse width and peak intensity combinations: (a) 100 fs, $1 \times 10^{16}$ W/cm$^2$; (b) 250 fs, $4 \times 10^{15}$ W/cm$^2$; (c) 1000 fs, $1 \times 10^{15}$ W/cm$^2$. Each of these cases considered is above the threshold for strong heating. A quasi-mono-energetic peak characterizes the energy distribution of the emerging ions. As electrons are extracted from the cluster by the laser electric field they form a halo of energetic electrons around the cluster. The ions gain energy as they are pulled out by this space charge around the cluster. Initially this leads to an ion energy distribution that is monotonic in energy and radial distance with the highest energy ions also being at the largest radial distance from the center of the cluster. As the ions and electrons expand, the electrostatic potential changes with time. This results in ions that have been accelerated later gaining more energy and over-taking the ions accelerated earlier. The beam-like distribution is associated with this overtaking process that leads to an increase in the population of ions at energy slightly below the maximum energy.

Both electron and ion kinetic energy distributions show an increase in the energy as the pulse width is increased from 100 fs to 250 fs and then the energy falls as the pulse width is further increased to 1 ps. This trend follows that of the average energy absorbed in the saturated regime depicted in Figure 3. The effect is more dramatic for ions with the peak ion energy varying from about 800 KeV for laser FWHM of 100 fs (a) to 1400 KeV for 250 fs FWHM (b) and finally falling to 250 KeV for 1000 fs (c). To explain this we note that for pulse duration of 100 fs, the cluster does not disintegrate completely by the time the pulse has passed over it. Thus if the pulse duration is increased from 100 fs the cluster can absorb heat for a longer period of time before it disintegrates. This leads to higher absorption of energy by the
cluster electrons and the corresponding higher ion energies. However, as the pulse
duration is increased further the cluster starts disintegrating earlier in the pulse. Once
the cluster has disintegrated and the electrons respond as if they were free (that is, the
self-field of the cluster is unimportant) heating stops. This leads to the fall in the peak
electron and ion energies as observed for the 1 ps case. This also explains the higher
saturation value of the total energy absorbed by the cluster for the 250 fs pulse
duration as compared to the 100 fs and 1 ps pulses.

As a cluster expands it eventually encounters particles from
neighboring clusters. The greater the number density of clusters, the sooner this
would happen. Generally when the expanding clusters encounter one another the
result is that the accelerating potential resulting due to the expanding electrons is
driven to zero and evolution of the distribution functions ceases. Using periodic
boundary conditions in the simulations allows for such inter-cluster ion and electron
interaction to take place. Fig 2.8 plots the ion energy distribution functions, $f_i(E,t)$
versus energy for a 38nm deuterium cluster. The curves labeled (a)-(e) are obtained
using periodic boundary conditions peak laser intensities of $1 \times 10^{15}$ W/cm$^2$, $3 \times 10^{15}$
W/cm$^2$, $1 \times 10^{16}$ W/cm$^2$, $5 \times 10^{16}$ W/cm$^2$ and $1 \times 10^{17}$ W/cm$^2$ respectively. As in the case
of argon clusters, we see an ion distribution function dominated by high-energy ions
for intensities above the threshold for strong heating at $3 \times 10^{15}$ W/cm$^2$. The spectrum
for the below-threshold peak laser intensity of $1 \times 10^{15}$ W/cm$^2$, marked as (a), does not
have this character. The space charge field for such low laser intensities is not enough
to accelerate a large number of ions to the boundary of the electron cloud surrounding
the cluster. For intensities much higher than the threshold intensity the distribution
function actually increases with increasing energy, reaches a maximum and then finally falls off. Also, the maximum ion energy is seen to increase monotonically with the peak laser intensity. In the following section we show how this pronounced dependence of the ion energy spectrum on the peak laser intensity would impact the fusion yields for laser-irradiated clusters.

2.5 Nuclear Fusion and Neutron Yield

Energetic ions from exploding deuterium clusters can undergo thermonuclear fusion producing neutrons as represented by the reaction

\[ 	ext{D + D} \xrightarrow{50\%} \text{He}^3(0.82 \text{ MeV}) + \text{n (2.45 MeV)} \]  (2.3).

To calculate the rate of fusion reactions we assume that the ions at all energies are distributed uniformly in space. This is a reasonable assumption for periodic boundary conditions towards the end of the pulse when the energetic ions have expanded to beyond the simulation boundary. There is also the possibility of neutron production via two-step process such as

\[ \text{D + D} \xrightarrow{50\%} \text{T} + \text{p} \]
\[ \text{D + T} \xrightarrow{50\%} \text{He}^4 + \text{n} \]  (2.4),

but for the parameter ranges under consideration the total yield of products from the first reaction in Eqn. (2.4) is not large enough to necessitate the consideration of follow-up reaction. Hence we only consider Eqn. (2.3) here for calculating neutron yield. The number of fusion reaction per second per unit volume is then given as

\[ R(t) = \frac{1}{2} n_{av}^2 \int dE \int dE' f_i(E,t) f_i(E',t) \left\langle \sigma(E_{rel}) | \mathbf{v} - \mathbf{v}' \right\rangle_\theta \]  (2.5),

where \( n_{av} \) is the average density of ions over the simulation region, \( f_i(E,t) \) is the
kinetic energy distribution of ions given by, \( \sigma \) is the reaction cross-section and \( v \) is the ion velocity such that \( m_i v_i^2 = 2E \), \( m_i \) being the ion mass. The reaction cross-section \( \sigma \) is expressed as a function of the relative energy of the interacting ions, \( E_{rel} = m_i \left| v - v' \right|^2 / 2 \) where \( v \) and \( v' \) are the velocities of the interacting ions. The angled brackets denote an averaging over all possible angles \( \theta \), assuming that the ion distribution is isotropic. Equation (2.6) below gives the reaction cross-section \([69, 70]\) (in cm\(^2\))

\[
\sigma(E_{rel}) = A_4 + \left[ \{ A_4 - A_3(E_{rel}) \} + 1 \right]^{-1} A_2 \times 10^{-24} \quad (2.6),
\]

where \( (E_{rel}) \) is in keV. The Duane coefficients \( A_j \) have the values \( A_1 = 47.88, A_2 = 482, A_3 = 3.08 \times 10^{-4}, A_4 = 1.177, \) and \( A_5 = 0 \) for the particular reaction in Eqn. (2.3).

In order to calculate the yield of fusion neutrons we consider a cylindrical volume, \( V = (2\pi w_0)(2z_r) \) where \( w_0 \) is the spot size of the laser beam and \( z_r \) is the Rayleigh length associated with that spot size. We assume that the interaction time for ions is limited by the average time required by the higher energy ion to exit this volume. The total neutron yield can then be calculated as

\[
NY = \frac{1}{2} n_{av}^2 VD_{avg} \int dE \int dE' f_i(E, t) f_i'(E', t) \left\langle \sigma(E_{rel}) \right\rangle \left| v - v' \right|_\theta \frac{1}{\max(|v|, |v'|)} \quad (2.7),
\]

where \( D_{avg} \) is the average distance from the center to the edge of the volume under consideration.

Fig 2.9 plots reaction rate per unit volume at \( t = 300 \) fs (solid) and total neutron yield (dotted) for fusion of energetic ions from exploding laser–irradiated deuterium clusters with pulse peak intensities ranging from \( 1 \times 10^{15} \) W/cm\(^2\) to \( 1 \times 10^{17} \)
W/cm². The threshold intensity for this set of runs was at $3 \times 10^{15}$ W/cm². The plot shows a sharp rise in the reaction rate as the intensity crosses the non-linear resonance threshold. This is due to the increase in the number of high-energy ions as the intensity crosses the threshold. For intensities much above the threshold, the fusion rate and neutron yield both saturate as the cluster disintegrates earlier in the pulse.

It should be noted that in actual experiments effects such size distribution of clusters, absorption and self-focusing of the pulse, and spatial distribution of energetic ions would play a significant role in determining the total neutron yield. Thus the neutron yield in an experiment might be different from that based on the fusion reaction rate calculated here.

### 2.6 Summary and Conclusions

We describe the effect of laser pulse duration on resonant heating of laser-irradiated clusters. The clusters absorb heat via a non-linear resonance mechanism where electrons are first accelerated out from the cluster and then driven back into it by the combined effects of the laser field and the electrostatic field produced by the laser-driven charge separation. The energetic electrons then pass through the cluster and emerge on the other side. If they emerge in phase with the laser field, there is resonant heating, and the cluster quickly absorbs energy. The onset of this ‘transit time’ resonance depends on the ratio of laser intensity to cluster size for a given pulse duration. Our simulations of argon and deuterium clusters show that as the pulse duration is increased the cluster absorbs energy at higher order resonances with the electron transit time equaling more than one laser period. This increase in the order of the resonance leads to the lowering of the intensity threshold for strong heating. As
the pulse length is increased further our simulations how that the threshold becomes less dramatic and almost disappears for 1 ps pulse length. This is because at increased pulse lengths, even for low peak intensities the cluster can absorb significant energy due to longer times in high order resonant states. The calculation for predicting intensity threshold for a given cluster diameter as derived in reference [53] has been generalized to take the higher order resonances into account. Our generalized formulation predicts intensity thresholds that are inversely proportional to the square of the order of resonance during strong heating. However, the predicted threshold intensities increasingly deviate from the values obtained from simulations as the pulse width is increased to 1000 fs. This is due to cluster expansion earlier in the pulse for longer pulse widths, an effect that was not taken into account for calculating the predicted intensity thresholds.

Our results indicate a strong pulse duration dependence of the kinetic energy distribution of the cluster ions and electrons with the maximum ion energy going up from 800 keV to 1.4 MeV as the pulse width is increased from 100fs to 250fs, but then falling off to 250 keV as the pulse width is increased further to 1000 fs. The pulse energy was kept constant for this set of runs. This is of consequence for possible applications in laser-based accelerators and for fusion neutron production from clusters.

We have investigated the fusion reaction rate and neutron yield for deuterium clusters for a 100 fs FWHM pulse of peak intensities ranging from $10^{15}$-$10^{17}$ W/cm$^2$. We find that there is a dramatic increase in the reaction rate and neutron yield as the intensity crosses the threshold for strong heating at $3\times10^{15}$ W/cm$^2$. The reaction rate
saturates beyond the peak intensity of $5 \times 10^{15}$ W/cm$^2$ as the intensity is increased to $1 \times 10^{17}$ W/cm$^2$.
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**Fig 2.1** Electron (solid line with circles), Ion (dashed line with squares) and Electrostatic Field Energy (solid line with diamonds) per cluster electron as a function of time for an argon cluster with $D_0=38$ nm and laser pulse of peak intensity $3 \times 10^{15}$ W/cm$^2$ and FWHM of 250 fs. The laser field profile is shown on the same time axis by the dotted line with crosses. The applied field accelerates the electrons, creating a charge separation that in turn accelerates the ions.
Fig 2.2 Total energy absorbed by the cluster (sum of electron, ion and electrostatic field energies) per cluster electron versus the laser intensity for a range of pulse durations for argon and deuterium clusters. The curves are labeled in the legend by the pulse duration for that curve and as 'Ar' for argon and 'D' for deuterium. The curve labeled '100fs, Ar-Circ' is for a circularly polarized laser pulse of duration 100 fs. All other curves are for linearly polarized laser pulse. The laser intensity has been normalized to the square of the initial diameter of the cluster. Note the dramatic intensity threshold for strong energy absorption for both argon and deuterium at lower pulse durations. The intensity threshold is lowered as the pulse length is increased, and becomes less prominent for very long pulse lengths.
Fig 2.3 Phase space ($x$-$v_x$) plots for electrons near the $x$-axis for argon cluster. The two plots correspond to peak laser intensity and pulse length of (a) $5 \times 10^{15}$ W/cm$^2$, 100 fs and (b) $5 \times 10^{15}$ W/cm$^2$, 250 fs. Note that $N_{res} = 1$ for (a) and $N_{res} = 2$ for (b). Increase in the order of resonance leads to lowering of intensity threshold.
Fig 2.4 Phase space ($x$-$v_x$) for electrons near the $x$-axis for deuterium cluster for (a) 100fs FWHM, $3 \times 10^{15}$ W/cm$^2$ peak intensity at $t = 204.8$ fs and (b) 70 fs FWHM, $5 \times 10^{15}$ W/cm$^2$ peak intensity at $t = 148.9$ fs. The plots show that $N_{res} = 2$ for (a) and $N_{res} = 1$ for (b).
Fig 2.5 (a) Total energy Absorbed per Electron and (b) Root mean squared radius of cluster ions for 100fs, $5 \times 10^{15}$ W/cm$^2$ (solid), 250fs, $3 \times 10^{15}$ W/cm$^2$ (dashed), and 1000fs, $5 \times 10^{14}$ W/cm$^2$ (dash-dot). For the case of 1 ps pulse length, the cluster absorbs energy and expands much earlier in the pulse when the electric field is much below the peak.
Fig 2.6 Phase space ($x-v_x$) for electrons near the $x$-axis for argon cluster for 1 ps FWHM and peak intensity of (a) $5\times10^{14}$ W/cm$^2$, (b) $1\times10^{14}$ W/cm$^2$ and (c) $5\times10^{13}$ W/cm$^2$ at $t = 1720$ fs. The plots show that $N_{\text{res}} = 9$, 15, and 19 for (a), (b) and (c) respectively.
Fig 2.7 Electron (7a) and ion (7b) kinetic energy distribution functions for (a) 100fs, $1 \times 10^{16}$ W/cm$^2$, (b) 250fs, $4 \times 10^{15}$ W/cm$^2$, and (c) 1ps, $1 \times 10^{15}$ W/cm$^2$. A quasimonoenergetic peak of ions dominates the ion distribution function. The energy at which this peak occurs is pulse duration dependent. For both electron and ions, the distribution functions show an increase in energy as the pulse length is increased from 100 fs to 250 fs, but in either case the energy falls down as the pulse length is further increased to 1 ps.
Fig 2.8 Ion kinetic energy distribution functions under periodic boundary conditions for deuterium ions of initial diameter 38nm irradiated with laser pulses of 100fs duration and peak intensities of (a) $1 \times 10^{15}$ W/cm$^2$, (b) $3 \times 10^{15}$ W/cm$^2$, (c) $1 \times 10^{16}$ W/cm$^2$, (d) $5 \times 10^{16}$ W/cm$^2$, and (e) $1 \times 10^{17}$ W/cm$^2$.

Fig 2.9 Fusion reaction rate per unit volume (left vertical axis) and total neutron yield (right vertical axis) as a function of peak laser intensity for deuterium clusters with $D_0 = 38$nm.
3 Propagation of Intense Short Laser Pulses in a Gas of Atomic Clusters

3.1 Introduction

Intense laser irradiated gases of atomic clusters act as a unique non-linear optical medium [3]. Experiments on the propagation of laser pulses through clustered gases reveal many unique properties such as self-guiding [17], strong laser pulse absorption [2] and pulse spectrum shifts [37] that are different from similar laser pulses propagating in tenuous gases. When irradiated by a laser pulse, each individual cluster in the ensemble absorbs laser pulse energy and explodes and in the process the effective optical properties of the clustered gas evolve. Theoretical modeling and simulation tools are necessary in order to attain a better understanding and control of this process. While considerable effort has gone into modeling the interaction of an individual cluster with an irradiating laser pulse, studies on effects of laser pulse propagation have been limited and mostly restricted to specific aspects like self-focusing [60] [71] and phase matching [39]. In this chapter we present a fully self-consistent model for studying the propagation of a laser pulse through a gas of exploding clusters and study the experimentally observed effects [72]. The material presented in this Chapter was published as reference [72].

The cluster parameter that directly relates to laser propagation is the individual cluster polarizability $\gamma$, defined by the relation

$$\hat{p} = \gamma \hat{E}_L$$

where $\mathbf{p}(t) = \text{Re}\{\mathbf{p} e^{-i\omega t}\}$ is the electric dipole moment of the cluster and $E_L(t) = \text{Re}\{E_L e^{-i\omega t}\}$ is the laser electric field whose frequency is $\omega$. The
temporal evolution of $\gamma$ determines the time variation of the effective dielectric constant of the ensemble of clusters given as

$$\left( \varepsilon_{\text{eff}} \right)_\text{medium} = 1 + 4\pi n_c \gamma,$$

where $n_c$ is the number density of clusters. In an experiment on the time-resolved explosion dynamics of laser-irradiated clusters, Kim et al. [73] measured the complex cluster polarizability. It is of significance to use an experimentally consistent model of the cluster polarizability $\gamma$ for any realistic simulation of pulse propagation through cluster plasma. In addition, the model for individual cluster polarizability needs to be computationally simple for propagation studies would require simulating tens of thousands of clusters.

One of the first models of cluster expansion that enables the calculation of polarizability was given by Ditmire [51]. This model treats the cluster as a spherical ball of uniform density throughout the interaction process. Though it has been very useful in explaining many aspects of cluster expansion like high ionization levels, generation of energetic ions, and resonant absorption, the model has drawbacks in that it predicts strong absorption during time intervals much shorter than those measured in experimental studies [66, 74]. Milchberg [52] proposed the fully hydrodynamic model that allows for temperature and density gradients within the cluster. This gives results of cluster dynamics consistent with the experiments measuring the complex transient polarizability of clusters [73]. The polarizability results from the hydrocode are further supported by experiments on scattering and absorption of intense laser pulses in clustered gas [2]. This model, however, is computationally intense and thus unsuitable for studies of pulse propagation where
effectively many clusters must be simulated. Also, fluid models are not expected to be appropriate at intensities of irradiation that are high enough to create a population of energetic electrons. Alternate to the fluid approach are the kinetic models that treat electrons and ions as particles [53, 55, 56, 75]. The particle model can include the effects of energetic particles on the polarizability. However, it is even more computationally intense than the fluid models and the predictions for the cluster polarizability coming from kinetic models have not been fully explored.

We propose a model of cluster expansion that retains the simplifying assumption of a uniform density profile within the cluster, but with modified cluster parameters. Our model generates a temporal polarizability profile consistent with the hydrodynamic model without sacrificing computational speed. This is then coupled to a Gaussian description of the laser pulse. The underlying assumption in our model is that the dominant non-linearity is the intensity dependent rate of expansion of the cluster radius [76]. We assume the electrons respond linearly to the laser field. Energy is absorbed by the cluster due to electron-ion collisions. The heated electrons cause the cluster to expand on a time scale determined by the ion mass. The quasi-linear modification of the cluster profile and radius then changes the linear response of the electrons. Thus we can think of the non-linearity as occurring through the ion motion. This is in contrast to alternative models [58, 60, 77] that emphasize the direct non-linear response of the electrons in the strong laser fields.

Finally we note that above a threshold intensity the electron motion becomes highly non-linear and there is strong production of energetic electrons. The model
presented here is meant to apply for intensities below this threshold where the
electron distribution remains thermal.

In the next section we present in detail the equations and assumptions used for
simulating the cluster dynamics. Section 3.3 describes the modeling of the laser pulse
and the pulse propagation equations. Equilibrium and stability of the pulse parameters
are considered in Section 3.4. The results of numerical simulation are presented in
Section 3.5.

3.2 Cluster Model

Perhaps the most basic model for the heating and expansion of atomic clusters
in the presence of intense fields is the uniform density model given by Ditmire et al.
[51]. In this model, the clusters are treated as uniform dielectric spheres with no
temperature or density gradients inside the cluster. The dynamical variables which
describe the cluster are the (uniform) electron temperature, electron density and ion
density, and radius of the cluster \( a(t) \).

If the cluster is much smaller than a laser wavelength, the electric field in and
around the cluster can be determined in the electrostatic approximation. Inside the
cluster the electric field is uniform and is given by \( \mathbf{E}_i(t) = \text{Re}\{\hat{\mathbf{E}}_i e^{-i\omega t}\} \) where

\[
\hat{\mathbf{E}}_i = \frac{3}{\varepsilon_{\text{cluster}}} \hat{\mathbf{E}}_L + 2 \hat{\mathbf{E}}_L, \quad (3.2)
\]

and \( \mathbf{E}_L(t) = \text{Re}\{\hat{\mathbf{E}}_L e^{-i\omega t}\} \) is the laser electric field. The dielectric constant inside the
cluster, \( \varepsilon_{\text{cluster}} \), will be determined mainly by the response of the free electrons and is
given by the Drude model [78],

42
\[ e_{\text{cluster}} = 1 - \frac{\omega_p^2}{\omega^2 (1 + iv/\omega)}, \]  

(3.3)

where \( \omega_p^2 = 4\pi n_e e^2/m_e \) is the plasma frequency, \( e \) and \( m_e \) are the electron charge and mass and \( v \) is the electron-ion collision frequency. For large values of \( e_{\text{cluster}} \) the electric field is shielded from inside of the cluster i.e. \( |\hat{E}_i| < |\hat{E}_L| \). An important quantity in determining the evolution of the laser pulse is the response of the cluster to the laser field, which is characterized by the cluster complex polarizability, \( \gamma \). This is defined by the relation \( \hat{p} = \gamma \hat{E}_L \) where \( p(t) = \text{Re}\{\hat{p}e^{-i\omega t}\} \) is the electric dipole moment of the cluster. For a spherical cluster of uniform dielectric constant, \( e_{\text{cluster}} \), the polarizability of the cluster is

\[ \gamma = \frac{e_{\text{cluster}}}{e_{\text{cluster}}} \frac{-1}{2a^3}, \]  

(3.4)

where \( a \) is the radius of the cluster.

To apply Eq. (3.3) and (3.4), a model for the evolution of the electron temperature and density in the cluster and the radius of the cluster is required. The free electron density in the cluster evolves due to several processes [52]. Initially free electrons are produced by direct ionization of the cluster atoms in the presence of the laser field. Further ionization occurs via electron-ion inelastic collisions, facilitated by the high density inside the cluster. The free electrons, thus produced, absorb laser-energy primarily through collisional inverse bremsstrahlung process. Finally, the density decreases as the cluster expands. In our version of the model, these processes are treated as follows. We will assume that ionization occurs instantaneously once the intensity exceeds a certain threshold. At that time the cluster atoms will be ionized to
a specific state $Z$. The electron and ion densities are then taken to be $n_e = Z n_i = Z N_a / V$
where $N_a$ is the number of atoms and $V = 4\pi a^3 / 3$ is the volume of the cluster.

The expansion of the cluster is due to the thermal energy of the heated electrons and is restrained by the inertia of the ions. If the cluster remains quasi-neutral the evolution of the cluster radius can be determined by balancing the rate of increase of ion kinetic energy, $K_i = (2\pi/5) m_i n_i a^3 \dot{a}^2$ against the rate at which work is done by the electron pressure in expanding the cluster,

$$
\frac{dK_i}{dt} = P_e \frac{dV}{dt} = P_e 4\pi a^2 \frac{da}{dt},
$$

where $P_e(t)$ is the electron pressure and $m_i$ is the ion mass. The expansion of the cluster thus obeys

$$
\frac{d^2 a}{dt^2} = 5 \frac{P_e}{m_i n_i a},
$$

The electron pressure is obtained by balancing the rate of increase of internal energy of electrons against the sources and sinks of electron energy,

$$
\frac{d}{dt} \left( \frac{3}{2} V P_e \right) = - P_e \frac{dV}{dt} + \dot{U} V,
$$

where $\dot{U}$ is the rate of energy absorption per unit volume, given by,

$$
\dot{U} = \frac{9}{8\pi} \frac{\text{Im}(\omega)}{|\omega + 2|^2} \text{Im}|\mathbf{E}_L|^2.
$$

The model system (3.5)-(3.8) is based on the assumption that the density and temperature profiles remain flat within the cluster ($r < a$). This is not true even if one adopts a fluid model. Recent one-dimensional fluid simulations [52] have shown that the density profile develops a low-density pedestal, which has a significant effect on
the laser electric field and the rate of energy absorption. Further, if one adopts a kinetic picture it is found that there is generation of energetic electrons that are outside the description of the fluid model [53]. In spite of these shortcomings, the simplicity of the uniform density model makes it attractive for plasma propagation studies, provided it can replicate the dynamic behavior of the cluster polarizability.

To use the model we adjust parameters so that the time dependence of the polarizability matches that of calculations obtained from the fluid code of reference [52]. These results for polarizability have also been compared favorably with experimental results [73]. The parameters we adjust are the ion mass and the dependence of the collision frequency on temperature and density. In particular, we assign a mass of 3 atomic units for the ions in the cluster as opposed to the expected 40 amu of normal argon ions. The modified collision frequency is given as

\[ \nu / \omega = \frac{15}{T_e^{1/4}} \]

where \( T_e \) is the electron temperature in electron Volts. The electron temperature is calculated assuming the electrons to behave as an ideal gas with \( P_e = n_e T_e \). These two modifications attempt to rectify shortcomings of the uniform density description, as we now describe. From (3.4) we note that if \( \varepsilon_{\text{cluster}} \ll 1 \), then \( \gamma \approx a^3 \). Thus in the uniform density model the polarizability is real and determined primarily by the cluster radius during the initial expansion. The fluid and the particle simulations show a more complicated picture with the polarizability depending sensitively on the shape of the density profile near the critical surface. In the hydro-model the cluster heating and expansion are primarily determined by the dynamics of the thin critical density layer, as opposed to the uniform density model where the whole cluster comes to
resonance at the same time. One could thus argue, that the evolution of the cluster as a uniform dielectric sphere but with reduced mass captures this effect, allowing the cluster to expand more rapidly. This has the effect of allowing the real part of polarizability to increase more rapidly in time, thus giving results comparable to the hydrocode.

Adjusting the temperature and density dependence of the collision rate also affects the imaginary part of the polarizability. If one uses the Spitzer collision rate [79], the uniform density model tends to give an imaginary part of polarizability that is large only during brief times near resonance ($\varepsilon_{\text{cluster}} + 2 \approx 0$). The fluid simulations, on the other hand, indicate that the absorption occurs for a much larger time period due to the resonance at the critical surface. The modified collision frequency, Eq. (3.9), allows for this greater absorption. In particular, it provides a greater rate of collisions than the Spitzer formula, and the dependencies on density and temperature are chosen to match the hydrocode results for which the collective rate of absorption is largely independent of the collision frequency.

A comparison of the real and imaginary polarizability using the fluid model and our modified uniform density model is shown in Fig 3.1. In each case a 30nm cluster was irradiated with a laser pulse (100 fs FWHM, 800 nm wavelength) for three different peak intensities $5 \times 10^{14}$ W/cm$^2$, $8 \times 10^{14}$W/cm$^2$, and $1 \times 10^{15}$ W/cm$^2$. The basic time evolution of the polarizability is same for both the models. With regards to the optical property of the cluster, the validity of our model has been verified for the range of laser-cluster parameters considered in this work. Our simulations are valid for clusters of initial diameter of the order of a few hundred Angstroms, and laser
pulses of intensity $5 \times 10^{14}$ W/cm$^2$ - $1 \times 10^{16}$ W/cm$^2$ and pulse width of the order of 100 femtoseconds. These values are very typical of those measured or used in experiments. For parameters outside those considered here it is likely that modifications to the model would be necessary. The agreement between the two models starts failing as the density within the cluster falls below the critical density i.e. as the cluster disassembles. However, except for very long pulse-widths, this happens after the laser pulse has passed over the cluster and so is not important from the point of view of pulse propagation and self-guiding.

Clusters at different radial distances from the axis of propagation of the pulse will experience different temporal profiles of laser intensity due to the variation of intensity with radius. This will lead to a spatially and temporally varying effective dielectric constant through the variations of polarizability. Fig 3.2 shows a contour plot, in the $r$-$\xi$ plane, of the real (a) and imaginary (b) polarizability for 30nm clusters irradiated by laser pulse (800nm, 100fs FWHM, 40µm radial FWHM, $1 \times 10^{15}$ W/cm$^2$). After the clusters are ionized, the polarizability decreases with increasing radial distance in the region of rising Re($\gamma$). Parts of the pulse that propagate through this region will be focused. After Re($\gamma$) peaks and starts decreasing this trend reverses. The temporal variation in polarizability is also responsible for frequency shifts in the pulse spectrum. Specifically, rising Re($\gamma$) will lead to red shifts in the spectrum while decreasing Re($\gamma$) will cause the spectrum to blue shift. As seen in (b) the Im($\gamma$) rises in magnitude only at a later time within the pulse. This should lead to a preferential strong absorption of the pulse tail. These effects are discussed in details when we present the results of numerical simulations of pulse propagation.
3.3 Laser Pulse Evolution

In this section we review the derivation of the laser envelope equations and discuss how these equations are combined with the cluster evolution equations of the previous section. We assume that the cluster gas is tenuous, having a small effective dielectric constant. In this case the laser pulse will evolve slowly as it propagates at nearly the speed of light. The laser field is then represented by a complex amplitude

\[ E_{L}(x_\perp, z, t) = \text{Re}\{\hat{E}_{L}(x_\perp, \xi, z)e^{-i\omega\xi}\} \]

where \( \xi = t - z/c \) is a time variable in the laser frame. The effective dielectric constant is given by

\[ \varepsilon = 1 + \delta\varepsilon(x_\perp, \xi, z) = 1 + 4\pi n_c \gamma, \quad (3.10) \]

where \( n_c \) is the density of clusters, and \( \gamma(x_\perp, \xi, z) \) is the local average polarizability of clusters at the point \((x_\perp, z)\) and depends on time through the variable \( \xi \). By average, we imagine that there are many clusters in a small volume whose size is small compared to the distance over which the laser envelope varies. In doing so we neglect Rayleigh scattering due to discreteness of the clusters. Finally, while cluster gases typically contain a distribution of cluster sizes, we will assume for the present that the average polarizability can be computed based on a single initial cluster size.

Applying the slowly varying envelope approximation, we can express the evolution of the envelope in terms of the variables \( x_\perp, z, \xi = t - z/c \), as

\[ \left( \nabla^2 + k_0^2 \delta\varepsilon_{\text{eff}} + 2ik_0 \frac{\partial}{\partial z} \right)\hat{E}_{L} = 0, \quad (3.11) \]

where \( k_0 = \omega/c \). It is important to note that while Eq.(3.11) contains only a \( z \) derivative, the amplitude \( \hat{E}_{L} \) and the effective dielectric constant \( \delta\varepsilon_{\text{eff}} \) both depend on
time ($\xi$) in addition to z. The time variation of $\delta c_{\text{eff}}$ is obtained by integrating the cluster expansion equations with $t$ replaced by $\xi$.

Considering that clusters at different transverse locations experience different laser intensities the combined system of equations is complicated. As a first step, we will solve Eq. (3.11) using the Source-Dependent Expansion technique, following Esarey et. al. [80], in which the field envelope is expressed in terms of a series of Laguerre-Gaussian functions as

$$E_L = \sum_{m=0,1,2,...} E_m L_m(X) e^{-(1-ia)X/2}, \quad (3.12)$$

where $E_m(\xi, z)$ is the complex amplitude, $L_m(X)$ is the Laguerre polynomial, $X = 2r^2/R^2$, $R(\xi, z)$ is the spot size, and $a(\xi, z)$ is related to the curvature of the wave fronts. The expression for the field envelope is then substituted in equation (3.11) and truncated at the lowest order Gaussian mode assuming that the higher order modes are small and can be neglected. Extending the equations derived by Esarey et. al. [80] for the lowest order mode to the case of a complex dielectric constant, and putting $\hat{E}_0 = E_s e^{i\theta}$ we obtain the following equations to describe the parameters in (3.12):

$$\frac{\partial E_s}{\partial z} = -E_s \left( \frac{2}{k_0 R^2} + H_I + G_I \right), \quad (3.13)$$

$$\frac{\partial \theta}{\partial z} = \frac{2}{k_0 R^2} + H_r + G_r, \quad (3.14)$$

$$\frac{\partial R}{\partial z} = \frac{2}{k_0 R} \alpha + RH_I, \quad (3.15)$$

and,

$$\frac{\partial \alpha}{\partial z} = \frac{2}{k_0 R^2} \frac{1 + \alpha^2}{R^2} - 2(H_r - \alpha H_I), \quad (3.16)$$
where

\[ G_{r,j} = \frac{k_0}{2} \int_0^\infty dX \left( \delta \epsilon_{r,j} e^{-X} \right), \quad (3.17) \]

and,

\[ H_{r,j} = \frac{k_0}{2} \int_0^\infty dX \left( \delta \epsilon_{r,j} (1 - X) e^{-X} \right). \quad (3.18) \]

Here \( \delta \epsilon_r \) and \( \delta \epsilon_i \) are the real and imaginary parts of \( \delta \epsilon_{\text{eff}} \), the change in dielectric constant determined by the cluster response. Equation (3.13) describes the evolution of the field amplitude. The first term on the right describes the effect of diffraction while the second and third describes the effect of absorption. Equation (3.14) describes the evolution of the laser phase, \( \theta(\xi, z) \). The \( \xi \) dependence of the phase gives the frequency shift on axis. Here time variations of the polarizability will contribute to the \( H_r \) and \( G_r \) terms and give frequency shifts. Equations (3.15) and (3.16) describe the evolution of the spot-size \( R(\xi, z) \) and the phase front curvature \( \alpha(\xi, z) \), with the first term in each equation describing the effect of diffraction. In addition to the diffractive terms, the radial dependence of the \( \delta \epsilon_{\text{eff}} \) will contribute to focusing and defocusing of the laser pulse. If \( \delta \epsilon_r \) and \( \delta \epsilon_i \) are peaked on axis then both \( H_r \) and \( H_i \) will be positive. The usual focusing effect due to an on-axis peak on \( \delta \epsilon_r \) is manifested by the \( H_r \) term in Eq. (3.16). A positive value of \( H_r \) causes the phase front curvature to become negative and leads to focusing through Eq. (3.15). There are additional defocusing effects associated with \( H_i \). A positive \( H_i \) will cause defocusing in Eq. (3.15) due to preferential absorption of energy at small \( r \) and also leads to an increase in the curvature of the wave front.
We emphasize that the parameters $E_s$, $\theta$, $R$, and $\alpha$ are functions of both axial distance $z$ and laser frame time coordinate $\xi = t - z/c$. Equations (3.13) - (3.16) govern the evolution of these parameters in $z$ with $\xi$ being present as a parameter. The evolution of the laser pulse at different $\xi$ values is coupled through equations determining the time dependent dielectric constant $\delta \varepsilon_{\text{eff}}(r,\xi,z)$. Basically, these are Eqs. (3.6)-(3.8) with the time derivative replaced according to $\partial / \partial t \rightarrow \partial / \partial \xi$. The heating rate in Eq. (3.8) depends on the intensity of the laser pulse, which has a Gaussian radial profile with a time and space varying amplitude and spot size. Solutions of this coupled system of equations will be explored in the subsequent sections.

### 3.4 Equilibrium and Stability of the Self-guided Solution

The focusing properties of the cluster plasma are described by the time dependent functions $H_r$ and $H_i$ defined by Eq. (3.18). These functions are proportional to the cluster density $n_c$ and the time dependent polarizability $\gamma$. The polarizability depends on the properties of the laser pulse through the heating rate in Eq. (3.8).

We first consider the behavior of $H_r$ and $H_i$ when the laser pulse is specified to have a given energy, duration and spot size. Specifically we consider the case of a 100fs FWHM Gaussian envelope pulse centered at $\xi = 0$ as in Fig 3.1(a). The time dependence of the polarizability leads to time dependent values of $H_r$ and $H_i$. Accordingly, through Eq. (3.13)-(3.16) the pulse parameters $E_s$, $\theta$, $R$, $\alpha$ will evolve in a time dependent way. Solutions of this process will be presented in the next section. Here we consider the values of $H_r$ and $H_i$ that are obtained at $\xi = 0$ fs corresponding to the peak of the injected pulse. The dependence of these quantities on spot size and
laser power will give insight into the guiding mechanism that occurs in cluster plasma. The values of the functions $H_r$ and $H_i$ are determined by first assuming that the radiation field has the following form, consistent with Eq. (3.12) truncated at one term,

$$
E_L(\xi, r, z) = E_s(\xi, z)e^{i\theta(\xi, z)-(1-i\alpha(\xi, z))r^2/R^2(\xi, z)},
$$

(3.19)

where for the moment we assume $\alpha$ and $R$ are constants. We then solve Eq. (3.6)-(3.8) on a grid in $r$ and compute the $r$ and $\xi$ dependent complex polarizability $\gamma$ from Eq. (3.4). A sample of this is shown in Fig 3.2. The perturbed complex dielectric constant $\delta\epsilon = 4\pi n_c\gamma$ is inserted in Eqs. (3.17) and (3.18), which are then numerically integrated in $r$ to obtain $H_{r,i}$ and $G_{r,i}$.

We now consider the focusing of the pulse, which is determined primarily by $H_r$ and $H_i$ through Eqs. (3.15) and (3.16). Fig 3.3 shows plots of $H_r$ and $H_i$ at $\xi = 0$ fs versus the spot size $R$ for a pulse of fixed energy (1.92mJ) and assuming $n_c = 3\times10^{11}$ cm$^{-3}$. The dependence of these curves on radius will determine the equilibrium and stability of guided states.

We first look for the equilibria by demanding $\partial R/\partial z = 0$ and $\partial \alpha/\partial z = 0$ in Eqs. (3.15)and (3.16). According to Eq. (3.15), in equilibrium $\alpha = -k_0R^2H_i/2$, that is, the phase fronts are slightly curved inwards. However, for the values of $H_i$ indicated in Fig 3.3 and for the value $k_0 = 2\pi/\lambda = 7.85\times10^4$ cm$^{-1}$ we find that $\alpha \simeq 1$. Thus we further simplify our analysis by neglecting $H_i$ and taking the equilibrium to be $\alpha = 0$, and $R = R_0$ where from Eq. (3.16)$H_r(R_0) = 1/k_0R^2$. The quantity $(1/k_0R^2)$ is also plotted on Fig 3.3 and we note that there are two possible equilibrium values where the $H_r$ and
(1/k₀R²) curves intersect, (R = 28µm and R = 130µm). We will show later that only one of these values is stable.

An alternate way of specifying the equilibrium conditions is to note that Hᵣ is proportional to the cluster density nₑ. Thus, for any spot size R, we can adjust nₑ until the equilibrium conditions are satisfied. This is shown in Fig 3.4 where the cluster density that will maintain the spot size at a fixed value is plotted for several values of pulse energy. It can be seen that for a given pulse energy there is a minimum cluster density required to have self-guided equilibria. In particular, for the case of pulse with energy 1.93 mJ (corresponding to a peak intensity of 1×10¹⁵ W/cm² for the pulse parameters of Table 3.1), this minimum cluster density is 4.2×10¹⁰ cm⁻³. Also, for a given density there may be two or three equilibrium spot sizes.

We now study the stability of small perturbations away from the equilibrium for our simplified system. We consider the phase front curvature and spot size to be given by α = δα(z) and R = R₀ + δR(z) where R₀ is the equilibrium spot size.

Linearizing Eqs. (3.15) and (3.16) yields

\[
\frac{\partial(\delta R)}{\partial z} = \frac{2}{k_0 R_0} \frac{\partial \delta \alpha}{\partial z}
\]

\[
\frac{\partial(\delta \alpha)}{\partial z} = -\left( \frac{4}{k_0 R_0^3} + 2 \frac{\partial H_\alpha}{\partial R} \right) \delta R |_{R=R_0}
\]

(3.21)

Note, we have again neglected Hᵢ assuming α «1. We look for exponential solutions of the form δα and δR ~ exp(κz), and find

\[
\kappa^2 = -\frac{4}{k_0 R_0^4} \left[ 2 + \left( \frac{R \frac{\partial H_\alpha}{\partial R}}{H_\alpha} \right)_{R=R_0} \right].
\]

(3.22)

Thus, the requirement for stability of an equilibrium is
\[
\left( 2H_r + R \frac{\partial H_r}{\partial R} \right)_{R=\xi_0} > 0,
\]
<table>
<thead>
<tr>
<th>Pulse</th>
<th>Cluster</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wavelength = 800nm</td>
<td>Initial radius = 30nm</td>
</tr>
<tr>
<td>Pulse width = 100fs FWHM</td>
<td>Threshold intensity for ionization =</td>
</tr>
<tr>
<td>Peak Intensity = $1 \times 10^{15}$ W/cm$^2$</td>
<td>$1 \times 10^{14}$ W/cm$^2$</td>
</tr>
<tr>
<td>Spot size = 40µm FWHM</td>
<td>Degree of ionization = 9</td>
</tr>
<tr>
<td>Phase(0) = 0</td>
<td>Ion density = $1.8 \times 10^{22}$ cm$^{-3}$ = 10n$_{critical}$</td>
</tr>
<tr>
<td>Curvature($\alpha$) = -.1284 (determined by equilibrium conditions at $\xi$=0)</td>
<td>Cluster density = $2.19 \times 10^{11}$ cm$^{-2}$ (determined by equilibrium conditions at $\xi$=0)</td>
</tr>
<tr>
<td>Energy = 1.93 mJ</td>
<td></td>
</tr>
</tbody>
</table>

Contrary to the low energy absorption when a tenuous gas is irradiated by laser, clustered gases absorb laser energy very efficiently. This has an important impact on the applications of the laser-cluster interaction process like x-ray production and generation of energetic particles. Fig 3.6 shows the power within the pulse for different distances of propagation. The laser-cluster system was initialized to the values in Table 3.1. As seen in the figure, the power is quickly absorbed at the tail end of the pulse, while the front remains un-attenuated. Absorption of pulse energy is due to the positive imaginary part of the complex cluster polarizability. The strong absorption of laser energy at latter times in the pulse is a consequence of the sharp rise in Im($\gamma$) at those times (see Fig 2.1). The front of the pulse, where the
intensity is below the critical intensity for ionization of the cluster, propagates through unionized clusters and is not absorbed.

Fig 3.7 shows the evolution in energy and spot size of the pulse with propagation distance $z$, for the initial conditions in Table 3.1. We note that by 1.5 cm the pulse has deposited 83% of its energy in the gas. After this the pulse energy changes little. Two measures of the spot size are plotted: the instantaneous spot size at $\xi = 0$ and the RMS spot size weighted by the time-dependent pulse power. The spot size for propagation through vacuum is plotted for comparison and to illustrate the guiding effect. Both the instantaneous and RMS spot sizes expand less in clustered gas medium than in vacuum. The effective Rayleigh length in this case is seen to be $\sim 1.2$ cm while that in vacuum is 0.45 cm. The center of the pulse however, as seen via $R(\xi=0, z)$ remains distinctly focused for more than 1.5 cm. Such self-focusing has been experimentally observed by Alexeev et al. [17] where they focus a 7.5 mJ, 800nm pulses with pulse widths in the range 80fs-1.4ps into clustered argon gas.

Next we try to explore the effect of initial energy on the focusing property of the interaction for a fixed pulse width. A comparison of the laser beam RMS spot size is plotted in Fig 3.8 for the different initial energies. For this simulation, pulses of different initial energy (set by varying the peak initial intensity) were propagated through clustered gas having the initial laser-cluster parameters as in Table 3.1 but the cluster density was set to $3 \times 10^{11}$ cm$^{-3}$ and the initial curvature $\alpha$ was set to zero. It is seen, for such a configuration, that we achieve optimal guiding for intensities around $2 \times 10^{15}$ W/cm$^2$. For lower energies, the pulse intensity falls below the threshold value very soon causing the pulse to diffract in the medium of unionized clusters. For
higher peak intensities, a larger temporal portion of the pulse faces a defocusing profile of $\text{Re}(\gamma)$, as seen in Fig 3.1, causing the RMS spot size to be larger.

A comparison of the energy absorbed versus propagation distance is plotted for each of these cases in Fig 3.9. We note that the rate of absorption of laser energy increases as we increase the initial energy. Higher peak intensity results in a larger value of the imaginary part of polarizability $\gamma$ leading to a higher value of $H_i$ and $G_i$. These directly lead to an increased attenuation rate for the laser field amplitude (and thus energy) via Eq. (3.13). Moreover, greater peak intensity causes clusters to ionize and thus absorb laser energy over a larger radial zone. As the pulse advances, however, a reduced intensity laser field has lesser potential for ionization and further absorption. Thus the rate of energy absorption tapers off.

As the pulse propagates, different parts of the pulse experience different dielectric constants, due to the time-dependence of the cluster polarizability $\gamma$. Thus the pulse picks up a time-dependent phase leading to local frequency shift or chirp, $\Delta \omega$. This is given by

$$\Delta \omega = -\frac{\partial \theta}{\partial t}$$

(3.26)

and represents the frequency shifts on axis ($r = 0$). Fig 3.10(a) and (b), respectively, show the variation in the on axis phase and the chirp within the pulse, at different distances of propagation. Around $\zeta = -80\,\text{fs}$, the phase shows a sudden rise, leading to a red shift as seen in the chirp. At this time, the intensity of the pulse exceeds the threshold intensity causing ionization and a positive jump in the polarizability that appears as a frequency red shift. At $z = 0.72\,\text{cm}$ there is a sudden kink in phase for $\zeta = 86\,\text{fs}$. This is reflected in the chirp as a strong red shift. The position of this kink
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moves towards increasing $\zeta$ with $z$. Also, as seen in Fig 3.10(c) the spot size $R$ shows a sharp focusing at the same position where the kink occurs in phase. This time dependent focusing in the pulse gives rise to the kink in phase and the associated red shift.

To understand this focusing we examine the governing equations more closely. From Eq. (3.14) we see that the evolution of the phase is governed by three terms - the first term, which is the diffraction term, and contributions due to the real polarizability, the $H_r$ and $G_r$ terms. Since all the three terms are functions of spot size $R$, the variation in $R$ is significant in understanding the behavior of the phase. Fig 3.11 shows the evolution of the (a) spot size ($R$), (b) curvature ($\alpha$), and (c) phase ($\theta$) for two different $\zeta$ values ($\zeta=86$ fs and $\zeta=101$ fs) around the region where the kink occurs in phase. The curve corresponding to $\zeta=0$ fs is provided for comparison. The initial pulse parameters were selected so that the $\zeta=0$ fs portion of the pulse is in equilibrium and as seen in Fig 3.11 the spot size and curvature at $\xi = 0$ remain relatively constant. Other parts of the pulse do not start in an equilibrium state and the spot size and curvature vary with distance. Let us consider these non-equilibrium curves. Initially both $H_r$ and $H_i$ are positive while the phase front curvature $\alpha$ is close to zero. Consequently, the spot size $R$ will increase according to Eq. (3.15) and $\alpha$ decreases because the focusing term $2H_r$ in Eq. (3.16) is larger than the diffractive term, $2/(k_0R^2)$. As the phase front curvature becomes more negative the rate of increase in spot size decreases and eventually the spot size begins to decrease. That is, the pulse begins to focus. As the spot size decreases, the diffraction term in Eq. (3.16) becomes more important and the phase front curvature $\alpha$ begins to increase. At the
focal point, where the spot size attains its minimum value the curvature is
approximately zero. After the focal point the curvature and spot size increase as in
simple diffraction. As the spot size $R$ passes through its minimum value at the focal
point there is an abrupt decrease in phase due to the first term in Eq. (3.14). This
decease in phase occurs earlier for the portion of the pulse at $\xi = 86$ fs than for the
portion of the pulse at $\xi = 1001$ fs, as is shown in Fig 3.11c. Consequently, the phase
as a function of $\xi$ at fixed $z$ shows a sharp increase at the $\xi$ location separating
portions of the pulse that have already focused from those which are yet to focus.

The on-axis frequency shift $\Delta \omega = \partial \theta / \partial \xi$ describes the change in the frequency
components at $r = 0$. In the previous example we have seen that the phase aquires a
time dependence because of the moving focus and the diffractive term, $-2/(k_0 R^2)$ in
Eq. (3.14). The abrupt change in phase that occurs as a portion of the pulse passes
through a minimum in spotsize is a linear effect. The same term is responsible for the
Guoy phase shift that occurs when a Gaussian beam is focussed. The pulse’s
frequency components are actually changed due to the time dependence of the phase,
the spot size, and the phase front curvature that occurs due to the time dependent
medium. These different spectral components then arrive at the axis at different times
giving rise to the abrupt change in the on-axis phase. A quantity which is indicative of
the radially averaged frequency is

$$\Delta \varpi(\xi, z) = -\text{Im} \left\{ \int_0^\infty 2\pi r dr E^* \frac{\partial E}{\partial \xi} \right\} / \int_0^\infty \left( 2\pi r dr \left| E^2 \right| \right).$$  \hspace{1cm} (3.27)

Using Eq. (3.19) we find this to be given by
\[ \Delta \sigma = -\left( \frac{\partial \theta}{\partial \xi} + \frac{R^2}{2} \frac{\partial}{\partial \xi} \left( \frac{\alpha}{R^2} \right) \right). \]  

(3.28)

According to Eq. (3.14)-(3.16) this quantity satisfies

\[ \frac{\partial}{\partial z} \Delta \sigma(\xi, z) = -\left( \frac{\partial G_r}{\partial \xi} + \frac{2H_r}{R} \frac{\partial R}{\partial \xi} \right) - H_r R^2 \frac{\partial}{\partial \xi} \left( \frac{\alpha}{R^2} \right). \]  

(3.29)

The first term on the right side of Eq. (3.29) describes the effect of the changing real part of the dielectric constant on the frequency. We note, from Eqs. (3.17) and (3.18) that

\[ \int_0^\infty dX \left( \frac{\partial \delta \epsilon_r}{\partial \xi} e^{-x} \right). \]  

(3.30)

The second term on the right represents the effect of radial variations in the absorption on the radially averaged frequency shift. A plot of \( \Delta \sigma(\xi, z) \) vs. \( \xi \) for different distances of propagation is shown in Fig 3.10(d) for a laser-cluster system initialized to conditions in Table 3.1. A red shift in frequency occurs at the time when the cluster ionizes. Also, the figure indicates a strong red shift at times when the kink occurs in phase. However, we should note that a high negative (positive) value of the radial averaged frequency shift will not translate to a strong red (blue) shift in the pulse spectrum if the power at that location is very small. Thus a better measure of the effect on the pulse spectrum would be given by the radial averaged frequency shift weighted by the power. This is plotted in Fig 3.10(e). It indicates strong red shift at time of ionization of clusters and due to the time-dependent dielectric constant. This should lead the pulse spectrum to be red shifted. For our pulse of 100fs FWHM, there is very little power at the location in the pulse where the kink occurs. Thus this abrupt change in phase does not have a strong effect on the pulse spectrum. However,
this effect may become important for pulses of longer duration. This is yet to be
explored.

The pulse spectrum at different distances of propagation, \( z = 0 \) cm, 0.3 cm, 0.6
cm, 0.9 cm and 1.2 cm, is plotted in Fig 3.12. As the pulse propagates it spreads in
frequency due to the temporal behavior of \( \text{Re}(\gamma) \). A rising \( \text{Re}(\gamma) \) causes a red shift
while decreasing \( \text{Re}(\gamma) \) causes the pulse spectrum to have a blue shift. Additional red
shift occurs due to the development of the moving focus described above. Such
spectral broadening is also consistent with recently reported experimental results [37].

3.6 Summary and Conclusions

We have described a self-consistent model for the simulation of laser pulse
propagation through a gas of exploding clusters. Stability and equilibrium of the
system are also studied. We find that for typical laser cluster parameters there are
multiple equilibria but not all of them will be stable. For our particular case, we found
two sets of parameters that support equilibria but only one was found to be stable.
Also, there is a minimum required cluster density for equilibrium of a pulse with
fixed energy. For example, in our case of 1.93mJ pulse, this minimum cluster density
was \( 4.2 \times 10^{10} \) cm\(^{-3} \).

Our simulations indicate that starting from an equilibrium value the laser
pulse typically remains focused for distances of the order of 1.5 cm. The focusing
length, however, varies with the pulse peak intensity (other parameters remaining
constant), and for the system considered we obtained the maximum focusing distance
for a pulse of peak intensity \( 2 \times 10^{15} \) W/cm\(^2\). There is very efficient coupling of the
laser energy to the clusters, far exceeding that in case of interaction of a laser pulse
with a low-density un-clustered gas. By the time the laser propagates 1.5 cm through the clustered gas more than 80% of its energy is absorbed. The simulations suggest rapid absorption of energy by the clusters during the initial part of the propagation and the rate of absorption falls off with propagation distance. Also, a pulse with higher initial energy was absorbed much faster than a pulse with lower energy. This efficient absorption of laser energy by the clusters is an important property with respect to the applications. The pulse is frequency shifted as it propagates. This is primarily due to the temporal variation in the cluster complex polarizability leading to a time-varying dielectric constant. Also as the pulse propagates, it develops a moving focus reflected as a kink in the on-axis phase. This, along with the time dependence of polarizability, leads to a red shift in the pulse spectrum.
Fig 3.1 A comparison of the real and imaginary polarizability for our model (a,b) and the hydrocode of Milchberg (c,d). In each case, a cluster of initial radius 30nm is irradiated with a 800nm, 100 fs FWHM laser pulse for three different peak intensities $5 \times 10^{14}$ W/cm$^2$ (dashed), $8 \times 10^{14}$ W/cm$^2$ (dotted), and $1 \times 10^{15}$ W/cm$^2$ (solid -dark). The pulse profile is shown in (a) as a thin solid line.
Fig 3.2 Contour plot of (a) real and (b) imaginary part of polarizability in the $r$-$\xi$ plane. The ellipse in the center of each plot marks FWHM points.

Fig 3.3 The quantities $H_r(\xi=0\text{ fs})$ (solid) and $H_i(\xi=0\text{ fs})$ (dashed with cross markers) are plotted at $z = 0.006\text{ cm}$. Here, the cluster density set to $n_c = 3 \times 10^{11}\text{ cm}^{-3}$ and the spot size of the pulse was varied from $10\mu m$ to $200\mu m$. All other parameters were initialized to the conditions in Table 3.1. The intersection of $H_r$ with the $1/k_0R_0^2$ curve (dashed) gives the equilibrium values of $R$ for the chosen cluster density.
Fig 3.4 Cluster density required for equilibrium of a pulse as a function of the pulse spot size for three different initial energies 1.93 mJ (dash-sot), 9.65 mJ (dashed), and 19.3 mJ (solid). All other parameters were initialized to the conditions in Table 3.1. Note that for a pulse with given initial energy the same cluster density can occur for two values of $R$. 
Fig 3.5 Stability expression $(2H_r + R\partial H_r/\partial R)_{R=R_0}$ vs. spot size $R$ for a laser beam for three different initial pulse energies 1.93 mJ (dash-dot), 9.65 mJ (dashed), and 19.3 mJ (solid) All other parameters initialized to the conditions in Table 3.1. The range of $R$ over which the plotted quantity is positive is stable. For example, in the 1.93mJ case, the region of stability corresponds to $14\mu m < R < 82\mu m$ and $R < 8\mu m$
Fig 3.6 Power within the pulse (initial parameters of Table 3.1) at z = 0 cm, 0.3 cm, 0.6 cm, 0.9 cm and 1.2 cm. The front of the pulse, traveling through unionized clusters, does not get absorbed and hence propagates unattenuated while the trail end (where the imaginary part of polarizability is high) is strongly attenuated.
Fig 3.7 Self-guiding of the laser pulse in cluster medium. The figure shows the spot size at the center of the pulse ($\xi = 0$ fs) (dashed with square marker) for propagation through 2.0 cm of clustered gas for the initial conditions of Table 3.1. The result for propagation through vacuum (solid with circle markers) is plotted for comparison. The RMS (root mean squared) spot size is also shown (dashed with diamond markers). The center of the pulse remains focused for roughly 1.5 cm. The energy within the pulse (solid with cross markers) is plotted in mJ (right axis). We note that about 83% of the pulse energy is absorbed by the clusters in 1.5 cm of propagation, after which the rate of absorption levels off.
Fig 3.8 RMS spot sizes as a function of propagation distance for pulses with six different initial peak intensities: $5 \times 10^{14}$ W/cm$^2$, $8 \times 10^{14}$ W/cm$^2$, $1 \times 10^{15}$ W/cm$^2$, $2 \times 10^{15}$ W/cm$^2$, $5 \times 10^{15}$ W/cm$^2$, and $1 \times 10^{16}$ W/cm$^2$. Here cluster density was set to $n_c = 3 \times 10^{11}$ cm$^{-3}$, other initial conditions being those in Table 3.1. We note that the guiding effect is strongest around peak intensity of $2 \times 10^{15}$ W/cm$^2$. The evolution of spot size for a pulse propagating in vacuum is plotted for comparison.
Fig 3.9 Variation of energy within the pulse with propagation for pulses of different initial peak intensities: $5 \times 10^{14} \text{ W/cm}^2$, $8 \times 10^{14} \text{ W/cm}^2$, $1 \times 10^{15} \text{ W/cm}^2$, $2 \times 10^{15} \text{ W/cm}^2$, $5 \times 10^{15} \text{ W/cm}^2$, and $1 \times 10^{16} \text{ W/cm}^2$. Here cluster density was set to $n_c = 3 \times 10^{11} \text{ cm}^{-3}$, other initial conditions being those in Table 3.1. Pulses with higher initial energy have a higher rate of energy absorption initially. As the pulse energy gets depleted the rate of absorption falls.
Radial Averaged Frequency shift $\Delta \varpi/\omega$

$$\xi = t - z/c \text{ (fs)}$$
Fig 3.10  (a) Phase, (b) chirp developed, (c) spot size of the pulse, (d) radially averaged frequency shift, and (e) power weighted radial averaged frequency shift, at $z = 0.3 \text{ cm}, 0.72 \text{ cm},$ and $0.9 \text{ cm}$ (for initial conditions of Table 3.1). The rise in phase at $\xi = -80 \text{ fs}$ is due to ionization and appears in (b) and (d) as a red shift. The $z = 0.72 \text{ cm}$ curve shows a kink in phase at around $\xi = 86 \text{ fs}$. This is due to the sharp focusing of the pulse as seen in (c) and provides further red shift as seen in (b) and (d). The frequency shift weighted with power gives the effect of the propagation on the pulse spectrum.

(see caption on next page)
Fig 3.11 Variation with propagation distance of spot size (a), curvature (b) and phase (c) of the pulse at three different locations within the pulse ($\zeta = 0$ fs, 86 fs, 101 fs). The moving focus seen in (a) causes a sharp fall in phase (c).

Fig 3.12 Power spectrum of the pulse (in logarithmic scale) for $z = 0$ cm, 0.3 cm and 0.9 cm. We see the spectrum broadening with propagation and significant red shifting of the initial spectrum.
4 Laser Pulse Spectrum Evolution and Effect of Hot Electrons on pulse propagation through clustered gases

4.1 Introduction

In the previous Chapter, we described the non-linear propagation of laser pulses through a gas of atomic clusters. The clustered gas was modeled as a non-linear optical medium with an evolving refractive index dependent on the transient complex polarizability of an individual cluster. An effect that depends on the same transient behavior of polarizability is the occurrence of frequency shifts as a result of the self phase modulation of the laser pulse as it propagates through the exploding cluster gas. In a clustered gas jet, Kim et. al. [37] have observed red shifts in the spectrum of the scattered and transmitted radiation at moderate intensities $\sim 10^{15}$ W/cm$^2$. However, the observation of red shifts owing to the propagation of intense pulses in plasmas has been previously restricted to the case of ultra-intense pulses in the relativistic regime, where the refractive index change owing to relativistic mass increase leads to self-focusing red shifts [81, 82]. At moderate intensities in non-clustered gas jets, only blue shifts from ionization are observed [83, 84]. Measurements of intensity and spectrum of laser pulses scattered by and transmitted through a gas of atomic clusters [37, 64, 66, 85] provide some valuable diagnostic tools to understand the time-dependent explosion dynamics of laser-heated clusters. In this Chapter we extend our model to allow for a fraction of the gas to be present as unclustered atoms (monomers) and include the effect of monomer ionization on the medium refractive index. In the next section we discuss the results of our simulations.
to explain the experimental results obtained by Kim et al. [37]. The work presented in this Section was published in reference [37].

In the latter part of this Chapter we refine our laser-cluster interaction model to include the effect of energetic electrons. Particle-in-Cell simulations of laser-irradiated clusters indicate that even for laser pulses with moderate peak intensities (~$10^{15}$ W/cm$^2$) the laser pulse extracts electrons from the cluster and accelerates them, creating a population of 'hot' electrons that are not bound by the cluster potential. These unbound energetic electrons are expected to contribute to the background electron density and modify the optical response of the cluster [53]. A limitation of the fluid model for cluster heating presented in Chapter 3 is that it does not take into account the effect of these hot electrons on the refractive index of the medium. Here we extend that model to incorporate the effect of the energetic electrons on the transient complex polarizability of a cluster. Simulation results for propagation of laser pulses through clustered gas, using this new model, are presented in Section 4.3. This work has been published in reference [86].

4.2 Spectral Shifts in Intense Laser-Clustered Gas Interaction

The setup used by Kim et al. [37] is shown in Fig 4.1. Ti:Sapphire laser pulses (1.5 mJ, 798 nm), of variable width in the range of 80 fs – 1.5 ps, were focused into a gas of argon clusters in the range of peak intensities of $5 \times 10^{13} - 10^{15}$ W/cm$^2$. The average radius of clusters was estimated to be ~300 Å at a backing pressure of 400 psi [42]. The full beam path through the argon jet (2 mm above the conical nozzle orifice) was ~3 mm. The beam at the exit of the jet was relay imaged to the entrance slit of an imaging spectrometer, which collected a one-dimensional (1D)
space-resolved spectrum of the exit beam mode. The mean transmitted wavelength, \( \lambda_{\text{trans}} \), obtained from 50-shot averaging, is plotted in Fig 4.2 as a function of chirped pulse duration and sign. The positive or negative sign in the pulse duration indicates the pulse chirp direction. For a positive chirp, the instantaneous laser frequency changes from lower to higher frequency, or red to blue, with time, and vice versa for a negative chirp. Fig 4.2 shows that positively chirped pulses are largely red shifted after propagation through the gas of argon clusters and monomers, while negatively chirped pulses are blue shifted. However, the variation of \( \lambda_{\text{trans}} \) is asymmetric with respect to chirp sign, with some blue shifting occurring for short positively chirped pulses, and with the red shift for longer positively chirped pulses larger than the blue shift for similar negatively chirped pulses.

In an effort to understand the observed results, we consider laser pulse propagation through the clustered gas jet modeled as a combination of clusters and background neutral monomers. Both the clusters and the monomers are ionized by the laser pulse and contribute to the effective refractive index given by

\[
 n_e(t) = \left(1 + 4\pi N_c \bar{\gamma}_r(t) - N_e(t)/N_{cr}\right)^{1/2} = 1 + \left[2\pi N_e \bar{\gamma}_r(t) - \frac{1}{2} N_e(t)/N_{cr}\right] \tag{4.1}
\]

where \( \bar{\gamma} \) is the effective average polarizability for an ensemble of cluster sizes, \( N_c \) is the number density of clusters, \( N_e(t) \) is the electron density deriving from ionization of the unclustered atoms (monomers), and \( N_{cr} = m \omega^2/4\pi e^2 \) is the critical density, where \( m \) and \( e \) are the electron mass and charge and \( \omega \) is the laser frequency. Kim et al have measured the evolution of the transient complex polarizability of clusters [73]. In general \( \gamma = \text{Re}(\gamma) \) initially increases in time as the cluster expands. The polarizability remains positive as long as the cluster response is dominated by plasma which is
above critical density. After sufficient cluster expansion, when the dominant response is by the sub critical plasma, $\gamma_r$ becomes negative. At the same time, $\gamma_i = \text{Im}(\gamma)$ is increasing and reaches its peak near the zero crossing of $\gamma_r$. In the frequency domain, this transient behavior of polarizability is seen as self-phase modulation and frequency shifts in the laser spectrum. The transient spectral shift can be expressed as

$$\delta \omega(t) = 2\pi L \lambda^{-1} \frac{d}{dt} n_r(t) = 2\pi L \lambda^{-1} \frac{d}{dt} \left[ 2\pi N_e \bar{\gamma}_r(t) - \frac{1}{2} N_e(t) / N_{cr} \right]$$

(4.2)

where $\lambda$ is the laser central wavelength, $L$ is the propagation path length through the heated cluster plasma. The first term on the right hand side of Eq.(4.1) is the contribution of the exploding clusters to shifts in the pulse spectrum while the second term is the contribution due to the changing background electron density from ionization of monomers.

A possible explanation for the observed asymmetry at short pulse durations in Fig 4.2 is that a contribution to blue shifts originates from ionization of monomers in the gas flow [28]. Early in the laser pulse, optical field ionization (OFI) occurs for both monomers and for atoms in clusters. For a sufficiently short pulse, OFI of the monomers could occur before the cluster polarizability $\bar{\gamma}$ reaches its maximum value, which is achieved after some heated cluster expansion [4,5]. The ionization of monomers would induce a transient response of the refractive index and a blue shift in $\lambda_{\text{trans}}$, via the second term in Eq. (4.2). For longer pulse durations, the laser intensity decreases and the OFI of non-clustered monomers is greatly reduced compared to the efficient laser-driven collisional ionization of the clusters. This is consistent with the observation that the red shifts of longer positively chirped pulses are much stronger than the blue shifts for the corresponding negatively chirped pulses. Thus at long
pulse durations the cluster response would dominate and spectral red shifts are expected when $\bar{\gamma}_r$ increases with time as the clusters ionize and expand in the presence of the laser field. However, the evolution of $\bar{\gamma}_i$ can mask observation of the spectral changes induced by a transient $\bar{\gamma}_r$. Since $\bar{\gamma}_i$ increases later in the pulse [73], with positive chirped pulses, the later (blue) frequency components undergo more absorption and scattering out of the beam and this can shift $\bar{\lambda}_{\text{trans}}$ to the red. For negatively chirped pulses, the later red frequency components are preferentially absorbed and scattered, resulting in a blueshift in $\bar{\lambda}_{\text{trans}}$.

We also perform simulations of propagation of chirped laser pulses through the clustered gas using our self-consistent model presented in Chapter 3. The model makes the simplifying assumption of considering only the lowest order Gaussian mode of the laser pulse, with amplitude, phase, spot size and phase front curvature that vary slowly in space and time. The refractive index of the medium is modeled via Eq. (4.1). For ease of computation, the average polarizability of the cluster ensemble $\bar{\gamma}$ is substituted with the individual cluster polarizability from our modified uniform density model for the cluster. This enables us to use an experimentally consistent time-dependent complex polarizability of an individual cluster without sacrificing computational speed. The rate of ionization of monomers is governed by the optical field ionization or tunneling ionization equations of reference [87].

Fig 4.3 shows the simulated mean wavelength, $\lambda_{\text{trans}}$, of the transmitted pulse for a sequence of chirped incident pulses in the range of 80fs to 1.5 ps, with peak intensity in the range of $5 \times 10^{13}$-$10^{15}$ W/cm². The incident pulse bandwidth, centered at $\lambda = 798$ nm, is commensurate with an 80 fs full width at half maximum (FWHM)
Gaussian pulse. As in the experiments, the vacuum beam waist was placed at the center of a 3-mm long medium. The initial size of a cluster was taken to be 300 Angstroms. The fraction of the total number of atoms present as clusters was varied from 25% to 75%, and the volume average gas density was adjusted such that the electron density at long times after cluster explosion (3.8×10^{18} \text{ cm}^{-3}) was consistent with interferometric measurements.

For cluster fractions of between 25% and 50%, the simulation results reproduce the ~6 Å asymmetric blue shift for short pulses and the ~2 Å red shift for the longer (+) pulses, both seen in Fig 4.2. However, for longer (−) pulses, the simulation predicts a blue shift of ~3 Å, which is significantly larger than what is seen in Fig 4.2. This discrepancy is not understood at this present time, and maybe related to a small pulse-shape asymmetry in the experimental positive-chirped and negative-chirped pulses. Increasing the cluster fraction (reducing the monomer fraction) is seen to remove the asymmetric blue shift, and the result for \lambda_{\text{trans}} can be understood as due to the absorption and scattering due to \lambda_i, an effect that is symmetric over the sign of the chirp. The simplifications inherent in the simulation model preclude at this point a definitive assignment of cluster fraction. However, with reasonable confidence we can identify the appearance of the asymmetric blue shift in the chirped incident pulses with optical field ionization of monomers in the cluster jet.

### 4.3 Effect of Energetic Electrons on the propagation of laser pulses through clustered gas

In this section, we study the kinetic effects of cluster heating and expansion on the propagation of an intense laser pulse through a clustered gas having an effective...
dielectric constant determined by the single cluster polarizability. Previously, we had modeled the cluster as a sphere of uniform density modified to match the cluster polarizability from experimentally consistent hydro-code runs and coupled it to a Gaussian description of the laser pulse [72]. This model provided the advantage of computational simplicity over other more complex cluster models [52] [53] and thus was more suited for studying laser propagation through clustered gases where we have to evolve the cluster at many distances and radial zones over the course of the propagation. One of the limitations of the model is that the optical properties of the cluster were entirely determined by the hydrodynamic expansion of the cluster and kinetic effects were entirely absent from the description.

2D and 3D electrostatic Particle-in-Cell (PIC) simulations of argon clusters, of diameter $D_0$ in the range 20 nm - 53 nm have been done and provide a more sophisticated picture of cluster heating and expansion [53]. These show that at intensity of the order of $5 \times 10^{15}$ W/cm$^2$ heating is dominated by a non-linear resonant absorption process. This gives rise to a size dependent intensity threshold beyond which, there is a dramatic increase in the absorption of energy by a small fraction of electrons, creating electrons no longer bound by the cluster potential. These unbound electrons can be expected to contribute to the background electron density forming a tenuous plasma which would effect the laser pulse propagation through the medium.

We modify the description of cluster heating and expansion to include the effect of the unbound electrons based on the predictions of the PIC model [53]. The rate of generation of free electrons is determined by the scaling law of intensity threshold for strong absorption given in reference [53]. Fig 4.4 shows the plot of the
density of free electrons as a function of time within the pulse with peak intensity of $6 \times 10^{15}$ W/cm$^2$. Also plotted are the energy absorbed per electron (solid) and the laser pulse intensity profile (arb. units). The density of unbound electrons rises as the electrons are heated by the laser pulse and finally becomes steady towards the end of the pulse.

The polarizability of the cluster is then given by

$$\gamma = \frac{\varepsilon_{\text{cluster}} - 1}{\varepsilon_{\text{cluster}} + \frac{1}{2}} \frac{D_0^3}{8} \frac{n_{\text{unbound}}}{4\pi n_{\text{crit}}} $$  \hspace{1cm} (4.3)

where $\varepsilon_{\text{cluster}}$ is the dielectric constant of the cluster, $n_{\text{unbound}}$ is the density of electrons escaped from the cluster potential and $n_{\text{crit}} = m \omega^2 / 4\pi \varepsilon_0^2$ is the critical density and $\omega$ is the laser frequency. The first term on the right hand side of Equation (4.3) is due to the electrons in the cluster core and the second term is due to the unbound electrons.

Fig 4.5 shows the comparison of polarizability results from the 2D PIC code and the modified uniform density code with the inclusion of unbound electrons. The simulations were done for a cluster of initial diameter $D_0 = 38$ nm. Fig 4.5(a, b) plot the real part of polarizability as a function of time within the pulse for peak intensities ranging from $5 \times 10^{14}$ W/cm$^2$ to $1 \times 10^{16}$ W/cm$^2$. Fig 4.5(c, d) plot the imaginary part for the same set of peak intensities. For ease of comparison the polarizabilities have been normalized. The polarizability for the PIC case has been normalized to $D_0^2/8$ that is the polarizability per unit length of a metal cylinder of infinite length. For the uniform density case the polarizability is normalized to $D_0^3/8$ that is the polarizability of a uniform dielectric sphere with the dielectric constant tending to infinity. For low
intensities (~1 × 10^{15} \text{ W/cm}^2) the cluster polarizability (uniform density case) is determined primarily by the first term in Equation (4.3). The initial positive rise in the polarizability at around 50fs is due to the ionization of the cluster. The polarizability rises as the cluster gets heated and expands. However, as the cluster expands, the density of the cluster electrons falls leading finally to a decreasing polarizability curve. For higher intensities, the free electrons are produced at a higher rate and thus the second term increasingly becomes more important. Thus the positive excursion of polarizability due to cluster expansion is countered by the generation of unbound electrons. This is apparent in the polarizability curve for 4 × 10^{15} \text{ W/cm}^2. For even higher intensities, the density of free electrons overwhelms the effect of the expanding cluster and the polarizability drops to negative values very early in the pulse. There is general agreement in the basic time evolution of polarizability from the uniform density model to that computed from the PIC model. The polarizability from PIC code also shows very strong positive excursions at latter times in the pulse. This is due to the oscillation of a halo of bound energetic electrons in the anharmonic potential of cluster ions. The modified uniform density model does not capture this effect. However, we should also note that this occurs at later times in the pulse when there is less power in the pulse.

In order to numerically simulate laser pulse propagation through the clustered gas medium with the inclusion of hot electrons we follow the process outlined in Section 3.5, except that we now use the modified cluster polarizability specified by Equation (4.3). The initial parameter values for the cluster and laser field are given in Table 4.1.
Fig 4.6 shows the effect of hot electrons on the evolution of the laser RMS spot size with distance of propagation. Plotted are the RMS spot size of a laser pulse propagating without (filled circles) and with (circles) hot electrons at a peak initial intensity of $1 \times 10^{16} \text{ W/cm}^2$. The evolution of the RMS spot size of an identical pulse propagating in vacuum is provided for comparison. We note that the RMS spot size for the case when cluster expansion is entirely hydrodynamic follows the trend for the spot size evolution at specific $\xi$ positions shown in Fig 3.11(a) and has been discussed in Section 3.5. We note that the inclusion of hot electrons (circles) leads to an increase in the RMS spot size. This is due to the additional defocusing effect of the unbound electrons that act as a low-density background plasma. Since the intensity is peaked on axis, the density of free electrons generated is maximum on-axis and falls off with increasing radial distance. This contributes a positive value to the radial gradient of the effective refractive index leading to a defocusing effect. With propagation, the laser pulse intensity decreases due to absorption leading to a decrease in the free electron density and the pulse starts to self-focus due to the focusing effect of the positive real part of the cluster polarizability and finally at $z = 1.2$ the RMS spot size is almost equal for either case.

Fig 4.7 plots the evolution of the RMS spot size for peak laser intensity ranging from $1 \times 10^{15} \text{ W/cm}^2$ to $1 \times 10^{17} \text{ W/cm}^2$. Here, the RMS spot size is calculated for that portion of the pulse that contains 90% of the pulse power starting from the front end of the pulse. The evolution of the spot size in vacuum and that in unclustered argon gas (only monomers) for a peak laser intensity of $1 \times 10^{17} \text{ W/cm}^2$ are provided for comparison. We note that the RMS spot size is higher for a higher
peak laser intensity. In other words, there is less focusing. At the intensity of $1 \times 10^{15}$ W/cm$^2$ which is below the threshold for strong heating very few unbound electrons are generated and the pulse experiences focusing due to the positive real part of cluster polarizability. As higher intensities there is increased production of unbound electrons that add to the defocusing effect. Thus we see the RMS spot size increase with intensity at any given propagation distance. At the peak intensities of $5 \times 10^{16}$ W/cm$^2$ and $1 \times 10^{17}$ W/cm$^2$ the pulse RMS spot size is much greater than that in vacuum. However, we note that the RMS spot size for the case of propagation through only monomers is still higher for in that case the focusing effect of the expanding clusters is entirely absent.

4.4 Conclusion

In conclusion, we have presented spectral evidence of the evolution of the laser-heated cluster polarizability during intense pulse propagation in cluster jets. The results confirm our model of cluster evolution, in which the onset of increasing polarizability is accompanied by red shifts, and these red shifts are intimately related to our previous observations of self-focusing. Comparison of the scattered and transmitted spectra of chirped pump pulses also leads to the conclusion that the cluster jet has a non-negligible concentration of monomers, which contribute to a blue shift. Both effects are supported by idealized simulations of pulse propagation in cluster jets.

We also numerically simulate the propagation of laser pulses through clustered gases allowing for the generation of unbound electrons via cluster heating. Our results indicate that unbound electrons lead to defocusing of the laser pulse
especially for intensities above the threshold for strong heating. However, the pulse is still more focused than a similar pulse propagating in unclustered gas.
Table 4.1 Initial conditions for simulation of laser pulse propagation through clustered gas allowing for generation of hot electrons

<table>
<thead>
<tr>
<th>Pulse</th>
<th>Cluster</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wavelength = 800nm</td>
<td>Initial radius = 38nm</td>
</tr>
<tr>
<td>Pulse width = 100fs FWHM</td>
<td>Mass of ions = 10 amu</td>
</tr>
<tr>
<td>Peak Intensity at vacuum focus = $1 \times 10^{15} - 1 \times 10^{17}$ W/cm$^2$</td>
<td>Threshold intensity for ionization = $1 \times 10^{14}$ W/cm$^2$</td>
</tr>
<tr>
<td>Vacuum Focus at 0.15 cm from z = 0</td>
<td>Degree of ionization = 8</td>
</tr>
<tr>
<td>Spot size = 40µm FWHM</td>
<td>Ion density = $1.75 \times 10^{22}$ cm$^{-3} = 10n_{critical}$</td>
</tr>
<tr>
<td>Phase($\theta$) = 0</td>
<td></td>
</tr>
<tr>
<td>Curvature($\alpha$) = 0</td>
<td>Cluster density = $8.39 \times 10^{11}$ cm$^{-2}$</td>
</tr>
<tr>
<td>Energy = 1.93 mJ – 193 mJ</td>
<td></td>
</tr>
</tbody>
</table>
Fig 4.1 Experimental layout for the measurement of forward and side scattered spectra of intense laser pulses interacting with a gas of clusters.
Fig 4.2 Mean wavelength of (a) scattered and (b) transmitted laser pulses as a function of chirped laser pulse durations. The mean wavelength of incident lasers is 798 nm. The insets show sample 1D space-resolved (a) scattering and (b) transmission spectra, respectively.
Fig 4.3 Simulated mean wavelength of transmitted laser pulses as a function of chirped laser pulse durations for different assumed fraction of gas atoms present as clusters.
Fig 4.4 The dotted line shows the evolution of free electron density with time within the pulse for peak laser intensity of $6 \times 10^{15}$ W/cm$^2$ (the laser pulse envelope is shown in thin solid line). The energy absorbed per electron based on the PIC calculations for the same laser peak intensity is also shown (solid line).
Fig 4.5 Comparison of real (a,b) and imaginary (c,d) parts of cluster polarizability from the PIC code (solid lines) and modified uniform density model of cluster expansion with inclusion of hot electrons (dotted lines) for a range of intensities. For the PIC code the polarizability is normalized to $\gamma_0 = D_0^2/8$, where $D_0$ is the diameter of the cluster while for the uniform density model it is normalized to $\gamma_0 = D_0^3/8$. 
Fig 4.6 RMS spot size of pulse for case when free electrons are included (circles) and when free electrons are not considered (filled circles). The evolution of the RMS spot size for propagation in vacuum is plotted (solid-no marker) for comparison. The free electrons contribute additional defocusing effect.
Fig 4.7 RMS spot size of the pulse versus distance of propagation for a range of peak laser intensities. The RMS spot size for propagation in vacuum and through unclustered gas at a peak intensity of $1 \times 10^{17}$ W/cm$^2$ is also plotted for comparison. We note that the RMS spot size is higher for higher intensity at any given distance. This is due the generation of more free electrons at higher intensities. However, even for the peak intensity of $1 \times 10^{17}$ W/cm$^2$ the RMS spot size is less than that for propagation in vacuum.
5 Summary and Conclusions

In this dissertation, we have studied the interaction of intense laser pulses with gases of nanoscale atomic clusters. Clustered gases act as a unique optical medium intermediate between solids and gases. When irradiated with a laser pulse they absorb the pulse energy very efficiently. The highly efficient coupling of laser energy to clusters leads to many potential applications that have been outlined in Chapter 1. In the first part of the dissertation we investigated the effect of laser pulse duration on cluster heating. We used the 2D electrostatic PIC model of Taguchi and Antonsen [53] that operates in the regime where both kinetic and hydrodynamic effects can contribute to cluster heating and expansion. Our simulations show that the basic heating mechanism is the same as in reference [53] and is dependent on a non-linear 'transit time' resonance of electrons. Electrons are pulled out of the cluster by the laser field and accelerated. The number of laser periods these energetic electrons take to transit once through the cluster defines the order of resonance. For the pulse duration of 100 fs absorption takes place at the lowest order resonance. The onset of this resonance sets up a size-dependent intensity threshold for strong heating (5×10^{15} W/cm^2 for a 38 nm cluster). As we increase the pulse duration, electron phase space plots show that the cluster absorbs energy at higher orders of resonance. We have generalized the formula for predicting the intensity threshold derived by Taguchi [53] to higher order resonances and shown that the threshold intensity for strong heating is inversely proportional to the square of the order of resonance. This explains the lowering of the intensity threshold to 3×10^{15} W/cm^2 as pulse duration is increased.
from 100 fs to 250fs. For even higher pulse durations we note that the intensity threshold becomes less dramatic. This is because at pulse lengths of the order of 1 ps, the cluster can spend very long times at high order resonances leading to significant absorption when the intensity is low. Cluster heating at low intensities also leads to cluster expansion earlier in the pulse leading to deviations from the threshold predicted by our generalized formula. One of the limitations of our generalized formula is that it assumes that the cluster does not significantly expand before the peak of the pulse, which does not hold for very long pulse lengths. We study the electron and ion kinetic energy distribution for different pulse duration and peak laser intensities. The ion energy distribution is beamlike and is dominated by a quasi-mono-energetic peak. For both ions and electrons the maximum energy peaks for the 250 fs pulse duration and is lower for both larger and smaller pulse lengths. We also compute the neutron yield from collisions of high-energy ions produced from intense field exploded deuterium clusters.

In the next section of the dissertation, we have developed a self-consistent model for laser pulse propagation through a gas of atomic clusters. For computational simplicity we modeled each cluster as an evolving spherical ball of nanoplasma with uniform density and temperature. This was then coupled to a Gaussian description of the laser pulse. We have also studied stability and equilibrium of the system. Our analysis shows that there are multiple stable and unstable equilibriums. In addition, for a pulse of given energy, a minimum density of clusters is required to maintain equilibrium. Our simulation results indicate that the transient evolution of complex cluster polarizability leads to the self-focusing of the pulse for distances of the order
of 1.5 cm. Such self-guiding of the pulse in clustered gases has been experimentally observed for the parameter range that we considered. Also, our results show almost 80% absorption of the pulse energy by the time the pulse propagates through 1.5 cm. This is also in agreement with experimental measurements of energy absorption by clusters. The temporal variation of the complex cluster polarizability leads to frequency shifts in the transmitted spectrum of the pulse. We have done simulations to mimic the experimental conditions of reference [37]. For this, we allowed for a fraction of the gas to remain unclustered. We incorporated the effect of background plasma formed by the ionization of these monomers on laser pulse propagation. Our simulations explained the observed red shifts for positively chirped laser pulses with long pulse durations and the blue shift observed for short positively chirped pulses. Our results indicate that there is a high percentage of monomers in the cluster jet. Direct experimental measurement of what fraction of the gas is unclustered has not been done yet and would be welcome.

Finally, we extend our fluid description of the cluster heating to include the effect of hot electrons predicted by the PIC model. We have used this modified cluster description to study the effect of hot electrons on laser pulse propagation. Our results show that the escalated production of free electrons for intensities beyond the threshold leads to defocusing of the pulse. However, even for intensities as high as $1 \times 10^{17}$ W/cm$^2$ the pulse is more focused than a similar pulse propagating through unclustered gas.
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