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outliers and do not locally confine errors during reconstruction. I present a gen-
eralized equation to represent a continuum of surface reconstructions of a given
non-integrable gradient field. This equation is used to derive new types of feature
preserving surface reconstructions in the presence of noise and outliers. The range of
solutions is related to the degree of anisotropy of the weights applied to the gradients
in the integration process.

Traditionally, image gradient fields have been manipulated using hard thresh-
olds for recovering reflectance/illumination maps or to remove illumination effects
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3.1 A continuum of solutions can be obtained by changing $f_i$'s in the generalized equation (3.7), which control the anisotropy of the weights applied to the gradients. In weighted solutions, the Laplacian matrix is obtained using a \textit{spatially varying anisotropic} kernel based on weights. This is in contrast with a spatially invariant isotropic kernel used in the Poisson solver. In M-estimators, the weights depend on the residual error, while in Diffusion and Regularization, they depend on the underlying surface.

3.2 Mean square errors (MSE) for synthetic data sets for various algorithms along with some of their properties.
2.1 Space of all solutions. (a) Poisson solver finds the solution corresponding to the minimum norm residual gradient field, but this may not be robust. (b) The 2D graph corresponding to a sample $4 \times 4$ grid. Nodes correspond to the value of the surface at the grid points and gradients correspond to the edges. .................................................. 20

2.2 The Curl-Divergence space. A vector in this space represents a gradient field. Vectors along $X$ axis ($OA_1$) represents zero curl (integrable) gradient fields. Usually, a non-integrable field $OA_2$ is given as an estimate of $OA_1$. The residual gradient field is given by $A_1A_2$. Enforcing integrability by solving the Poisson equation gives $OA_3$ as the integrable gradient field. By estimating the residual gradient field $A_1A_2$, one can use the information in the curl to move from $OA_2$ to $OA_1$ to get a better estimate. ................................................................. 22

2.3 Effect of outliers in 2D integration. (a) True surface. (b) Gaussian noise ($\sigma = 0.02g, g =$ maximum gradient magnitude) and uniformly distributed outliers were added to the gradients of this surface. Reconstruction using the Poisson solver. Mean Square Error (MSE) = 10.81. (c) If the location of outliers were known, rest of the gradients can be integrated to obtain a much better estimate. MSE = 0.211. (d) One-D height plots for a scan line across the middle of grid. ................................................................. 23

2.4 Lack of local error confinement in the reconstruction using the Poisson solver. (a,b,c) A synthetic surface with ramp and peaks and the gradient field $\{g_x, g_y\}$ of the surface. (d) Mask region where noise was added to the original gradient field. (e,f) Modified gradients. (g,h) Reconstruction from the noisy gradient field and the corresponding error. Note that the error is not confined to the mask region. ............. 24

2.5 Graph analogy and rank considerations. (a) A sample graph on a $8 \times 8$ grid. Lines denote edges and dots denote nodes. (b) A configuration such as this cannot happen as boundary edges are assumed to be known. (c) A particular configuration of broken edges where the graph is broken into $n = 4$ parts. Total number of broken edges $= 34$, $\text{rank}(A) = 31$. rank deficit $= 34 - 31 = 3 = n - 1$. (d) If 3 more links are known to connect the graph (dashed edges), number of unknowns reduces to $31 = \text{rank}(A)$. ................................................................. 28
2.6 Local error confinement. (a,b) Noisy gradient field as shown in Figure 2.4. (c) Curl of the noisy gradient field. (d,e) Comparison of LS reconstruction with the curl correction method. (f,g) Corresponding error with respect to the true surface. Note that in our method, the error is confined to the mask region where noise is added.

2.7 SfS on Vase and Lena image. (a) Synthetic vase image generated using (0.05, 0.05, 1) as the illumination direction. (b) Original depth map, reconstructed surface using the Poisson solver and using the proposed algorithm. Note that in the Poisson solver reconstruction, the surface is globally distorted and boundaries are not preserved. (c) Lena Image. (d) Reconstructed surface using the Poisson solver and using the proposed algorithm. There are distortions along the lips and top left of the reconstructed surface using the Poisson solver.

2.8 Photometric Stereo on Mozart dataset. (a) Sample images. (b) Curl values for estimated gradient field. (c) Initial nodes in set $B_1$ (Section 2.5.2 step 3). (d) Final image graph which is connected. Nodes are represented by dots and edges by lines. Edges not present can be solved for by forming $Ax = b$. (e) Original depth map, reconstructed surface using the Poisson solver and using the algebraic approach.

2.9 Photometric Stereo on Yale face database. (a) Four out of sixty four input images. (b) Curl values of the estimated gradient field. (c) Reconstructed depth map using the Poisson solver. Global distortions are present. (d) Reconstructed depth map using our method. Our method exploits information in curl often ignored in gradient reconstruction. This brings in high gradients that are smoothed out in the Poisson solver. In addition, the reconstruction has a local error confinement property so that errors in the gradient field do not create global distortions in the reconstructed surface.

3.1 A continuum of solutions can be derived by changing $f_i$’s in the generalized equation (3.7). At one end is the Poisson solver which gives equal weights to all the gradients, resulting in a spatially invariant isotropic Laplacian kernel $\nabla^2$. Individual scaling of the gradients using spatially varying weights (binary for $\alpha$-surface, continuous for M-estimator and Regularization) results in anisotropic kernel $\nabla^2_w (\sum$ denotes the sum of neighboring values). In Diffusion, $x$ and $y$ gradients are scaled and linearly combined, resulting in an affine transformation of gradients. This results in diffusion kernel $\nabla^2_D$. 

x
3.2 Reconstruction in the presence of noise and outliers (Ramp-Peaks). (Top two rows) (Left) Reconstructed surfaces using various algorithms. (Right) One-D height plots for a scan line across the middle of grid for various solutions. (Bottom row) $x$ and $y$ gradient weights for the last iteration of $\alpha$-surface, M-estimator & Regularization. Last three images shows $d_{11}$, $d_{22}$ & $d_{12}$ for Diffusion. (white= 1, black= 0) except for $d_{12}$ (white= 0.5, black= −0.5). Notice that $\alpha$-surface and Diffusion give much better results compared to other approaches.

3.3 Photometric Stereo on Vase. (Top row) Noisy input images and the true surface. (Next two rows) Reconstructed surfaces using various algorithms. (Right column) One-D height plots for a scan line across the middle of Vase. Better results are obtained using $\alpha$-surface, Diffusion and M-estimator as compared to Poisson solver, FC and Regularization.

3.4 Photometric Stereo on Mozart. Top row shows noisy input images and the true surface. Next two rows show the reconstructed surfaces using various algorithms. (Right Column) One-D height plots for a scan line across the Mozart face. Notice that all the features of the face are preserved in the solution given by $\alpha$-surface, Diffusion and M-estimator as compared to other algorithms.

3.5 Photometric Stereo on Flowerpot. Left column show four real images of a flowerpot. Right column show the reconstructed surfaces using various algorithms. The reconstructions using Poisson solver and FC algorithm are noisy and all features (such as fine variations on the top of the flowerpot) are not recovered. Diffusion, $\alpha$-surface and M-estimator methods discount noise while recovering all the salient features.

4.1 Glass reflections. Two images of a painting taken under ambient and flash illumination. The zoomed in region shows the self-reflection of the photographer in the ambient image.

4.2 Relationship of intensity gradient vectors in flash and ambient images at various image regions. (Top) The direction of the image gradient vector will be same in flash and ambient images at regions where artifacts (reflections) are not present. (Bottom) Due to reflections in the ambient image, the direction of the intensity gradients in the ambient image is perturbed at those regions.
4.3 Gradient Projection. To constrain the direction of the image gradient using the flash image, a vector projection of the ambient image gradient on to the flash image gradient is taken. Reflections are removed in the projected gradient field. The residual gradient field (orthogonal component) corresponds to the reflection layer.

4.4 Overview of the reflection removal approach. (a) Image of an office scene under flash illumination. (b) Image under ambient illumination. (c) The glass reflections in the flash image can be removed by taking a vector projection of the flash image intensity gradient vector onto the ambient image intensity gradient vector, and integrating the projected gradient field.

4.5 Visualizing affine transformation on gradient vectors. At each pixel in an image, $v_1$ corresponds to the direction of the local edge. After affine transformation using $D^{self}$, any vector gets projected along the direction orthogonal to $v_1$.

4.6 Affine transformation of image gradient field using $D^{self}$ for different values of $\sigma$. (Top row) Lena image and the corresponding gradient field $\{g_x, g_y\}$. (Second row) Components $D_{11}, D_{12}$ and $D_{22}$ of $D^{self}$ with $\sigma = 0$. (Third row) Transformed gradients $g'_x, g'_y$, and the image $I'$ reconstructed from them. $g'_x, g'_y$ and $I'$ are zero all over. (Last two rows) Components of the projection tensor, modified gradient field and the reconstructed image corresponding to $D^{self}$ using $\sigma = 0.5$. Even if $\sigma > 0$, all dominant edges are removed. A non-zero $\sigma$ incorporates spatial information over the neighborhood for better estimation of cross projection tensors in the presence of noise. $D_{11}$ and $D_{22}$ are between $[0, 1]$. $D_{12}$ is between $[-1, 1]$.

4.7Suppressing edges in an image $A$ using another image $B$ by affine transformation of gradient field using cross projection tensors. The cross projection tensor $D^B$ is obtained using images. The gradient field $\nabla A$ is transformed using $D^B$ to give $\nabla A'$, removing all those edges from $A$ which are present in $B$. Reconstruction from $\nabla A'$ gives an image $A'$, with all the corresponding edges suppressed. Reconstruction from the difference gradient field ($\nabla A - \nabla A'$) gives an image $A''$, which preserves those edges in $A$ which are also present in $B$. 
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4.8 Recovering foreground layer under varying illumination. (a) Image $A$ was captured with a foreground object (raisin box) under illumination from a table lamp on the right. (b) Image $B$ was captured with the table lamp on the left but without the object. The images have spatially non-uniform illumination with respect to each other. (c) The absolute of the image difference $(A - B)$ is confounded by illumination variations and does not give information about the foreground object. (d) Foreground layer $A'$ obtained using our approach. We remove those edges from image $A$ which are present in image $B$, resulting in $A'$ as the recovered foreground layer. Notice that $A'$ is free of all scene texture edges apart from those due to the box. Although, the shadow of the box overlaps the texture on the red notebook, our method was able to remove all such texture edges inside the shadow. However, all object edges in $A$ which coincide with the background edges in $B$ will be removed.

4.9 Components of the cross-projection tensor corresponding to the foreground layer example, shown as images. $D_{11}$ and $D_{22}$ are between $[0, 1]$ and $D_{12}$ is between $[-1, 1]$.

4.10 Recovering foreground layer. (a) NCC image (between $[-1, 1]$). (b) Foreground confidence map (FCM) obtained as $1 - \text{abs}(\text{NCC})$. Ideally, the foreground confidence map should be high on the foreground object and low otherwise. (c) Product of image $A$ with the foreground confidence map does not give good segmentation. (d) Binary segmentation map obtained by thresholding the obtained foreground layer using our approach.

4.11 Recovering intrinsic images for an outdoor non-Lambertian scene. (a-c) Input images of an outdoor scene taken at different times of the day. (d) ML reflectance image. (e,g) Estimated illumination images using ML estimation. (f,h) Estimated illumination images using our approach. The scene texture edges (white stripes on the road) are visible in the ML illumination images. These are removed in our result while all the shadows are preserved. However, we make the usual assumption that illumination and reflectance edges do not coincide. All such illumination edges cannot be recovered.

4.12 Ambient and flash images of a book on a table. We remove the edges from $\nabla A$ using $\nabla B$ to get $\nabla A'$, which is integrated to obtain the illumination map $A'$. Even though the face of the book is highly textured, $A'$ does not have scene texture edges. Reconstruction from $\nabla A - \nabla A'$ gives the shadow free image $A''$. 
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Chapter 1

Introduction

Scene analysis from intensity images is the central goal of computer vision. This analysis could be in terms of estimating shape of objects in the scene, building 3D models, recovering intrinsic scene properties such as reflectance of scene objects and scene illumination, object recognition, motion estimation and so on. This dissertation presents methods for reconstructing and manipulating gradient fields of intensity and depth for scene analysis, such as estimating shape and intrinsic images, from intensity images captured under varying illumination.

This research address issues of noise and outliers in reconstruction from gradient fields. It also provides a framework for manipulations of image gradient fields that avoid hard thresholds and smoothness assumptions, to obtain computationally useful and visually pleasing images. In this chapter, I first introduce the related problems and the developed methods, and discuss the motivation of using gradients. Then, I present the outline for rest of the dissertation.

1.1 The Problem

This dissertation focuses on two main problems. The first problem is encountered while reconstructing an image or surface from a 2D gradient field. Reconstruction from gradient fields is important in several applications including shape
estimation using Photometric Stereo (PS) [1, 2, 3, 4, 5] and Shape from Shading (SfS) [6, 7, 8, 9, 10, 11, 12, 13], high dynamic range compression [14], phase un- 
wrapping [15, 16, 17, 18] and image editing [19], matting [20], and fusion [21, 22]. 
Typically, an estimate of gradient field is available, and the final image or surface is 

obtained by integrating the available gradient field. 

For example, techniques such as PS utilizes multiple images of a scene cap- 
tured under varying illumination to first estimate a surface normal/gradient field 
using a reflectance model (e.g., Lambertian reflectance model [23]). The estimated 
surface gradient field needs to be integrated to obtain the final shape. In image 
based manipulations such as image editing [19], the gradient fields of one or more 
images are modified to achieve the desired goal, and the final image is obtained by 
integrating the manipulated gradient field. The Retinex [24, 25, 26, 27] algorithm 
for estimating lightness from images assumes that illumination is slowly varying 
in image and reflectance has sharp edges. By removing strong gradients from the 
intensity gradient field, the resulting gradient field can be integrated to obtain the 
lightness values [24, 28]. 

The gradient field of a scalar surface should be integrable, i.e., the integral 
along any closed loop should be equal to zero. Inherent noise and ambiguities in 
the estimation process, and linear/non-linear manipulations of gradient fields results 
in **non-integrable** gradient fields. Common approaches for enforcing integrability 
such as solving the Poisson equation [11, 29] and Frankot-Chellappa algorithm [30] 
are based on least squares. It is well known that least square (LS) approaches are not 
robust, i.e., they are sensitive to outliers and favor smooth solutions. This results in
loss of features in shape reconstruction (using PS and SfS) and leads to contouring, pinching and color artifacts in images obtained by integrating manipulated image gradient fields. In addition, LS approaches do not have the property of local error confinement. Errors in the estimated gradient field propagates to the entire surface during reconstruction and are not confined locally.

The second problem is related to the manipulation of gradient fields itself. Variable illumination poses a problem for computer vision algorithms and it is desirable to remove the effects of illumination such as shadows [31] and to recover an intrinsic image [32, 33, 34, 35, 36] of the scene. Traditionally, image gradient fields have been manipulated using hard thresholds for estimating reflectance/illumination (as in Retinex [24]) or for removing shadows by setting gradients corresponding to shadow pixels to zero [31]. However, threshold estimation is difficult and a single threshold cannot account for illumination variations across the entire image. Often, smoothness assumptions on reflectance/illumination maps are used in these algorithms. These smoothness assumptions are not valid at reflectance and illumination boundaries. Scene analysis from a single image is a challenging problem and it is desirable to avoid these assumptions and hard thresholds.

1.2 The Approach

In this dissertation, the above two problems are tackled as follows. We wish to obtain **feature preserving reconstruction** from gradient fields in the presence of noise and outliers to handle the first problem. This is addressed by analyzing the
problem of 2D integration in several ways. Firstly, it is useful to think about the
gradient integration problem in terms of robust estimation to handle outliers. This
is possible because the presented analysis shows that all gradients are not required
for integration. One could **selectively choose the gradients for integration**
using information from the given gradient field itself, to locally confine errors.

Secondly, it is shown that the solutions for surface reconstruction lie in a high
dimensional space and the least square solution is one of them. Thus, one can
try to find other robust solutions. Least square approaches are *isotropic*, assigning
equal weights to all the gradients (input data). Anisotropic approaches for image
restoration [37, 38, 39], motion estimation and optical flow [40, 41], as well as robust
estimation in early vision problems [42, 43] are widely popular. Inspired by the
success of these algorithms, this research shows that by an **anisotropic treatment**
of gradients, one can preserve sharp features in the reconstruction.

The second problem of manipulating image gradient fields is addressed using
illumination invariants and possible use of active illumination. In several scenar-
ios, such as a fixed surveillance camera, multiple images from the same viewpoint
are available. How can we utilize information from multiple images and discount
the illumination variations? Image intensities are not invariant under illumination
changes and it has been shown that discriminative illumination invariants do not
exist [44]. However, the direction of image intensity gradient remains more or less
stable with the illumination changes [44]. To manipulate the gradient field, the in-
formation from the direction of image gradients is utilized for **edge suppression**.
This enables removal of edges from an image using another image based solely on
the intensity gradient direction and can handle large illumination variations in the images.

**Active illumination** can sometimes be used to acquire multiple images from the same viewpoint. Digital cameras are equipped with external *flash*, which provides an easy way to introduce additional illumination and acquire an image within a short exposure time [45, 46]. By taking a pair of images, one captured under flash illumination and the other without flash (only using the ambient illumination), one can get more information about the scene. Subsequent analysis of intensity gradient directions can then be used for edge suppression.

### 1.3 Why Gradients?

A basic question to ask is: why use gradients? Gradients are more noisy than the input images, so how can gradient domain methods be favored?

Two scenarios need to be considered in answering this important question: applications where gradients are *estimated* and applications where gradients are *computed* and subsequently manipulated. The first scenario occur in problems such as Photometric Stereo and Shape from Shading as discussed above. The surface gradient field is *estimated* from intensity images using a reflectance model (usually Lambertian). The estimated gradient field will have noise and possibly outliers, due to noise in the input intensity images, inaccuracies in modeling (non-Lambertian surfaces) and possible ambiguities [47]. Thus, noise in the estimated gradient field is unavoidable, and it is important to discount noise and outliers to get good re-
constructions. This is one of the main goals of this research and the anisotropic
treatment resulting from the use of generalized equation address this issue.

The second scenario occur in applications such as image gradient field manip-
ulations, where the gradient fields of one or more images are computed, and then
manipulated to achieve a desired goal. The final image is obtained by integrating
the manipulated gradient field. Several issues need to be addressed here. Firstly, the
process of computing gradients should be numerically compatible with the process
of integration. By compatibility, I mean the following. Suppose I take an image,
compute its gradient field and integrate it back without any modifications. I should
be able to get back the original image up to an unknown constant of integration.
The reconstruction algorithm should be exact. In other words, the difference of the
original and the integrated image should be a constant all over the image, if no
modifications are made to the gradient field. If forward finite differences are used
for computing gradients, the corresponding integration should reflect this fact. If
instead, central differences are used, the integration process should change accord-
ingly. This subtle fact is often ignored. Thus, even without any modifications of
the gradient field, the integrated image will differ from the original image and it be-
comes difficult to analyze the effect of modifications themselves. The reconstruction
algorithms that are presented in this dissertation are exact, and do not introduce
any additional artifacts.

Secondly, even if compatibility is achieved, manipulation of noisy gradients
can be problematic. Assuming IID Gaussian noise in image intensities with mean 0
and variance $\sigma^2$, the noise in gradients will have variance $2\sigma^2$ (assuming finite differ-
ences for computing gradients). But it is important to note that twice the number of gradients are available. For an $N \times N$ grid, there are $N^2$ intensity values, but $2N^2$ gradients ($x$ and $y$ gradients). Thus, if all gradients are used judiciously, noise can be handled. However, more important fact is that manipulations presented in this dissertation use the information from the direction of the gradients. The magnitude of the intensity gradients as well as image intensities are sensitive to changes in illumination, but the direction of the intensity gradients remains stable [44]. Previous research on local structure tensors [48, 49] have used neighborhood support and color information for reliable estimation of the intensity gradient direction [50]. The affine transformation approach presented in this dissertation for manipulating gradient fields handle noise by estimating the cross-projection tensors using the local structure tensors.

Another advantage of using gradient domain methods is that the integration process used to obtain the final image automatically provides smoothing. For example, this is useful in applications such as seamless image stitching. Thus, smoothness assumptions can be avoided. Finally, rapid improvement in resolution and reduction in sensor noise of digital cameras also favor gradient based manipulations. Coupled with better algorithmic approaches and correct numerical procedures, this dissertation show results from image gradient field manipulations that are computationally useful and visually pleasing.
1.4 Contributions

In this dissertation, I present ideas for reconstructing gradient fields and manipulating image gradient fields under varying illumination. This dissertation makes the following contributions:

- **Gradient Field Integration** The idea that all gradients are not required for integration and least square based Poisson solver is only one of the several solutions in the space of all possible solutions. The minimal set of gradients required to integrate a 2D gradient field correspond to the spanning tree of the underlying 2D planar graph.

- **Feature Preserving Surface Reconstructions** A generalized equation for surface reconstruction from non-integrable gradient fields, based on controlling the degree of anisotropy of weights assigned to the gradients. The key idea is to replace gradients by functions of gradients arising from valid error functionals. Common approaches such as Poisson solver [29] and Frankot-Chellappa algorithm [30] are special cases of this equation.

- **Edge Suppression** A framework to remove edges in an image based on edge information in another image for image gradient field manipulations. The key idea is to use the direction of the intensity gradient as a constraint in manipulating image gradient fields.

- The idea of obtaining the information about the direction of image intensity gradients by taking another image using **flash as active illumination**.
This dissertation contributes several new gradient domain algorithms for manipulating and reconstructing gradient fields. These include:

- **α-surface** algorithm for surface reconstruction that can provide tradeoff between smoothness and robustness using the single parameter $\alpha$.

- **Affine transformation of gradient fields** using diffusion tensor to obtain feature preserving reconstructions.

- **Gradient Projection** for removing edges by taking a vector projection of the image gradient onto the image gradient of another image.

- Affine transformation of image gradient fields using **cross-projection tensors** for edge suppression under varying illumination.

1.5 Thesis Outline

The rest of the dissertation is organized as follows. In Chapter 2, I discuss the problem of surface reconstruction from gradient fields, analyze the solution space and show limitations of least square approaches. I present an algebraic solution for enforcing integrability that achieves local error confinement. The ideas presented in this chapter are extended in Chapter 3 to derive a generalized equation for surface reconstruction from gradient fields. I derive several new algorithms using this equation and provide comparisons with previous approaches. Chapter 4 presents a framework for edge suppression using gradient projection and affine transformation of gradient fields. I introduce cross-projection tensors for affine transformation and
show results on several applications such as foreground layer recovery, removing shadows and glass reflections and recovering intrinsic images. Finally, I conclude and outline future directions and applications of this work.
Chapter 2

Surface Reconstruction from Gradient Fields: Analysis and Algebraic Approach

In this chapter, I analyze the space of all possible reconstructions from a gradient field. I show that least square approaches do not work well in the presence of outliers and do not have the property of local error confinement. I then present an algebraic approach for enforcing integrability, which has the property of local error confinement. The key idea resulting from this analysis is that all gradients are not required for integration. By identifying erroneous gradients using curl of the given gradient field, they can be discarded during integration which leads to a better solution.

2.1 Introduction

The notion of integrability arises whenever a surface has to be reconstructed from a gradient field. In several computer vision problems such as SfS [6, 7, 8, 10, 11, 12] and PS [1, 2, 3, 4, 5], an estimate of the gradient field is available. The gradient field is then integrated to obtain the desired 2D surface (shape). However, the estimated gradient field often has non-zero curl making it non-integrable. Reconstruction from gradient fields is also important in several other applications such as mesh editing [51], retinex [24, 28], high dynamic range compression [14], phase
unwrapping [15, 16, 17, 18] and image editing [19], matting [20] and fusion [21, 22].

In these algorithms, the gradient fields of one or more images are manipulated to achieve the desired goal and the final image is obtained by a 2D integration of the manipulated gradient field.

The gradient field of a scalar surface should have zero curl or it should be integrable. The integral along any closed loop (path) should be equal to zero and the reconstruction should not depend on the choice of the integration path. In practice, the estimated gradient field is rarely integrable due to the inherent noise in the estimation process, or manipulation of gradient fields. In addition, ambiguities in the solution and ill-posed problems often lead to non-integrable gradient fields.

2.1.1 Related Work

Researchers have addressed the issue of enforcing integrability typically specific to the problem at hand. Previous methods have used the integrability constraint during the estimation of surface (or surface normals) in PS, SfS and Shape from Texture as in [11, 52]. In these methods, integrability is enforced as a constraint to regularize the solution or to remove the inherent ambiguities.

In SfS [6, 7, 8, 10, 11, 12], integrability was enforced as a constraint in the minimization routine in [11, 53]. Frankot & Chellappa [30] project the non-integrable gradient field on to a set of integrable slopes using the Fourier basis functions. However, their method is dependent on the choice of basis functions. Several variants of this approach have been proposed by either choosing a different basis
function [54] (cosine functions) or using a redundant non-orthogonal set of basis functions (shapelets) [55]. In [29], a direct analytical solution based on solving the Poisson equation was proposed, for obtaining the integrable gradient field closest to the given gradient field in the least squares sense. As shown in Section 2.3.3, this method ignores the information in the curl and finds a zero-curl field which has the same divergence as the given non-integrable field. The method also lacks the property of local error confinement. For a survey of SfS algorithms see [12].

Photometric Stereo [1, 2, 3, 4, 5] use multiple images obtained under different illumination directions to recover the surface gradients. In [56], belief propagation in graphical networks was used to enforce integrability for SfS and PS problems. In [57, 58], the integrability constraint was used to remove the bas-relief ambiguity in estimation of shape and albedo from multiple images. Calibration information about the illumination geometry is obtained by imposing integrability constraint in [59]. In [60], the integrability constraint was used along with rank constraints in a minimization routine to estimate surface albedo and normals. Other examples include [52, 61]. The idea of enforcing integrability has also been used in flow field visualization [62, 63] by decomposing the given field into curl-free and divergence-free parts.

Noise reduction in images is a topic commonly addressed in image restoration techniques. Several methods based on solving partial differential equations (PDE) such as anisotropic diffusion [37], shock filters [64] and energy based methods [65] (see [66] for detailed analysis and algorithms) have been proposed for restoring an image while preserving edges or sharp features. Inspired by the success of
these approaches, I show how to incorporate robust estimation, regularization and anisotropic diffusion in the gradient integration problem.

### 2.1.2 Shape from Shading

SfS attempts to extract 3D shape from a single image. It is assumed that the reflectance map is given or is known. Let \( s \) denote the direction of the light source given by

\[
s = \frac{1}{\sqrt{1 + p_s^2 + q_s^2}} (-p_s, -q_s, 1)^T, \tag{2.1}
\]

for some \( p_s \) and \( q_s \). Let \( Z \) be the surface height and \( p = \frac{\partial Z}{\partial x}, \ q = \frac{\partial Z}{\partial y} \). The surface normal \( n \) is then given by [11]

\[
n = \frac{1}{\sqrt{(1 + p^2 + q^2)}} (-p, -q, 1)^T. \tag{2.2}
\]

For a Lambertian surface, the image intensity \( I(x, y) \) is modeled as [11]

\[
I(x, y) = \rho(x, y) n(x, y) \cdot s \\
= \rho \frac{1 + pp_s + qq_s}{\sqrt{(1 + p^2 + q^2)} \sqrt{(1 + p_s^2 + q_s^2)}}, \tag{2.3}
\]

where \( \rho \) is the albedo of the surface and \( \cdot \) denotes dot product. Usually, \( \rho \) is assumed to be constant over the surface. If the albedo is constant, one can also write the image irradiance equation as

\[
I(x, y) = R(p, q) \\
= \frac{1 + pp_s + qq_s}{\sqrt{(1 + p^2 + q^2)} \sqrt{(1 + p_s^2 + q_s^2)}}, \tag{2.4}
\]

where \( R(p, q) \) is also called the reflectance map. Given an estimate of the light source direction, the problem then reduces to estimating the surface gradients \( p \) and \( q \) from the image intensity \( I \).
2.1.3 Photometric Stereo

Photometric Stereo tries to estimate the 3D shape of an object from images taken from the same viewpoint but illuminated from distant point light sources from multiple directions. A minimum of three images are required to estimate the shape with the constraint that the direction of light sources should not be coplanar. If $I_1 \ldots I_n$ are $n$ images captured under distant point light sources whose directions are given by $s_1 \ldots s_n$, then assuming a Lambertian reflectance model, one can write

$$I_i(x,y) = \rho(x,y)n(x,y) \cdot s_i \quad i = 1 \ldots n. \quad (2.5)$$

If $s_i$’s are known, then for each pixel, one can write a linear system for the scaled albedo $a(x,y) = \rho(x,y)n(x,y)$ by stacking the image intensities on top of each other

$$\begin{bmatrix} s_1^T \\ s_2^T \\ \vdots \\ s_n^T \end{bmatrix} a(x,y) = \begin{bmatrix} I_1(x,y) \\ I_2(x,y) \\ \vdots \\ I_n(x,y) \end{bmatrix}. \quad (2.6)$$

This linear system is solved to estimate the scaled albedo $a$. The albedo, $\rho$, can be obtained as the norm of $a$.

$$\rho(x,y) = |a(x,y)|. \quad (2.7)$$

And the surface normal $n(x,y)$ is given by

$$n(x,y) = \frac{a(x,y)}{|a(x,y)|}. \quad (2.8)$$

Given $n(x,y) = [n_x, n_y, n_z]^T$, the surface gradients can be obtained as $p = -n_x/n_z$, $q = -n_y/n_z$. From now on, I will focus on the problem of obtaining $Z$, once an estimate of the gradient field $(p,q)$ is known.
2.2 Problem Statement

Let $Z(x,y)$ be a $2D$ real valued scalar function defined on a $H \times W$ rectangular grid $(y,x)$ of image pixels. Let $\{p(y,x), q(y,x)\}$ denote the given non-integrable gradient field over this grid. Define the curl and divergence operators as [67]

$$C_{p,q} = \text{curl}(p,q) = \frac{\partial p}{\partial y} - \frac{\partial q}{\partial x}$$ (2.9)

$$L_{p,q} = \text{div}(p,q) = \frac{\partial p}{\partial x} + \frac{\partial q}{\partial y}.$$ (2.10)

Given $\{p, q\}$, the goal is to obtain a surface $Z$. Let $\{Z_x, Z_y\}$ denote the gradient field of $Z$. A common approach is to minimize the least square error functional given by [11, 29]

$$J(Z) = \int \int ((Z_x - p)^2 + (Z_y - q)^2) \, dx \, dy.$$ (2.11)

The Euler-Lagrange equation corresponding to (2.11) gives

$$\frac{\partial J}{\partial Z} - \frac{\partial}{\partial x} \frac{\partial J}{\partial Z_x} - \frac{\partial}{\partial y} \frac{\partial J}{\partial Z_y} = 0$$

$$\therefore \frac{\partial}{\partial x} (Z_x - p) + \frac{\partial}{\partial y} (Z_y - q) = 0$$ (2.12)

$$\therefore \frac{\partial^2 Z}{\partial x^2} + \frac{\partial^2 Z}{\partial y^2} = \frac{\partial p}{\partial x} + \frac{\partial q}{\partial y}$$

$$\therefore \nabla^2 Z = \text{div}(p,q)$$

This is the \textbf{Poisson equation} [11, 29], where $\nabla^2 = \frac{\partial^2}{\partial x^2} + \frac{\partial^2}{\partial y^2}$ is the Laplacian operator. This method is referred to as the Poisson solver. The integrable field is found by differentiating the estimated surface $Z$. Thus, $\{Z_x, Z_y\}$ is the integrable gradient field corresponding to the given gradient field $\{p, q\}$. 
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2.3 Space of All Solutions

Suppose $Z$ denote the surface which is obtained by integrating the given gradient field using some algorithm. Let $\{Z_x, Z_y\}$ denotes the gradient field of $Z$. Thus, $C_{Z_x, Z_y} = 0$ everywhere. One can always write

$$\{Z_x, Z_y\} = \{p, q\} + \{\epsilon_x, \epsilon_y\}, \quad (2.13)$$

where $\{\epsilon_x, \epsilon_y\}$ denotes the residual gradient field which is added to the given non-integrable field to make it integrable. Applying the curl operator in (2.13),

$$0 = C_{Z_x, Z_y} = C_{p,q} + C_{\epsilon_x, \epsilon_y} \quad \text{or} \quad C_{\epsilon_x, \epsilon_y} = -C_{p,q}. \quad (2.14)$$

$C_{p,q}$ is known from the given non-integrable field $\{p, q\}$. To enforce integrability, consider the smallest loop made up of 4 square connected pixels, $(y, x), (y, x + 1), (y + 1, x)$ and $(y + 1, x + 1)$ (see Figure 2.1(b)). The integral along this loop can be written as

$$C_{p,q}(y + \frac{1}{2}, x + \frac{1}{2}) = p(y + 1, x) - p(y, x) + q(y, x) - q(y, x + 1), \quad (2.15)$$

where the notation $(y + \frac{1}{2}, x + \frac{1}{2})$ has been used to emphasize that the curl is calculated for that loop. Writing (2.15) for the residual gradient field in (2.14), we get

$$\epsilon_x(y + 1, x) - \epsilon_x(y, x) + \epsilon_y(y, x) - \epsilon_y(y, x + 1) = -C_{p,q}(y + \frac{1}{2}, x + \frac{1}{2}), \quad (2.16)$$

for one particular loop. For an $H \times W$ image, the number of loops will be equal to $M = (H - 1) \times (W - 1)$, the number of $x$ gradients will be equal to $K_x = H(W - 1)$ and the number of $y$ gradients will be equal to $K_y = (H - 1)W$. Let
\( K = K_x + K_y = 2HW - H - W \). Writing the above equation for all the loops in the image and stacking all of them on top of each other (in lexicographical order) we get

\[
Ax = b , \tag{2.17}
\]

where \( b \) is a \( M \times 1 \) vector containing the negative of the curl values \( C_{p,q} \) for all the loops, \( x \) is a \( K \times 1 \) vector containing all the unknown gradient values corresponding to the residual gradient field. The matrix \( A \) is a \( M \times K \) sparse matrix, where each row corresponds to a loop equation and has only 4 non-zero entries: two +1’s and two –1’s according to (2.16). Note that any other bigger loop can be written as a linear combination of these basic 4 pixel loops and will not give linearly independent rows in matrix \( A \). Thus, it is sufficient to consider just the 4 pixel loops.

### 2.3.1 General Solution for Residual Gradient Field

We have \( K - M = HW - 1 \geq 0 \). For example, for a \( 3 \times 3 \) grid, \( K = 12 \) and \( M = 8 \). Thus, the matrix \( A \) has a null space of dimension \( n = K - M = HW - 1 \).

Suppose \( \{x^1_b, x^2_b, \ldots, x^n_b\} \) denote an ortho-normal basis set for the null space of \( A \). A general solution \( x_g \) is given by the sum of a particular solution \( x_p \) satisfying \( Ax_p = b \), and a homogeneous solution \( x_h \) satisfying \( Ax_h = 0 \). The homogeneous solution lies in the null space and can be written as the weighted sum of the basis functions

\[
x_h = \sum_{i=1}^{n} \beta_i x^i_b , \tag{2.18}
\]
where the coefficients $\beta$ can be obtained by the dot-product of $x_h$ with the basis functions

$$\beta_i = \langle x_h, x^i_h \rangle, \quad i = 1 \ldots n. \quad (2.19)$$

Thus, any solution is of the form

$$x_g = x_p + \sum_{i=1}^{n} \beta_i x^i_h. \quad (2.20)$$

Now if we define a space using the coefficients $\beta_i$'s, then any correction field will lie in this space. The dimension of this space is equal to the null space of the matrix $A$. Thus any solution lies in a space $R^{HW-1}$. Note that all integrable gradient fields lie in the null space of $A$. Thus each $x^i_h$ corresponds to an integrable gradient field. Interestingly, [68] also showed that the feasible space is of dimension $HW - 1$. However, their analysis is based on the choice of a specific basis function and projections on to this set of basis. In addition, they define the feasible space in terms of the integrable gradient fields, but we define it in terms of the coefficients $\beta_i$.

2.3.2 Least Square Solution in the Space of All Solutions

The Poisson solver tries to find that surface $Z$ which minimizes the following least square cost function

$$J(Z) = \int \int \left( (Z_x - p)^2 + (Z_y - q)^2 \right) dxdy = \int \int (\epsilon_x^2 + \epsilon_y^2) dxdy. \quad (2.21)$$

The Euler-Lagrange equation gives the Poisson equation: $\nabla^2 Z = \text{div}(p, q)$. Thus, it tries to find that solution for which the residual gradient field has the minimum
Figure 2.1: Space of all solutions. (a) Poisson solver finds the solution corresponding to the minimum norm residual gradient field, but this may not be robust. (b) The 2D graph corresponding to a sample $4 \times 4$ grid. Nodes correspond to the value of the surface at the grid points and gradients correspond to the edges.

norm (see Figure 2.1(a)). Hence, the Poisson solver is also equivalent to

$$\min_{x_g} \quad x_g^T x_g \quad \text{subject to} \quad Ax_g = b = \text{curl}(p,q). \quad (2.22)$$

Let $x_{LS}$ be the residual gradient field for the Poisson solver (solution of the above equation). Now $x_{LS}$ is a particular solution for the above system of equations as it satisfies $Ax_{LS} = b$. So a general solution can be written as

$$x_g = x_{LS} + \sum_{i=1}^{n} \beta_i x_b^i. \quad (2.23)$$

**Proposition 1.** If the general solution $x_g$ is defined as in (2.23), the solution given by the Poisson solver lies at the origin of $R^{HW-1}$ independent of the choice of basis functions $x_b^i$.

**Proof.** From the orthogonality principle, the least square error is orthogonal to the solution space. Thus $\beta_i = <x_{LS}, x_b^i> = 0$ for all $i$, independent of the choice of basis functions. \qed
2.3.3 Interpretation of Poisson Solver in terms of Curl-Divergence Space

Note that

$$\text{div}(Z_x, Z_y) = \frac{\partial Z_x}{\partial x} + \frac{\partial Z_y}{\partial y} = \nabla^2 Z = \text{div}(p, q).$$  \hspace{1cm} (2.24)

Thus, the Poisson solver enforces integrability by finding a zero curl gradient field which has the same divergence as the given non-integrable gradient field.

One can visualize a curl-divergence space as shown in Figure 2.2. A vector in this space represents a gradient field. All integrable (zero-curl, irrotational) gradient fields lie along the real ($X$) axis. All divergence free (solenoidal) gradient fields lie along the imaginary ($Y$) axis.

Let $\overrightarrow{OA_1}$ denotes an integrable gradient field with divergence $L$. Suppose the estimated gradient field is given by $\overrightarrow{OA_2}$ with divergence $L_1$ and curl $C_1$. The residual (error) gradient field is then given by $A_1A_2$. As discussed earlier, reconstruction using the Poisson solver will give a solution which has the same divergence as the given non-integrable field $\overrightarrow{OA_2}$. Thus, the integrable field given by the Poisson solver will be $\overrightarrow{OA_3}$. It is important to note that the divergence free part (curl) of $\overrightarrow{OA_2}$ is completely ignored during the reconstruction. The approach that I present in this chapter tries to utilize the information in curl by estimating the residual gradient field.
Figure 2.2: The Curl-Divergence space. A vector in this space represents a gradient field. Vectors along $X$ axis ($OA_1$) represents zero curl (integrable) gradient fields. Usually, a non-integrable field $OA_2$ is given as an estimate of $OA_1$. The residual gradient field is given by $A_1A_2$. Enforcing integrability by solving the Poisson equation gives $OA_3$ as the integrable gradient field. By estimating the residual gradient field $A_1A_2$, one can use the information in the curl to move from $OA_2$ to $OA_1$ to get a better estimate.

2.4 Drawback of Least Square (LS) Approaches

2.4.1 Lack of Robustness

It is well known that a least square solution does not perform well in the presence of outliers. Consider the surface shown in Figure 2.3(a), which consists of a ramp and several peaks. Gaussian random noise and uniformly distributed outliers were added to the gradient field of this surface. The reconstructed surface from the noisy gradient field using the Poisson solver is shown in Figure 2.3(b). However, if we knew the locations of the outliers, we could use the rest of the gradients to perform the integration. The corresponding reconstruction is shown in Figure 2.3(c). It is clear that a better solution can be obtained by removing outliers. Thus, gradient integration can be thought of as a robust estimation problem.
Figure 2.3: Effect of outliers in 2D integration. (a) True surface. (b) Gaussian noise ($\sigma = 0.02g$, $g = $ maximum gradient magnitude) and uniformly distributed outliers were added to the gradients of this surface. Reconstruction using the Poisson solver. Mean Square Error (MSE) = 10.81. (c) If the location of outliers were known, rest of the gradients can be integrated to obtain a much better estimate. MSE = 0.211. (d) One-D height plots for a scan line across the middle of grid.

However, in practical scenarios, the location of the outliers will not be known.

To obtain robust solutions, the information in the given gradient field itself need to be utilized.

### 2.4.2 Lack of Local Error Confinement

Another drawback with LS approach is the lack of local error confinement. While reconstruction, errors in the gradient field are propagated throughout the entire surface. Thus, if only a part of the gradient field is in error, it would be desirable to contain the errors in the reconstructed surface to that region only.

An example will help clarify the point. Figure 2.4(a) shows a synthetic surface. We add noise to a central region of its gradient field as shown in Figure 2.4(d). The
Figure 2.4: Lack of local error confinement in the reconstruction using the Poisson solver. (a,b,c) A synthetic surface with ramp and peaks and the gradient field \( \{g_x, g_y\} \) of the surface. (d) Mask region where noise was added to the original gradient field. (e,f) Modified gradients. (g,h) Reconstruction from the noisy gradient field and the corresponding error. Note that the error is not confined to the mask region.
reconstruction from the noisy gradient field is shown in Figure 2.4(g). Note that
the error is not confined to the mask region. Thus, errors in the gradient field
have propagated to the entire surface. We would like the error to be confined to
the mask region. In the next section, I present an algorithm to achieve local error
confinement.

2.5 An Algebraic Solution

In this section, I present an algebraic solution for curl correction which has
the property of local error confinement. In Section 2.3, while discussing the space
of all possible solutions, I formulated curl correction as estimation of the residual
gradient field. For completeness, I again present the curl equation. Let \{p, q\} be the
given gradient field. The curl equation can be written as

\[ C\left(\frac{y+1}{2}, \frac{x}{2}\right) = p(y+1, x) - p(y, x) + q(y, x) - q(y, x+1) \]  (2.25)

In terms of residual gradient field, the above equation can be written as

\[ \epsilon_x(y+1, x) - \epsilon_x(y, x) + \epsilon_y(y, x) - \epsilon_y(y, x+1) = -C_{p,q}(y + \frac{1}{2}, x + \frac{1}{2}) \]  (2.26)

To enforce integrability, we wish to find an integrable gradient field with zero curl
all over. In other words, if we can solve for the residual gradient field, it can be
subtracted from the given gradient field to get the integrable gradient field. Thus,
curl correction is equivalent to solving for the residual gradient field \{\epsilon_x, \epsilon_y\}.

We begin by observing that for an integrable gradient field, curl is zero every-
where and hence the residual gradient field is zero everywhere (trivial solution). So,
we consider only those box loops (of 4 pixels) which have non-zero curl. Thus, if $C_{p,q}(y + \frac{1}{2}, x + \frac{1}{2})$ is non-zero, we consider the gradients in the residual gradient field for that loop to be non-zero and those gradients need to be estimated. Note that in absence of any auxiliary information, all four gradients in the loop are considered to be erroneous.

Suppose $K$ loops have non-zero curl in the image. For each such loop, we can write (2.26). Stacking all such equations on top of each other, we get

$$Ax = b,$$  \hspace{1cm} (2.27)

where $x$ denotes the unknown residual gradient field values that needs to be estimated, $b$ is a $K \times 1$ vector, containing the negative of the curl values for all these loops. The matrix $A$ is a sparse matrix, with each row having only 4 non-zero entries, two $+1$’s and two $-1$’s corresponding to left hand side of (2.26).

To solve the above linear system, $A$ must have full rank. This raises the following questions.

- How do we know when the matrix $A$ has full rank?
- How do we solve for this system when it is not full rank?

In the next section, I present a graph analogy to understand the problem.

2.5.1 Graph Analogy

Using a graph analogy, I outline conditions under which the system of equation $Ax = b$ is solvable. Graph analogy has also been used for residue-cut algorithm [16]
for phase unwrapping. We assume Dirichlet boundary conditions, i.e. the surface values are known at the boundaries. However, the discussion holds for Neumann boundary conditions as well.

We define an undirected graph \( G = (V, E) \) on the image plane. Each node in the graph corresponds to a pixel in the image (including boundary nodes). Each node in the interior (not on boundary) has four edges, connecting it to nodes in north, south, east and west directions. For nodes on boundary, those at the corners of the image have two edges and the rest have three edges each. Each edge in the graph between two nodes represent the gradient \( p \) or \( q \) between the nodes.

With the above terminology, given a non-integrable gradient field, one knows the value of the graph edges and the value of graph nodes at the boundary points (from Dirichlet conditions). The goal is to integrate the gradient field or to find the value of nodes (pixels) in the interior of the image.

If the estimated gradient \( p \) or \( q \) is erroneous at a node (or the curl is non-zero for that loop), we break the corresponding edge in the graph. Thus, when curl is non-zero everywhere, all the edges in the graph (except those between boundary points) will be broken.

**Proposition 2.** If the broken edges are such that the graph remains connected, the corresponding system of equation \( Ax = b \) can be solved. If however, the graph breaks into \( n \) pieces, rank deficit of \( A \) is equal to \( n - 1 \).

If the graph remains connected, one can reach any node of the graph starting from some boundary node. Thus for each node (pixel), one can always find at
Figure 2.5: Graph analogy and rank considerations. (a) A sample graph on a $8 \times 8$ grid. Lines denote edges and dots denote nodes. (b) A configuration such as this cannot happen as boundary edges are assumed to be known. (c) A particular configuration of broken edges where the graph is broken into $n = 4$ parts. Total number of broken edges $= 34$, $\text{rank}(A) = 31$. Rank deficit $= 34 - 31 = 3 = n - 1$. (d) If 3 more links are known to connect the graph (dashed edges), number of unknowns reduces to $31 = \text{rank}(A)$. 
least one integration path from some boundary pixel. Thus, the node value can be obtained for all the pixels. This in turn implies that the value of broken edges can be obtained. Thus the system \( Ax = b \) has to be full rank.

If however the graph breaks into \( n \) pieces, the minimum number of edges that are needed to connect it is \( n - 1 \). If we have known the edge value of \( n - 1 \) more edges, we could have solved the system. Thus, the rank of \( A \) will be \( n - 1 \) less than required. Figure 2.5 shows an example.

Thus, the basic idea is to identify the given gradients as good or bad based on the non-zero curl values for each loop. We would like to integrate only using the good gradients. Considering the gradient field as a graph, we break all the edges corresponding to the bad gradients. If the graph remains connected, integration can be done using the good gradients. Otherwise, we need to connect the graph by assuming that some bad gradients are good.

2.5.1.1 Connecting the Graph

We need to find the minimum number of edges that should be joined so that the graph gets connected. To connect the graph, we define an edge weight for each edge and find that minimal set of edges which connects the graph and has the minimum total weight. For edges corresponding to the \( x \) gradient between nodes \( V_{y,x+1} \) and \( V_{y,x} \) and corresponding to the \( y \) gradient between nodes \( V_{y,x} \) and \( V_{y+1,x} \), the edge weight is defined as the curl value of the loop.
2.5.2 Algorithm Outline

The complete algorithm can be specified as follows. Given a non-integrable gradient field \((p, q)\),

1. Obtain the curl of the given gradient field all over the image. Form the image graph. For each edge in graph, assign a weight as described in the previous section. Assign all the boundary nodes to set \(B_2\).

2. Identify nodes corresponding to loops where curl is greater than some threshold \((\tau = 10^{-2})\). Assign all such nodes to set \(B_1\) if it is not a boundary node. Assign the remaining nodes to set \(B_2\). Note that when the curl is non-zero all over, \(B_2\) will contain just the boundary nodes and \(B_1\) will contain the remaining nodes.

3. Break all the edges connecting any node in \(B_1\) to any node in \(B_2\). Also break all the edges between the nodes in \(B_1\).

4. Finding minimal set of edges to join

While \(B_1\) is not empty

(a) Find the shortest path from any node in \(B_2\) to a node in \(B_1\). Let \(V_{i_1,j_1}\) be the node in \(B_1\) and \(V_{i_2,j_2}\) be the node in \(B_2\) corresponding to this path.

(b) Remove \(V_{i_1,j_1}\) from \(B_1\) and put in \(B_2\).

(c) Join the edge connecting \(V_{i_1,j_1}\) and \(V_{i_2,j_2}\).

5. Now the graph will be connected. For all the edges still broken, form the
equation \( Ax = b \). Solve for \( x \) and subtract \( x \) from the corresponding locations in the given gradient field.

6. Now we have obtained an integrable gradient field. The underlying 2D surface can be obtained by integrating using a Poisson solver.

2.5.3 Results

2.5.3.1 Local Error Confinement

We first show that errors in the reconstruction can be confined locally using the algebraic approach. Figure 2.6 shows the same noisy gradient field as shown in Figure 2.4, along with its curl values. We find all loops where the curl is non-zero and break the corresponding edges in the graph. For this example, the number of broken edges was 4004, which formed 1770 disconnected segments. To connect the graph, \( 1770 - 1 = 1769 \) gradients were assumed to be good. The values of the rest of \( 4004 - 1769 = 2235 \) erroneous gradients were obtained by solving the linear system as described above. The final integrable gradient field was obtained by subtracting the residual gradient field from the given noisy gradient field.

Figure 2.6 compares the reconstruction using the Poisson solver and using the algebraic approach. Note that using the algebraic approach, the error in the reconstructed surface is confined to the mask region where noise was added.
Figure 2.6: Local error confinement. (a,b) Noisy gradient field as shown in Figure 2.4. (c) Curl of the noisy gradient field. (d,e) Comparison of LS reconstruction with the curl correction method. (f,g) Corresponding error with respect to the true surface. Note that in our method, the error is confined to the mask region where noise is added.
2.5.3.2 Shape from Shading

For SfS, we implemented the algorithm by Brooks and Horn [13] and extended it to incorporate our integrability method. This algorithm assumes a Lambertian reflectance model for the surfaces. In this method, at each iteration, new estimates of the surface gradients \( \begin{bmatrix} \hat{p} \\ \hat{q} \end{bmatrix}_{k+1} \) are obtained from the previous estimates \( \begin{bmatrix} \hat{p} \\ \hat{q} \end{bmatrix}_{k} \) as

\[
\begin{bmatrix} \hat{p} \\ \hat{q} \end{bmatrix}_{k+1} = \begin{bmatrix} \hat{p} \\ \hat{q} \end{bmatrix}_{k} + \lambda(I - R) \begin{bmatrix} R_x \\ R_y \end{bmatrix}
\]

(2.28)

where \( \hat{p}_k \) and \( \hat{q}_k \) denote the smoothed values of \( \hat{p}_k \) and \( \hat{p}_k \) respectively, \( I \) is the input image, \( R \) is the reflectance map and \( R_x, R_y \) denotes its derivatives.

In [30], Frankot & Chellappa proposed to impose integrability at each iteration of the above algorithm by projecting the non-integrable gradients on to the Fourier basis functions. Similar to them, we impose integrability as follows. At each iteration, we first find the new update using the above equation. Then we find the integrable field using our method and use the integrable field in the next iteration.

Figure 2.7 shows a synthetic example for Vase and a real example for the Lena image. For vase, we use the illumination direction \((0.05, 0.05, 1)\) to generate the image using a Lambertian reflectance model. For Lena, the illumination direction \((1.5, 0.866, 1)\) was used as suggested in [12]. For both examples, 50 iterations of Brooks & Horn algorithm were performed. Figures 2.7(b) and 2.7(d) compare the reconstructed surfaces using the Poisson solver and the proposed method. Note that in the vase image, enforcing integrability using the Poisson solver does not
properly maintain the boundaries of the object, whereas in the reconstruction using
our method, the boundaries are well maintained. For the Lena image, a better visual
reconstruction is obtained as shown in Figure 2.7(d).

2.5.3.3 Photometric Stereo

For PS, we present results using the Mozart depth map and the Yale face
database B (**YaleB01_P00**). For the Mozart dataset, five images were generated
assuming Lambertian reflectance model using the ground truth depth map. For the
Yale database, all 64 images corresponding to the frontal pose for the first subject
were used. We assume that the light source directions are known. A simple LS
approach was used to estimate the surface normal \((n_x, n_y, n_z)\) at each pixel. The
gradient field was obtained as \(p = -n_x/n_z, q = -n_y/n_z\).

Figure 2.8(a) shows four of the five input images generated using the Lam-
bertian model for the Mozart face, whose true depth map is shown in Figure 2.8(e).
Figure 2.8(b) shows the curl of the estimated gradient field. Figure 2.8(e)(center)
shows the reconstruction from the estimated gradient field using the Poisson solver.
As described in Section 2.5.2, we find those edges which can potentially give rise
to non-zero curl values. Nodes connecting these edges (set \(B_1\)) are shown in Fig-
ure 2.8(c) in white. It is clear that the resultant graph will not be connected. We
then find the minimal set of edges to join so as to connect the graph. Figure 2.8(d)
shows the final configuration of the connected edges. Note that in this graph, all
nodes can be reached using the edges present in the graph. For edges not present
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Figure 2.7: SfS on Vase and Lena image. (a) Synthetic vase image generated using $(0.05, 0.05, 1)$ as the illumination direction. (b) Original depth map, reconstructed surface using the Poisson solver and using the proposed algorithm. Note that in the Poisson solver reconstruction, the surface is globally distorted and boundaries are not preserved. (c) Lena Image. (d) Reconstructed surface using the Poisson solver and using the proposed algorithm. There are distortions along the lips and top left of the reconstructed surface using the Poisson solver.
between the nodes, the system of equation $Ax = b$ was solved. The gradient field was then updated using the $x$ values. Figure 2.8(e) shows the reconstruction using curl corrected gradient field which is much better than using the Poisson solver. The percentage depth error between the true depth map and the reconstructed depth map was 4.26 using Poisson solver and 2.7 using our method.

Figure 2.9(a) shows four (out of sixty four) input images for one of the subjects in frontal pose from Yale database. Figure 2.9(b) shows the curl of the estimated gradient field. Figures 2.9(c) and 2.9(d) show the reconstruction using the Poisson solver and using our method. Note that the reconstruction using our method is much better especially along the face boundaries. Poisson solver can have global distortions since the gradients at any location affect the reconstruction all over the image. In contrast, our method can locally confine errors, does not have any global distortions and all features (sharp gradients) are preserved. Also notice the transitions between the right cheek and the back plane which is smoothed out in the reconstruction using Poisson solver.

2.6 Summary

In this chapter, I analyzed the space of all possible solutions for surface reconstruction from gradient fields. I showed that least square approaches such as Poisson solver do not give feature preserving reconstructions in the presence of noise and outliers and do not have the property of local error confinement. Using a graph analogy, I presented an algebraic approach for curl correction and enforcing inte-
Figure 2.8: Photometric Stereo on Mozart dataset. (a) Sample images. (b) Curl values for estimated gradient field. (c) Initial nodes in set $B_1$ (Section 2.5.2 step 3). (d) Final image graph which is connected. Nodes are represented by dots and edges by lines. Edges not present can be solved for by forming $Ax = b$. (e) Original depth map, reconstructed surface using the Poisson solver and using the algebraic approach.
Figure 2.9: Photometric Stereo on Yale face database. (a) Four out of sixty four input images. (b) Curl values of the estimated gradient field. (c) Reconstructed depth map using the Poisson solver. Global distortions are present. (d) Reconstructed depth map using our method. Our method exploits information in curl often ignored in gradient reconstruction. This brings in high gradients that are smoothed out in the Poisson solver. In addition, the reconstruction has a local error confinement property so that errors in the gradient field do not create global distortions in the reconstructed surface.
grability, which provides local error confinement. Using this analysis, I describe a generalized equation for robust reconstruction from gradient fields in the following chapter.
Chapter 3

A General Framework for Surface Reconstruction from Gradient Fields

In this chapter, I describe a general framework for surface reconstruction from gradient fields. Firstly, I show that reconstruction from gradient fields can be considered as a robust estimation problem and traditional approaches such as RANSAC [69] are computationally prohibitive due to the high dimensionality of the problem. Then I describe a generalized equation that lead to several new algorithms for feature preserving reconstructions in the presence of noise and outliers. I show that previous approaches such as Poisson solver and Frankot-Chellappa algorithm are special cases of this framework. The key idea behind the generalized equation is to replace gradients by suitable functions of gradients arising from general error functionals. These functions control the degree of anisotropy of the weights assigned to the gradients in the integration process, resulting in feature preserving reconstructions.

3.1 Robust Estimation

Techniques for robust estimation includes the well-known RANSAC algorithm and M-estimators [70]. Firstly, I show that applying RANSAC to gradient integration is computationally prohibitive. To apply RANSAC, we need to find the
minimum number $m$ of gradients required for integration. For example, if we want to estimate a line from 2D points, we need $m = 2$ points.

**Proposition 3.** For a surface defined over a $H \times W$ grid, the minimum number of gradients required for integration is $m = HW - 1$. However, integration cannot be done using any such set of $m$ gradients. These $m$ gradients should form a spanning tree of the 2D planar graph defined on the grid.

**Proof.** Define a 2D graph over the grid, where the nodes correspond to the value of the surface at each pixel and gradients correspond to the edges (see Figure 2.1). To be able to integrate, each pixel (node) should be reachable using some integration path. Since a spanning tree is a minimal configuration which spans all nodes, the gradients should be in that configuration. For $HW$ nodes, the number of edges in any spanning tree is $HW - 1$, hence $m = HW - 1$.

In Section 2.3, it was shown that the subspace of all gradient fields is of dimension $HW - 1$, by enforcing integrability using curl correction. The above proposition is an alternative argument using graph analogy.

### 3.1.1 RANSAC Gradient Integration (Computationally Prohibitive)

RANSAC works by randomly selecting a set of minimum data points $m$ and finding the number of inliers using a given tolerance level $\tau$. This is repeated $T$ times and the set having the maximum number of inliers is used to estimate the parameters. A naive RANSAC based approach to surface reconstruction can be as follows:
• Find a random spanning tree of the 2D planar graph on the grid.

• Integrate using the gradients corresponding to the edges in the spanning tree.

Find the number of gradient inliers using the solution given an error tolerance \( \tau \).

• Repeat \( T \) times and choose that spanning tree using which maximum number of inliers are obtained.

In [69], it was shown that to ensure with probability \( \gamma \) that at least one of the random selections is an error-free set of \( m \) data points, one must make at least \( T \) selections, where \( T \) is given by

\[
T = \frac{\log(1 - \gamma)}{\log(1 - w^m)}.
\]

In (3.1), \( w \) is the probability that a particular data point is an inlier. However, \( T \) becomes extremely large as the size of the grid is increased. For example, assuming \( w = 0.95 \), even for a \( 16 \times 16 \) grid (\( m = 255 \)), to ensure a probability \( \gamma = 0.95 \), \( T = 1.43 \times 10^6 \). Thus, a random selection process for choosing the inliers set is practically impossible for decent grid sizes.

3.2 A General Framework

A general solution can be obtained by minimizing the following \( n^{th} \) order error functional

\[
J = \int \int E(Z, p, q, Z_{x^a y^b}, p_{x^c y^d}, q_{x^c y^d}, \ldots) \, dxdy,
\]

where \( E \) is a continuous differentiable function, \( a, b, c \) and \( d \) are non-negative integers such that \( a + b = k, c + d = k - 1 \) for some positive integer \( k \),

\[
Z_{x^a y^b} = \frac{\partial^k Z}{\partial x^a \partial y^b},
\]
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\( p_{x\epsilon y^d} = \frac{\partial^{k-1} p}{\partial x^\alpha \partial y^\beta}, \quad q_{x\epsilon y^d} = \frac{\partial^{k-1} q}{\partial x^\alpha \partial y^\beta} \) and the above equation includes terms corresponding to all possible combinations of \( a, b, c \) and \( d \) for all \( k, 1 \leq k \leq n \). Restricting to first order derivatives \((n = 1)\), we will consider error functionals of the form

\[
J = \int \int E(Z, p, q, Z_x, Z_y) \, dx \, dy. \tag{3.3}
\]

The Euler-Lagrange equation gives

\[
\frac{\partial E}{\partial Z} - \frac{d}{dx} \frac{\partial E}{\partial Z_x} - \frac{d}{dy} \frac{\partial E}{\partial Z_y} = 0 \quad \text{or} \quad \frac{\partial E}{\partial Z} = \text{div} \left( \frac{\partial E}{\partial Z_x}, \frac{\partial E}{\partial Z_y} \right). \tag{3.4}
\]

Consider the following form for \( \frac{\partial E}{\partial Z_x} \) and \( \frac{\partial E}{\partial Z_y} \)

\[
\frac{\partial E}{\partial Z_x} = f_1(Z_x, Z_y) - f_3(p, q), \quad \frac{\partial E}{\partial Z_y} = f_2(Z_x, Z_y) - f_4(p, q), \tag{3.5}
\]

where \( f_i : \mathbb{R} \times \mathbb{R} \to \mathbb{C}, i = 1 \ldots 4 \) are different functions. Note that these functions cannot be arbitrary as they should satisfy \( \frac{\partial^2 E}{\partial Z_x \partial Z_y} = \frac{\partial^2 E}{\partial Z_y \partial Z_x} \). This implies that

\[
\frac{\partial f_1(Z_x, Z_y)}{\partial Z_y} = \frac{\partial f_2(Z_x, Z_y)}{\partial Z_x}. \tag{3.6}
\]

Substituting (3.5) into (3.4) and bringing all \( Z \) terms on one side, we get the generalized equation

\[
\text{div}(f_1(Z_x, Z_y), f_2(Z_x, Z_y)) - \frac{\partial E}{\partial Z} = \text{div}(f_3(p, q), f_4(p, q)). \tag{3.7}
\]

The generalized equation replaces the gradients by functions of gradients. In the next section, I show that previous solutions such as the Poisson solver and Frankot-Chellappa algorithm (in general, projection onto continuous basis functions) can be derived using the generalized equation (3.7). Then I present novel solutions using the above equation. In all solutions, I assume Neumann boundary conditions given by \( \nabla Z \cdot \hat{n} = 0. \)
3.3 Previous Solutions as Special Cases

3.3.1 Poisson Solver (Spatially Invariant Isotropic Weights)

The Poisson equation

\[ \text{div}(Z_x, Z_y) = \text{div}(p, q). \]  \hspace{1cm} (3.8)

can be obtained from (3.7) by substituting (see Table 3.1)

\[
\begin{cases}
\frac{\partial E}{\partial Z} = 0 \\
f_1(Z_x, Z_y) = Z_x \\
f_2(Z_x, Z_y) = Z_y \\
f_3(p, q) = p \\
f_4(p, q) = q.
\end{cases}
\]  \hspace{1cm} (3.9)

Equation (3.6) is satisfied as both sides are zero. Thus, Poisson equation is the simplest possible case of the generalized equation, where the functions \( f_i \)'s do not modify the gradients.

3.3.1.1 Numerical Solution

Let \( u = \text{div}(p, q) \). Using finite differences and vectoring the 2D matrices in lexicographical order, the Poisson equation can be discretized [29] to give

\[ LZ = u, \]  \hspace{1cm} (3.10)
where \( \mathbf{u} = [u(1, 1), \ldots, u(H, W)]^T \) and the matrix \( \mathbf{L} \) is the sparse Laplacian matrix\(^1\) of size \( HW \times HW \). Each row of \( \mathbf{L} \) has \(-4\) at the diagonal entry and four 1’s corresponding to the isotropic Laplacian kernel \( \nabla^2 \). \( Z \) can be obtained as

\[
Z = \mathbf{L}^{-1}\mathbf{u}. \tag{3.11}
\]

### 3.3.2 Reconstruction using Basis Functions

Frankot-Chellappa (FC) algorithm reconstructs the surface \( Z \) by projecting \( \{p, q\} \) on the set of integrable Fourier basis functions. Let \( \mathcal{F}(s(x, y)) \) denote the Fourier transform of \( s(x, y) \). Given \( \{p, q\} \), \( Z \) is obtained as \(^3\)

\[
Z = \mathcal{F}^{-1}\left(-j \frac{\xi_x \mathcal{F}(p) + \xi_y \mathcal{F}(q)}{\xi_x^2 + \xi_y^2}\right). \tag{3.12}
\]

Let \( \phi(x, y, \xi_x, \xi_y) = e^{j(\xi_x x + \xi_y y)} \). We have

\[
\phi_x = j\xi_x \phi, \quad \phi_y = j\xi_y \phi. \tag{3.13}
\]

Substituting

\[
\begin{align*}
\frac{\partial E}{\partial Z} &= 0 \\
f_1(Z_x, Z_y) &= \mathcal{F}(Z_x)\phi \\
f_2(Z_x, Z_y) &= \mathcal{F}(Z_y)\phi \\
f_3(p, q) &= \mathcal{F}(p)\phi \\
f_4(p, q) &= \mathcal{F}(q)\phi
\end{align*}
\]  

\(^1\)The Laplacian matrix needs to be modified at the boundary according to the boundary conditions.

\(^2\)\( \mathcal{F}(s(x, y)) = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} s(x, y)e^{-j(\xi_x x + \xi_y y)}dxdy \)
in (3.7), we get
\[ \text{div}(\mathcal{F}(Z_x)\phi, \mathcal{F}(Z_y)\phi) = \text{div}(\mathcal{F}(p)\phi, \mathcal{F}(q)\phi), \]
\[ \therefore j\xi_x \mathcal{F}(Z_x) + j\xi_y \mathcal{F}(Z_y) = j\xi_x \mathcal{F}(p) + j\xi_y \mathcal{F}(q), \]
\[ \therefore -(\xi_x^2 + \xi_y^2) \mathcal{F}(Z) = j (\xi_x \mathcal{F}(p) + \xi_y \mathcal{F}(q)), \]
\[ \therefore \mathcal{F}(Z) = \frac{-j (\xi_x \mathcal{F}(p) + \xi_y \mathcal{F}(q))}{(\xi_x^2 + \xi_y^2)}. \]

which is equivalent to (3.12). The projection on the Fourier basis functions is implicit in the above definition of \( f_i \)'s which transforms the gradients as weighted basis functions \( \phi \), the weights being equal to the Fourier transform coefficients. One can generalize this approach to use any set of ortho-normal basis functions \( \phi \). Kovesi’s [55] algorithm is in a similar spirit while using a redundant set of non-orthogonal basis functions.

In the next section, I show how these functions \( f_i \)'s can be changed to obtain a continuum of solutions. Intuitively, in solving the Poisson equation, the Laplacian matrix \( L \) is obtained by using a spatially invariant isotropic kernel \( (\nabla^2) \) which gives equal weights to gradients. This results in the Poisson solver being non-robust and favoring smoothness. To obtain robust solutions, we modify the Laplacian matrix by using spatially varying anisotropic kernel depending on local shape, or residual gradient field.

### 3.4 New Solutions

Now I present several new algorithms based on the previous framework, by changing the degree of anisotropy of weights applied to the gradients in the integra-
3.4.1 $\alpha$-surface: Anisotropic Scaling using Binary Weights

In Section 3.1.1, it was shown that random selection process for the set of inlier gradients is computationally prohibitive due to the high dimensionality of the gradient integration problem. If there is a problem related rationale for choosing the set of inliers, one could use a deterministic selection process instead of a random one as argued in [69]. In a general estimation problem like fitting a line, each data point is independent and there are no structural constraints. For 2D integration, integrability enforces a structural constraint. Also, since the goal is to fit a surface, there is an inherent smoothness involved (at regions separated by discontinuities). Thus, one can decide an initial spanning tree using a deterministic process (as shown in Section 3.4.1.1).

Suppose we decide an initial spanning tree, claiming all gradients corresponding to the edges in this spanning tree to be inliers. We define $\alpha$-surface as an iterative scheme, where at each iteration, based on the tolerance level $\alpha$, all gradients for which the residual term is less than $\alpha$ are added to the inliers set. Formally, let $S$ denote the set containing the gradients corresponding to the edges in the initial spanning tree. For an $\alpha \geq 0$, $\alpha$-surface is given by

- Initialize: Integrate using the gradients in the set $S$ to get $Z^0$. $k \leftarrow 1$.

- At iteration $k$: Compute $Z_x, Z_y$ as the gradients of $Z^{k-1}$.

- If $|\epsilon_x| = |Z_x - p| \leq \alpha$ and $Z_x$ not in $S$, add $Z_x$ to set $S$. If $|\epsilon_y| = |Z_y - q| \leq \alpha$
and $Z_y$ not in $S$, add $Z_y$ to set $S$. Let $n$ be the number of new additions to set $S$.

- Integrate using the gradients in $S$ to obtain $Z^k$.
- Terminate if $n = 0$, else $k \leftarrow k + 1$.

Note that the gradients are not removed from $S$ in the above scheme because the minimal configuration of spanning tree must be satisfied. The parameter $\alpha$ decides between outliers and inliers. If $\alpha = 0$, gradients corresponding to the edges in the initial spanning tree are considered as inliers and are used for integration. As $\alpha$ is increased, more gradients are used for integration. At a large value of $\alpha$, all gradients will be treated as inliers and the solution becomes equivalent to that given by the Poisson solver. By changing $\alpha$, one can trace a path in the solution space, where one end is the solution based on a minimal data configuration and the other end is the solution based on using all the data. Thus, $\alpha$-surface is a weighted approach, where the weights are 1 for gradients in $S$ (used for integration) and 0 otherwise. If we define

$$b_x(x, y) = \begin{cases} 1 & \text{if } Z_x \in S, \\ 0 & \text{otherwise} \end{cases} \quad b_y(x, y) = \begin{cases} 1 & \text{if } Z_y \in S, \\ 0 & \text{otherwise} \end{cases}$$

then the error functional $J$ for each iteration of $\alpha$-surface can be written as

$$J = \int \int b_x(Z_x - p)^2 + b_y(Z_y - q)^2 dxdy.$$  \hfill (3.16)

The corresponding Euler-Lagrange equation is

$$\text{div}(b_x Z_x, b_y Z_y) = \text{div}(b_x p, b_y q).$$  \hfill (3.17)
Thus, the gradient fields \( \{Z_x, Z_y\} \) and \( \{p, q\} \) are scaled using the binary weights \( b_x \) and \( b_y \) in an anisotropic manner.

### 3.4.1.1 Determining Initial Spanning Tree

An easy way to obtain an initial spanning tree is to assign a weight to each edge and find the minimum spanning tree (MST). In Section 2.5, we used the curl values as weights on the edges to connect the graph by finding the set of links with minimum total weight. We experimented with two types of edge weights: one based on curl values and other based on gradient magnitude. We found that assigning gradient magnitude as weights gives better results compared to curl values. For results presented in Sect. 3.5, we use gradient magnitude as weights.

### 3.4.1.2 Determining \( \alpha \)

Suppose that the gradients are corrupted by additive Gaussian noise (independent and identically distributed) \( N(0, \sigma^2) \). In discrete domain, curl values can be obtained by considering the smallest loop made up of 4 square connected pixels, \((y, x), (y, x + 1), (y + 1, x)\) and \((y + 1, x + 1)\) (see Fig. 2.1(middle)). The integral along this loop is

\[
C_{p,q}(y,x) = p(y+1,x) - p(y,x) + q(y,x) - q(y,x+1).
\]  

(3.18)

Using the above equation, the mean and variance of \( C_{p,q} \) will be 0 and \( 4\sigma^2 \) respectively (in practice, variance can be higher due to outliers). We estimate \( \sigma \) as

\[
\sigma = \sqrt{(\sigma_c^2)/4},
\]  

(3.19)
where \( \sigma_C^2 \) denote the estimated variance of \( C_{p,q} \) using the given gradient field \( \{p, q\} \). We use \( \alpha = 1.5\sigma \).

3.4.1.3 Numerical Solution

Let \( u_b = \text{div}(b_xp, b_yq) \). \( \text{div}(b_xZ_x, b_yZ_y) \) can be written as \( \nabla_\omega^2 Z \), where \( \nabla_\omega^2 \) is the weighted Laplacian kernel (Fig. 3.1, \( \nabla_w^2 \) with \( b \)'s as weights). This weighted kernel is applied at each pixel to calculate the weighted Laplacian matrix \( L_b \) and the weighted divergence \( u_b \). \( Z \) is obtained as

\[
Z = L_b^{-1} u_b. \tag{3.20}
\]

Note that the matrix \( L_b \) is guaranteed to be invertible since the set \( S \) contains the gradients corresponding to some spanning tree (minimal configuration). Next I show how to generalize the inlier/outlier weighting scheme to approaches based on continuous weights.

3.4.2 Anisotropic Scaling using Continuous Weights

3.4.2.1 M-estimators

M-estimators reduce the effect of outliers by replacing the squared error residual \( \rho(.) = (.)^2 \) by another function of residuals. Here \( \rho \) is a symmetric, positive-definite function with a unique minimum at zero, and is chosen to be less increasing than square. Several functions such as Huber, Cauchy, Tukey and those based on \( L^p \) norm have been proposed [71, 70]. The error function corresponding to M-estimators
can be minimized using an iterative re-weighted least squares approach [72], where at each iteration a new error function is defined as

\[
J = \int \int w(\epsilon_x^{k-1})(Z_x - p)^2 + w(\epsilon_y^{k-1})(Z_y - q)^2 dxdy .
\]  

(3.21)

The weights \( w_x = w(\epsilon_x^{k-1}), w_y = w(\epsilon_y^{k-1}) \) at iteration \( k \) depends on the residual at iteration \( k - 1 \) using the function \( \rho \). The Euler-Lagrange equation of (3.21) gives

\[
\text{div}(w_x Z_x, w_y Z_y) = \text{div}(w_x p, w_y q) .
\]  

(3.22)

This is similar to the \( \alpha \)-surface method described above, except that the weights are continuous. \( Z \) can be obtained as

\[
Z = L_w^{-1} u_w .
\]  

(3.23)

3.4.2.2 Regularization

Ill-posed problems in computer vision are often solved by **regularization** (e.g. estimating optical flow [73]). The Poisson solver can be regularized by modifying the error function as

\[
J(Z) = \int \int ((Z_x - p)^2 + (Z_y - q)^2) + \lambda(\phi(Z_x) + \phi(Z_y)) dxdy ,
\]  

(3.24)

where the second term is the regularization term using the function \( \phi \). Common examples include \( \phi(s) = \sqrt{1 + s^2} \) and \( \phi(s) = \log(1+s^2) \) [66, 65]. The Euler-Lagrange equation of the above error functional gives

\[
\text{div}(Z_x, Z_y) + (\lambda/2)\text{div}(\phi'(Z_x), \phi'(Z_y)) = \text{div}(p, q) .
\]  

(3.25)
In terms of (3.7), this corresponds to (Table 3.1)

\[
\begin{align*}
\frac{\partial E}{\partial Z} &= 0 \\
f_1(Z_x, Z_y) &= Z_x + \frac{\lambda}{2} \phi'(Z_x) \\
f_2(Z_x, Z_y) &= Z_y + \frac{\lambda}{2} \phi'(Z_y) \\
f_3(p, q) &= p \\
f_4(p, q) &= q.
\end{align*}
\]

Minimizing (3.24) is difficult due to the error functional being non-linear. Using the principle of half-quadratic minimization (see Appendix A and [65] for details), one can introduce auxiliary variables \( w = (w_x, w_y) \). Minimizing (3.24) is then equivalent to the following iterative minimization

\begin{itemize}
  \item \( Z^0 \equiv 0 \). \( k \leftarrow 1 \). Repeat until convergence
  \item \( w^k_x = \phi'(Z^{k-1}_x)/(2Z^{k-1}_x) \), \( w^k_y = \phi'(Z^{k-1}_y)/(2Z^{k-1}_y) \)
  \item Solve for \( Z^k \): \( \nabla^2 Z^k + \lambda \text{div}(w^k_x Z^k_x, w^k_y Z^k_y) = \text{div}(p, q) \)
\end{itemize}

The equation for solving \( Z^k \) can be rewritten as

\[
(\nabla^2 + \lambda \nabla^2_{w^k})Z^k = \text{div}(p, q),
\]

\[(3.27)\]

where \( \nabla^2_{w^k} \) is the weighted Laplacian kernel (Fig. 3.1). The solution is given by

\[
Z^k = (L + \lambda L_{w^k})^{-1}u.
\]

\[(3.28)\]
3.4.3 Affine Transformation of Gradients using Diffusion Tensors

Image restoration from noisy images has been a classical problem in image processing. Anisotropic diffusion [37] and energy minimization methods [65, 66] are some of the common approaches for image restoration. Weickert [38] proposed a generalization of divergence based equation for image restoration, given by

\[ I_t = \text{div}(D \nabla I), \]  
\[ (3.29) \]

where

\[ D(y, x) = \begin{bmatrix} d_{11}(y, x) & d_{12}(y, x) \\ d_{21}(y, x) & d_{22}(y, x) \end{bmatrix} \]  
\[ (3.30) \]

is a $2 \times 2$ symmetric, positive-definite matrix at each pixel (a field of diffusion tensors). In image restoration, image intensities are modified using the above equation.

For the problem of surface reconstruction, let us consider generalizing the Poisson equation using $D$ as

\[ \text{div}(D \begin{bmatrix} Z_x \\ Z_y \end{bmatrix}) = \text{div}(D \begin{bmatrix} p \\ q \end{bmatrix}). \]  
\[ (3.31) \]

The above equation is the Euler-Lagrange equation of the following valid error functional

\[ J(Z) = \int \int (d_{11}(Z_x - p)^2 + (d_{12} + d_{21})(Z_x - p)(Z_y - q) + d_{22}(Z_y - q)^2) dxdy \]  
\[ (3.32) \]

and can be written as

\[ \text{div}(d_{11}Z_x + d_{12}Z_y, d_{21}Z_x + d_{22}Z_y) = \text{div}(d_{11}p + d_{12}q, d_{21}p + d_{22}q). \]  
\[ (3.33) \]
Note that (3.33) can be obtained from (3.7) by substituting (Table 3.1).

\[
\begin{align*}
\frac{\partial E}{\partial Z} &= 0 \\
 f_1(Z_x, Z_y) &= d_{11}Z_x + d_{12}Z_y \\
 f_2(Z_x, Z_y) &= d_{21}Z_x + d_{22}Z_y \\
 f_3(p, q) &= d_{11}p + d_{12}q \\
 f_4(p, q) &= d_{21}p + d_{22}q
\end{align*}
\] (3.34)

Thus, Diffusion corresponds to the function \( f_i \)'s being \textbf{affine} in their arguments. The gradients are scaled and linearly combined. The symmetry of the tensor \( D \) comes directly from the fact that (3.6) must be satisfied, leading to \( d_{21} = d_{12} \). The positive-definiteness criteria is required to avoid ill-conditioning in the numerical solution obtained from discretization. Although, I loosely call this scheme as Diffusion, there is no notion of time or iteration in this scheme. Let

\[ u_D = \text{div}(d_{11}p + d_{12}q, d_{21}p + d_{22}q). \] (3.35)

Equation (3.33) can be written as

\[ \nabla_D^2 Z = u_D, \] (3.36)

where \( \nabla_D^2 \) denotes the weighted Laplacian kernel based on the diffusion tensor \( D \) (Fig. 3.1). The solution is given by

\[ Z = L_D^{-1} u_D \] (3.37)
3.4.3.1 Obtaining Diffusion Tensor

Several schemes for obtaining diffusion tensor that preserves edges [66](Eq. 3.60) and coherence [38] have been proposed. We use an edge-preserving diffusion tensor similar to edge preserving tensor defined in [66] as follows. At each pixel, we first obtain a $2 \times 2$ matrix $H$ by convolving component wise \[
\begin{bmatrix}
p^2 & pq \\
pq & q^2
\end{bmatrix}
\] with a Gaussian kernel $K_\sigma(x, y) = \frac{1}{2\pi\sigma^2} \exp\left(-\frac{x^2+y^2}{2\sigma^2}\right)$.

Let $K_\sigma(x, y) = \frac{1}{2\pi\sigma^2} \exp\left(-\frac{x^2+y^2}{2\sigma^2}\right)$.

$$H(x, y) = \begin{bmatrix}
A(x, y) & B(x, y) \\
B(x, y) & C(x, y)
\end{bmatrix} \quad (3.38)$$

where

$$A(x, y) = \int \int p(x-u, y-v)^2 K_\sigma(u, v) du dv$$

$$B(x, y) = \int \int p(x-u, y-v) q(x-u, y-v) K_\sigma(u, v) du dv \quad (3.39)$$

$$C(x, y) = \int \int q(x-u, y-v)^2 K_\sigma(u, v) du dv$$

Let $\mu_1 \geq \mu_2$ denote the eigen-values of $H$ and $v_1, v_2$ denote its eigen-vectors.

$$H = \begin{bmatrix}
v_1 & v_2
\end{bmatrix} \begin{bmatrix}
\mu_1 & 0 \\
0 & \mu_2
\end{bmatrix} \begin{bmatrix}
v_1^T \\
v_2^T
\end{bmatrix}. \quad (3.40)$$

The eigen-values of $H$ are modified following [66](Eq. 3.60).

$$\begin{cases}
\lambda_2 = 1 \\
\lambda_1 = \begin{cases}
1 & \text{if } \mu_1 = 0, \\
\beta + 1 - \exp(-3.315/\mu_1^4) & \text{if } \mu_1 > 0
\end{cases}
\end{cases} \quad (3.41)$$
$D$ is obtained from the eigen-vectors of $H$ and the new eigen-values as

$$D = \begin{bmatrix} v_1 & v_2 \end{bmatrix} \begin{bmatrix} \lambda_1 & 0 \\ 0 & \lambda_1 \end{bmatrix} \begin{bmatrix} v_1^T \\ v_2^T \end{bmatrix}. \quad (3.42)$$

Here $\beta = 0.02$ to ensure positive-definiteness of $D$.

The tensor $D$ transforms the gradient field so as to remove large gradients. Note that the left hand side of (3.31) is also modified by $D$. Intuitively, reconstruction is done only using the low gradients information. For example, consider a horizontal ramp in the surface starting from depth value zero to a large depth value. One can integrate across the ramp using large $x$ gradients, or one can integrate along the ramp using smaller $x$ gradients. The affine transformation approach effectively integrates along the ramp by transforming the gradient field to remove large gradients.

3.4.4 Discussion

The weighted solutions can be explained as follows. In a weighted solution, the Laplacian matrix is obtained using a spatially varying anisotropic kernel based on weights. This is in contrast with a spatially invariant isotropic kernel used in the Poisson equation. for M-estimators, the weights depend on the residual error, while in Diffusion and Regularization, it depends on the underlying surface. In Regularization, the divergence $u$ of the given gradient field is not modified according to the weights, while it is modified in other approaches (see Table 3.1).
3.4.4.1 Exactness of the Solution

Let us compare the algorithms in terms of exactness of the solution. By exactness, we mean that if there was no noise in \( \{p, q\} \), i.e., if \( Z_x = p \) and \( Z_y = q \), will the reconstruction algorithm give the original \( Z \) back (up to an unknown constant)? This can be analyzed using the error function for different approaches. The LS based Poisson solver is exact because if \( Z_x = p \) and \( Z_y = q \), the error function \( J = 0 \). Similarly, M-estimators, \( \alpha \)-surface and affine transformation are exact. However, Regularization is not exact as the original cost function is modified. For \( \lambda > 0 \), even if \( Z_x = p \) and \( Z_y = q \), \( J \geq 0 \) for Regularization. The Regularization approach does not give good solutions as compared to other approaches as it does not minimize the correct error function.

Although I described a range of solutions, the choice of using a particular algorithm for a given application remains an open problem. In general, for smooth surfaces without discontinuities, LS approaches may give good solutions while handling noise. With sharp features on a surface, diffusion and alpha-surface gives better feature preserving reconstructions in the presence of noise and outliers. In all the above solutions, \( \frac{\partial E}{\partial Z} = 0 \). This framework could also be used when the \( Z \) values are known at some control points or while combining sparse depth and orientation information to obtain a surface [74, 75, 76] by utilizing the \( \frac{\partial E}{\partial Z} \) term.
\begin{align*}
\nabla^2 &\equiv \begin{bmatrix} 0 & 1 & 0 \\ 1 & -4 & 1 \\ 0 & 1 & 0 \end{bmatrix} \\
\nabla^2_w &\equiv \begin{bmatrix} 0 & w_y(y-1,x) & 0 \\ w_x(y,x-1) & -\sum w_y(y,x) & w_x(y,x) \\ 0 & w_y(y,x) & 0 \end{bmatrix} \\
\nabla^2_D &\equiv \begin{bmatrix} 0 & d_{22}(y-1,x) + d_{21}(y-1,x) & -d_{21}(y-1,x) \\ d_{11}(y,x-1) + d_{12}(y,x-1) & -\sum d_{22}(y,x) + d_{12}(y,x) & d_{11}(y,x) + d_{21}(y,x) \\ -d_{12}(y,x-1) & d_{22}(y,x) + d_{12}(y,x) & 0 \end{bmatrix}
\end{align*}

\n\n\n
\n
\n
Figure 3.1: A continuum of solutions can be derived by changing $f_i$'s in the generalized equation (3.7). At one end is the Poisson solver which gives equal weights to all the gradients, resulting in a spatially invariant isotropic Laplacian kernel $\nabla^2$. Individual scaling of the gradients using spatially varying weights (binary for $\alpha$-surface, continuous for M-estimator and Regularization) results in anisotropic kernel $\nabla^2_w$ ($\sum$ denotes the sum of neighboring values). In Diffusion, $x$ and $y$ gradients are scaled and linearly combined, resulting in an affine transformation of gradients. This results in diffusion kernel $\nabla^2_D$. 

∇²: Isotropic kernel, ∇²_w: Anisotropic kernel, ∇²_D: Diffusion kernel
Figure 3.2: Reconstruction in the presence of noise and outliers (Ramp-Peaks). (Top two rows) (Left) Reconstructed surfaces using various algorithms. (Right) One-D height plots for a scan line across the middle of grid for various solutions. (Bottom row) $x$ and $y$ gradient weights for the last iteration of $\alpha$-surface, M-estimator & Regularization. Last three images shows $d_{11}, d_{22} \& d_{12}$ for Diffusion. (white= 1, black= 0) except for $d_{12}$ (white= 0.5, black= −0.5). Notice that $\alpha$-surface and Diffusion give much better results compared to other approaches.

3.5 Experimental Validation

We compare Poisson solver, Frankot-Chellappa (FC) algorithm, $\alpha$-surface, M-estimator using Huber function, Diffusion and Regularization using $\phi(s) = \sqrt{1 + s^2}$, $\lambda = 10$. Table 3.1 gives summary of the functions $f_i$’s and the equation for each algorithm.

3.5.1 Ramp-Peaks

Figure 3.2 shows the reconstructed surfaces using various algorithms from the noisy gradient field of the synthetic surface shown in Figure 2.3. Note that the

---

Matlab code is available at [http://www.umiacs.umd.edu/~aagrawal/](http://www.umiacs.umd.edu/~aagrawal/), [77].
surface reconstructed using $\alpha$-surface and Diffusion are much better than those reconstructed using other approaches.

We also present results on calibrated photometric stereo using synthetic and real images. The synthetic images were generated using the Lambertian reflectance model under distant point light sources. We first estimate the surface normals $(n_x, n_y, n_z)$ at each pixel. The gradient field is then obtained as $p = -n_x/n_z$, $q = -n_y/n_z$. Pixels where the surface normal cannot be estimated (being in shadow in most of the images) give rise to outliers. Table 3.2 gives the mean square error between the estimated surface and the true surface for synthetic datasets using various algorithms, along with some of the properties of these algorithms.
Figure 3.4: Photometric Stereo on Mozart. Top row shows noisy input images and the true surface. Next two rows show the reconstructed surfaces using various algorithms. (Right Column) One-D height plots for a scan line across the Mozart face. Notice that all the features of the face are preserved in the solution given by $\alpha$-surface, Diffusion and M-estimator as compared to other algorithms.
Figure 3.5: Photometric Stereo on Flowerpot. Left column show four real images of a flowerpot. Right column show the reconstructed surfaces using various algorithms. The reconstructions using Poisson solver and FC algorithm are noisy and all features (such as fine variations on the top of the flowerpot) are not recovered. Diffusion, \( \alpha \)-surface and M-estimator methods discount noise while recovering all the salient features.

3.5.2 Vase

Six images generated using the Vase depth map are shown in Figure 3.3. We add Gaussian random noise (\( \sigma = 10\% \) of maximum intensity) to the images. In addition, we also add small amount of uniformly distributed noise to the light source directions. The reconstructed surfaces using various algorithms are shown in Figure 3.3. \( \alpha \)-surface, Diffusion and M-estimator give better shape estimates compared to the rest of algorithms.

3.5.3 Mozart

Five images generated using the Mozart depth map are shown in Figure 3.4. Gaussian random noise (\( \sigma = 5\% \) of maximum intensity) was added to the images.
Table 3.1: A continuum of solutions can be obtained by changing $f_i$’s in the generalized equation (3.7), which control the anisotropy of the weights applied to the gradients. In weighted solutions, the Laplacian matrix is obtained using a spatially varying anisotropic kernel based on weights. This is in contrast with a spatially invariant isotropic kernel used in the Poisson solver. In M-estimators, the weights depend on the residual error, while in Diffusion and Regularization, they depend on the underlying surface.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>$f_i$’s corresponding to (3.7), $\frac{\partial E}{\partial Z} = 0$</th>
<th>Equation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Poisson solver</td>
<td>$Z_x$ $Z_y$ $p$ $q$</td>
<td>$LZ = u$</td>
</tr>
<tr>
<td>Frankot-Chellappa</td>
<td>$\mathcal{F}(Z_x)\phi$ $\mathcal{F}(Z_y)\phi$ $\mathcal{F}(p)\phi$ $\mathcal{F}(q)\phi$</td>
<td>(3.12)</td>
</tr>
<tr>
<td>$\alpha$-surface</td>
<td>$b_x Z_x$ $b_y Z_y$ $b_x p$ $b_y q$</td>
<td>$LaZ = u_b$</td>
</tr>
<tr>
<td>M-estimators</td>
<td>$w_x Z_x$ $w_y Z_y$ $w_x p$ $w_y q$</td>
<td>$L_w Z = u_w$</td>
</tr>
<tr>
<td>Regularization</td>
<td>$Z_x + \frac{1}{2} \phi'(Z_x)$ $Z_y + \frac{1}{2} \phi'(Z_y)$ $p$ $q$</td>
<td>$(L + \lambda L_w)Z = u$</td>
</tr>
<tr>
<td>Diffusion</td>
<td>$d_{11}Z_x + d_{12}Z_y$ $d_{21}Z_x + d_{22}Z_y$ $d_{11}p + d_{12}q$ $d_{21}p + d_{22}q$</td>
<td>$L_D Z = u_D$</td>
</tr>
</tbody>
</table>
Table 3.2: Mean square errors (MSE) for synthetic data sets for various algorithms along with some of their properties.

<table>
<thead>
<tr>
<th></th>
<th>Poisson-solver</th>
<th>FC</th>
<th>$\alpha$-surface</th>
<th>M-estimator</th>
<th>Regularization</th>
<th>Diffusion</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ramp-Peaks</td>
<td>10.81</td>
<td>11.20</td>
<td>2.65</td>
<td>9.49</td>
<td>5.35</td>
<td>2.26</td>
</tr>
<tr>
<td>Vase</td>
<td>294.46</td>
<td>239.62</td>
<td>22.20</td>
<td>15.14</td>
<td>164.98</td>
<td>2.78</td>
</tr>
<tr>
<td>Mozart</td>
<td>2339.24</td>
<td>1316.66</td>
<td>219.72</td>
<td>359.12</td>
<td>806.85</td>
<td>373.72</td>
</tr>
<tr>
<td>Exact</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>Iterative</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>MATLAB Run-time (128 × 128 grid)</td>
<td>0.09s</td>
<td>0.03s</td>
<td>4.03s</td>
<td>24.57s</td>
<td>16.75s</td>
<td>4.67s</td>
</tr>
</tbody>
</table>
The reconstructed surfaces using various algorithms are also shown in Figure 3.4. While the discontinuities in the shape are smeared in solutions using the Poisson solver, FC and Regularization, these are preserved in reconstructions obtained from \( \alpha \)-surface, Diffusion and M-estimator approaches.

3.5.4 Flowerpot

Figure 3.5 shows results on calibrated photometric stereo using four real images of a flowerpot. Notice that LS solutions (Poisson solver and FC algorithm) are noisy and do not recover all features (such as the fine variations on the top of the flowerpot). Diffusion, \( \alpha \)-surface and M-estimator approaches recover all salient features while discounting noise.

3.6 Summary

In this chapter, I presented a general framework for surface reconstruction from gradient fields, based on controlling the anisotropy of weights assigned to gradients during the integration. I showed that previous solutions such as Poisson solver and Frankot-Chellappa algorithm are special cases of this framework. Using the generalized equation, I derived a continuum of solvers: \( \alpha \)-surface (binary weights), where \( \alpha \) allows tradeoff between smoothness and robustness, Regularization and M-estimators (continuous weights) and Diffusion (affine transformation on gradients). The new approaches give consistently better feature preserving reconstructions in the presence of noise and outliers.
Chapter 4

Edge Suppression by Gradient Field Manipulations

In this chapter, I present a framework for edge suppressing operation on images by manipulating image gradient fields. Edge-suppression can be a useful tool in a class of problems. These problems involve analyzing images of the same scene under variable illumination. Traditionally, edge suppression is achieved by setting image gradients to zero based on thresholds. A common application is in the Retinex problem [24, 28], where the illumination map is recovered by suppressing the reflectance edges, assuming that it is slowly varying.

I present two new approaches for edge-suppressing operations on images: (a) gradient projection and (b) affine transformation of image intensity gradient fields. I introduce cross-projection tensors for affine transformations. The key idea is to utilize the information from the direction of the intensity gradients, in images captured under varying illumination. These approaches can avoid hard thresholds and smoothness assumptions on reflectance/illumination and can be used for image gradient field manipulations. These approaches are demonstrated in the context of several applications such as (a) recovering the foreground layer under varying illumination, (b) estimating intrinsic images in non-Lambertian scenes, (c) removing shadows from color images and obtaining the illumination map, and (d) removing glass reflections.
4.1 Introduction

Image formation depends on shape and reflectance of the objects in the scene and scene illumination. Scene analysis involves, for example, factoring the image to recover the reflectance or illumination map. In techniques that use local per-pixel operations, a common approach is to preserve (or suppress) image gradients at known locations so that in the recovered map, corresponding edges and textures are preserved (or suppressed). For instance, the Retinex algorithm by Land and McCann [27] assumes reflectance to be piece-wise constant (Mondrian scenes) and illumination to be smooth. Horn [24] proposed to manipulate the image gradient field under these assumptions, by setting large derivatives corresponding to the reflectance edges to zero using thresholds. By integrating the modified gradient field, one can recover the illumination map.

However, a single threshold for the entire image cannot account for illumination and reflectance variations across the image. The approaches presented here provide a principled way of removing scene texture edges from images as compared to thresholding (or zeroing the corresponding gradients). No assumptions on ambient lighting and smoothness of the reflectance or illumination maps (as in [24]) are made and explicit shadow masks (as in [31]) are not used.

Scene analysis from a single image is a challenging task. We use more than one image under variable illumination for recovering the maps and show techniques that work under natural as well as active illumination variations. For natural illumination, we use an approach proposed by Weiss [32], which uses multiple images for
estimating intrinsic images and improve on the estimation of illumination maps. For active illumination, we use the attached flash unit in digital cameras to introduce additional illumination in the scene. These additional images are used to extract reliable information about scene texture edges, thus avoiding hard thresholds and assumptions on smoothness of reflectance/illumination maps.

4.1.1 Related Work

Intrinsic images were proposed as a useful mid-level scene description by Barrow and Tenenbaum [78]. The observed image is considered to be the product of a reflectance image and an illumination image [32, 24]. Decomposing a given image into intrinsic images is an ill-posed problem. Funt et al. [28] extended the Retinex problem to color images, again using thresholds but correcting for the non-zero curl of the modified gradient field. Kimmel et al. [25] proposed a variational approach assuming reflectance is smooth and illumination is close to input images. However, smoothness of illumination is not valid at shadows and specularities. A learning based approach was used in [33] to separate illumination and reflectance edges. However, the training depends on the given illumination direction and is difficult to generalize to other directions. Impressive results were shown by Finlayson et al. [31] for removing shadows from a single color image, by projecting the 2D log-chromaticities along an invariant direction. However, their approach requires imaging under Planckian lights (daylight is a close approximation). In addition, they have an explicit shadow mask for zeroing edges corresponding to shadows.
Recently, Weiss [32] proposed to use multiple images of a scene under changing illumination for estimating intrinsic images. A probabilistic approach, based on maximum-likelihood (ML) estimation was proposed in [32], assuming the scene to be Lambertian. However, for non-Lambertian scenes, the estimated reflectance image does not accurately represent the scene reflectance and some portion of the scene reflectance will be included in the illumination images [35]. Matsushita et al. [35] proposed to remove the scene texture edges from the illumination images using a manually specified threshold. The approach presented here provides a natural way to remove scene texture edges from the intensity image by transforming the image gradient field, thus avoiding the thresholding altogether.

Background subtraction is used to segment moving regions in image sequences taken from a static camera [79, 80]. There exists vast literature on background modeling using adaptive/non-adaptive Gaussian mixture models and its variants. See review by Piccardi [81] and references therein. Layer separation in the presence of motion has been discussed in [82, 83]. I show how mutual edge-suppression can be effectively used for foreground extraction of opaque layers. The presented gradient-based approach relies on local structure rather than absolute intensities and can handle significant illumination variations across images. This approach can also be used to remove complex scene structures such as reflection layers due to glass. For example, while photographing through glass, flash images usually have undesirable reflections of objects in front of the glass. Methods for reflection removal include changing polarization or focus [84, 85], Independent Component Analysis (ICA) [86] and using local features [87].
Local structure tensors and diffusion tensors derived from them have been used for spatio-temporal image processing and optical flow [88], and PDE based image regularization [66, 50, 89, 90]. These approaches are based on modifying the image intensities using the non-linear diffusion equation

\[ I_t = \text{div}(D \nabla I), \]  

(4.1)

where \( \text{div} \) denotes the divergence operator, \( \nabla I \) is the image gradient and \( D \) denotes the diffusion tensor. In comparison, my approach is a gradient domain approach based on transforming the gradient field \( \nabla I \) using suitably defined projection tensors.

4.2 Gradient Projection

I first explain the technique of gradient projection (GP) and then show that it can also be described by an affine transformation of the gradient field. The goal is to capture properties of intensity images that remain invariant under change of illumination (illumination invariants). We use the observation that the orientation of image gradients remains stable under variable illumination, if the gradients are due to local changes in reflectance and geometric shape and not due to local changes in illumination [91, 92]. Chen et al. [44] showed that for an object with Lambertian reflectance, discriminative functions that are invariant to illumination do not exist. However, to a large extent, the direction of the image gradients is insensitive to changes in illumination. To utilize information from multiple images, we use the direction of the image gradients as a constraint for gradient field ma-
nplementation. This is achieved by taking a **vector projection** of the image gradient vector from one image onto the corresponding image gradient vector of another image. This projection results in a gradient field that preserves common edges in both the images.

Suppose $A$ and $B$ denote the two input images and $\nabla A$, $\nabla B$ denote the gradient field of these images. Let $\rightarrow$ denote the operation of taking the vector projection. The modified (projected) gradient field $\nabla A'$ is obtained from $\nabla A$ and $\nabla B$ as

$$\nabla A' = \nabla A \rightarrow \nabla B$$

The projected gradient field constraints the direction of the gradients in image $A$ to be the same as those in image $B$.

Let us look at an example to understand the concept. Consider the problem of removing photography artifacts from digital images. Figure 4.1 show two images of a painting. The top left image was taken under ambient illumination (referred to as the *ambient image*). Due to the glossy surface of the painting, the ambient image has reflections of the photographer. The zoomed region shows the reflections of the hands and face of the photographer. An easy way to remove these reflections is to take another image under flash illumination (referred to as the *flash image*) using the on-board flash of the camera and a short exposure time ($\approx 4$ ms). Due to the short exposure time, the effect of ambient illumination is reduced. However, flash may result in a hotspot (specularity) at the center of the image as shown in Figure 4.1. The goal here is to use information from the flash image to remove the
Figure 4.1: Glass reflections. Two images of a painting taken under ambient and flash illumination. The zoomed in region shows the self-reflection of the photographer in the ambient image.

reflections in the ambient image and to possibly recover the reflection layer.

Let us compare the intensity gradient vectors in flash and ambient images at different regions. For regions with no reflections, we speculate that the intensity gradient direction will be same in both the images as shown in Figure 4.2(a). At regions where reflections are present in the ambient image, the direction of intensity gradient vectors in the ambient image will be different from those in the flash image (see Figure 4.2(b)).

To remove reflections from the ambient image, we constrain the direction of the ambient image gradients using the flash image. This is done by taking a vector projection of the ambient image gradient onto the flash image gradient. If $\alpha$ and $\Phi$
Figure 4.2: Relationship of intensity gradient vectors in flash and ambient images at various image regions. (Top) The direction of the image gradient vector will be same in flash and ambient images at regions where artifacts (reflections) are not present. (Bottom) Due to reflections in the ambient image, the direction of the intensity gradients in the ambient image is perturbed at those regions.
Figure 4.3: Gradient Projection. To constrain the direction of the image gradient using the flash image, a vector projection of the ambient image gradient onto the flash image gradient is taken. Reflections are removed in the projected gradient field. The residual gradient field (orthogonal component) corresponds to the reflection layer.

denote the ambient and flash images respectively, the projected gradient field $\nabla \tilde{\alpha}$ is obtained as

$$\nabla \tilde{\alpha} = \nabla \alpha \rightarrow \nabla \Phi$$ (4.3)

Figure 4.3 shows that the reflection free image $\tilde{\alpha}$ can be obtained by integrating the projected gradient field $\nabla \tilde{\alpha}$\(^1\). In addition, the reflection layer can be obtained by integrating the orthogonal gradient field given by $\nabla \alpha - \nabla \tilde{\alpha}$.

\(^1\)In practice, projection cannot be done at flash hotspot due to lack of information. High dynamic range (HDR) images might be useful in such cases.
Figure 4.4: Overview of the reflection removal approach. (a) Image of an office scene under flash illumination. (b) Image under ambient illumination. (c) The glass reflections in the flash image can be removed by taking a vector projection of the flash image intensity gradient vector onto the ambient image intensity gradient vector, and integrating the projected gradient field.
image ($\Phi'$) using an ambient (no-flash) image ($\alpha$). The top row in Figure 4.4 show images of an office scene taken under ambient and flash illumination, where the camera is looking through a glass window. The ambient image has low contrast and although using a flash improves the contrast, it brings in reflections of the checkerboard outside the office. We also captured a ground-truth flash image $\Phi$ without the checkerboard. With no reflections, we expect the flash and ambient image intensity gradients to be aligned in the same direction. In the presence of reflections in the flash image, its gradient vectors are perturbed. To remove the reflections from the flash image using the ambient image, we take a vector projection of $\nabla \Phi'$ on to $\nabla \alpha$ to get the projected gradient field $\nabla \tilde{\Phi}$:

$$\nabla \tilde{\Phi} = \nabla \Phi' \rightarrow \nabla \alpha \quad (4.4)$$

The reflection free flash image $\tilde{\Phi}$ can be obtained by integrating the projected gradient field $\nabla \tilde{\Phi}$. The reflection layer ($\tilde{\eta}_F$) can be obtained by integrating the orthogonal gradient field

$$\nabla \tilde{\eta}_F = \nabla \Phi' - \nabla \tilde{\Phi} \quad (4.5)$$

For comparison, we show the ground truth flash image $\Phi$. Note that in this example, the reflections are in the flash image while in the previous example, the reflections were in the ambient image.
4.3 Local Structure Tensors

Let $I(x, y)$ be an intensity image and $\nabla I = \begin{bmatrix} g_x \\ g_y \end{bmatrix}$ denote the gradient vector of $I$ at each pixel. The smoothed structure tensor $G_\sigma$ is defined as [50]

$$
G_\sigma = (\nabla I \nabla I^T) * K_\sigma = \begin{bmatrix} g_x^2 & g_x g_y \\ g_x g_y & g_y^2 \end{bmatrix} * K_\sigma, $$

(4.6)

where $*$ denotes convolution and $K_\sigma$ is a normalized 2D Gaussian kernel of variance $\sigma$. The matrix $G_\sigma$ can be decomposed as

$$
G_\sigma = V \Sigma V^T = \begin{bmatrix} v_1 & v_2 \end{bmatrix} \begin{bmatrix} \lambda_1 & 0 \\ 0 & \lambda_2 \end{bmatrix} \begin{bmatrix} v_1^T \\ v_2^T \end{bmatrix},
$$

(4.7)

where $v_1, v_2$ denote the eigen-vectors corresponding to eigen-values $\lambda_1, \lambda_2$ respectively and $\lambda_2 \leq \lambda_1$. The eigen-values and eigen-vectors of $G_\sigma$ give information about the local intensity structures in the image [66]. For homogeneous regions, $\lambda_1 = \lambda_2 = 0$. If $\lambda_2 = 0$ and $\lambda_1 > 0$, it signifies the presence of an intensity edge. The eigen-vector $v_1$ (corresponding to the higher eigen-value $\lambda_1$) corresponds to the direction of the edge.

For the problem of image restoration based on diffusion process, Weickert [39, 90] proposed a generalization of the divergence based equation given by (4.1), where $D$ is a field of diffusion tensors. At each pixel, $D(x, y)$ is a $2 \times 2$ symmetric, positive definite matrix. Weickert proposed to design the diffusion tensors $D$ by selecting its eigen-vectors $u_1, u_2$ and eigen-values $\mu_1, \mu_2$ based on the eigen-values...
and eigen-vectors of $G_\sigma$. $D$ is then obtained as

$$D = \begin{bmatrix} D_{11} & D_{12} \\ D_{12} & D_{22} \end{bmatrix} = \begin{bmatrix} u_1 & u_2 \end{bmatrix} \begin{bmatrix} \mu_1 & 0 \\ 0 & \mu_2 \end{bmatrix} \begin{bmatrix} u_1^T \\ u_2^T \end{bmatrix}.$$ 

Several designs for obtaining $D$ have been proposed for coherence enhancing diffusion [66, 90], edge enhancing diffusion [66], color image restoration, in-painting, and magnification [89]. Usually, $D$ is obtained from the given image $I$. All these approaches modify the image intensities using the diffusion equation (4.1). In the next section, I show how to obtain projection tensors and discuss the properties and applications of affine transformation of the gradient field $\nabla I$ of an image using them.

### 4.4 Self-Projection Tensors

Now I show that taking a projection can also be defined by an affine transformation of the gradient field using self-projection tensors. This analysis will lead us to the main idea of cross-projection tensors: to estimate these tensors from a second image and apply them to the given image to suppress edges.

As discussed in Section 4.3, the eigen-vector $v_1$ of the structure tensor matrix $G_\sigma$ corresponds to the direction of the local edge. Suppose we define the self-projection tensor $D^{self}$ as

$$D^{self} = \begin{bmatrix} v_1 & v_2 \end{bmatrix} \begin{bmatrix} 0 & 0 \\ 0 & 1 \end{bmatrix} \begin{bmatrix} v_1^T \\ v_2^T \end{bmatrix}.$$  

(4.8)
Figure 4.5: Visualizing affine transformation on gradient vectors. At each pixel in an image, \( \mathbf{v}_1 \) corresponds to the direction of the local edge. After affine transformation using \( D^{self} \), any vector gets projected along the direction orthogonal to \( \mathbf{v}_1 \).

It is easy to see that an affine transformation of the image gradient using \( D^{self} \) will remove the local edge.

\[
D^{self}\mathbf{v}_1 = \begin{bmatrix}
\mathbf{v}_1 & \mathbf{v}_2
\end{bmatrix} \begin{bmatrix}
0 & 0 \\
0 & 1
\end{bmatrix} \begin{bmatrix}
\mathbf{v}_1^T \\
\mathbf{v}_2^T
\end{bmatrix} \mathbf{v}_1
= \begin{bmatrix}
\mathbf{v}_1 & \mathbf{v}_2
\end{bmatrix} \begin{bmatrix}
0 & 0 \\
0 & 1
\end{bmatrix} \begin{bmatrix}
1 \\
0
\end{bmatrix} = \begin{bmatrix}
0 \\
0
\end{bmatrix}.
\] (4.9)

Figure 4.5 shows the effect of transforming gradient vectors using \( D^{self} \). All vectors are projected along the direction orthogonal to the local gradient vector \( \mathbf{v}_1 \). Thus, we can establish the following relationship.

*Transforming a vector using \( D^{self} \) is equivalent to projecting along the orthog-
onal direction of the local gradient vector.

Figure 4.6 shows the reconstructed images obtained by integrating the transformed gradient field of the Lena image using $D^{self}$. To handle noise, it is useful to have a larger spatial support by using $\sigma > 0$ for reliable estimation of the direction of the local edge. In that case, although the estimated $v_1$ may not lie in the null space of $D^{self}$, the affine transformation can still remove the dominant edges from the gradient field $\nabla I$. Figure 4.6 shows that with $\sigma = 0$, the reconstructed image $I'$ is zero everywhere. With $\sigma = 0.5$, $I'$ has most of its edges removed.

4.4.1 Limitations of Gradient Projection

The gradient projection approach cannot handle homogeneous regions and introduces color artifacts (see Figure 4.14). This is because it does not include neighborhood support for gradient direction estimation, which is unstable in the presence of noise and low frequency regions. In addition, the projection is done for each channel separately which leads to color artifacts. In the next section, I show how to estimate cross-projection tensors. This approach combines information spatially (using $\sigma > 0$) and across channels to handle noise in gradient direction estimation and has no color artifacts.

4.5 Cross-Projection Tensors

Now I show how to remove the scene texture edges from an image by transforming its gradient field using cross projection tensors obtained from a second image.
Figure 4.6: Affine transformation of image gradient field using $D^{self}$ for different values of $\sigma$. (Top row) Lena image and the corresponding gradient field $\{g_x, g_y\}$. (Second row) Components $D_{11}$, $D_{12}$ and $D_{22}$ of $D^{self}$ with $\sigma = 0$. (Third row) Transformed gradients $g'_x$, $g'_y$, and the image $I'$ reconstructed from them. $g'_x$, $g'_y$ and $I'$ are zero all over. (Last two rows) Components of the projection tensor, modified gradient field and the reconstructed image corresponding to $D^{self}$ using $\sigma = 0.5$. Even if $\sigma > 0$, all dominant edges are removed. A non-zero $\sigma$ incorporates spatial information over the neighborhood for better estimation of cross projection tensors in the presence of noise. $D_{11}$ and $D_{22}$ are between $[0, 1]$. $D_{12}$ is between $[-1, 1]$. 
Figure 4.7: Suppressing edges in an image $A$ using another image $B$ by affine transformation of gradient field using cross projection tensors. The cross projection tensor $D^B$ is obtained using images. The gradient field $\nabla A$ is transformed using $D^B$ to give $\nabla A'$, removing all those edges from $A$ which are present in $B$. Reconstruction from $\nabla A'$ gives an image $A'$, with all the corresponding edges suppressed. Reconstruction from the difference gradient field ($\nabla A - \nabla A'$) gives an image $A''$, which preserves those edges in $A$ which are also present in $B$.

of the same scene (see Figure 4.7). The final image is obtained by a 2D integration of the modified gradient field.

Let $A$ and $B$ denote the two images. Let $G^A_\sigma$ and $G^B_\sigma$ denote the smoothed structure tensors for images $A$ and $B$ respectively. The eigen-values and eigen-vectors of $G^A_\sigma$ and $G^B_\sigma$ will be denoted by superscripts $A$ and $B$ respectively. The technique for obtaining the cross projection tensor $D^B$ is explained now. Note that by transforming $\nabla A$ with $D^B$, we wish to (a) remove all edges from $A$ which are present in $B$, and (b) retain all edges in $A$ which are not in $B$. To obtain $D^B$, we use the following rules:

- $u_1 = v_1^B$, $u_2 = v_2^B$. 
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• If $B$ is homogeneous ($\lambda_1^B = 0$)

  - If $A$ is also homogeneous ($\lambda_1^A = 0$), set $\mu_1 = \mu_2 = 0$. This results in
    \[
    D(x, y) = \begin{bmatrix}
    0 & 0 \\
    0 & 0 \\
    \end{bmatrix}
    \]
    for that pixel.

  - If $A$ is not homogeneous ($\lambda_1^A > 0$), set $\mu_1 = \mu_2 = 1$. This results in
    \[
    D(x, y) = \begin{bmatrix}
    1 & 0 \\
    0 & 1 \\
    \end{bmatrix}
    \]
    and edges which are in $A$ but not in $B$ can be retained.

• Else, if there is an edge in $B$ ($\lambda_1^B > 0$), remove that edge by setting $\mu_1 = 0$, $\mu_2 = 1$.

In practice, due to noise and gradient estimation using finite differences, a small non-zero value is used as a threshold to check for homogeneity. One might think that the above homogeneity threshold needs to vary across the image, if the image has spatially varying illumination. Since we take into account the direction of the edge, we do not need spatially adaptive thresholds. Figure 4.8 shows such an example where illumination is spatially varying in the images. Also note that there are no other thresholds in this scheme.

### 4.5.1 Combining Information across Color Channels

The above formulation can be used for gray scale images. A naive way of handling color images would be to obtain the cross projection tensor for each channel and transform the gradient field in each channel separately. However, this scheme introduces color artifacts in the final reconstructed image as the projection tensor
does not utilize information across channels. To this end, we obtain a common cross projection tensor for all the channels by estimating a common $G_\sigma$ matrix as \[ G_\sigma = \left( \sum_{i=1}^{3} (\nabla I_i \nabla I_i^T) \right) \ast K_\sigma, \] where $\sigma$ denote the color channel.

### 4.6 Applications

I show applications in recovering the foreground layer under varying illumination, estimating intrinsic images for non-Lambertian scenes, removing shadows from color images, recovering the illumination map, and removing glass reflections from images. In all experiments, $\sigma = 0.4$ is used.

#### 4.6.1 Recovering Foreground Layer under Varying Illumination

Background subtraction and foreground layer recovery is a challenging problem in the presence of significant illumination variations. Consider the pair of images in the first row of Figure 4.8. Image $A$ was captured with a foreground object (raisin box) illuminated from a table lamp on the right. Image $B$ was captured with the table lamp on the left, but without the object. Notice the spatially non-uniform illumination in the images. Intensity based measures such as frame differencing cannot discount such illumination variations across images as shown in Figure 4.8(c).

We compute the cross projection tensor $D^B$ at each pixel using the background image $B$ and transform the gradient field $\nabla A$ using $D^B$ to obtain $\nabla A'$. The components of the cross-projection tensor are shown in Figure 4.9. This suppresses all the
Figure 4.8: Recovering foreground layer under varying illumination. (a) Image $A$ was captured with a foreground object (raisin box) under illumination from a table lamp on the right. (b) Image $B$ was captured with the table lamp on the left but without the object. The images have spatially non-uniform illumination with respect to each other. (c) The absolute of the image difference $(A - B)$ is confounded by illumination variations and does not give information about the foreground object. (d) Foreground layer $A'$ obtained using our approach. We remove those edges from image $A$ which are present in image $B$, resulting in $A'$ as the recovered foreground layer. Notice that $A'$ is free of all scene texture edges apart from those due to the box. Although, the shadow of the box overlaps the texture on the red notebook, our method was able to remove all such texture edges inside the shadow. However, all object edges in $A$ which coincide with the background edges in $B$ will be removed.
Figure 4.9: Components of the cross-projection tensor corresponding to the foreground layer example, shown as images. $D_{11}$ and $D_{22}$ are between $[0, 1]$ and $D_{12}$ is between $[-1, 1]$.

texture edges corresponding to the background. The foreground layer is obtained by integrating $\nabla A'$. The recovered foreground layer is free of the background texture, even inside the shadow of the box. Notice that part of the foreground (red box) is similar in color to the background (red book). A color based differencing approach will fail at such regions. In addition, homogeneous regions on the foreground objects will leave holes for any local pixel intensity based approach. Our method is able to "fill-in" such regions by propagating information from edges during the integration of the modified gradient field. However, edges of the foreground object which align with the background edges (i.e., share the same gradient vector direction) are treated as part of the background and suppressed. Fortunately, as is well known, the likelihood of alignment of 1D features, such as edges, on two different objects is low. Nevertheless, in overlapping high frequency regions the likelihood is increased and some foreground edges may be lost. Notice how the top of the text "SUN-MAID" on the red box is smeared in $A'$, as it overlaps with the red book binding in the image $B$.

For comparisons with our results, we computed the normalized cross correla-
Figure 4.10: Recovering foreground layer. (a) NCC image (between $[-1, 1]$). (b) Foreground confidence map (FCM) obtained as $1 - \text{abs}(\text{NCC})$. Ideally, the foreground confidence map should be high on the foreground object and low otherwise. (c) Product of image $A$ with the foreground confidence map does not give good segmentation. (d) Binary segmentation map obtained by thresholding the obtained foreground layer using our approach.

The normalized correlation (NCC) of image $A$ and image $B$ as

$$\text{NCC}(x, y) = \frac{\text{Cov}(x, y)}{\sqrt{\text{Var}(A(x, y))\text{Var}(B(x, y))}},$$  \hspace{1cm} (4.11)$$

where $\text{Var}$ denotes local variance over $5 \times 5$ neighborhood and $\text{Cov}$ denotes the covariance of the local patches in $A$ and $B$. $\text{Cov}$ is given by

$$\text{Cov}(x, y) = \overline{A(x, y)B(x, y)} - \overline{A(x, y)} \times \overline{B(x, y)},$$ \hspace{1cm} (4.12)$$

where the bar denotes averaging over a local $5 \times 5$ neighborhood. The NCC image as shown in Figure 4.10 is low around the box region and high on other regions.
However, NCC can only give a qualitative description of a foreground layer. Note that at homogeneous regions, NCC is not defined. So it cannot differentiate a homogeneous region into foreground or background. Figure 4.10 also shows the foreground confidence map (FCM) obtained as $1 - \text{abs}(\text{NCC})$ and the product of image $A$ with the foreground confidence map. Ideally, this product should give the foreground layer. However, the correlation measure cannot discount the illumination variations whereas our method can easily recover the foreground layer.

### 4.6.1.1 Obtaining Foreground Mask

Usually, in background subtraction, a binary mask corresponding to the foreground is desired. Figure 4.10(d) shows the binary mask corresponding to the foreground object obtained by thresholding the foreground layer. Choosing the correct threshold for segmentation remains an open problem. However, our approach was able to successfully discount the illumination variations and thus can give better segmentations.

### 4.6.2 Recovering Illumination Images in Non-Lambertian Scenes

Weiss [32] proposed to decompose a set of $N$ intensity images $I(x, y, t)_{t=0}^{N-1}$ obtained from a fixed view-point under changing illumination into a single reflectance image $R(x, y)$ and the corresponding illumination images $L(x, y, t)$ as:

$$I(x, y, t) = R(x, y)L(x, y, t) \quad t = 0 \ldots N - 1.$$

(4.13)
Figure 4.11: Recovering intrinsic images for an outdoor non-Lambertian scene. (a-c) Input images of an outdoor scene taken at different times of the day. (d) ML reflectance image. (e,g) Estimated illumination images using ML estimation. (f,h) Estimated illumination images using our approach. The scene texture edges (white stripes on the road) are visible in the ML illumination images. These are removed in our result while all the shadows are preserved. However, we make the usual assumption that illumination and reflectance edges do not coincide. All such illumination edges cannot be recovered.
Taking the logarithm of both sides, we get

\[ i(x, y, t) = r(x, y) + l(x, y, t) \quad t = 0 \ldots N - 1. \quad (4.14) \]

The method in [32] uses a prior that when derivatives filters \( f_n \) are applied to \( l \), the output tends to be sparse. Assuming the filter outputs to be Laplacian distributed, the Maximum-Likelihood (ML) estimate of the filtered reflectance image \( \hat{r}_n = r \ast f_n \) is given by the median of the filtered images \( i_n = i \ast f_n \) along the temporal axis.

The filtered illumination images \( l_n \) can then be obtained as

\[ l_n(x, y, t) = i_n(x, y, t) - \hat{r}_n(x, y) \quad t = 0 \ldots N - 1. \quad (4.15) \]

However, if the scene is not Lambertian, \( l_n \) will have some effect of scene texture edges. Matsushita et al. [35] proposed to remove the scene texture edges from \( l_n \) using a threshold \( T \) by setting

\[ l_n(x, y, t) = \begin{cases} 
0 & \text{if } |\hat{r}_n(x, y)| > T, \\
l_n(x, y, t) & \text{otherwise.}
\end{cases} \quad (4.16) \]

However, the threshold was manually specified in [35] and is difficult to generalize to different scenes. Our approach provides an elegant way of estimating the illumination images \( l \) by avoiding the two-step process which involves thresholding. We first estimate \( r \) using Weiss’s method. For each image \( i \), we then find the cross projection tensor \( D^r \) using \( r \) and \( i \), and transform the gradient field \( \nabla i \) using \( D^r \).

This will remove all the edges from \( i \) which are present in \( r \). Thus,

\[ \nabla l(x, y, t) = D^r \cdot \nabla i(x, y, t). \quad (4.17) \]
The illumination images \( l(x, y, t) \) are obtained by integrating the resulting gradient field \( \nabla l(x, y, t) \) for each \( t \).

Figure 4.11 shows results on images of an outdoor scene taken under different times of the day. All illumination images have been shown with logarithmic non-linearity following [32]. Notice that the ML illumination images contains the effect of scene texture, especially white lines on the road surface. Using our approach, all such scene texture edges can be successfully removed from the illumination images while preserving shadows.

### 4.6.3 Removing Shadows from Color Images

We use a flash image \( F \) of the scene to remove shadows from the ambient (no-flash) image \( A \). The flash and the ambient images were captured in quick succession using the remote capture utility with the camera mounted on a tripod. We obtain the cross projection tensor \( D^F \) using \( F \) and transform the gradient field \( \nabla A \) using it. Figure 4.12 shows an example on a highly textured book. Notice that the recovered shadow free image \( A'' \) has no color artifacts and the recovered illumination map \( A' \) is free of strong texture edges on the face of the book. Figure 4.13 shows the components of the cross projection tensor obtained from the ambient and flash images of the book.

Figure 4.14 shows a challenging scenario where the hat on the mannequin cast shadows on the mannequin’s face and neck. Usually, the ambient and flash images have different color tone due to the ambient illumination being yellow-reddish and
Figure 4.12: Ambient and flash images of a book on a table. We remove the edges from $\nabla A$ using $\nabla B$ to get $\nabla A'$, which is integrated to obtain the illumination map $A'$. Even though the face of the book is highly textured, $A'$ does not have scene texture edges. Reconstruction from $\nabla A - \nabla A'$ gives the shadow free image $A''$. 
the flash illumination being bluish. Figure 4.15 shows the components $D_{11}$, $D_{12}$ and $D_{22}$ of the cross projection tensor obtained from the ambient and flash images of the mannequin. Our algorithm requires no pre-processing or color calibration and has no color artifacts as compared to the result using gradient projection. One might think that the ratio image $A/F$ could give the illumination map of the scene. However, the ratio image (shown in Figure 4.14) does not represent the illumination map due to the presence of flash shadows at depth discontinuities. The illumination map obtained by our approach better represents the diffuse ambient illumination.

4.6.4 Removing Glass Reflections

While photographing through glass in low light environments, an ambient image is usually of low quality and has low contrast. Using a flash improves the contrast, but it may result in reflections of objects in front of the glass. Figure 4.16 shows such an example, where the camera is looking into an office scene through a glass window. The flash image has undesirable reflections of the checkerboard
Figure 4.14: Removing cast shadows. (Top row) Ambient and flash images of a mannequin. The hat cast shadows on the mannequin’s face and neck in the ambient image \( A \). The flash image \( F \) is taken with a short exposure time. (Second row) Recovered shadow free image \( A'' \) and the illumination map \( A' \). (Last row) Result using gradient projection has visible color artifacts. One cannot obtain the illumination map by taking the ratio \( A/F \) (shown on right) which is confounded by shadows due to flash at depth discontinuities. Notice that the color tones in the flash and ambient images are different due to automatic white balance setting during image acquisition. Despite that there are no color artifacts in our result.
outside the glass window. We use the ambient image \( A \) to obtain the cross projection tensor \( D^A \) and transform the gradient field \( \nabla F \) of the flash image \( F \) using it. The reflection layer is obtained by integrating \( \nabla F' \) and the reflection free flash image is obtained by integrating \( \nabla F - \nabla F' \). Figure 4.17 shows the components of the cross-projection tensor \( D^A \). For this example, we repeat the affine transformation 5 times as the reflection layer has strong edges. In comparison, one can see a slight tinge of reflection remaining in the gradient projection result.

4.7 Summary

In this chapter, I presented two approaches for edge-suppressing operations on images: gradient projection and affine transformation of gradient fields using cross projection tensors. These approaches utilize the fact that the direction of the image intensity gradient is insensitive to changes in illumination to a large extent. The gradient projection approach does a vector projection of the image gradient of
Figure 4.16: Removing glass reflections from a flash image using an ambient image. (Top row) Flash image \( F \) of an office scene through a glass window. The checkerboard outside the office results in reflections on the glass window. (Second row) Zoomed in flash and ambient images. (Third row) Recovered reflection layer \( F' \) and the reflection free image \( F'' \). (Last row) Result using gradient projection has a slight tinge of the reflection layer remaining along with a brownish hue (on top of books in the lower shelf).
one image onto the image gradient of another image. The projected gradient field preserves common edges in the two images. I showed that taking a projection is a special case of gradient field transformation using suitably defined projection tensors. I then described how to estimate cross-projection tensors using an image and apply them to transform the gradient field of another image for edge suppression.

Both these methods are local and requires no global analysis. In recovering the illumination map, the usual assumption that the scene texture edges do not coincide with the illumination edges was made. Hence, all such illumination edges cannot be recovered. Similarly, while extracting foreground layer, edges of the foreground object which exactly align with the background edges cannot be recovered. This may be handled by incorporating additional global information in designing the cross projection tensors, which remains an area of future work. In addition, image saturation, specular objects, and black objects will create problems due to the lack of reliable information. A fixed variance $\sigma$ was used for estimating the structure tensor $G_\sigma$, but an adaptive neighborhood scheme might improve results.

The approaches presented here can easily handle color images without the
need for any color calibration or white balancing. Applications on extracting foreground layer, removing shadows and glass reflections from images, recovering the illumination map, and estimating intrinsic images in non-Lambertian scenes were demonstrated.
Chapter 5

Conclusions

In this dissertation, I presented algorithms for reconstructing and manipulating gradient fields. In this chapter, I summarize the main ideas presented in this dissertation and suggest areas of future exploration.

5.1 Thesis Summary

**Surface Reconstruction from Gradient Fields:** Shape estimation using PS and SfS requires integrating the estimated non-integrable gradient field to obtain the final shape. In chapter 2, I analyzed the space of all possible reconstructions from a gradient field and showed that previous LS approaches do not perform well in the presence of outliers. In addition, these approaches do not have the important property of local error confinement. Using the idea that all gradients are not required for integration, I presented an algebraic approach for enforcing integrability. This approach can locally confine errors during reconstruction.

In Chapter 3, I presented a generalized equation which gives a range of feature preserving surface reconstructions. I showed that previous solutions such as the Poisson solver and Frankot-Chellappa algorithm are special cases of this framework. The range of solutions obtained from the framework are related to the degree of anisotropy of weights applied to the gradients during reconstruction. This frame-
work leads to a better understanding of the 2D gradient integration problem. I derived several new algorithms using this framework including $\alpha$-surface and affine transformation of gradient field using diffusion tensors. These algorithms were shown to give significantly better feature preserving reconstructions in the presence of noise and outliers.

**Edge Suppression using Gradient Field Manipulations:** Variable Illumination poses problem for computer vision algorithms. In Chapter 4, I presented a framework for edge suppressing operation on images taken under varying illumination. Under illumination variations, although pixel intensities do not remain invariant, the direction of the image intensity gradient remains stable. I first presented the *gradient projection* technique to constrain the direction of the intensity gradient in one image using another image. This is achieved by a vector projection of the intensity gradient from one image onto the corresponding intensity gradient from the second image. The projected gradient field preserves common edges in the images. The orthogonal (residual) gradient field have common edges suppressed.

Then I showed that gradient projection approach is a special case of affine transformation of gradient field using suitable defined projection tensors. Using this analysis, I introduced cross-projection tensors. These tensors are obtained using another image of the scene taken under different illumination conditions and are used to transform the gradient field of the given image to achieve edge suppression. I showed how to use the on-board flash as an active illumination device to obtain the additional image. These approaches were demonstrated in the context of several applications such as recovering foreground layer, removing shadows in color images,
removing glass reflections and recovering intrinsic images in non-Lambertian scenes.

5.2 Future Directions

This work opens up several new possibilities in various areas. Below, I discuss applications and future directions in gradient domain image processing, surface reconstruction, and edge analysis.

5.2.1 Reconstruction from Gradient Fields

Other Vision and Graphics Applications: As discussed earlier, reconstruction from gradient fields is also important in other problems such as retinex, phase unwrapping, image editing, image matting, high dynamic range compression, mesh smoothing and seamless image stitching. In these methods, the gradient field of an image or multiple images is modified and the final image is obtained by a 2D integration of the modified gradient field. Least square reconstruction in these problems often lead to pinching and contouring artifacts in the final image. It would be desirable to apply the framework presented here to these problems.

Incorporating Prior Information: In PS and SfS, only the surface gradients are estimated from images. Prior work has been done on using control points in PS along with surface gradients [93]. The depth values at control points can be obtained using other methods such as laser scanning or stereopsis, and are used as constraints in the reconstruction. But even in these scenarios, usually LS reconstruction is obtained. The presented algorithms could be applied in these settings
for better reconstructions.

**Integration under Gradient and Intensity Constraints:** A similar and useful application in image editing would be to integrate an image gradient field using both gradients and image intensity constraints. Usually, in image editing applications, only the gradient field of images is manipulated. However, manipulation of gradient fields is less intuitive than manipulation of intensities. An extension would be to use the image intensities as constraints (hard or soft) during the integration process. In my framework, this could be done by including the $\frac{\partial E}{\partial Z}$ term, which at present is set to zero. This can give a totally new flavor to the end-users in image editing applications.

**New Solutions for Surface Reconstructions:** Although I presented a range of algorithms, the choice of using a particular algorithm remains an open question. In general, for smooth surfaces with no outliers in the gradient field, LS approaches can work well, while for a surface with discontinuities, $\alpha$-surface and affine transformation gives better feature preserving reconstructions.

While my framework presented a range of solutions, further research can lead to new solutions not covered by my framework. I believe that even within a particular solution, there might be a class of solutions. For example, for the affine transformation based approach, I considered edge preserving diffusion tensor, but other tensors such as those used in coherence preserving image smoothing might be useful.
5.2.2 Gradient Field Manipulations

**Depth Edges:** In my framework, edge suppression was done on intensity edges but could be extended to other types of edges, such as depth edges. A simple and practically viable method for depth edge extraction was proposed by Raskar et al. [94] using a multi-flash camera. If depth edges are first extracted, then using the techniques presented in Chapter 4, they can be suppressed to obtain reflectance/illumination edges.

**Cross-Diffusion Tensors:** The idea of cross-projection tensors may have interesting applications in image restoration. Usually, in PDE based image restoration, diffusion tensors are estimated using the given image and applied to the same image. By estimating *cross-diffusion* tensors, one might be able to use other similar images for noise reduction in the given image.

**Image Inpainting:** The main focus in this work was to remove edges, but *inserting edges* could be a next step. Previous work in this direction includes [95, 96]. Image completion algorithms usually hallucinate pixel intensities but recovering image intensities under the guidance of a gradient field could be useful.

**Background Subtraction:** I have showed an application in foreground layer extraction using a single foreground and background image. Background subtraction is an important problem in computer vision and illumination variations are problematic. Usually, information from intensity and color is utilized. Incorporating my gradient domain method with intensity based methods could improve background subtraction. Multiple frames could be used to build distributions of direction of the
image gradients for foreground and background. These distributions can then be used for classifying edges as foreground/background. Also, one might be able to delay hard thresholds and decisions further down the algorithm pipeline.

5.2.3 Gradient Camera

Traditional digital cameras suffer from the dynamic range problem. Natural scenes have extremely high dynamic range (contrast ratio of \( \approx 1 : 10^6 \)), while a traditional camera’s dynamic range is limited (\( \approx 1 : 1000 \)). Thus, one cannot capture extremely bright and dark objects in the scene in a single image. Human vision tries to overcome this limitation by adapting to the local brightness level.

Many ingenious high dynamic range (HDR) photography methods merge multiple mutually-aligned images with different exposure settings [97, 98, 99], or have varied or self-adjusting gain. For example, the Smal [100] cameras AutoBrite self-adapting method reduces out-of-range contrasts before measurement, while Dalstar [101] and others extended A/D measurement abilities. A novel asynchronous binary camera for measuring wide-ranging intensity by variable pulse rate was described in [102]. Nayar et al. [103] proposed a suite of HDR techniques that includes spatially-varying exposures and adaptive pixel attenuation, and micro-mirror arrays to re-aim and modulate incident light on each pixel sensor Nayar [104]. Logarithmic intensity cameras also avoid saturation well [105], but their increased quantization error and noise can hide small contrasts.

A gradient camera can offer an alternative solution without the need for cap-
turing multiple images. The central idea is to sense intensity gradients rather than static intensities. A large dynamic range of the scene cannot fit into the low A/D range of the sensor. However, the distribution of gradients in natural images is strongly zero peaked [32]. Thus, most of the gradients are small in natural images. By locally adapting the A/D range to measure these gradients, the final image can be obtained by a 2D integration of the sensed gradients. A gradient camera can also offer low quantization error as the final image is obtained as a piece-wise linear approximation resulting from integration of gradients rather than a piece-wise constant approximation in a traditional camera. In addition, certain gradient based image processing algorithms could also be implemented on the chip subject to the processing power limitations. A prototype for gradient camera is described in [106].

In a practical gradient camera, even the sensed gradients will saturate due to very large intensity ratios. These, along with image sensor imperfections will lead to a non-integrable intensity gradient field. Our understanding of local error confinement and discontinuity preserving reconstructions could be used to obtain meaningful images from the sensed gradient field.
Appendix A

Half-Quadratic Minimization

Image restoration from noisy images has been a classical problem in image processing. There is a wide literature on edge-preserving regularization including anisotropic diffusion [37], total variation methods [107], and energy based methods [65, 66]. Given a noisy image $u_0$, edge preserving image restoration can be posed as the problem of finding $u$ which minimizes the following energy

$$J(u) = \int \int (u - u_0)^2 + \lambda \phi(\|\nabla u\|) \; dxdy,$$

(A.1)

where the first term is the data fidelity term and the function $\phi$ controls smoothing using the gradient magnitude $\|\nabla u\|$. $\phi$ should satisfy certain requirements as given in [65] to be edge-preserving, i.e., small gradients must be smoothed and large gradients must be preserved. Common examples include $\phi(s) = \sqrt{1 + s^2}$, $\phi(s) = \log(1 + s^2)$.

The problem of gradient integration can be posed as edge preserving regularization as follows. Given a gradient field $(p, q)$, we wish to find a surface $Z$ which minimizes

$$J(Z) = \int \int (Z_x - p)^2 + (Z_y - q)^2 + \lambda (\phi(Z_x) + \phi(Z_y)) \; dxdy.$$

(A.2)

The Euler-Lagrange equation gives

$$\nabla^2 Z + \frac{\lambda}{2} \text{div}(\phi'(Z_x), \phi'(Z_y)) = \text{div}(p, q).$$

(A.3)

However, minimizing the energy as above is difficult because (A.3) is non-linear.
In [65], the principle of half-quadratic regularization was proposed to solve this problem by introducing auxiliary variables $b = (b^x, b^y)$. The above error function can be solved by minimizing the dual energy

$$J(Z) = \inf_{b^x, b^y} J^*(Z, b^x, b^y),$$

(A.4)

where $J^*$ is given by

$$J^*(Z, b^x, b^y) = \int \int (Z_x - p)^2 + (Z_y - q)^2 + \lambda(b^x Z^2_x + b^y Z^2_y) + \lambda(\psi(b^x) + \psi(b^y))dxdy.$$

(A.5)

The function $\psi$ is strictly convex and decreasing and satisfies

$$\phi(t) = \inf_{0 < w \leq M} (wt^2 + \psi(w)),$$

(A.6)

where $M = \lim_{t \to 0^+} \frac{\phi(t)}{2t}$. The energy is then minimized by alternate minimizations over $Z$ and $b$. It was also shown that given $Z$, the minimum for $b$ occurs at

$$b^x = \phi'(Z_x)/(2Z_x), \quad b^y = \phi'(Z_y)/(2Z_y).$$

(A.7)

Given $b$, the minimum for $Z$ can be found by writing the Euler-Lagrange equation for (A.5) which gives

$$(\nabla^2 + \lambda \nabla^2_b)Z = \text{div}(p, q),$$

(A.8)

where $\nabla^2_b$ is the weighted Laplacian obtained by using the $b$ values as weights. The normal Laplacian can be calculated as applying the same kernel

$$\begin{bmatrix}
  1 \\
  1 & -4 & 1 \\
  1
\end{bmatrix}$$

at each pixel. The weighted Laplacian is obtained by applying the following kernel at
\[
\begin{bmatrix}
    b^y(y - 1, x) \\
    b^x(y, x - 1) \\
    - \sum b^x(y, x) \\
    b^y(y, x)
\end{bmatrix},
\]
where \(\sum\) denotes the sum of the neighboring \(b\) values.

Thus, the regularization approach can be summarized as follows. In solving the Poisson equation, one applies a spatially invariant Laplacian kernel (with 4 at center and \(-1\)'s around). While regularizing, this is changed to a spatially varying kernel depending on the underlying surface. If the surface is smooth, and have low gradients, an isotropic smoothing will be done. Otherwise, smoothing will be inhibited along the edges. The entire minimization procedure can be written as

- \(Z^0 \equiv 0\)

- Repeat until convergence

\[- b^{n+1} = \arg \min_b [J^*(Z^n, b)]\]

\[- Z^{n+1} = \arg \min_Z [J^*(Z, b^{n+1})]\]

Appendix B

Matlab Codes

In this section, I present Matlab code for edge suppression using gradient field transformations described in Chapter 4. This code along with Matlab codes for surface reconstruction algorithms discussed in Chapter 2 and Chapter 3 can be found at [77].
The following code takes as input two images, $A$ and $B$ which have been obtained from fixed view-point under different illumination conditions. It then estimates cross-projection tensors using these images, and transforms the gradient field of image $A$ using the estimated tensors. The transformed gradient field is integrated to obtain an image $A'$, with edges suppressed. The input images used in this code can also be found at [77].
THRESHOLD_SMALL = 1

% Read image A
imgstr = 'Mannequin/MannequinAmbient.png';
disp(sprintf('Reading image %s', imgstr))
Aimage = imread(imgstr); Aimage = double(Aimage);

% Read image B
imgstr = 'Mannequin/MannequinFlash.png';
disp(sprintf('Reading image %s', imgstr))
Bimage = imread(imgstr); Bimage = double(Bimage);

% Convert to YUV color space
Aimage = RGB2YUV(Aimage); Bimage = RGB2YUV(Bimage);

% find size of images
[ho, wo, ch] = size(Aimage); clear ch

% zero padding for 2D integration
PAD = 100
Aimage = padarray(Aimage, [PAD PAD], 0, 'both');
Bimage = padarray(Bimage, [PAD PAD], 0, 'both');
[H, W, CH] = size(Aimage);

disp('Finding cross projection tensor')
sigma = 0.4 %
ss = floor(6*sigma);
if (ss <= 3)
    ss = 3;
end

% K_sigma in the paper; gaussian kernel for smoothing
ww = fspecial('gaussian', ss, sigma);

% find G_sigma for image A and image B
% T11, T12 and T22 are elements of matrix G_sigma
[T11, T12, T22, EigD_1, EigD_2, X1, X2, Y1, Y2] = ...
    TensorAnalysis(Bimage, ww);
[T11_2, T12_2, T22_2, EigD_1_2, EigD_2_2, X1_2, X2_2, Y1_2, Y2_2] = ...
    TensorAnalysis(Aimage, ww);
clear T11_2 T12_2 T22_2 X1_2 X2_2 Y1_2 Y2_2
% $L_1 = \mu_2$ , $L_2 = \mu_1$
% initially set to 1,1 to retain all edges in image A
L1 = ones(H,W); L2 = ones(H,W);

%If there is an edge in B image, set $\mu_1 = 0$, $\mu_2 = 1$
%to remove that edge from image A
idx = find(EigD_2 > THRESHOLD_SMALL); L2(idx) = 0;

% if both A and B are homogeneous
idx = find(EigD_2 < THRESHOLD_SMALL & ... ...
... EigD_2 < THRESHOLD_SMALL);
L1(idx) = 0; L2(idx) = 0;

% Get cross projection tensor terms
D11 = L1.*(X1.^2) + L2.*(Y1.^2);
D12 = L1.*(X1.*X2) + L2.*(Y1.*Y2);
D22 = L1.*(X2.^2) + L2.*(Y2.^2);

% allocate some memory
Ap_color = zeros(H,W,3); App_color = zeros(H,W,3);

% do for each channel
for channel = 1:CH
    disp('================================')
    disp(sprintf('Processing channel = %d', channel))
    u = Aimage(:, :, channel);
    Ap = u;

    % find gradient field
    [gx, gy] = CalculateGradients(Ap, 0);

    % Affine transformation using tensors
    gx1 = (D11.*gx + D12.*gy);
    gy1 = (D12.*gx + D22.*gy);
% 2D Integration
Ap = Integration2D(gx1, gy1, zeros(H,W));
App = Integration2D(gx-gx1, gy-gy1, zeros(H,W));

% save
Ap_color(:, :, channel) = Ap;
App_color(:, :, channel) = App;
end
clear Ap App gx gy gx1 gy1

% remove zero padding
Aimage = Aimage(PAD+1:end-PAD, PAD+1:end-PAD, :);
Bimage = Bimage(PAD+1:end-PAD, PAD+1:end-PAD, :);
D11 = D11(PAD+1:end-PAD, PAD+1:end-PAD, :);
D12 = D12(PAD+1:end-PAD, PAD+1:end-PAD, :);
D22 = D22(PAD+1:end-PAD, PAD+1:end-PAD, :);
Ap_color = Ap_color(PAD+1:end-PAD, PAD+1:end-PAD, :);
App_color = App_color(PAD+1:end-PAD, PAD+1:end-PAD, :);

% YUV to RGB transformation
Aimage = YUV2RGB(Aimage);
Bimage = YUV2RGB(Bimage);
Ap_color = YUV2RGB(Ap_color);
App_color = YUV2RGB(App_color);

% for display
Ap_color = Ap_color - min(Ap_color(:));
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