We investigate aspects of entropy-based moment closures which are used to simplify kinetic models of particle systems. Closures of this type use variational principles to formally generate balance laws for velocity moments of a kinetic density. These balance laws form a symmetric hyperbolic system of partial differential equations that satisfies an analog of Boltzmann’s famous $H$-Theorem. However, in spite of this elegant structure, practical implementation of entropy-based closures requires that several analytical and computational issues be settled.

Our presentation is devoted to the development of electron transport models in semiconductor devices. In this context, balance laws for velocity moments are generally referred to as hydrodynamic models. Such models provide a reasonable alternative to kinetic and Monte Carlo approaches, which are usually expensive, and the
well-known *drift-diffusion* model, which is much simpler but has a limited range of validity.

We first analyze the minimization problem that defines the entropy closure. It is known that there are physically relevant cases for which this problem is ill-posed. Using a dual formulation, we find so-called *complementary slackness conditions* which give a geometric interpretation of ill-posed cases in terms of the Lagrange multipliers of the minimization problem. Under reasonable assumptions, we show that these cases are rare in a very precise sense.

We also develop perturbations of well-posed entropy-based closures, thereby making them useful for modeling systems with heat flux and anisotropic stress. Heat flux has long been known to be an important component of electron transport in semiconductors. However, we also observe that anisotropy in the stress tensor also plays an important role in regions of high electric field. This conclusion is made based on our simulations of two different devices.

Finally, we devise a new split scheme for hydrodynamic models. The splitting is based on the balance of forces in the hydrodynamic model that recovers the drift-diffusion equation in the asymptotic limit of small mean-free-path. This scheme removes numerically stiffness and excessive dissipation typically associated with standard shock-capturing schemes in the drift-diffusion limit. In addition, it significantly reduces numerical current oscillations near material junctions.
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Chapter 1

Introduction

This work address several mathematical and computational issues on the topic of moment systems in kinetic theory, particularly as they pertain to modeling electron transport in semiconductor devices. In a kinetic description, the distribution of a large number of particles is interpreted mathematically by a kinetic density $F$, which is a non-negative function in phase space. Moment systems are models that simplify the kinetic description of these particles by tracking the evolution of only a handful of physically relevant statistical averages of $F$, called moments. Moment systems require a closure, meaning that assumptions about the functional form of $F$ must be made in order to make up for the loss of information that occurs in the averaging process.

Moment systems have several important functions. They can be used as stand-alone models, presumably with the flexibility to improve accuracy by adding more moments. They can be used in highly efficient hybrid schemes for modeling multi-scale phenomenon. Such schemes combine a variety of different models in such a way as to maximize efficiency for a given level of accuracy. Thus, expensive models are used only in regimes where they are absolutely needed. Finally, moments systems
can be used as preconditioners for more complicated models that may suffer from
numerical stiffness.

One of the great challenges of creating moment systems is to find an appropriate
closure—one that retains the fundamental physical and mathematical structure of
the original kinetic description. As the name suggests, *entropy-based* moment clo-
sures impose that structure through the optimization of a convex functional which
is thermodynamic potential directly related to the kinetic entropy. In [51, 53], it
is shown that entropy-based closures formally generate moment systems which are
symmetric hyperbolic systems of partial differential equations (usually referred to as
balance laws). Furthermore, it is shown that these moment systems satisfy an analog
of Boltzmann’s *H*-Theorem, i.e., that solutions dissipate a Lyapunov function derived
from the thermodynamic potential and that the dissipation vanishes only for closures
that assume the distribution of particles is in thermodynamic equilibrium.

Below, Section 1.1 gives the kinetic formulation of electron transport in semi-
conductors that will be the focus of this dissertation. Section 1.2 is about the
drift-diffusion model that accurately approximates the kinetic description in certain
physical regimes. Section 1.3 is an introduction to moment systems in general, and
Section 1.4 describes entropy-based closures. Sample closures are given in Section
1.5. In Section 1.6, numerical challenges related to stiffness and asymptotic limits
are discussed. Finally, Section 1.7 gives a preview of results and lays out a map for
the remainder of the dissertation.
1.1 A Kinetic Model of Electron Transport

Semiconductors are crystalline materials composed of atoms that are bound together in a periodic lattice. Because the number of atoms is very large, their common energy levels decouple into many closely spaced levels which can be treated as a continuous band. Rather than being identified with a particular shell of a particular atom, electrons in a semiconductor are characterized by the energy band in which they are found. Charge is transported in semiconductors by the flow of carrier electrons, which are unbound electrons in the conduction band of a semiconductor, and holes, which are vacancies in the valence band.

In the model which is the focus of this dissertation, we consider only the flow of carrier electrons, which are treated as classical particles with effective mass $m_e^*$ [59] and charge $-q_e$. These electrons exist in a semiconductor material which is represented mathematically by a bounded domain $\Omega \subset \mathbb{R}^3$, and their distribution in position-momentum phase space is given by a kinetic density $F = F(x, v, t)$ that is defined for positions $x \in \Omega \subset \mathbb{R}^3$, velocities $v \in \mathbb{R}^3$, and times $t \geq 0$. The interpretation of $F$ is that for any $\Lambda \subset \Omega \times \mathbb{R}^3$, the integral

$$\int \int_{\Lambda} F(x, v, t) \, dv \, dx$$

gives the number of particles at time $t$ with positions $x$ and velocities $v$ such that $(x, v) \in \Lambda$. The evolution of $F$ is governed by the so-called Boltzmann transport
\[
\partial_t F + v \cdot \nabla_x F + \frac{q_e}{m^*} \nabla_x \Phi \cdot \nabla_v F = C(F) .
\] (1.1)

The left-hand side of (1.1) describes the action of carrier electrons under their own inertia and by the force derived from the electric potential \( \Phi \) that satisfies the Poisson equation

\[
-\nabla_x \cdot (\epsilon \nabla_x \Phi) = q_e (D - \langle F \rangle) .
\] (1.2)

Here \( \epsilon = \epsilon(x) \) is the electric permittivity of the semiconductor material and \( D = D(x) \) is a fixed concentration of charge called the doping profile. The bracket notation used in (1.2) is a shorthand for integration over all velocity space—that is, for any function \( g = g(v) \),

\[
\langle g \rangle \equiv \int_{\mathbb{R}^3} g(v) \, dv .
\]

The collision operator \( C \) on the right-hand side of (1.1) is an integral operator that describes collisions (energy-momentum exchanges) between carrier electrons and the vibrations of the semiconductor lattice known as phonons. It can be generalized to include other type of interactions such as electron-electron and three-particle Auger collisions [74], but electron-phonon collisions are usually the dominant mechanism. For Maxwell-Boltzmann statistics, \( C \) is linear and takes the form

\[
C(f) = \int_{\mathbb{R}^3} \sigma(x, v, v') (M f' - M'_f) \, dv' ,
\] (1.3)
where

\[ M_\ell(v) \equiv \frac{1}{(2\pi \theta_\ell)^{3/2}} \exp\left( -\frac{|v|^2}{2\theta_\ell} \right) \]  

(1.4)
is the lattice Maxwellian and primes in (1.3) denote evaluation at \( v' \) rather than \( v \).

The transition kernel \( \sigma \) describes the rate at which incoming particles with velocity \( v \) emerge from a phonon collision with velocity \( v' \). It satisfies the detailed balance relation, \( \sigma(x, v, v') = \sigma(x, v', v) \).

Together (1.1) and (1.2) form the Boltzmann-Poisson system. We leave unspecified the boundary conditions that give the flux of electrons into \( \Omega \) along with whatever external potential is applied to drive the system. Rigorous results concerning the existence and uniqueness of solutions of this system can be found in [66,68].

The collision operator satisfies several important properties which impose structure on solutions to (1.1). One such property is that \( \langle C(f) \rangle = 0 \) for all \( f \in \text{Dom}(C) \). Thus, upon integrating (1.1) over all of velocity space, one finds a conservation law for the electron concentration \( n = n(x, t) \equiv \langle F(x, \cdot, t) \rangle \):

\[ \partial_t n + \nabla_x \cdot (vF) = 0. \]  

(1.5)

This law reflects the fact that electrons are conserved by phonon collisions.

Another property of the collision operator which relates \( C \) to the relative entropy density

\[ \kappa(f) \equiv f \log\left( \frac{f}{M_\ell} \right) - f, \]  

(1.6)
is that

\[
(i) \quad \langle \partial_f \kappa(f) \mathcal{C}(f) \rangle \leq 0, \quad \forall \ f \in \text{Dom}(\mathcal{C}),
\]

\[
(ii) \quad \langle \partial_f \kappa(f) \mathcal{C}(f) \rangle = 0 \iff \mathcal{C}(f) = 0.
\]

The condition \( \mathcal{C}(f) = 0 \) defines the equilibria of \( \mathcal{C} \). For \( \mathcal{C} \) given by (1.3), the equilibria are positive multiples of \( M_\ell \). The relationship between \( \mathcal{C} \) and \( \kappa \) implies that solutions of the Boltzmann-Poisson system satisfy the local dissipation relation [53]

\[
\partial_t \left( \mathcal{K}(F) + \frac{\epsilon}{2m_c \theta_\ell} |\nabla_x \Phi|^2 \right) + \nabla_x \cdot \left( \mathcal{I}(F) - \frac{\epsilon}{\theta_\ell} \Phi \partial_t \nabla_x \Phi - \frac{q_e}{\theta_\ell} \langle v F \rangle \right) = \langle \partial_f \kappa(F) \mathcal{C}(F) \rangle \leq 0,
\]

where the relative entropy and the relative entropy flux are given by

\[
\mathcal{K}(f) \equiv \langle \kappa(f) \rangle \quad \text{and} \quad \mathcal{I}(f) \equiv \langle v \kappa(f) \rangle,
\]

respectively. In addition, the dissipation in (1.8) vanishes if and only if \( \mathcal{C}(F) = 0 \).

### 1.2 Drift-Diffusion

Approximate solutions for the Boltzmann-Poisson system have been computed using Monte Carlo methods [48, 87] as well as direct discretizations [18–20] of (1.1)-(1.2). Both methods can be prohibitively expensive. For this reason, electron transport in semiconductors has traditionally been modeled by the much simpler drift-diffusion-
Poisson system [35,62] which describes the evolution of \( n \) and \( \Phi \) according to

\[
\partial_t n - \nabla_x \cdot (a \nabla_x n - \mu n \nabla_x \Phi) = 0, \tag{1.10a}
\]

\[
-\nabla_x \cdot (\epsilon \nabla_x \Phi) = q_e (D - n). \tag{1.10b}
\]

Here the electron diffusivity \( a = a(x) \) and the electron mobility \( \mu = \mu(x) \) are positive transport coefficients that come from the collision operator and satisfy the so-called Einstein relations [59]:

\[
\frac{a}{\mu} = \frac{m_e^*}{q_e \theta \ell}.
\]

Often (1.10) is referred to simply as the drift-diffusion system and (1.10a) as the drift-diffusion equation. The flux in the drift-diffusion equation is actually the electric current, modulo the constant factor \(-q_e\). Boundary conditions for (1.10) must still be specified.

If the potential and thermal energy of carrier electrons is on the order of the lattice energy \( m_e^* \theta \ell \), then the drift-diffusion system provides an accurate approximation for the Boltzmann-Poisson system in the limit of small mean-free-path. In this limit, \( F \) is driven toward local thermal equilibrium. Indeed, it is proved rigorously in [68] that in the interior of \( \Omega \),

\[
F(x,v,t) = n(x,t)M_e(v) + O(\varepsilon), \tag{1.11}
\]

where \( \varepsilon \) is the the ratio of mean-free-path to device length and the evolution of \( n \) is governed by (1.10a).
The flux in (1.10a) comes from an asymptotic analysis of (1.1), where the first-order correction to (1.11) is given by

\[-M_{\ell g} \cdot \left( \theta_{\ell} \nabla_x n - \frac{q_e}{m_e^*} n \nabla_x \Phi \right) \]  

(1.12)

and for the collision operator in (1.3), \( g \) satisfies

\[ C(M_{\ell g}) = M_{\ell v}, \quad \langle M_{\ell g} \rangle = 0. \]  

(1.13)

It turns out that (1.13) has a unique solution and that

\[ \langle v F \rangle^{O(\varepsilon^2)} \approx \langle v M_{\ell g} \rangle = \tau \left[ \theta_{\ell} \nabla_x n - \frac{q_e}{m_e^*} n \nabla_x \Phi \right], \]  

(1.14)

where

\[ \tau \equiv \frac{m_e^*}{q_e} \mu = -\frac{1}{3} \text{trace} \langle v \otimes M_{\ell g} \rangle. \]

The flux in (1.10a) is recovered upon substituting (1.14) into the conservation law (1.5).

As its name suggests, the drift-diffusion model attributes the evolution of \( n \) to the balance between the diffusive term \( a \nabla_x n \) and the drift term \( \mu n \nabla_x \Phi \) that together make up the flux in (1.10a). A physical explanation is as follows. In the absence of external forces, the random thermal motion of carrier electrons creates a pressure, and any gradient in the pressure causes carrier electrons to diffuse. The charge that is displaced by diffusing electrons induces a potential gradient (i.e. an electric field)
that acts on carrier electrons to exactly counterbalance the diffusion. Current flows only when an external voltage (such as a battery) is applied, in which case carrier electrons move through the semiconductor with mean velocity

\[ u = a \frac{\nabla_x n}{n} - \mu \nabla_x \Phi. \]

The drift-diffusion model is usually sufficient for simulating the behavior devices on the micron scale. Such devices are large enough that carrier electrons can be treated like a continuum fluid near a local thermal equilibrium with the semiconductor lattice (in the sense of (1.11)). Meanwhile, the net effect of the fast scale dynamics that occur in between collisions can be accurately represented by the perturbation \( g \) given in (1.12).

For smaller, more modern devices, the near-equilibrium assumption is no longer valid and the dynamics of carrier electrons in between lattice interactions must be considered in more detail. Furthermore, the external voltage applied to devices does not usually scale with the device size. The result in small devices is the formation of regions where the electric field \( E = -\nabla_x \Phi \) is quite large. When potential energy from the electric field in these regions is converted into thermal energy, so-called hot electrons are created. These electrons are characterized by a temperature \( \theta \) that differs significantly from the lattice temperature, in which case the drift-diffusion system is no longer an accurate model of their behavior. To see how drift-diffusion fails, consider as an example the pressure of the electron distribution, which is given by \( p = n\theta \). Electrons undergo force due the pressure gradient which depends on
spatial variations in both $n$ and $\theta$. However, the drift-diffusion model assumes that
$\theta = \theta_t$ so that any variation in $\theta$ is ignored. Only the variation in $n$, which generates
the diffusion term $a \nabla_x n$ in (1.10a), is taken into account. Thus hot electron effects
can not be accommodated by the drift-diffusion model.

1.3 Moment Systems

The practical issue for smaller devices is how to improve upon the drift-diffusion model without reverting back to a computationally expensive kinetic description.

Moment methods provide an alternative approach to semiconductor modeling in so-called transition regimes, where the electron distribution is no longer in equilibrium, yet still maintains structure at the macroscopic level. Rather than resolve (1.1) in full detail, moment systems track the evolution of a finite set of velocity moments $\langle mF \rangle$ where $m$ is a vector of polynomials in $v$. This approach significantly reduces the complexity of (1.1) by replacing the velocity dependence of $F$ by a finite number of parameters. Moreover, this approach is natural because it is the moments which are experimentally measurable quantities.

For functions $F$ that satisfy (1.1), the system of moment equations with respect to $m$ is

$$
\partial_t \langle mF \rangle + \nabla_x \cdot \langle v mF \rangle - \frac{q_e}{m_e^*} \nabla_x \Phi \cdot \langle \nabla_v mF \rangle = \langle mC(F) \rangle ,
$$

where all integrals are assumed to be well-defined. This system is not closed, meaning that there are more dependent variables than equations. However, if there exists a function $\mathcal{F}$ such that $F = \mathcal{F}[\langle mF \rangle]$, then the flux terms $\langle v mF \rangle$, field terms $\langle \nabla_v mF \rangle$,
and collision terms $\langle mC(F) \rangle$ can be related to the spatial densities $\rho = \rho(x,t) \equiv \langle mF(x,\cdot,t) \rangle$ to provide a closed system the form

$$\partial_t \rho + \nabla_x \cdot f(\rho) - \frac{q_e}{m_e^*} \nabla_x \Phi \cdot l(\rho) = r(\rho), \quad (1.16)$$

where

$$f(\rho) = \langle v m F[\rho] \rangle, \quad l(\rho) = \langle \nabla_x m F[\rho] \rangle, \quad r(\rho) = \langle m C(F[\rho]) \rangle.$$

(The square bracket notation here denotes possible non-local dependence on $\rho$ such as spatial derivatives). However, $F$ is an element of an infinite dimensional vector space and typically cannot be expressed by any finite number of components. Therefore, any closure of (1.2) will require that $F$ be approximated by a function of $\rho$ and its spatial derivatives, in which case (1.4) only approximates the evolution of $\rho$. The goal then is to devise an approximation that maintains the key physical and mathematical features of (1.1).

We note that the drift-diffusion equation (1.10a) can be placed into the framework of moment systems with the choice $m = 1$ and the approximation

$$F = n M_\ell - M_\ell g \cdot \left[ \nabla_x n - \frac{q_e}{\theta_\ell m_e^*} n \nabla_x \Phi \right]$$

where $n = \langle F \rangle$ and $g$ satisfies (1.13). However, to model systems in the transition regime, we will employ variational principles with the relative entropy.
1.4 Closures Based on Entropy Methods

One way to devise a closure for (1.15) in transition regimes is with entropy methods. For many particle-based systems, equilibria can be characterized as minimizers for a physically meaningful convex functional. This characterization of equilibrium is a classical result from statistical mechanics, and it motivates a choice for approximating $F$, even for systems not in equilibrium.

In the case of electron transport, the appropriate convex functional is the relative entropy $\mathcal{K}$, which is defined in (1.6) and (1.9). In the classical setting, the entropic projection is defined as the minimizer for the problem

$$\min_{f \in \mathbb{F}_m} \{ \mathcal{K}(f) : \langle mf \rangle = \rho \} ,$$

(1.17)

where $\rho = \langle mF \rangle$ and

$$\mathbb{F}_m \equiv \{ g \in L_1(\mathbb{R}^D) : g \geq 0 \text{ and } \|m_{s}g\| < \infty, \ (s = 0, \ldots, l - 1) \} .$$

The minimizer for (1.17)—if it exists—is a projection of $F$ (in velocity space) onto a finite-dimensional subspace parametrized by $\rho$, thus providing a candidate for $\mathcal{F}$ that closes (1.2). Such a closure is termed an entropy-based closure, and the resulting moment system inherits important structural features from the Boltzmann-Poisson system. In particular, (1.16) becomes a symmetric hyperbolic system with solutions that satisfy the dissipation relation (1.8) evaluated at $F = \mathcal{F}$. In addition, the dissipation vanishes if and only if $\mathcal{F}$ is an equilibrium density—that is $\mathcal{C}(\mathcal{F}) = 0$. 
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The main advantage of entropy-based closures is their formal structure. Another advantage is their ability to recover the drift-diffusion system for $F$ near equilibrium. The main challenge of entropy-based closures is that for most choices of $\mathbf{m}$, there exists a set $\mathcal{D}$ of physically realizable values of $\rho$ for which a minimizer (1.17) does not exist. Such densities are termed *degenerate*. Understanding the geometry of $\mathcal{D}$ is an important step in modifying entropy-based closures in cases where (1.17) is ill-posed. In practice, it may be that an entropy closure will naturally avoid the set $\mathcal{D}$ as $\rho$ evolves in time according to (1.16) or that the moment system can be adapted to avoid $\mathcal{D}$ in a way that is physically reasonable.

1.5 Entropy Closures for Well-Posed Minimization Problems

There are choices of $\mathbf{m}$ for which (1.17) is well-posed, meaning that there exists a minimizer for all physically realizable values of $\rho$. Indeed, in cases where the polynomial components of $\mathbf{m}$ are of degree two or less, entropy-based closures generate several well-known models. A simple example is the drifted-diffusion model, which is generated by an entropy-closure for the choice $\mathbf{m} = \{1, v\}$. The model is

$$\partial_t n + \nabla_x \cdot (nu) = 0, \quad (1.18a)$$

$$\partial_t (nu) + \nabla_x \cdot (nu \vee u + n\theta_t I) - \frac{q_e}{m_e} n\nabla_x \Phi = \langle v \mathcal{C}(\mathcal{M}_{n,u,\theta_t}) \rangle, \quad (1.18b)$$
where the ‘\(\bigvee\)’ notation denotes the symmetric tensor product. The variables \(n\) and \(u\) are defined by the relations

\[
n = \langle F \rangle \quad \text{and} \quad nu = \langle vF \rangle ,
\]

and the entropic projection is

\[
\mathcal{F}[\rho](v) = \mathcal{M}_{n,u,\theta_t}(v) \equiv \frac{n}{(2\pi\theta_t)^{3/2}} \exp \left(-\frac{|v-u|^2}{2\theta_t}\right).
\]

This model replaces the constitutive relation for the current in the drift-diffusion system with equation (1.18b). The evolution of the current is now driven by the isotropic stress tensor \(n\theta_t I\), the electric field, and the (yet to be evaluated) collision term on the right-hand side. Often this collision term is evaluated using a relaxation approximation of the operator \(\mathcal{C}\) that gives

\[
\langle v \mathcal{C}(\mathcal{M}_{n,u,\theta_t}) \rangle \simeq -\frac{q_e}{\mu m_e^*}nu.
\]

With this expression, the drift-diffusion current can be recovered from (1.18b) by neglecting the time derivative and the flux term \(nu \bigvee u\) on the left-hand side—an argument can be formalized using an asymptotic analysis of (1.18). However, because \(\theta = \theta_t\), drifted-diffusion is still insufficient for modeling hot electrons.

The next example is a second-order model (i.e. one based on polynomial compo-

\[1\] Given an \(s\)-fold tensor \(U\) and an \(r\)-fold tensor \(V\), the symmetric tensor product \(W = U \bigvee V\) is an \((s + r)\)-fold tensor \(W_{a_1,...,a_{s+r}} = |\Pi|^{-1} \sum_{\pi \in \Pi} U_{\sigma(a_1),...,\sigma(a_s)} V_{\pi(a_{s+1}),...,\pi(a_{s+r})}\), where \(\Pi\) is the set of all permutations of \(a_1,...,a_{s+r}\) and \(|\Pi|\) is the cardinality of \(\Pi\).
ents of maximum degree two). It is generated by the Maxwellian closure, which is based on the choice \( \mathbf{m} = \{ 1, v, \frac{1}{2} |v|^2 \} \). This closure takes its name from the fact that the entropic projection is a Maxwellian distribution,

\[
\mathcal{F}[\rho](v) = \mathcal{M}_{n,u,\theta}(v) \equiv \frac{n}{(2\pi\theta)^{3/2}} \exp\left(-\frac{|v-u|^2}{2\theta}\right),
\]

that is traditionally expressed in terms of the variables \((n, u, \theta)\). These variables correspond to the moments \(\langle \mathbf{m} F \rangle\) via the relation

\[
n\theta = \frac{1}{3} \langle |v-u|^2 F \rangle \quad (1.20)
\]

and the relations already given in (1.19).

The moment system generated by the Maxwellian closure is

\[
\partial_t n + \nabla_x \cdot (nu) = 0, \quad (1.21a)
\]

\[
\partial_t (nu) + \nabla_x \cdot (nu \vee u + n\theta I) - \frac{q_e}{m_e} n \nabla_x \Phi = \langle v C(\mathcal{M}_{n,u,\theta}) \rangle, \quad (1.21b)
\]

\[
\partial_t \left( \frac{1}{2} n |u|^2 + \frac{3}{2} n\theta \right) + \nabla_x \cdot \left( \frac{1}{2} n |u|^2 u + \frac{5}{2} n\theta u \right) - \frac{q_e}{m_e} nu \cdot \nabla_x \Phi = \left\langle \frac{1}{2} |v|^2 C(\mathcal{M}_{n,u,\theta}) \right\rangle, \quad (1.21c)
\]

where the evaluation of the collision terms on the right-hand side of (1.21b) and (1.21c) depends on the explicit form of \( C \). Like the drifted-diffusion model, (1.21) recovers the drift-diffusion equation near thermal equilibrium; and it has the added benefit of tracking the electron temperature \((\theta \neq \theta_e)\) via the addition of the energy equation.
(1.21c). Even so, the stress tensor \(n\theta I\) for the Maxwellian closure is isotropic. In other words, the anisotropic stress tensor

\[
\Sigma \equiv \left\langle \left( (v - u) \vee (v - u) - \frac{1}{3} |v|^2 \right) F \right\rangle
\]

vanishes identically when \(F = \mathcal{M}_{n,u,\theta}\). This means that, in the reference frame of the mean velocity \(u\), the stress that electrons undergo is assumed to be independent of direction—a property that will be violated in the presence of a strong electric field. Another shortcoming of the closure is that the heat flux \(q\), which is known to be a critical component of modeling electron transport, is zero for the Maxwellian closure—that is,

\[
q \equiv \frac{1}{2} \left\langle |v - u|^2 (v - u) F \right\rangle
\]

vanishes identically when \(F = \mathcal{M}_{n,u,\theta}\).

The third and final well-posed example is the model generated with the Gaussian closure, which uses \(\mathbf{m} = \{1, v, v \vee v, \}\). The entropic projection in this case is a Gaussian distribution,

\[
\mathcal{F}[\rho](v) = \mathcal{G}_{n,u,\Theta} \equiv \frac{n}{\sqrt{\det (2\pi \Theta)}} \exp \left( -\frac{1}{2} (v - u)^T \Theta^{-1} (v - u) \right),
\]

where the additional variable \(\Theta\) is defined by the relation

\[
n\Theta = \left\langle (v - u) \vee (v - u) F \right\rangle.
\]
Therefore $n\Theta = \Sigma + n\theta I$ and trace $\Theta = 3\theta$. The moment system is

$$
\partial_t n + \nabla \cdot (nu) = 0, \tag{1.22a}
$$

$$
\partial_t (nu) + \nabla \cdot (nu \vee u + n\Theta) - \frac{q_e}{m_e} n \nabla \Phi = \langle v \mathcal{C}(G_{n,u,\Theta}) \rangle, \tag{1.22b}
$$

$$
\partial_t (nu \vee u + n\Theta) + \nabla \cdot (nu \vee u \vee u + 3n\Theta \vee u)
- 2\frac{q_e}{m_e} nu \vee \nabla \Phi = \langle v \vee v \mathcal{C}(G_{n,u,\Theta}) \rangle, \tag{1.22c}
$$

where, like (1.21), the collision terms on the right-hand side have yet to explicitly evaluated.

The Gaussian model enjoys all the benefits of the Maxwellian model. In addition, $\Sigma$ is generally non-zero. However, the heat flux $q$ still vanishes identically when $F = G_{n,u,\Theta}$.

Devising systems that properly model the anisotropic stress and heat flux is very challenging. In order to recover non-zero values for $\Sigma$ (in the Maxwellian case) and $q$ (in either case), many closures have been posed for systems beyond second order. Strictly speaking, however, entropy-based closures are not well-posed in these cases.

1.6 Issues in Numerical Simulation

As mentioned previously, one of the positive aspects of entropy-based closures is that they formally recover the drift-diffusion equation (1.10a) in the drift-diffusion regime, i.e., when $F$ is near local thermal equilibrium. However, when computing numerical solutions for entropy-based systems, one must take great care to ensure that the
choice of numerical scheme preserves this asymptotic behavior. This fact is true for all moment systems, regardless of the closure that is employed.

Standard discretization techniques for hyperbolic balance laws are often plagued by numerical stiffness and excessive dissipation in the drift-diffusion regime. Stiffness is due to the fact that the diffusion time scale is much longer than the convective time scale in the drift-diffusion regime. However, the typical discretization of a hyperbolic system requires time steps on the order of the convective scale in order to ensure numerical stability. Such restrictions are physically unnatural, and they require many time steps in order to observe the slower dynamics associated with the drift-diffusion balance. Excessive dissipation is also the result of stability restrictions that are commonly found in shock-capturing schemes. These schemes introduce numerical dissipation on the order of the hyperbolic wave speeds in order to prevent numerical oscillations. In the drift-diffusion regime, these speeds are quite large, and the resulting numerical dissipation can overshadow the real physical diffusion in (1.10a). In such cases, the discretization of the moment system will not be an accurate approximation of (1.10a) in the drift-diffusion regime.

In addition to poor asymptotic behavior, standard discretizations often have difficulty capturing the delicate balance of forces found at the continuum level which give rise to key physical properties of a given system. Therefore, one must devise intelligent techniques to mimic these balances. This problem arises in semiconductor models due to the presence of the source term $n \nabla_x \Phi$ in the momentum equation. (See, for example, equations (1.21b) and (1.22b)). It is not unusual for simulations to display to find heavy, non-physical oscillations near material boundaries due to a
lack of proper numerical balance.

1.7 Preview of Results

In this dissertation, I have addressed some of the unresolved issues discussed in the proceeding sections. My main results are the following

1. **A geometrical description of $\mathcal{D}$.** I have analyzed a modified minimization problem that was first introduced in [73] by relaxing the constraints in (1.17), thereby ensuring the existence of a minimizer. In applying a dual formulation to this problem, I have found *complementary slackness conditions* which I use to describe $\mathcal{D}$. Under reasonable assumptions, $\mathcal{D}$ is the finite union of fiber bundles, each of codimension one or greater in the space of physically realizable densities. The fibers of these bundles are cones given by the complementary slackness conditions. This characterization of $\mathcal{D}$ recovers results found in [42, 43], where the largest degree polynomial in $\mathbf{m}$ is radially symmetric. However, it also applies to more general choices of $\mathbf{m}$, which can be useful in devising systems for capturing the anisotropic behavior of $\mathcal{F}$. Numerical results (discussed below) provide evidence that anisotropy plays an important role in modeling electron transport in semiconductors.

2. **A new hierarchy of closures.** I have derived a new hierarchy of closures based on a combination of entropy-based variational principles and perturbative analysis. To simplify evaluation of the collision terms $\mathbf{r}(\rho)$ in (1.4), I have constructed a generalized Bhatnagar-Gross-Krook (GBGK) to approximate $\mathcal{C}$. 
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This operator is an algebraic function of the state variables that allows each state variable to relax to its equilibrium value at a different rate. It therefore strikes a balance between the macroscopic simplicity and microscopic detail in a way that is consistent with the philosophy of the moment approach.

At the base of this new hierarchy is the drift-diffusion equation, but more importantly, the hierarchy includes pertubations of the Maxwellian closure (PM) that introduces anisotropic stress and heat flux terms in (1.21) and perturbations of the Gaussian closure (PG) which introduce heat flux terms in (1.22). Heat flux has long been known to be an important component in models describing the flow of hot electrons in semiconductors, and more recently, direct kinetic simulations have shown that an electron distribution will be highly anisotropic in regions where the electric field is strong [19, 20]. The benefit of the PM and PG closures is that they may be able to capture such behavior without the burden of expensive kinetic or Monte Carlo simulations. With standard entropy-based closures, these corrections could only be introduced through the additional of higher degree polynomials in \( m \), in which case the minimizer in (1.17) does not always exist.

I have used PM and PG models to simulate the behavior of a unipolar \( n^+ - n - n^+ \) diode with slab symmetry and a unipolar \( n^+ - n - n^+ \) MESFET device with translational symmetry, and I have compared the numerical results with other hydrodynamic models found in the literature. In doing so, I have observed that anisotropy plays an important role in the velocity and temperature profiles of
both devices and that differences between the PM and PG models are nontrivial. This is not entirely surprising, since \( \Sigma \) is a diffusive term in the PM closure that comes directly from the perturbation analysis, whereas in the PG closure, \( \Sigma \) is a convective term whose evolution is determined by the addition of state variables as in (1.22c). Numerical results show that introducing non-zero values for \( \Sigma \) has a significant impact on the simulated behavior of the MESFET near regions of high-electric field. They also show that the perturbed Gaussian closure provides a more consistent approximation of \( \Sigma \) than the perturbed Maxwellian closure does.

3. A new numerical scheme for simulating hydrodynamic models. I have adapted a split scheme which was originally introduced in [40] to simulate a stiff 2 \( \times \) 2 hyperbolic system much like the drifted-diffusion system. This new scheme can be applied to any hydrodynamic model with the form given in (1.4). The splitting is based on the balance of forces in (1.4) that dominate the behavior of solutions in the drift-diffusion regime.

I have tested the new scheme with PM model to simulate an \( n^+ - n - n^+ \) diode with slab symmetry. In addition to being accurate in the transition regime, the scheme lacks the stiffness and excessive dissipation of standard shock capturing schemes in the drift-diffusion regime. Furthermore, the splitting significantly reduces the size of the numerical current oscillations at the diode junctions when compared to other methods.
We now lay out the organization of this dissertation. Chapter 2 is a review of selected topics, with most mathematical results being due to Frédéric Poupaud. We begin with a review of the basic physics of semiconductors and a semi-classical description of electron-hole transport. The semi-classical description is then simplified through a series of assumptions to arrive at the classical Boltzmann-Poisson system (1.1)-(1.2). Equation (1.1) will serve as our master equation from which all simplified models will be derived. We then present the formal asymptotic analysis of (1.1) and formally derive the drift-diffusion equation.

In Chapter 3, we present a more detailed formulation of moment systems for semiconductor transport along the lines of Section 1.1. We discuss several popular models from the literature and then derive the hierarchy of perturbed entropy-based (PEB) models.

Chapter 4 is a detailed analysis of the minimization problem upon which entropy closures are based. In it, we introduce the dual function associated with (1.17), state and prove duality theorems, and show how the complementary slackness condition can be used to characterize $\mathcal{D}$.

Chapter 5 is a return to the old and new hydrodynamic models from Chapter 3. In it, we compute numerical solutions for three families of models for the axially symmetric $n^+-n-n^+$ diode. These families are: (i) variations on Bløtekjær’s model [13,14], (ii) variations on the Anile-Pennisi model [4], and (iii) pertubations of (1.21) and (1.22). We compare various models using an $n^+-n-n^+$ diode as a benchmark device.
Chapter 6 is a computational study of the new splitting method. After describing the scheme, we perform simulations of $n^+-n-n^+$ diodes of different lengths, some of which are accurately described by the drift-diffusion model and others which require more detailed models. We validate the effectiveness of the scheme in both situations.

Finally, in Chapter 7, we compute numerical solutions of perturbed Maxwellian and Gaussian models used to simulate the behavior of a MESFET device with translational symmetry. We compare our results to a typical Bløtekjær-type model, which has the form of (1.21) with the ad-hoc addition of a diffusive heat flux.
Chapter 2

From Semi-Classical Transport to the Drift-Diffusion Model

This chapter is a review of concepts that will serve as a backdrop for work in later chapters. Section 1 gives a brief introduction to the physics of semiconductors. In Section 2, a mathematical formulation of semi-classical charge transport is presented, and in Section 3, simplifying assumptions are introduced to establish the classical Boltzmann equation of electron transport, from which all subsequent models will be derived. This includes drift-diffusion, which is the traditional model of choice for simulating the behavior of semiconductor devices and is derived in Section 4. A large portion of Sections 2, 3, and 4 is based on the original work of Poupaud [66,68].

2.1 Basic Physics of Semiconductors

The ability to transport charge through a solid material depends primarily on the energy required to free electrons from their bound states. For conductors, the required energy is very small and therefore electrons flow freely when subjected to an electrical potential. For insulators, the required energy is prohibitively large, thereby preventing substantial electron flow. The term semiconductor describes a class of materials for which electron transport is possible, but the energy needed to excite
bound electrons and make them available for transport is substantially larger than that of conductive materials. As a consequence, the conductive properties of semiconductors can be easily manipulated to create devices with a various, highly nonlinear current-voltage characteristics. It is for this reason that semiconductors are used in the fabrication of nearly all modern electronic devices.

This section contains a very brief introduction to the physics of semiconductors. Material is presented here only at the level required for the development of subsequent chapters. For a thorough treatment of the physical aspects of semiconductors, the reader is referred to [44]. For an engineering perspective that includes a discussion of devices see [62, 84]. For a summary of the mathematical theory, see [59].

2.1.1 Crystal Structure

Semiconductors are crystalline solids. Their crystal structure consists of a lattice

\[ L = \{ ia_1 + ja_2 + la_3 : i, j, l \in \mathbb{Z} \} , \]

where \( a_1, a_2, a_3 \) are linearly independent vectors in \( \mathbb{R}^3 \), and a basis that is attached to each point in \( L \). The basis that may be a single atom or a collection of atoms. The crystal is held together by bonds between these atoms.

Associated with \( L \) is the reciprocal lattice

\[ \hat{L} = \{ ia^1 + ja^2 + la^3 : i, j, l \in \mathbb{Z} \} , \]
where \( a^1, a^2, a^3 \) are vectors in \( \mathbb{R}^3 \) such that \( a_i \cdot a^j = 2\pi \delta_{ij} \). The structure of the reciprocal lattice is important because it determines the dispersion relation—the relationship between the energy \( e \) and the momentum \( \hbar k \) of an electron moving through the crystal. (Here \( k \) is the electron wave number and \( \hbar \) is the reduced Planck’s constant.) For example, the energy is periodic with respect to the reciprocal lattice. Therefore, the momentum component of electron transport can be restricted to the Brillouin zone, defined as the set of all points in momentum space that lie closer to the origin than to any other point of the reciprocal lattice:

\[
\mathbb{B} \equiv \left\{ k \in \mathbb{R}^3 : |k| < |k - k_0| \quad \forall k_0 \in \hat{L}\{0\} \right\}.
\]

### 2.1.2 Energy Bands

Recall from basic chemistry that the electrons in an individual, isolated atom are found in discrete energy levels called shells. The outermost shell is called the valence shell, and electrons in unfilled valence shells often interact with other atoms or ions to form various molecular structures. In crystalline solids, the common energy level of \( N \) different atoms will actually split into \( N \) different levels separated by very narrow gaps. This is because the Pauli exclusion principle limits the number of electrons that can be found in a given level. As \( N \) becomes large, these levels form—a continuum of possible energies called an energy band. The shape of an energy band in energy-momentum space is determined by the graph of the dispersion relation, and for each different band, the dispersion relation changes.

What makes a semiconductor unique is the energy gap between the valence band
(the highest energy band of bound electrons) and the conduction band (the lowest energy band of free electrons). For conductive materials, these bands are very close together or even overlap. Thus a large number of electrons will flow freely under the influence of external forces. For insulators, the band gap is too large for an electron in the valence band to be excited into the conduction band. Therefore the application of an external forces will not result in the flow of current. For semiconductors, the gap is somewhere in between so that thermal energy can excite some electrons into the conduction band where they are free to move. When this happens, a positively charged ion is left behind in the valence band which creates a "hole" in the lattice. This hole is effectively filled in by other electrons in the valence band which in turn leaves holes elsewhere in the lattice. It turns out that these holes can be described mathematically as freely moving, positively charged particles.

2.1.3 Doping

At room temperature, thermal energy induces the creation of approximately $10^{10}$ cm$^{-3}$ electron-hole pairs which is much too small to provide a usable operating current. Therefore the creation of free electrons and holes is augmented through a process known as doping, in which atoms or molecules, called dopants, are injected into a semiconductor material. Dopants can have either too many valence electrons ($n$-type) or too few valence electrons ($p$-type) to fit naturally into the bonding pattern of the crystal lattice structure. Those with too few valence electrons will cause ionization of atoms in the lattice to fill in the gaps, thus creating holes in the valence band. Those with too many valence electrons will ionize, thereby sending extra
electrons into the conduction band.

The effect of the doping process is two-fold. First, it significantly increases the concentration of holes and free electrons: typical concentrations range from $10^{16}$ cm$^{-3}$ to $10^{18}$ cm$^{-3}$. Second, because electrons and holes are no longer created in pairs, ionized dopants create a distribution of fixed charge in the spatial domain. This distribution of charge is known as the doping profile. It gives rise to an internal electric field that plays an important role in the dynamics of electron transport.

2.2 Mathematical Formulation

We consider a system of particles with electrons in a single valley of an conduction band and holes in a single peak of a valence band. The semiclassical description of the kinetic densities $F_1(x,k,t)$ for electrons and $F_2(x,k,t)$ for holes—defined for positions $x \in \Omega \subset \mathbb{R}^3$, wave number $k \in \mathbb{B}$, and time $t \geq 0$—is given by the Boltzmann transport equations

$$
\partial_t F_1 + v_1(k) \cdot \nabla_x F_1 + q_e \nabla_x \Phi \cdot \nabla_k F_1 = Q_1(F_1) + R_1(F_1,F_2), \tag{2.1a}
$$

$$
\partial_t F_2 + v_2(k) \cdot \nabla_x F_2 - q_e \nabla_x \Phi \cdot \nabla_k F_2 = Q_2(F_2) + R_2(F_1,F_2). \tag{2.1b}
$$

The dispersion relations for the conduction and valence bands are given by $e_1(k)$ and $e_2(k)$, respectively, and $v_i(k) = \nabla_k e_i(k)$ is the group velocity [34] for electrons in each band. The constant $q_e$ is the magnitude of an electron charge and $Q_1, Q_2, R_1$, and $R_2$ are integral operators that model collisions and generation/recombination processes.
The quantity $\Phi$ is the electrical potential that satisfies Poisson’s equation

$$-\nabla_x \cdot (\epsilon \nabla_x \Phi) = q_e (D - \langle F_1 \rangle + \langle F_2 \rangle),$$

(2.2)

where $\epsilon = \epsilon(x)$ is the electric permittivity of the semiconductor material, $D = D(x)$ is the doping profile, and the notation $\langle \cdot \rangle$ indicates integration over all $k \in \mathbb{B}$.

Together (2.1) and (2.2) will be referred to as the Boltzmann-Poisson system. It still requires boundary conditions, which for $\Phi$ are usually specified by separating $\Omega$ into two parts. Artificial and insulating boundaries typically take Neumann conditions, while Ohmic and Schottky contacts take Dirichlet conditions [74]. Conditions for $F_i$ are specified according to the characteristics of (2.1). For any $x \in \partial\Omega$, let $\nu(x)$ be the outward normal vector to $\partial\Omega$ at $x$. Then conditions for $F_i$ must be given at all $(x, k) \in \Omega \times \mathbb{B}$ such that $v(k) \cdot \nu(x) < 0$—where the characteristics of (2.1) enter the domain. This can be done by specifying boundary data for $F_i$ at these points or by providing a rule that relates the incoming and outgoing data according to some physical process at the boundary of the spatial domain.

It should be noted that a quantum version of (2.1) exists that is derived directly from the Schrödinger equation. See, for example, Sections 1.4-1.5 of [59].

### 2.2.1 Collision Operators

The collision operators $Q_i$ considered here model particle-phonon scattering, which is the exchange of momentum and energy between particles (carrier electrons or holes) and quantum vibrations in the crystal lattice of the semiconductor known as phonons.
These phonons are assumed to be in a state of thermal equilibrium that is characterized by the lattice temperature $T_c$.

The collision operators are expressed mathematically as integral operators of the form

$$Q_i(f) = \int_B \left[ s_i(x, k', k) f'(1 - f) - s_i(x, k; k') f(1 - f') \right] dk', \tag{2.3}$$

where the local scattering rate $s$ is a periodic function of $k$ and $k'$. The prime notation attached to $f$ in (2.3) and elsewhere implies dependence on $k'$ rather than $k$. For a fixed position $x \in \Omega$, $s(x, k', k)$ gives the rate at which particles with initial wave vector $k$ emerge from a phonon collision with wave vector $k'$. Although such interactions typically do not conserve energy or momentum, they do preserve particle number. This property is confirmed by the fact that $\langle Q_i(f) \rangle = 0$, which follows from the symmetry in the right-hand side of (2.3) with respect to the $k$ and $k'$ variables.

An important concept in scattering is the principle of detailed balance which asserts that the transition probabilities between any two states must be equal for a system in equilibrium—that is, for any equilibrium density $F_{eq}$, the local scattering rate satisfies

$$s(x, k', k) F'_{eq} (1 - F_{eq}) = s(x, k; k') F_{eq} (1 - F'_{eq}). \tag{2.4}$$

In other words, equilibrium cannot be maintained by cyclical processes.

Although not considered here, there are more general collision operators that model additional physical processes. This includes particle-particle scattering and Auger scattering, the latter of which occurs when a carrier electron is absorbed by the lattice and its energy is transferred to bound electron that escapes the lattice. We
refer the interest reader to [59, 69] and references therein for detailed mathematical expressions for operators describing each type of collision and to [44] for a discussion of the physics involved.

2.2.2 Generation/Recombination Operators

The generation/recombination operators model the creation and annihilation of electron-hole pairs. They have the form

\[ R_1(f_1, f_2) = \int_B \left[ g(x, k', k)(1 - f'_1)(1 - f_2) - r(x, k, k') f_1 f_2' \right] dk', \]

\[ R_2(f_1, f_2) = \int_B \left[ g(x, k, k')(1 - f'_1)(1 - f_2) - r(x, k', k)f_1' f_2 \right] dk', \]

where \( g \) and \( r \) and periodic functions of \( k \) and \( k' \) that, in analogy with (2.4), satisfy

\[ g(x, k', k)(1 - F'_{1,eq})(1 - F_{2,eq}) = r(x, k, k') F_{1,eq} F'_{2,eq}. \quad (2.5) \]

By symmetry, \( \langle R_2(f_1, f_2) \rangle = \langle R_1(f_2, f_1) \rangle \), and since \( \langle Q_i(f) \rangle = 0 \), the difference between the \( L^1(dk) \) norms of the electron and hole kinetic densities is preserved by the flow described by (2.1):

\[ \partial_t \left( \langle F_2 \rangle - \langle F_1 \rangle \right) + \nabla_x \cdot \left( \langle v_2 F_2 \rangle - \langle v_1 F_1 \rangle \right) = 0. \]

Physically, this is just a statement of charge conservation.
2.2.3 Notions of Equilibrium

The Boltzmann-Poisson system is said to be in local equilibrium at a point \( x \in \Omega \) if

\[
Q_1(F_1) + R_1(F_1) = Q_2(F_2) + R_2(F_1, F_2) = 0,
\]

If local equilibrium holds for every \( x \), then the densities \( F_1 \) and \( F_2 \) are constant along particle trajectories that are characteristics of (2.1). Physically this means that collision and generation/recombination processes do not contribute to the evolution of the system.

We now restrict our attention to the case where \( Q_i \) models particle-phonon collisions. The relative entropy plays an important role here in characterizing equilibria of the Boltzmann-Poisson system. It also describes the trend of solutions toward such equilibria. For \( i = 1 \) (electrons) and \( i = 2 \) (holes), the relative entropy is

\[
\mathcal{K}_i(f) = \langle \kappa_i(f, \cdot) \rangle,
\]

where

\[
\kappa_i(z, k) \equiv z \log z - z + (1 - z) \log(1 - z) + (-1)^{i+1} \frac{e_i(k) - e_i^0}{k_B T_\ell} z.
\]

Here \( k_B \) is Boltzmann’s constant and \( T_\ell \) is the temperature of the lattice, which is assumed to be in equilibrium. The constant \( e_i^0 \) gives the value of the respective band edge. For electrons, it is the conduction band minimum \( (e_1^0 \leq e_1(k)) \), and for holes it is the valence band maximum \( (e_2^0 \geq e_2(k)) \). In the language of thermodynamics, \( \mathcal{K}_i \) is the Massieu function corresponding to the Helmholtz free energy \([17]\).

The relationship between the relative entropies and equilibria of (2.1) is based on
Legendre duality. In general, the Legendre transform of a convex scalar function \( \xi(z) \), \( z \in \mathbb{R}^n \), is defined by the implicit relation

\[
\xi(z) + \xi^*(y) = y^T z, \quad y = \partial_z \xi \in \mathbb{R}^n.
\] (2.7)

Differentiating (2.7) shows that \( z = \partial_y \xi^* \) and, consequently, \( (\xi^*)^* = \xi \). The Legendre transform of \( \kappa \) can be computed explicitly:

\[
\kappa^*_i(y, k) = \log \left[ 1 + \exp \left( (-1)^{i+1} \frac{e_i(k) - e_i^0}{k_B T} - y \right) \right], \quad y = \partial_z \kappa_i(z, k),
\] (2.8)

and \( z \) can be computed in terms of \( y \):

\[
z = \partial_y \kappa^*_i(y, k) = \left[ 1 + \exp \left( (-1)^{i+1} \frac{e_i(k) - e_i^0}{k_B T} - y \right) \right]^{-1}.
\] (2.9)

In [57,58] it is shown that, when restricted to particle-phonon collisions, the null-spaces \( Q_i \) are given by functions of the form

\[
F_{i,eq} = \frac{1}{1 + (-1)^{i+1} g(e) \exp \left( \frac{e_i(k)}{k_B T} \right)},
\] (2.10)

where \( g(e + h\nu) = g(e) \) and \( \nu \) is the frequency of the phonon involved in a collision. However, in practice, there are collisions of many non-commensurate frequencies (i.e. \( \nu_1/\nu_2 \) is not rational). Therefore, \( g \) is a constant and the expression in (2.10) reduces
to the well-known Fermi-Dirac distribution:

\[ F_{i,eq} = \left[ 1 + \exp \left( \frac{(-1)^{i+1} e(k) - \omega}{k_B T_c} \right) \right]^{-1}, \tag{2.11} \]

where \( \omega \) is the chemical potential. By comparing (2.9) and (2.11), we see that

\[ F_{i,eq} = \partial_y \kappa_i^* (\phi_i, k) , \quad \phi_i \equiv (-1)^i \frac{e_i^0 - \omega}{k_B T_c}. \]

With the form of \( F_{i,eq} \) given in (2.9), relations (2.4) and (2.5) become

\[ s(x, k, k') = s(x, k', k) \exp \left( \frac{(-1)^i e(k) - e(k')}{{k_B T}_c} \right) , \tag{2.12a} \]
\[
    r(x, k, k') = g(x, k', k) \exp \left( \frac{e_1(k) - e_2(k')}{{k_B T}_c} \right). \tag{2.12b}
\]

In [66], it is shown that (2.12a) and (2.12b) are necessary and sufficient conditions to prove the following Theorems:

**Theorem 1 (Poupaud)** Suppose that \( s > 0 \) is a bounded function that satisfies (2.12a). Then

\[ \langle \partial_z \kappa_i(f, \cdot) Q_i(f) \rangle \leq 0 \]

for any measurable function \( f \). Furthermore, the following are equivalent

1. \( Q_i(f) = 0 ; \)
2. \( \langle \partial_z \kappa_i(f, \cdot) Q_i(f) \rangle = 0 ; \)
3. There exists a constant $\phi_i$ such that

$$f(k) = \partial_y \kappa_i^*(\phi_i, k).$$

**Theorem 2 (Poupaud)** Suppose that $r$ and $g$ are bounded functions related by (2.12b). Then

$$\langle \partial_\varepsilon \kappa_1(f_1, \cdot) \ (Q_1(f_1) + R_1(f_1, f_2)) \rangle + \langle \partial_\varepsilon \kappa_2(f_2, \cdot) \ (Q_2(f_2) + R_2(f_1, f_2)) \rangle \leq 0$$

for any measurable functions $f_1$ and $f_2$. Furthermore, the following are equivalent:

1. $R_1(f_1, f_2) = R_2(f_1, f_2) = 0$;

2. $Q_1(f_1) + R_1(f_1, f_2) = Q_2(f_2) + R_2(f_1, f_2) = 0$;

3. $\langle \partial_\varepsilon \kappa_1(f_1, \cdot) \ [Q_1(f_1) + R_1(f_1, f_2)] \rangle + \langle \partial_\varepsilon \kappa_2(f_2, \cdot) \ [Q_2(f_2) + R_2(f_1, f_2)] \rangle = 0$;

4. If $\omega$ is the chemical potential, then

$$f_i(k) = \partial_y \kappa_i^*(\phi_i, k),$$

where

$$\phi_i = (\varepsilon_i^0 - \omega) \frac{1}{k_B T_\ell}.$$

Theorem (2) implies the following corollary, which relates equilibria to the dissipation of an entropy-based Lyapunov functional.
Corollary 3 If (2.12) holds, then the Boltzmann-Poisson system locally dissipates the quantity

$$\langle \kappa(F_1, \cdot) \rangle + \langle \kappa(F_2, \cdot) \rangle + \frac{e}{2k_BT}\|\nabla_x \Phi\|^2.$$ 

The dissipation rate is zero if and only if

$$F_1 = \frac{1}{1 + \exp\left(\frac{e_1(k) - \omega}{k_BT}\right)} \quad \text{and} \quad F_2 = \frac{1}{1 + \exp\left(\frac{e_2(k) - \omega}{k_BT}\right)}$$

for some constant $\omega$.

Proof. The proof is a calculation. We sketch the details. Multiplying (2.1) by $\kappa_i$ and integrating over the Brillouin zone gives,

$$\partial_t \langle \kappa_i(F_i, \cdot) \rangle + \nabla_x \cdot \langle \kappa_i(F_i, \cdot) \rangle + q_e \nabla_x \Phi \cdot \langle \partial_z \kappa_i(F_i, \cdot) \nabla_k F_i \rangle = \langle \partial_z \kappa_i(F_i, \cdot) (Q_i(F_i) + R_i(F_1, F_2)) \rangle,$$

where, by the periodicity of $\mathbb{B}$,

$$\nabla_x \Phi \cdot \langle \partial_z \kappa(F_i, \cdot) \nabla_k F_i \rangle = -\nabla_x \Phi \cdot \langle \partial_k \kappa(F_i, \cdot) \rangle$$

$$= \frac{(-1)^{i+1}\hbar}{k_BT} \nabla_x \Phi \cdot \langle v F_i \rangle$$

$$= \frac{(-1)^{i+1}\hbar}{k_BT} (\nabla_x \cdot (\Phi \langle v F_i \rangle) - \Phi \nabla_x \cdot \langle v F_i \rangle)$$

$$= \frac{(-1)^{i+1}\hbar}{k_BT} \left(\nabla_x \cdot (\Phi \langle v F_i \rangle) - \Phi (\partial_t \langle F_i \rangle - \langle R_i(F_1, F_2) \rangle)\right).$$
Combining (2.13) and (2.14) with the fact that $\langle R_2(f_1, f_2) \rangle = \langle R_1(f_2, f_1) \rangle$ gives

\[
\partial_t \left( \langle \kappa(F_1, \cdot) \rangle + \langle \kappa(F_2, \cdot) \rangle + \frac{e}{2k_BT} |\nabla_x \Phi|^2 \right) + \nabla_x \cdot \left( \langle \kappa(F_1, \cdot) \rangle + \langle \kappa(F_2, \cdot) \rangle + \frac{qe}{k_BT} \Phi (\langle vF_1 \rangle - \langle vF_2 \rangle) + \frac{e}{k_BT} \Phi \partial_t (\nabla_x \Phi) \right) = \langle \partial_x \kappa_1(F_1, \cdot) \rangle (Q_1(F_1) + R_1(F_1, F_2)) + \langle \partial_x \kappa_2(F_2, \cdot) \rangle (Q_2(F_2) + R_2(F_1, F_2)) .
\]

The result now follows directly from Theorem (2). □

In light of (2.12a), the collision operator can be written in the form

\[
Q_i(f) = \int_{\mathbb{R}} [\tilde{s}_i(x, k', k) M_i f'(1 - f) - M_i f (1 - f')] dk' , \tag{2.15}
\]

where

\[
M_i^j \equiv \frac{1}{N_i^j} \exp \left( (-1)^i \frac{e_i(k)}{k_BT_i} \right) , \quad N_i^j \equiv \left\langle \exp \left( (-1)^i \frac{e_i(k)}{k_BT_i} \right) \right\rangle
\]

and $\tilde{s}_i > 0$ is symmetric in the $k$ and $k'$ variables with

\[
\tilde{s}_i(x, k', k) \equiv \frac{s_i(x, k', k)}{M_i^j} = \frac{s_i(x, k, k')}{(M_i^j)'} \equiv \tilde{s}_i(x, k, k') ,
\]

### 2.3 Simplifications

In this section, we present a series of successive approximations that simplify the Boltzmann-Poisson system. Our goal is to reduce (2.1) to a unipolar (electron only) model with a parabolic dispersion relation. The order in which approximations are presented is not intended to imply any type of hierarchical structure, but rather to
reach the simplified model as quickly as possible.

2.3.1 Unipolar Model

In some cases, $F_1 \gg F_2$ (or vice-versa), and in such cases, it is common to set $F_2 = 0$ and $R_1 = R_2 = 0$ and to drop the remaining subscripts in (2.1). The Boltzmann-Poisson system for $F = F_1$ becomes

$$
\partial_t F + v(k) \cdot \nabla_x F + q_e \nabla_x \Phi \cdot \nabla_k F = Q(F) \quad (2.16a)
$$

$$
-\nabla \cdot \left( \epsilon \nabla_x \Phi \right) = q_e \left( D - \langle F \rangle \right), \quad (2.16b)
$$

where $Q = Q_1$ is given by (2.15). Since $\langle Q \rangle = 0$, the $L^1(dk)$ norm of $F$ is preserved by the flow of (2.1):

$$
\partial_t \langle F \rangle + \nabla_x \cdot \langle vF \rangle = 0. \quad (2.17)
$$

The relative entropy density $\kappa = \kappa_1$ and its Legendre transform $\kappa^* = \kappa^*_1$ are given by (2.6) and (2.8), respectively. The following is a corollary of Theorem 1.

**Corollary 4** If (2.12a) holds for $i = 1$, then the unipolar Boltzmann-Poisson system (2.16) locally dissipates the quantity

$$
\langle \kappa(F, \cdot) \rangle + \frac{\epsilon}{2k_B T_\ell} \left| \nabla_x \Phi \right|^2.
$$
The dissipation rate is zero if and only if

\[ F = \frac{1}{1 + \exp\left(\frac{e(k) - \omega}{k_B T_\ell}\right)} \]

for some constant \( \omega \).

**Proof.** The proof is a calculation along the lines of the proof of Corollary 3. It shows that solutions of (2.16) satisfy

\[
\partial_t \left( \langle \kappa(F, \cdot) \rangle + \frac{\epsilon}{2k_B T_\ell} |\nabla_x \Phi|^2 \right) + \nabla_x \cdot \left( \langle \kappa(F_1, \cdot) \rangle + \frac{q_e}{k_B T_\ell} \langle v F \rangle + \frac{\epsilon}{k_B T_\ell} \Phi \partial_t (\nabla_x \Phi) \right) = \langle \partial_z \kappa(F, \cdot) Q(F) \rangle.
\]

The result now follows immediately from Theorem 1. ■

### 2.3.2 Low Density Approximation

For \( 0 < F \ll 1 \) the collision operator can be linearized, giving

\[ C(f) \equiv \int_B \tilde{s}(x, k', k)(M_{\ell} f' - M_{\ell}' f) \, dk' , \]

where now

\[ M_{\ell}(k) = \frac{1}{N_{\ell}} \exp\left(\frac{-e(k)}{k_B T_\ell}\right), \quad N_{\ell} = \exp\left(\frac{-e(0)}{k_B T_\ell}\right) \right) . \quad (2.18) \]
Let $H_{1/M}$ be the Hilbert space with inner product
\[
(f, g)_{1/M} = \left\langle \frac{f g}{M} \right\rangle .
\]

Using symmetry in the $k$ and $k'$ variables, one may readily show that $C$ is self-adjoint with respect this inner product:
\[
(g, C(f))_{1/M} = \int_B \int_B \left[ \tilde{s}(x, k', k) \left( g f' - \frac{M}{M} g f \right) \right] dk' dk
\]
\[
= \int_B \int_B \left[ \tilde{s}(x, k', k) \left( g' f - \frac{M}{M} g f \right) \right] dk' dk
\]
\[
= \langle f C(M g) \rangle ,
\]
and also negative definite:
\[
\langle f C(M g) \rangle = -\frac{1}{2} \int_B \int_B \left[ \tilde{s}(x, k', k) \left( \frac{M}{M} f^2 - 2 f f' + \frac{M}{M} (f')^2 \right) \right] dk' dk \tag{2.19}
\]
\[
= -\frac{1}{2} \int_B \int_B \left[ \tilde{s}(x, k', k) \left( \frac{M}{M} f^2 - \frac{M}{M} (f')^2 \right) \right] dk' dk \leq 0 .
\]

The entropy density and its Legendre transform in the low density approximation are
\[
\kappa(z, k) = z \log z - z + \frac{e(k) - e^0}{k_B T} z ,
\]
\[
\kappa^*(y, k) = \exp \left( -\frac{e(k) - e^0}{k_B T} - y \right) .
\]
with equilibria are given by

\[ F_{eq} = \partial_y \kappa^* (\phi, k), \quad \phi = -\frac{(e^0 - \omega)}{k_B T_c}. \]

### 2.3.3 Parabolic Band Approximation

If the energy of carrier electrons lies near the conduction band minimum at \( k_0 \), then \( \nabla_k e(k_0) = 0 \) and the dispersion relation can be expanded to second order as

\[ e(k) - e(k^0) = \frac{1}{2} (\nabla_k^2 e)(k) : (k - k^0)^2 + O(|k - k_0|^3). \]

Upon a rotational change of coordinates, we may assume that the Hessian of \( e \) is diagonal with positive entries. Thus, if we ignore terms that are \( O(|k - k_0|^3) \), then

\[ e(k) - e(k^0) = \frac{1}{2} \sum_{i=1}^{3} \frac{\partial^2 e}{\partial k_i^2} (k_i - k_0^i)^2. \]  

Equation (2.20) is called the parabolic approximation

For spherical bands, the diagonal entries of the Hessian will all be equal, but in general, this is not the case. Still, it is common to introduce a spherical approximation, thereby expressing curvature of the band with a single scalar quantity. Typically, the value of this quantity is chosen in such a way that preserves the density of states, which is defined as the number of different momentum states consistent with a given energy. The Hessian of \( e \) enters the formula for the density of states via
the determinant
\[
\det \left( \nabla_k^2 e \right) = \prod_{i=1}^{3} \left( \frac{\partial^2 e}{\partial k_i^2} \right).
\]

Therefore, (2.20) is replaced by the expression

\[
e(k) - e(k^0) = \frac{\hbar}{2m^*_e} |k - k^0|^2, \quad \frac{1}{m^*_e} = \left( \prod_{i=1}^{3} \left( \frac{\partial^2 e}{\partial k_i^2} \right) \right)^{1/3}.
\]

The dispersion relation now has the form of a classical particle with mass \(m^*_e\). This value is called the effective electron mass and is usually expressed as a fraction of the true electron mass \(m_e\).

In the spherical, parabolic band approximation, the group velocity is

\[
v(k) = \nabla_k e(k) = \frac{\hbar}{m^*_e} (k - k^0).
\] (2.21)

and the function \(M\) in (2.18) reduces to

\[
M = \frac{1}{(2\pi \theta_\ell)^{3/2}} \exp \left( -\frac{|v|^2}{2\theta_\ell} \right),
\] (2.22)

where \(\theta_\ell = k_B T_\ell / m^*_e\). (Because \(k_B / m^*_e\) is constant, it is common to refer to \(\theta_\ell\) as the lattice temperature when, in fact, is has units of velocity squared.) In light of (2.21), the kinetic equation (2.16a) is typically rewritten with velocity replacing wave
number as an independent variable:

\[
\partial_t F + v \cdot \nabla_x F + \frac{q_e}{m_e^*} \nabla_x \Phi \cdot \nabla_v F = \mathcal{C}(F) \tag{2.23a}
\]

\[
-\nabla \cdot (\epsilon \nabla \Phi) = q_e (D - \langle F \rangle) , \tag{2.23b}
\]

where

\[
\mathcal{C}(f) = \int_{\mathbb{R}^3} [\sigma(x,v',v) (Mf' - Mf)] \, dv ,
\tag{2.24}
\]

and the new scattering rate \(\sigma\) is an approximation of \(\bar{s}\). Because the parabolic approximation is local in momentum space, consistency requires that the Brillouin zone be extended to all of \(\mathbb{R}^3\). Moreover, any dependence of the dispersion relation on the reciprocal lattice—beyond the numerical value of \(m_e^*\)—is removed. This means, in particular, that the scattering rate \(\sigma\) is rotationally invariant—that is, for any orthogonal matrix \(O \in \mathbb{R}^{3\times3}\),

\[
\sigma(x, O^T v', O^T v) = \sigma(x, v', v) . \tag{2.25}
\]

2.4 Drift-Diffusion Equations

In this section, we formally derive the drift-diffusions equations, beginning with the simplified Boltzmann-Poisson system given in (2.23). A rigorous statement and proof concerning the relation between the Boltzmann-Poisson system and the drift-diffusion-Poisson system can be found in [68]. The drift-diffusion equation [35, 59]
is

$$\partial_t n - \nabla_x \cdot (a \nabla_x n - \mu n \nabla_x \Phi) = 0,$$

(2.26)

where $n \equiv \langle F \rangle$ is the electron concentration, $\mu = \mu(x)$ is the electron mobility, and $a = a(x)$ is the electron diffusivity. It must be supplemented by Poisson’s equation (2.23b) for the potential $\Phi$. Boundary conditions for (2.26) are usually specified by separating the boundary of $\Omega$ into two parts: at Ohmic and Schottky contacts, Dirichlet conditions for $n$ are given; and at insulating and artificial boundaries, the flux in (2.26) is set to zero.

The drift-diffusion equation can be derived from the Boltzmann equation, beginning with the conservation law (2.17):

$$\partial_t n + \nabla_x \cdot \langle v F \rangle = 0.$$  

(2.27)

This law requires a closure that expresses the flux $\langle v F \rangle$ in terms of $n$. The drift-diffusion equations are based on a closure that assumes $F$ is near equilibrium. Before deriving it, let us first review the properties [59] of the collision operator $C$ given in (2.24).

1. $C$ is self-adjoint with respect to the inner product

$$\langle f, g \rangle_{1/M} = \int_{\mathbb{R}^3} f(v)g(v) \frac{dv}{M(v)},$$

where $M$ is given by (2.22). $C$ is a Fredholm operator with a null-space composed entirely of multiples of $M$. The equation $C(f) = g$ has a solution if and
only if $\langle g \rangle = 0$. This solution is unique given the restriction that $\langle fM \rangle = 0$.

We denote this solution by $f = C^{-1}(g)$.

2. For any orthogonal matrix $O \in \mathbb{R}^{3 \times 3}$, define the operator $O$ by

$$(Og)(v) \equiv g(Ov).$$

Then (2.25) implies that $C$ and $O$ commute, i.e.,

$$OC(g) = C(Og).$$

As a consequence,

$$\langle g_1 C(g_2) \rangle = \langle O(g_1 C(g_2)) \rangle = \langle O g_1 C(Og_2) \rangle, \quad \forall \ g_1, g_2 \in \text{Dom}(C), \quad (2.28a)$$

for all $g_1, g_2 \in \text{Dom}(C)$ and

$$\langle g_1 C^{-1}(g_2) \rangle = \langle O(g_1 C^{-1}(g_2)) \rangle = \langle O g_1 C^{-1}(Og_2) \rangle, \quad \forall \ g_1, g_2 \in \text{Dom}(C^{-1})$$

(2.28b)

for all $g_1, g_2 \in \text{Dom}(C^{-1})$.

2.4.1 Scaling

The behavior of solutions to the Boltzmann-Poisson system depends heavily on the ratio of the mean-free-path between collisions to the length of a device and also on
the size of the electrons’ thermal velocity relative to the drift velocity induced by the electric field \( E = -\nabla_x \Phi \). To understand how these parameters play a role, one must first non-dimensionalize (2.23a). First, we rescale the independent variables

\[ x = x_0 \hat{x}, \quad v = v_0 \hat{v}, \quad t = t_0 \hat{t}. \quad (2.29) \]

Here a "naught" subscript denotes the magnitude of the associated dimensional variable and a carat denotes the new dimensionless variable. The value \( x_0 \) is the physical device scale, \( v_0 \) is the free velocity (set to capture the slowest dynamics of problem), and \( t_0 = x_0/v_0 \) is the time it takes a particle at velocity \( v_0 \) to traverse the distance \( x_0 \). Next, we rescale the dependent variables:

\[ F(x, v, t) = F_0 \hat{F}(\hat{x}, \hat{v}, \hat{t}), \quad C(F) = C_0 \hat{C}(\hat{F}), \quad (2.30) \]

\[ \Phi(x, v, t) = [\Phi_0] \hat{\Phi}(\hat{x}, \hat{v}, \hat{t}). \]

Here \([\Phi_0]\) is the voltage drop across the device. With the non-dimensional variables given in (2.29) and (2.30), the transport equation is (with hats removed)

\[ \frac{1}{t_0} \partial_t F + \frac{v_0}{x_0} v \cdot \nabla_x F - \frac{1}{v_0 x_0 \frac{q}{m} [\Phi_0] \nabla_x \Phi \cdot \nabla_v F = \frac{C_0}{F_0} C(F). \quad (2.31) \]

In addition to the free velocity, there are two other important velocity scales: the thermal velocity \( \theta_0^{1/2} \) and the drift velocity \( v_d \) due to the electric field. The thermal
velocity is given by 

\[ \theta_0^{1/2} = \frac{\text{mean-free-path}}{\tau_0}, \]

where the relaxation time scale \( \tau_0 \equiv C_0/F_0 \) characterizes the average time between electron-phonon collisions and the mean-free-path is the average distance between collisions. A reference value for the drift velocity is found by considering a particle initially at rest at time zero that is accelerated by a constant electric field \( E_0 = -\frac{[\Phi_0]}{x_0} \).

Just before a collision at time \( \tau_0 \), the particle has drift velocity

\[ v_E \equiv \frac{qE_0}{m^*} \tau_0 = \frac{q_e [\Phi_0]}{m_e^* x_0}. \]

In order to capture the dynamics at both of these velocity scales, we set \( v_0 = \min(\theta_0^{1/2}, v_E) \).

We now identify several non-dimensional parameters. First is the scaled Knudsen number \( \varepsilon \), which gives the ratio of mean-free-path to device length:

\[ \varepsilon \equiv \frac{\text{mean-free-path}}{x_0} = \frac{v_0 \tau_0}{x_0}, \]

and also relates the reference times \( t_0 \) and \( \tau_0 \):

\[ \frac{t_0}{\tau_0} = \varepsilon \theta_0^{1/2}. \]

There are also two velocity ratios, \( \eta \) and \( \delta \), which measure the ratio of the free to
thermal velocity and the drift to thermal velocity, respectively:

\[ \eta = \frac{v_0}{\theta_0^{1/2}}, \quad \delta = \frac{v_E}{\theta_0^{1/2}} = \frac{q_e \tau_0}{m_e^* v_0 x_0} \frac{[\Phi_0]}{v_0 x_0}. \]

In terms of these three ratios, (2.31) becomes

\[ \eta \partial_t F + \eta v \cdot \nabla_x F - \frac{\delta}{\epsilon \eta} \nabla_x \Phi \cdot \nabla_v F = \frac{1}{\epsilon} \mathcal{C}(F). \]  
(2.32)

Several asymptotic limits can be realized based on the size of \( \epsilon \) and \( \delta \).

1. **The drift-diffusion balance.** Assume that collision processes dominate the dynamics of electron transport, so the drift velocity is small compared to the thermal velocity. Then \( \epsilon = \delta = \eta \) and (2.32) becomes

\[ \epsilon \partial_t F + v \cdot \nabla_x F + \nabla_x \Phi \cdot \nabla_v F = \frac{1}{\epsilon} \mathcal{C}(F). \]  
(2.33)

2. **The drift-collision balance.** Assume that the electric field force is large enough to balances the collision forces, so the drift velocity and thermal velocity are of comparable size. Therefore \( \epsilon \ll \delta = 1 \), and (2.32) becomes

\[ \partial_t F + v \cdot \nabla_x F + \frac{1}{\epsilon} \nabla_x \Phi \cdot \nabla_v F = \frac{1}{\epsilon} \mathcal{C}(F). \]

Other possible limits exist. For example, one can consider a high field ballistic scaling [1, 2, 18, 77] in which a nontrivial proportion of carrier electrons pass through
the semiconductor material without being slowed by collisions. There are also variations on the drift-collision balance [67, 70]. However, we will not consider these cases here. In fact, in what follows, we will concentrate entirely on the small-field approximation that leads to the drift-diffusion balance.

### 2.4.2 Chapman-Enskog Expansion

We now use a Chapman-Enskog expansion to approximate $F$ in the asymptotic limit $\varepsilon \to 0$ of the drift-diffusion scaling, thereby re-deriving the closure used in (2.27).

We formally expand $F$ to first order $\varepsilon$:

$$F = n \hat{M}_\ell + \varepsilon \hat{M}_\ell \mathcal{F}^{(1)}[n], \quad (2.34)$$

where $n = \langle F \rangle$, $\langle \mathcal{F}^{(1)}[n] \rangle = 0$, and $\hat{M}_\ell$ is the rescaled version of (2.22) given by

$$\hat{M}_\ell = \frac{1}{(2\pi)^{3/2}} \exp \left( -\frac{|v|^2}{2} \right).$$

(Note that square brackets around dependent variables indicate non-local dependence.) Plugging (2.34) into (2.33) and comparing powers of $\varepsilon$ gives

$$\mathcal{C}(\hat{M}_\ell \mathcal{F}^{(1)}) = -v \cdot \nabla_x (n \hat{M}_\ell) + \nabla_x \Phi \cdot \nabla_v n \hat{M}_\ell$$

$$= -\hat{M}_\ell v \cdot [\nabla_x n + n \nabla_x \Phi].$$
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Because $\langle v M \rangle = 0$, (2.35) is solvable for $\mathcal{F}^{(1)}$:

$$
\mathcal{F}^{(1)} = -\frac{1}{M_{\ell}} \mathcal{C}^{-1}(\hat{M}_\ell v) \cdot [\nabla_x n + n \nabla_x \Phi],
$$

whereby

$$
\langle v F \rangle = -\left\langle v \otimes \mathcal{C}^{-1}(\hat{M}_\ell v) \right\rangle \cdot [\nabla_x n + n \nabla_x \Phi].
$$

We note that upon rescaling that $\mathcal{C}$ retains the properties given in (2.28) with $M_{\ell}$ replaced by $\hat{M}_\ell$, Using these properties, one can show that $\left\langle v \otimes \mathcal{C}^{-1}(\hat{M}_\ell v) \right\rangle$ is a multiple of the identity. This multiple defines the mobility $\mu$:

$$
\mu = \frac{\partial_t n - \nabla_x \cdot (\mu (\nabla_x n - n \nabla_x \Phi)) = 0.}
$$

Setting (2.36) into (2.27) gives the drift-diffusion equation in non-dimensional form:

$$
\partial_t n - \nabla_x \cdot (\mu (\nabla_x n - n \nabla_x \Phi)) = 0.
$$

In dimensional variables,

$$
\partial_t n - \nabla_x \cdot \left( \mu \left( \frac{m^*_\ell \theta_\ell}{q_e} \nabla_x n - n \nabla_x \Phi \right) \right) = 0,
$$

and by comparing (2.37) with (2.26), we recover the so-called Einstein relations [84]:

$$
a = \frac{m^*_\ell \theta_\ell}{q_e} \mu = \frac{k_B T_\ell}{q_e} \mu.
$$
In [66], it is proven rigorously that

\[ F = nM_t + O(\varepsilon), \]

where \( F \) solves (2.23a) and \( n \) solves (2.37). This result depends on appropriate specification of boundary conditions and the introduction of a boundary layer.
Chapter 3
Hydrodynamic Models

In this chapter, we analyze several moment models of electron transport, which in the context of semiconductors are generally referred to as hydrodynamic models or sometimes extended hydrodynamic models. These models provide a reasonable alternative to highly complex kinetic equations, and unlike drift-diffusion, their derivation is not based on any near-equilibrium assumptions. Our main result is the derivation of a new hierarchy of models based on perturbations of standard entropy-based closures. The motivation for these new closures is to incorporate a description of the heat flux (which plays an important role in electron transport) into well-posed entropy-based models in a way that is justifiable at the kinetic level.

Extensive studies have been done on a variety hydrodynamic models by electrical engineers, physicists and applied mathematicians. Although many models exist in the literature (see [33] for a survey), most of them are variations or extensions of the works by Bløtekjær [13, 14] and Stratton [81]. The continuing challenge of creating credible models is to find an accurate description of electron transport in high-field, hot-electron regimes. Our approach is to derive models beginning from a kinetic description.
The chapter is laid out as follows. In Section 3.1, we give mathematical formulation of electron transport at the kinetic level, which will form a foundation for the remainder of the chapter. This includes a general recipe for constructing moments models from a kinetic description. In Section 3.2, we review the widely used model attributed to Bløtekjær [13,14] and Baccarani and Wordemann [8]. In Section 3.3, we review the model of Anile and Pennisi [4] in the context of extended thermodynamics. In Section 4, we lay out the formal framework for closures based on entropy minimization [51–53]. Finally in Section 3.5, we derive the new perturbed entropy-based closures and present several examples.

### 3.1 Mathematical Background

Let \( F = F(x,v,t) \) be the kinetic density of free electrons in a single conduction band of a semiconductor material. In a classical description, \( F \) evolves according to the Boltzmann transport equation

\[
\partial_t F + v \cdot \nabla_x F + \frac{q_e}{m_e^*} \nabla_x \Phi \cdot \nabla_v F = C(F).
\]  

(3.1)

Here \( v \in \mathbb{R}^3 \) is the velocity coordinate, \( x \in \Omega \subset \mathbb{R}^3 \) is the spatial coordinate, and \( t \geq 0 \) is time. The constant \( q_e \) is the magnitude of the electron charge, and \( m_e^* \) is the effective electron mass that characterizes the conduction band in the classical parabolic limit [59].

The left-hand side of (3.1) describes the evolution of particles under their own inertia and by the force derived from the electric potential \( \Phi \) that satisfies Poisson’s
equation
\[-\nabla_x \cdot (\epsilon \nabla_x \Phi) = q_e \left( D - \langle F \rangle \right). \quad (3.2)\]

Together (3.1) and (3.2) are the Boltzmann-Poisson system. The new quantities in (3.2) are the doping profile \( D = D(x) \) and the electric permittivity \( \epsilon = \epsilon(x) \). The angle brackets denote integration with respect to the velocity variable—that is for any function \( g = g(v) \)
\[\langle g \rangle \equiv \int_{\mathbb{R}^3} g(v) dv.\]

The collision operator \( C \) on the right-hand side of (3.1) is the integral operator introduced in (2.24) of Chapter 2 that describes collisions between particles and phonons in the semiconductor lattice which are assumed to be in thermal equilibrium with lattice temperature \( \theta_L \).

### 3.1.1 Formal Kinetic Properties

We recall several important properties of the collision operator. First, for any function \( \xi = \xi(v) \), the following are equivalent:

\[(i) \langle \xi C(f) \rangle = 0 \text{ for all } f \in \text{Dom}(C); \quad (3.3a)\]

\[(ii) \xi \text{ is constant.} \quad (3.3b)\]

In particular, \( \xi = 1 \) gives the conservation law for electron concentration
\[\partial_t \langle F \rangle + \nabla_x \cdot \langle vF \rangle = 0. \quad (3.4)\]
Second, for all \( f \in \text{Dom}(C) \),

\[
\left\langle \log \left( \frac{f}{M_\ell} \right) C(f) \right\rangle \leq 0, \tag{3.5}
\]

where

\[
M_\ell(v) \equiv \frac{1}{(2\pi \theta_\ell)^{3/2}} \exp \left( -\frac{|v|^2}{2\theta_\ell} \right) \tag{3.6}
\]

is the *lattice Maxwellian*. Finally, there is an \( H \)-Theorem. For all \( f \in \text{Dom}(C) \), the following statements are equivalent characterizations of the equilibria of \( C \):

\[
(i) \quad C(f) = 0. \tag{3.7a}
\]

\[
(ii) \quad f = \langle f \rangle M_\ell. \tag{3.7b}
\]

\[
(iii) \quad \left\langle \log \left( \frac{f}{M_\ell} \right) C(f) \right\rangle = 0, \tag{3.7c}
\]

The *kinetic entropy* \( \mathcal{H} \) and the *relative kinetic entropy* \( \mathcal{K} \) are defined as

\[
\mathcal{H}(f) = \langle f \log(f) - f \rangle, \tag{3.8a}
\]

\[
\mathcal{K}(f) = \left\langle f \log \left( \frac{f}{M_\ell} \right) - f \right\rangle. \tag{3.8b}
\]

The kinetic entropy arises in the study of dilute gases where a *different* collision
operator, $C_{gas}$, satisfies an $H$-Theorem similar to (3.7) with

$$(ii') f = M_{n,u,\theta},$$

$$(iii') \langle \log(f)C_{gas}(f) \rangle = 0,$$

where $M_{n,u,\theta}$ is a Maxwellian:

$$M_{n,u,\theta}(v) \equiv \frac{n}{(2\pi \theta)^{3/2}} \exp\left(\frac{|v-u|^2}{2\theta}\right)$$

for some parameters $(n, u, \theta) \in \mathbb{R}^+ \times \mathbb{R}^3 \times \mathbb{R}^+$ depending on $x$ and $t$. The evolution equation for $H$ is

$$\partial_t H(F) + \nabla_x \cdot J(F) = D(F),$$

where the kinetic entropy flux $J$ and the entropy dissipation $D$ are given by

$$J(F) = \langle v(F \log(F) - F) \rangle \quad \text{and} \quad D(F) = \langle \log(F)C(F) \rangle.$$

In general, $H$ will be locally dissipated by solutions of (3.1) if

$$\langle \log(M_\ell)C(f) \rangle = \frac{1}{2\theta} \langle |v|^2C(f) \rangle \leq 0.$$

The relative kinetic entropy derives its name from the fact that it is essentially the difference between the kinetic entropy of a function $f$ and the kinetic entropy of
\[ \mathcal{K}(f) + M_\ell = \mathcal{H}(f) - \mathcal{H}(M_\ell). \]  
\hspace{1cm} (3.12)

In fact, the left-hand side of (3.12) is often defined as the kinetic entropy. This makes little difference in any of the subsequent results and we use (3.8b) as a matter of convenience.

We stress that \( \mathcal{K} \) is the appropriate thermodynamic potential for describing the Boltzmann-Poisson system. To see this fact, consider that the left-hand side of (3.7c) can be interpreted as a statement that collision processes do not change \( \mathcal{K} \) at equilibrium. Indeed, for a general functional \( T \), define the formal differential

\[ \delta T(f; g) \equiv \lim_{\delta \to 0} \frac{\partial}{\partial \delta} T(f + \delta g), \]

then by (3.5)

\[ \delta(\mathcal{K}; \mathcal{C}(f)) \doteq \left\langle \log\left(\frac{f}{M_\ell}\right) \mathcal{C}(f) \right\rangle \leq 0 \]

with equality, by (3.7c), if and only if \( f = M_\ell \). (Above we use the notation \( \doteq \) to show that equality is formal. The differential does not always exist). In conjunction with (3.3), equation (3.7c) implies (3.7b) automatically. On the other hand, the statement

\[ \delta(\mathcal{H}; \mathcal{C}(f)) \doteq \langle \log(f) \mathcal{C}(f) \rangle = 0 \]

implies, also in conjunction with (3.3), that \( f \) is a positive constant. This is clearly not the appropriate characterization of the equilibria of \( \mathcal{C} \), because \( f \) in that case would not even be integrable. Thus from a mathematical point of view, it is \( \mathcal{K} \),
not $\mathcal{H}$, that is the correct object to describe the distribution $F$ that satisfies (3.1).

Indeed, $\mathcal{K}$ satisfies the local dissipation law

$$
\partial_t \left( \mathcal{K}(F) + \frac{\epsilon |\nabla_x \Phi|^2}{2m_e^* \theta_\ell} \right) + \nabla_x \cdot \left( \mathcal{J}(F) - \frac{\epsilon \theta_\ell \nabla_x \Phi - q_e \Phi \langle vF \rangle}{m_e^* \theta_\ell} \right) = \left\langle \log \left( \frac{F}{M_\ell} \right) C(F) \right\rangle < 0,
$$

which includes the contribution of the electric potential $\Phi$. (The reader is referred to the appendix of [17] for an explanation of how electric and magnetic fields are incorporated in a thermodynamic description of physical system.)

From a physical point of view, $\mathcal{K}$ should be written in the form

$$
\mathcal{K} = \mathcal{H} - \left\langle \frac{|v|^2}{2 \theta_\ell f} \right\rangle,
$$

which makes it more recognizable as the Massieu function corresponding to the non-equilibrium version of the Helmholtz free energy [17]. Because electrons are in contact with the thermal bath that is the semiconductor lattice, we see that $\mathcal{K}$ is the correct object to describe the physical system.

### 3.1.2 Moment Systems

Rather than attempt to resolve (3.1) in full detail, one may instead track the vector $\langle mF \rangle$, where $m = (m_0, \ldots, m_{l-1})^T$ is a vector whose $l$ components are linearly independent polynomials in $v$. (Often $m$ will be referred to as a *polynomial vector*.)

This significantly reduces the complexity of the problem by replacing the velocity
dependence of $F$ by a finite number of macroscopic variables that depend on $x$ and $t$. For functions $F$ in the set

$$\mathbb{F}_m = \left\{ g \in L^1(\mathbb{R}^D) : g \geq 0 \text{ and } \langle |m_s g| \rangle < \infty, \ (s = 0, \ldots, l - 1) \right\} \quad (3.14)$$

that satisfy (3.1) and decay sufficiently fast for large $|v|$, the evolution of spatial densities $\rho = \rho(x,t) \equiv \langle mF \rangle$ is given by

$$\partial_t \rho + \nabla_x \cdot (vmF) - \nabla_x \Phi \cdot (\nabla_x mF) = \langle mC(F) \rangle. \quad (3.15)$$

For any function $\xi = \xi(v)$, the integral $\langle \xi F \rangle$ will be referred to as the moment of $F$ with respect to $\xi$. Thus components of $\langle mF \rangle$ are moments with respect to the polynomials $m_s$. The order of $\langle m_s F \rangle$ is the degree of $m_s$. The set of moment equations that make up (3.15) is called the moment system for $F$ with respect to $m$, and the order of this system is the degree of the highest degree polynomial component of $m$. We note that in the context of semiconductors, these moment systems are generally referred to as hydrodynamic models.

In general, (3.15) is not closed, meaning that there are more dependent variables than equations. However, if we can find a function $\mathcal{F} : \mathbb{R}^l \rightarrow \mathbb{F}_m$ such that $F = \mathcal{F}([\rho])$, (3.15) becomes a closed system of the form

$$\partial_t \rho + \nabla_x \cdot f(\rho) - \frac{q_e}{m_e^*} \nabla_x \Phi \cdot l(\rho) = r(\rho), \quad (3.16)$$
where

\[ f(\rho) = \langle v m \mathcal{F}[\rho] \rangle, \quad l(\rho) = \langle \nabla_{\rho} m \mathcal{F}[\rho] \rangle, \quad r(\rho) = \langle m \mathcal{C}(\mathcal{F}[\rho]) \rangle. \]

(The bracket notation here denotes possibly non-local dependence on \( \rho \)). The components of \( f \) will be referred to as flux terms or simply fluxes; components of \( l \) will be referred to as field terms; and components of \( r \) will be referred to as collision terms. In practical situations it is \( \rho \), and not \( F \), that is a measurable quantity.

Because \( \mathbb{F}_m \) is an infinite dimensional vector space, a generic function in \( \mathbb{F}_m \) cannot be expressed by any finite number of components. Therefore, any closure for (3.15) will require that \( F \) be approximated by a function \( \mathcal{F}[\rho] \), in which case (3.16) only approximates the evolution of \( \rho \). The goal then is to identify candidates for \( \mathcal{F} \) for which (3.16) maintains the key physical and mathematical features of (3.15) as well as the original Boltzmann-Poisson system.

### 3.1.3 Evaluation of the Collision Operator

Once a suitable candidate for \( \mathcal{F} \) is found, evaluation of \( f \) and \( l \) is, in theory, straightforward. However, evaluation of the full collision operator \( \mathcal{C} \) is a nontrivial computation. For detailed kinetic and Monte Carlo simulations, the amount of work required for such a computation is justifiable. However, for hydrodynamic models that track only a handful of velocity moments, a more sensible approach is to use simple approximations that are easier to calculate yet still maintain the key features of full the collision operator. In particular, an approximation should dissipate the relative ki-
netic entropy $\mathcal{K}$, satisfy an $H$-Theorem as described by (3.7), and capture the correct relaxation properties in the equilibrium limit. The standard BGK model [12] is a popular choice. It takes the form

$$\tilde{C}(f) = -\frac{1}{\tau} \left( f - \frac{\langle \tau^{-1} f \rangle}{\langle \tau^{-1} M_i \rangle} M_i \right),$$

where $\tau = \tau(x,v)$ is the microscopic relation time and $M_i$ is given in (3.7c). In the parabolic limit, $\tau$ is usually modeled by a power law with the factored form [33]

$$\tau(x,v) = \bar{\tau}(x) \left( \frac{|v|^2}{2\theta_i} \right)^\gamma,$$

where the exponent $\gamma$ is a fitting parameter. When multiple scattering processes are involved $\gamma$ is given by some average representative value.

Since the point of moment models is to average out the velocity dependence of $f$, the microscopic relaxation time is often replaced by a macroscopic relaxation time $\tau_1$ that depends on the macroscopic variables and is velocity independent, in which case

$$\tilde{C}(f) = -\frac{1}{\tau_1} (f - \langle f \rangle M_i).$$

However, by removing the local velocity dependence from $\tau$, moments of the kinetic distribution are forced to relax to their equilibrium value at the same rate, which is very inaccurate.

In [13], a generalized BGK operator is introduced in which a kinetic density is assumed to relax to equilibrium through a sequence of intermediate states. The states
are not given explicitly; rather, they are specified only by their relevant moments—that is, only moments of interest in the hydrodynamic model are given. This relaxation operator maintains the conservation properties of the full collision operator and allows different moments to relax to equilibrium at different rates. In this way, some degree of microscopic information from $\tau$ is retained.

A similar multi-stage operator is presented in [51] in the context of neutral fluids that uses a sequence of fully specified intermediate states. The benefit is a relaxation operator that satisfies the same conservation and entropy dissipation properties as the full collisional operator.

A drawback to the approach in [51] for the neutral fluid case is that it fails to capture the correct transport coefficients in the incompressible Navier-Stokes limit. At issue there is the ability to obtain the correct Prandtl number—essentially the ratio of viscosity to thermal conductivity. However, in the context of electron-lattice collisions, the analog of the Navier-Stokes limit is the drift-diffusion limit. In this limit, there is only one transport coefficient: the mobility. Thus the approach in [51] will be satisfactory for the electron transport model.

### 3.2 The Bløtekjær, Baccarani, Wordemann (BBW) Model

The use of moment equations to describe electron transport was pioneered by Bløtekjær in [13, 14]. We briefly review the derivation in [13], beginning with a third-order system based on the vector

$$\mathbf{m} = (1, v, v \vee v, v \vee v \vee v)^T.$$  \hspace{1cm} (3.18)
The densities associated with these moments are the

concentration: \( \langle F \rangle \),

momentum: \( \langle vF \rangle \),

velocity flux tensor: \( \langle v \vartriangledown vF \rangle \),

and the unnamed third-order tensor \( \langle v \vartriangledown v vF \rangle \). Typically moment equations are expressed in terms of the concentration \( n \), the bulk velocity \( u \), the temperature tensor \( \Theta \), the heat flux tensor \( Q \), and the unnamed fourth-order tensor \( R \). They are related to \( F \) by

\[
\begin{align*}
n &= \langle F \rangle, \\
u &= \frac{1}{n} \langle vF \rangle, \\
\Theta &= \frac{1}{n} \langle (v - u) \vartriangledown (v - u) F \rangle, \\
Q &= \langle (v - u)^{\vartriangledown 3} F \rangle, \\
R &= \langle (v - u)^{\vartriangledown 4} F \rangle. \\
\end{align*}
\]

(3.19)

Often \( \Theta \) is split into its trace and traceless parts

\[
\Theta = n\theta I + \Sigma
\]

where \( \theta = \text{trace}(\Theta) \) is the (scalar) temperature and

\[
\Sigma = \left\langle \left( v \vartriangledown v - \frac{1}{3} |v|^2 \right) F \right\rangle
\]
is the anisotropic stress. With the variables defined in (3.19), the moment equations for $F$ with respect to $\mathbf{m}$ are given by (3.16) with

$$
\rho = \begin{pmatrix} 
    n \\
    nu \\
    nu \vee u + n\Theta \\
    nu^3 + 3n\Theta \vee u + Q 
\end{pmatrix},
$$

$$
f(\rho) = \begin{pmatrix} 
    nu \\
    nu \vee u + n\Theta \\
    nu^3 + 3n\Theta \vee u + Q \\
    nu^4 + 4nQ \vee u + 6n\Theta \vee u \vee u + R
\end{pmatrix},
$$

$$
\nabla_x \Phi \cdot \mathbf{l}(\rho) = \begin{pmatrix} 
    0 \\
    n \nabla_x \Phi \\
    2nu \vee \nabla_x \Phi \\
    (3nu \vee u + n\Theta) \vee \nabla_x \Phi
\end{pmatrix}.
$$

Note that $R$ and the collision terms have yet to be specified.

### 3.2.1 Closure

The closure process consists in approximating the flux terms and the collision terms. The field terms are already given in terms of the densities.
3.2.1.1 Flux Terms Finding a closure for $f$ amounts to specifying $R$. In [13], this is done by replacing $F$ in the expression for $R$ by a Gaussian distribution,

$$G_{n,u,\Theta}(v) \equiv \frac{n}{\sqrt{\det(2\pi \Theta)}} \exp \left( -\frac{1}{2} (v - u)^T \Theta^{-1} (v - u) \right),$$

which gives

$$R = 3n\Theta \vee \Theta.$$  \hspace{1cm} (3.20)

It should be noted that $G$ is constructed in order to recover the correct values for $n$, $u$, and $\Theta$. However, $G$ cannot be used to evaluate the heat flux $Q$. Since, $G(v + u) = G(-(v + u))$, a simple symmetry argument shows that the heat flux tensor associated with $G$ is identically zero.

3.2.1.2 Collision Terms The next step is to find an expression for the collision terms $r(\rho)$. Bløtekjær’s approach here is to approximate the collision operator by a series of relaxation terms,

$$\tilde{C}(F) = - \sum_{s=0}^{2} \eta_s (F - f_s),$$  \hspace{1cm} (3.21)

where the relaxation rates $\eta_s > 0$ depend on the moments $\langle mF \rangle$. The quantity $f_s$ is a distribution with concentration $n_s$, bulk velocity $u_s$, and temperature $\theta_s$ that is spherically symmetric about $u_s$, meaning

$$f_s \left( O^T (v - u_s) \right) = f_s (v - u_s)$$
for any orthogonal matrix $O$. For example, $f_s$ could be a Maxwellian distribution of the form

$$
\mathcal{M}_{n_s,u_s,\theta_s}(v) \equiv \frac{n_s}{(2\pi\theta_s)^{3/2}} \exp\left(-\frac{|v-u_s|^2}{2\theta_s}\right),
$$

but it need not be.

Approximating the collision operator in this fashion allows each of the spatial densities for $F$ to relax to their corresponding equilibrium values independently.

In [13], the choice

$$(n_0, u_0, \theta_0) = (n, 0, \theta_\ell)$$

models the relaxation of energy to the thermal energy of the lattice; the choice

$$(n_1, u_1, \theta_1) = \left(n, 0, \frac{1}{3}|u|^2 + n\theta_\ell\right)$$

models relaxation of momentum to zero while energy is conserved; and finally, the choice

$$(n_2, u_2, \theta_2) = (n, u, n|u|^2 + 3n\theta)$$

models relaxation to an isotropic density while both energy and momentum are conserved. These choices produce a multi-stage relaxation approximation to $C$ that,
when substituted into (3.21), yields the following collision terms:

\[
\left\langle v \tilde{C}(F) \right\rangle = -\frac{1}{\tau_p} n u \quad \text{(3.22a)}
\]

\[
\left\langle v \nabla v \tilde{C}(F) \right\rangle = -\frac{1}{\tau_p} \left( n u \nabla u - \frac{n|u|^2}{3} I \right) - \frac{1}{\tau_w} \left( \frac{n|u|^2}{3} I + n(\theta - \theta_c)I \right) - \frac{1}{\tau_\sigma} (n\Theta - n\theta I) \quad \text{(3.22b)}
\]

\[
\left\langle v \nabla v \nabla v \tilde{C}(F) \right\rangle = -\frac{1}{\tau_\sigma} \left( n u \nabla^3 + 3n\Theta \nabla u + Q \right) \quad \text{(3.22c)}
\]

where

\[
\frac{1}{\tau_w} = \eta_0, \quad \frac{1}{\tau_p} = \eta_1 + \eta_0, \quad \frac{1}{\tau_\sigma} = \eta_2 + \eta_1 + \eta_0.
\]

Here \(\tau_w\) is the energy relaxation time, \(\tau_p\) is the momentum relaxation time, and \(\tau_\sigma\) is the relaxation time \(\Sigma\).

### 3.2.2 Reduction to Second Order

With the collision terms in (3.22), the evolution for the heat flux tensor is

\[
\partial_t Q + u \cdot \nabla_x Q + \nabla_x \cdot (nQ \nabla u + 3n\Theta \nabla u) - 3n\Theta \nabla (\nabla \cdot \Theta) = -\frac{1}{\tau_\sigma} Q - \frac{1}{\tau_p} \left( n|u|^2 I \nabla u \right) + \frac{1}{\tau_w} \left( n|u|^2 + 3n(\theta - \theta_c) \right) I \nabla u. \quad (3.23)
\]

Several simplifying assumptions can be made to express \(Q\) in terms of lower-order moments. If a stationary balance is assumed, then the time derivative in (3.23) disappears; and if the kinetic energy of the system is assumed to be small relative to the thermal energy, then terms involving the bulk velocity \(u\) can be neglected. By
employing these assumptions and the approximation (3.20) for $R$, one finds a simple expression for $Q$:

$$Q = -3\tau_{\sigma n} (\Theta \cdot \nabla) \vee \Theta.$$  

(3.24)

In his original work [13], Bløtekjær further reduces his model by limiting the dynamics of the problem to one dimension. In such cases, $\Theta$ reduces to a diagonal matrix

$$\Theta = \text{diag}(\theta_L, \theta_T, \theta_T).$$

where $\theta_L$ is the temperature component along the dynamic axis and $\theta_T$ is the temperature component in each of the two transverse directions. Thus,

$$\theta = \frac{1}{3}(\theta_L + 2\theta_T).$$

After further simplifications, $\theta_T$ is expressed in terms of $\theta_L$, which leads to a closed system in terms of the variables $n$, $u$, and $\theta_L$. However, a more natural approach is to take one-half times the trace of the stress equation and then use $\theta$ as a fundamental variable rather than $\theta_L$. The resulting system is a closed set of equations that
describes the evolution of concentration, momentum, and energy associated with $F$:

\[ \partial_t n + \nabla_x \cdot (nu) = 0 \]  
\[ (3.25a) \]

\[ \partial_t (nu) + \nabla_x \cdot (nu^2 + n\theta) - \frac{q_e}{m_e^*} n \nabla_x \Phi = -\frac{1}{\tau_p} nu \]  
\[ (3.25b) \]

\[ \partial_t \left( \frac{n|u|^2}{2} + \frac{3n\theta}{2} \right) + \nabla_x \cdot \left( \frac{n|u|^2 u}{2} + \frac{5n\theta u}{2} + q \right) - \frac{q_e}{m_e^*} nu \nabla_x \theta = -\frac{1}{\tau_w} \left( \frac{n|u|^2}{2} + \frac{3n}{2} (\theta - \theta_c) \right), \]  
\[ (3.25c) \]

where the variable $q \equiv \frac{1}{2} \text{trace} (Q)$ is the heat flux vector. For $Q$ given by (3.24),

\[ q = -\frac{5}{2} \tau_{\sigma} n\theta \nabla_x \theta. \]

Because (3.25) suppresses any non-isotropic features of $G_{n,u,\theta}$, one might as well start with a Maxwellian distribution,

\[ \mathcal{M}_{n,u,\theta}(v) = \frac{n}{(2\pi\theta)^{3/2}} \exp \left( -\frac{|v-u|^2}{2\theta} \right), \]

and an approximate collision operator

\[ \tilde{C}(F) = -\eta_1 (F - f_1) - \eta_0 (F - f_0) \]  
\[ (3.26) \]

that is the same as (3.21), but without the non-isotropic relaxation. (As with the Gaussian, the heat flux cannot be evaluated with $\mathcal{M}_{n,u,\theta}$ directly). The result is
the same expression for $R$ as in (3.20) and the same collision terms as in (3.22). Indeed, the advantage of using a Gaussian distribution is lost when the content of $\Theta$ is retained in only one component. The Maxwellian distribution is the starting point for the model investigated in [14], where the heat flux is simply given by

$$q = -\kappa \nabla_x \theta, \quad (3.27)$$

but the heat diffusivity $\kappa$ is left unspecifed. With the approximate collision operator given in (3.21) and the choice of intermediate states that follow,

$$\kappa = \frac{5}{2} \tau \sigma n \theta.$$

However, in [14], $\kappa$ is never actually specified—only the form of $q$ in (3.27) and the requirement that $\kappa > 0$.

### 3.2.3 The Baccarani-Wordemann Expressions

The most popular version of the Bløtekjær model (3.25) is that of Baccarani and Wordemann [8] who find analytical formulas for the heat conduction $\kappa$ and the relaxation times $\tau_p$ and $\tau_w$. The heat conduction is expressed with the Wiedmann-Franz law [44],

$$\kappa = \left(\frac{5}{2} + \gamma\right) \tau_p n \theta, \quad -5/2 \leq \gamma \leq 0, \quad (3.28)$$

where the parameter $\gamma$ is the exponent found in the expression for the microscopic relaxation time (3.17). However, as a practical matter, the choice of $\gamma$ has become
a fit parameter that is chosen to fit Monte Carlo or experimental data. Two values commonly found in the literature are $\gamma = -1.0$ [25, 28] and $\gamma = -2.1$ [25, 32].

The momentum relaxation time, $\tau_p$, is assumed to vary inversely with temperature:

$$\tau_p = \frac{m^* \theta \ell}{q \theta \mu_0}.$$  (3.29)

Here $\mu_0$ is the low field mobility that depends on the doping profile and, to a lesser extent, the temperature. To model the energy relaxation time, the mobility $\mu = \frac{q}{m^* \tau_p}$ is assumed to vary according to the Caughey-Thomas formula [74],

$$\mu = \mu_0 \left[ 1 + \left( \frac{\mu_0 |\nabla_x \Phi|}{v_s} \right)^2 \right]^{-1/2},$$  \hspace{1cm} (3.30)

where $v_s$ is the saturation velocity [44, 84] of the electrons. Then both the momentum and energy relaxation times are required to be consistent with the stationary, space-homogeneous form of (3.25)—that is, they are assumed to satisfy

$$\frac{q_e m^* n \cdot \nabla_x \Phi}{m_e} = \frac{1}{\tau_p} n u,$$  \hspace{1cm} (3.31a)

$$\frac{q_e m^* n u \cdot \nabla_x \Phi}{m_e} = \frac{1}{\tau_w} \left( \frac{n |u|^2}{2} + \frac{3n (\theta - \theta_e)}{2} \right),$$  \hspace{1cm} (3.31b)

Combining (3.29)-(3.31) yields an expression for the relaxation time $\tau_w$:

$$\tau_w = \frac{1}{2} \frac{\mu_0 m^* \theta \ell}{q \theta} \left( 1 + \frac{3\theta}{v^{2}_{sat} (\theta + \theta_e)} \right).$$  \hspace{1cm} (3.32)

The system (3.25), with the heat flux given in (3.27), the heat diffusion in (3.28),
and the relaxation times in (3.29) and (3.32), will henceforth be referred to as the Bløtekjær-Baccarani-Wordeman (BBW) model.

### 3.2.4 Discussion of the BBW Model

The system (3.25) possesses a great deal of structure because—except for the heat flux—it is completely derivable from the kinetic equations using the approximate collision operator in (3.26) and setting $\mathcal{F}[\rho] = \mathcal{M}_{n,u,\theta}$. In this case $\tilde{C}$ satisfies (3.5) since

$$\left\langle \log(\mathcal{M}_{n,u,\theta}) \tilde{C}(\mathcal{M}_{n,u,\theta}) \right\rangle = -\frac{1}{2} \frac{n}{\theta \theta_t} \left( (\theta + \theta_t) |u|^2 + 3 (\theta - \theta_t)^2 \right) < 0. $$

Therefore, the transport equation (3.1) implies formally that

$$\partial_t \mathcal{H}(\mathcal{M}_{\rho,u,\theta}) + \nabla_x \cdot \mathcal{J}(\mathcal{M}_{\rho,u,\theta}) < 0. $$

and if $q$ locally dissipates the quantity

$$\mathcal{H}(\mathcal{M}_{\rho,u,\theta}) = n \log \left( \frac{n}{(2\pi \theta)^{3/2}} \right) - \frac{5}{2} n,$$

then $\mathcal{H}(\mathcal{M}_{\rho,u,\theta})$ will be dissipated by solutions of (3.25). To show that $q$ is dissipative, introduce the energy variable

$$e = \frac{1}{2} n |u|^2 + \frac{3}{2} n \theta.$$
A short calculation shows that

$$\frac{\partial}{\partial \theta} (\mathcal{H}(\mathcal{M}_{\rho,u,\theta})) = -\frac{1}{\theta}$$

and then

$$-\frac{1}{2\theta} \nabla_x \cdot q = \nabla_x \cdot \left( \frac{1}{2\theta} \kappa \nabla_x \theta \right) - \nabla_x \left( \frac{1}{2\theta} \right) \cdot \kappa \nabla_x \theta$$

$$= \nabla_x \cdot \left( \frac{1}{2\theta} \kappa \nabla_x \theta \right) + \frac{\kappa}{2\theta^2} |\nabla_x \theta|^2.$$

Since $\kappa > 0$, $q$ dissipates the entropy $\mathcal{H}(\mathcal{M}_{\rho,u,\theta})$. Moreover, as shown in [53], (3.5) implies that (3.25) also dissipates the quantity

$$\mathcal{K}(\mathcal{M}_{\rho,u,\theta}) + \frac{\epsilon}{2m_e \theta} |\nabla_x \Phi|^2,$$

which takes into account interactions between electrons and the lattice as well as presence of the electrical potential $\Phi$. As explained in Section 3.1.1, $\mathcal{K}$ is a more appropriate object than $\mathcal{H}$ for studying the Boltzmann-Poisson system.

From a computational viewpoint, it is important to note that the convective part of (3.25) is just the Euler equations for a compressible fluid; in particular, (3.25) is hyperbolic. It has wave speeds $u$ and $u \pm a$, where $a = \sqrt{\frac{2}{3} \theta}$ is the sound speed. It is possible that solutions to (3.25) possess shocks, in which case special shock capturing methods must be used in numerical simulations. Computation of the BBW model can be found in several places. For time-dependent solutions, see [25] for an ENO
method, [72] for a central scheme approach, and [41] for a relaxation scheme approach. Stationary schemes can be found in [28, 29].

A general criticism of Bløtekjær’s model is that the flux closure lacks consistency. As stated in [14], the inclusion of the term \( q = -\kappa \nabla_x \theta \), is to incorporate the most "important effect of a non-Maxwellian distribution function". However, using a Gaussian or Maxwellian distribution to then evaluate \( R \) in (3.20) is inconsistent with the non-zero heat flux assumption. Thus, the Bløtekjær’s approach for expressing fluxes does not fall into the framework presented in the introduction that leads from (3.15) to (3.22). More consistent approaches for deriving \( q \) will be presented later in this chapter.

The Baccarani and Wordemann expression for heat diffusion and relaxation times are also subject to criticism. The expression of the heat diffusivity is based on a phenomenological argument rather than a kinetic based derivation, and the use of \( r \) as a fitting parameter is very suspect. Its value is varied to compensate for inaccuracies in the model, and it is usually the case that there is a trade-off. Choices of \( r \) that produce "good" results for one macroscopic variable (say, the bulk velocity) invariably produce "bad" results for another (say, the temperature). The expressions for the relaxation times are also phenomenological, and the assumptions in (3.31) used to derive the relaxation times lead to significant errors, especially where convective gradients are known to be large.
3.3 The Anile and Pennisi (AP) Model

In [4], a moment model is formulated based on the vector

\[ \mathbf{m} = (1, v, v \vee v, v|v|^2)^T. \]

The moment system takes the form (3.16) where

\[
\rho = \begin{pmatrix}
    n \\
    nu \\
    nu \vee u + n\Theta \\
    nu^2 + 2n\Theta \cdot u + 3n\theta u + 2q
\end{pmatrix},
\]

(3.33a)

\[
f(\rho) = \begin{pmatrix}
    nu \\
    nu \vee u + n\Theta \\
    nu^3 + 3n\Theta \vee u + Q \\
    (n|u|^2 + 3n\theta) u \vee u + |u|^2\Theta + 4(\Theta \cdot u) \vee u \\
    + 2Q \cdot u + 4q \vee u + r
\end{pmatrix},
\]

(3.33b)

\[
\nabla_x \Phi \cdot 1(\rho) = \begin{pmatrix}
    0 \\
    n\nabla_x \Phi \\
    2nu \vee \nabla_x \Phi \\
    2n (u \cdot \nabla_x \Phi) u + n\nabla_x \Phi|u|^2
\end{pmatrix}.
\]

(3.33c)
All of the variables used here have been previously defined except for \( r \equiv \text{trace}(R) \). The collision terms have yet to be specified.

### 3.3.1 Extended Thermodynamics

The closure in [4] is based on the principles of extended thermodynamics [61], which impose an entropy structure at the continuum level. For an arbitrary vector \( \mathbf{m} \), this formulation is based on two assumptions: first, that the moments \( \langle v \mathbf{m} f \rangle \) and \( \langle \mathbf{m} \mathcal{C}(f) \rangle \) can be expressed in terms of the densities \( \rho = \langle \mathbf{m} f \rangle \) to provide a closure of the form (3.16) and, second, that there exists a strictly convex entropy \( h = h(\rho) \), an entropy flux \( j = j(\rho) \), and a dissipation term \( d(\rho) \) such that

\[
\partial_t h(\rho) + \nabla_x \cdot j(\rho) = d(\rho),
\]

(3.34)

where \( d(\rho) \leq 0 \). (Actually, the sign convention for physical entropy is minus the mathematical entropy, so that the inequality in reversed in most physics texts and \(-d\) is called a production term.)

The existence of a strictly convex entropy provides a great deal of structure to the system (3.16). It turns out that \( h^* \), the Legendre transform of \( h \), plays an important role. If \( h \) is sufficiently smooth, then \( h^* \) is defined through the implicit relation

\[
h(\rho) + h^*(\alpha) = \alpha^T \rho
\]

(3.35)
where
\[
\alpha = \left[ \frac{\partial h}{\partial \rho}(\rho) \right]^T.
\] (3.36)

One may readily verify that
\[
\rho = \left[ \frac{\partial h^*}{\partial \alpha}(\alpha) \right]^T,
\] (3.37)

whereby \((h^*)^* = h\). Because of (3.37), \(h^*\) is frequently referred to as the density potential.

Multiplying (3.16) by \(\alpha\) gives
\[
\partial_t h(\rho) + \alpha^T \left( \nabla_x \cdot f(\rho) - \frac{q_e}{m_e^*} \nabla_x \Phi \cdot l(\rho) - r(\rho) \right) = 0
\]
whenever \(\rho\) is continuously differentiable. If we identify
\[
d(\rho) = \alpha^T \left( \nabla_x \Phi \cdot l(\rho) + r(\rho) \right),
\]

it follows then that
\[
\frac{\partial h}{\partial \rho} \frac{\partial f}{\partial \rho} = \frac{\partial j}{\partial \rho}
\] (3.38)

and, by taking derivatives with respect to \(\rho\), that
\[
\frac{\partial^2 h}{\partial \rho^2} \frac{\partial f}{\partial \rho} + \frac{\partial h}{\partial \rho} \frac{\partial^2 f}{\partial \rho^2} = \frac{\partial^2 j}{\partial \rho^2}.
\]
For clarity, we repeat this last relation using indicial notation:

\[
\frac{\partial^2 h}{\partial \rho_a \partial \rho_s} \frac{\partial}{\partial \rho_r} \frac{f_{ab}}{\partial \rho_r} + \frac{\partial h}{\partial \rho_a} \frac{\partial^2 f_{ab}}{\partial \rho_r \partial \rho_s} = \frac{\partial^2 j_b}{\partial \rho_r \partial \rho_s}.
\]

Because the Hessians of \( f \) and \( j \) are symmetric in the \( r \) and \( s \) indices, it follows that

\[
\frac{\partial h}{\partial \rho} \frac{\partial f}{\partial \rho} = \begin{bmatrix} \frac{\partial^2 h}{\partial \rho^2} \frac{\partial f}{\partial \rho} \end{bmatrix}^T.
\]

(3.39)

Since \( h \) is convex, its Hessian is symmetric and positive definite. By (3.39), it therefore symmetrizes \( \partial f / \partial \rho \), which makes (3.16) a symmetric hyperbolic system [27].

If the flux potential \( j^* \) is defined by

\[
j^*(\alpha) \equiv \alpha^T f(\rho) - j(\rho),
\]

(3.40)

then (3.38) implies

\[
f(\rho) = \begin{bmatrix} \frac{\partial j^*}{\partial \alpha} \end{bmatrix}^T.
\]

(3.41)

This relation justifies the name for \( j^* \) and allows one to write (3.16) in the potential form

\[
\partial_t \left( \begin{bmatrix} \frac{\partial h^*}{\partial \alpha} \end{bmatrix}^T \right) + \nabla_x \cdot \left( \begin{bmatrix} \frac{\partial j^*}{\partial \alpha} \end{bmatrix}^T \right)
- \nabla_x \Phi \cdot 1 \left( \begin{bmatrix} \frac{\partial h^*}{\partial \alpha} \end{bmatrix}^T \right) = r \left( \begin{bmatrix} \frac{\partial h^*}{\partial \alpha} \end{bmatrix}^T \right).
\]
3.3.2 Closure

The closure process consists of approximating the flux terms and the collision terms. The field terms are already given in terms of the densities.

3.3.2.1 Flux Terms In theory, the closure of $f$ is computed as follows. Given the densities $\rho$ and the entropy $h(\rho)$, one first computes the variable $\alpha$ using (3.36). Then $\alpha$ is used to evaluate the flux $f(\rho) = j_{\alpha}^*(\alpha)$. However in practice, an analytical expression for the entropy is often lacking and finding $\alpha$ is non-trivial. The standard approach in extended thermodynamics is to expand $\alpha$ around some fixed value for which $h(\rho)$ has a known analytical expression. Often this is at thermal equilibrium or at what is referred to as partial thermal equilibrium [4]. Expansions are then truncated to provide analytical expressions with which to approximate $\alpha$ and $f$.

For the system (3.33a)-(3.33c) a closure for $f$ amounts to specifying $Q$ and $r$. Using the extended thermodynamics approach, these terms are given in [4] by

$$Q = \frac{2}{5} q \vee I, \quad r = n\theta \left(7\Theta - \frac{16}{3}\theta I\right).$$

3.3.2.2 Collision Terms The procedure for closing collision terms is more ambiguous. Extended thermodynamics places restrictions on these terms, but does not always specify them completely. Therefore, based on physical considerations, Anile
and Pennisi use collision terms borrowed from Bløtekjær’s model \((3.22)\)

\[
\langle v\mathcal{C}(F) \rangle = -\frac{1}{\tau_p}nu 
\]

\[
\langle v \lor v\mathcal{C}(F) \rangle = -\frac{1}{\tau_p} \left( nu \lor u - \frac{1}{3}|u|^2I \right) - \frac{1}{\tau_w} \left( \frac{1}{3}n|u|^2I + n(\theta - \theta_e)I \right) 
\]

\[
-\frac{1}{\tau_\sigma} \left( n(\Theta - \theta I) \right) 
\]

\[
\langle v|v|^2\mathcal{C}(F) \rangle = -\frac{1}{\tau_q} (2q + 5n\theta u) 
\]  \hfill (3.42c)

Note that \((3.42c)\) is almost the trace of the collision term in \((3.22c)\) with \(\Theta = \theta I\) and \(\tau_q = \tau_\sigma\). The difference is a term \(n|u|^2\) that, because \(u\) is considered small in some sense, will be neglected anyway in the reduction that follows. The parameter \(\tau_q\) is the relaxation time for the energy flux, which is the moment with respect to \(\frac{1}{2}|v|^2v\). The remaining relaxation times are the same as for the Bløtekjær derivation. It turns out [4] that the entropy dissipation relation places restrictions on their relative values. In practice, they are usually some functional form in terms of the average electron energy or the energy flux-to-energy ratio. The parameters for these forms are fit according to Monte-Carlo data. It is generally accepted that such fits are more accurate than the Bacarrani-Wordeman expressions. However, they are device dependent, meaning that change in physical specifications or applied voltage requires a new fit. Using these Monte Carlo calculations, it has been found that \(0 < \tau_w < \tau_p < \tau_\sigma < \tau_q\) for all relevant ranges of the energy [63].
3.3.3 Reduction to Second Order

As in the Bløtekjær case, the model of Anile and Pennisi is reduced to a smaller system, this time by an asymptotic analysis known as Maxwellian iteration [61] that proceeds as follows. First, the stress tensor $\Theta$ is separated into its trace and traceless parts:

$$\Theta = \theta I + \frac{1}{n} \Sigma.$$ 

The equation for $\Sigma$ is

$$\partial_t \Sigma + \nabla_x \cdot (\Sigma u) + \frac{2}{5} (\nabla_x \cdot q) - \frac{2}{15} \nabla_x \cdot q + 2 (\nabla \Theta \cdot \nabla_x) \nabla u - \frac{2}{3} n \Theta : \nabla_x u I = -\frac{1}{\tau_n} \Sigma. \quad (3.43)$$

Beginning with $s = 0$, the Maxwellian iteration is performed by placing the $s$ iterate of $\Sigma$ on the left hand side of (3.43), and then solving for the $s + 1$ iterate on the right-hand side. Terms that are nonlinear in the $s + 1$ iterate are neglected (which is why neglecting $n|u|^2$ in (3.42c) is not an issue). The zeroth iterate, $\Sigma^{(0)} = 0$, corresponds to the value of $\Sigma$ at thermal equilibrium. The result at the first iteration is a balance between the right hand side of (3.43) and the last two terms of the left hand side evaluated at $\Theta = \theta I$. If $\Sigma^{(1)}$ is used to approximate $\Sigma$, then

$$\Sigma = -2\tau_n n \theta \left( \nabla_x \cdot u - \frac{1}{3} (\nabla \cdot u) I \right) \quad (3.44)$$

$$= -\tau_n n \theta \left( \nabla_x u + (\nabla_x u)^T - \frac{2}{3} (\nabla \cdot u) I \right)$$
The next step is to find a simple expression for \( q \), whose evolution is given by

\[
\partial_t q + u \cdot \nabla_x q + \frac{7}{5} q (\nabla_x \cdot u) + \frac{5}{2} n \theta \nabla_x \theta
- \frac{7}{2} n \theta \Sigma \cdot \nabla_x n + \frac{2}{5} (\nabla_x \theta) \cdot q + \theta \nabla_x \cdot \Sigma
+ \frac{7}{5} q \cdot \nabla_x u - \Sigma : (\nabla_x \cdot \Sigma)
\]

\[
= -\frac{1}{\tau_q} \left( q + \frac{5}{2} n \theta \right) + \frac{1}{\tau_p} \left( \frac{5}{2} n \theta u + \Sigma \cdot u \right).
\]

Maxwell iteration for \( q \) gives the first-order balance

\[
\frac{5}{2} n \theta \nabla_x \theta = -\frac{1}{\tau_q} \left( q + \frac{5}{2} n \theta \right) + \frac{1}{\tau_p} \frac{5}{2} n \theta v
\]

which implies that

\[
q = -\frac{5}{2} \tau_q n \theta \nabla_x \theta + \frac{5}{2} n \theta u \left( \frac{\tau_q}{\tau_p} - 1 \right).
\]

(3.45)

The balances for \( \Sigma \) and \( q \) reduce (3.16), (3.33) to a second-order, closed system of equations for the concentration, momentum, and energy:

\[
\partial_t n + \nabla_x \cdot (nu) = 0
\]

(3.46a)

\[
\partial_t (nu) + \nabla_x \cdot (nu^2 + n \theta + \Sigma) + \frac{q_e}{m_e^\ast} n \nabla_x \Phi = -\frac{1}{\tau_p} nu
\]

(3.46b)

\[
\partial_t \left( \frac{n|u|^2}{2} + \frac{3n \theta}{2} \right)
+ \nabla_x \cdot \left( \frac{n|u|^2 u}{2} + \frac{5n \theta u}{2} + q \right)
+ \frac{q_e}{m_e^\ast} nu \cdot \nabla_x \Phi = -\frac{1}{\tau_w} \left( \frac{n|u|^2}{2} + \frac{3n}{2} (\theta - \theta_e) \right),
\]

(3.46c)
where $\Sigma$ and $q$ are given by (3.44) and (3.45), respectively. This system (3.46) will henceforth be referred to as the Anile-Pennisi (AP) model.

### 3.3.4 Discussion of the AP Closure

One of the primary objectives of the AP closure was to have a more rigorous derivation of the heat flux that includes a convective component as seen in (3.45) and argued for in [49, 80] that the heat flux should have a convective component. However, it remains to be seen how much the convective component really affects the accuracy of lower-order moments. Difficulties with any of these models usually occur at material junctions where spatial gradients are large. Thus is it reasonable to expect that diffusive contributions to the heat flux will dominate in these areas. In the next chapter, we will check numerically if this is indeed the case.

The extended thermodynamic approach assumes the existence of a strictly convex entropy as a fundamental principle from which hyperbolicity results. However, it is not clear if either property survives the expansion process used to approximate the Lagrange multipliers or the process of Maxwell iteration used to deduce (3.34) from the original third-order system. Moreover, the extended thermodynamic approach is a bit awkward when considering the potential $\Phi$. In fact, nowhere in (3.46) is it actually clear where $\Phi$ plays a role. As we shall see later, the formal presentation must be altered slightly to allow for more general situations.

Numerical results for the AP model can be found in [63, 72]. However, neither of references uses the exact form of the closure given in (3.46). In [72], the authors use a
splitting method with central schemes [54,65] to compute a hydrodynamic model that uses the expression for $q$ from the AP closure, but sets $\Sigma = 0$. In [63], an iterative Newton-type scheme is used to find steady-state solutions for a model that uses $q$ and $\Sigma$ in the energy equation, but ignores $\Sigma$ in the momentum equation. In both cases, the relaxation times are computed with Monte Carlo simulations as functions of the average energy. Although it is generally accepted that this approach is more accurate than the Baccarani-Wordemann expressions, it is still subject to criticism since it discounts the effect of other macroscopic variables or variations in the electric field.

### 3.4 Entropy-Based Closures

Given a polynomial vector $\mathbf{m}$ and densities $\rho = \langle \mathbf{m} F \rangle$, there are an infinite number of functions $f \in \mathcal{F}_m$ such that $\langle \mathbf{m} f \rangle = \rho$. The minimum entropy principle (or maximum entropy principle if you are a physicist) provides a criterion for selecting the appropriate function $\mathcal{F}[\rho]$ to approximate $F$. It states that the most likely distribution that is consistent with the constraints $\langle \mathbf{m} f \rangle = \rho$ is the distribution that minimizes the kinetic entropy of the system. This discovery of this principle in the context of equilibrium thermodynamics is usually attributed to E.T. Jaynes, although in his first paper on the subject [37], Jaynes states, "The mathematical facts concerning the maximization of entropy ... were pointed out long ago by Gibbs." He continues by crediting also C.E. Shannon, whose work in information theory [75, 79] showed that "the expression for entropy has a deeper meaning, quite independent
of thermodynamics." Thus "the fact that a probability distribution maximizes the entropy subject to certain constraints becomes the essential fact which justifies use of that distribution for inference."

### 3.4.1 Relationship with Extended Thermodynamics

In [61], it is proved that kinetic closures based on entropy minimization are formally equivalent to the systems derived from extended thermodynamics. Given a density $F$ and a vector of polynomials $\mathbf{m}$, let $\rho = \langle \mathbf{m} F \rangle$ and let $\mathcal{F}[\rho]$ be the minimizer that solves

$$h(\rho) \equiv \min \{ \mathcal{H}(f) : \langle \mathbf{m} f \rangle = \rho \} .$$  \hspace{1cm} (3.47)

If the minimum in (3.47) exists, and if $\mathcal{H}$ is differentiable at the solution, then standard Lagrange multiplier theory implies that

$$\mathcal{F}[\rho] = \exp(\alpha^T \mathbf{m}) .$$  \hspace{1cm} (3.48)

It is clear from (3.47) that $\alpha \in \mathbb{R}^n$ is related to $\rho$ through the constraints:

$$\langle \mathbf{m} \exp(\alpha^T \mathbf{m}) \rangle = \rho .$$  \hspace{1cm} (3.49)

We now that this relation is invertible for $\alpha$ as a function of $\rho$.

Following [51], one can identify explicitly the density and flux potentials

$$h^*(\alpha) \equiv \langle \exp(\alpha^T \mathbf{m}) \rangle \quad \text{and} \quad j^*(\alpha) \equiv \langle v \exp(\alpha^T \mathbf{m}) \rangle .$$
Formally differentiating $h^*$ with respect to $\alpha$ recovers the constraint relations in (3.48). Hence

$$h(\rho) + h^*(\alpha) = \alpha^T \rho$$  \hspace{1cm} (3.50)

which implies that $h^*$ is, in fact, the Legendre dual of $h$. Moreover, because

$$\frac{\partial^2 h^*}{\partial \alpha^2}(\alpha) = \langle m m^T \exp(\alpha^T m) \rangle$$

is positive definite, the relation (3.49) may be inverted for $\alpha$ as a function of $\rho$. As a result, the closure

$$\partial_t \rho + \nabla_x \cdot (v m F[\rho]) - \nabla_x \Phi \cdot \nabla_v m F[\rho] = \langle m C(F[\rho]) \rangle$$  \hspace{1cm} (3.51)

possesses an auxiliary entropy equation of the form (3.34), where

$$h(\rho) = H(F[\rho]), \quad j(\rho) = J(F[\rho]), \quad d(\rho) = D(F[\rho]).$$

Furthermore, differentiating (3.50) with respect to $\rho$ shows that

$$\alpha = \left[ \frac{\partial h}{\partial \rho}(\rho) \right]^T.$$  \hspace{1cm} (3.52)

and that

$$\frac{\partial^2 h}{\partial \rho^2} = \left[ \frac{\partial^2 h^*}{\partial \alpha^2} \right]^{-1}$$

is positive definite. Thus $h$ is convex.
In order to fit into the framework of extended thermodynamics, it must one must also show that $h$ is dissipated by solution of (3.51). This can be done by rewriting (3.51) in the form

$$\partial_t \rho + \nabla_x \cdot j_\alpha^*(\alpha) - \frac{q_e}{m_e^*} \nabla_x \Phi \cdot \langle \nabla_v m \exp(\alpha^T m) \rangle = \langle mC(\exp(\alpha^T m)) \rangle$$

where $\alpha$ is given by (3.52). Multiplying this equation by $\alpha^T$ gives

$$\partial_t h(\rho) + \alpha^T \nabla_x \cdot j_\alpha^*(\alpha)$$

$$- \frac{q_e}{m_e^*} \nabla_x \Phi \cdot \langle \nabla_v (\alpha^T m) \exp(\alpha^T m) \rangle = \langle \alpha^T mC(\exp(\alpha^T m)) \rangle$$

Using the fact that

$$\alpha^T \nabla_x \cdot j_\alpha^*(\alpha) = \nabla_x \cdot (\alpha^T j^*_\alpha(\alpha)) - (\nabla_x \alpha) \cdot j^*_\alpha(\alpha)$$

$$= \nabla_x \cdot (\alpha^T j^*_\alpha(\alpha) - j^*_\alpha(\alpha))$$

and

$$\langle \nabla_v (\alpha^T m) \exp(\alpha^T m) \rangle = \langle \nabla_v \exp(\alpha^T m) \rangle = 0,$$

it follows that $h$ satisfies (3.34), where

$$j(\rho) = \alpha^T j^*_\alpha(\alpha) - j^*_\alpha(\alpha), \quad d(\rho) = \langle \alpha^T mC(\exp(\alpha^T m)) \rangle.$$

(3.53)

However, since $\mathcal{H}$ is not always dissipated by solutions of (3.1), there is no guarantee
that $d(\rho) < 0$ in (3.53).

In addition to an explicit, kinetic-based formulation, the minimum entropy method also provides an algorithm for computing $\alpha$ that is not readily available in the extended thermodynamics theory. Instead of resorting to approximations near local equilibrium, one can instead solve the dual problem for (3.47)

$$
D^*(\hat{\alpha}) = \min_{\alpha \in \mathbb{R}^n} \left\{ \alpha^T \rho - h(\rho) \right\}.
$$

(3.54)

However, an algorithm based on (3.54) is still lacking. Issues that preclude a standard implementation of (3.54) will be discussed in the following chapter.

### 3.4.2 Relative Entropy Formulation

Even though the entropy $H$ gives rise to an extended thermodynamic closure, its validity at the kinetic level is questionable because it does not give rise to an $H$-Theorem. Indeed, as discussed in Section 3.1, the condition

$$
\delta(H; C(f)) \doteq \langle \log(f) \rangle C(f) = 0
$$

does not correctly characterize the manifold of equilibria for $C$. (Recall that $\doteq$ denotes a formal calculation.) Moreover, there is no guarantee that $h(\rho)$ will be dissipated. The discrepancy here is due to the fact that $H$ neglects the presence of the electrostatic potential $\Phi$ and the interaction of the electrons with the lattice.

Rather than $H$, the relevant object to consider [53] is the entropy relative to the
lattice, given by

\[ K(f) \equiv \left\langle f \log \left( \frac{f}{M} \right) - f \right\rangle . \]

and the dissipation law (3.7) gives rise to an extended thermodynamic description. The entropy minimization problem for \( K \) is

\[ k(\rho) \equiv \min \{ K(f) : \langle \mathbf{m} f \rangle = \rho \} , \quad (3.55) \]

and its formal solution is given by

\[ \mathcal{F}[\rho] = M \exp(\beta^T \mathbf{m}) , \quad (3.56) \]

where \( M \) is given by (3.6) and \( \beta \) is determined by the constraint equations

\[ \langle \mathbf{m} M \exp(\beta^T \mathbf{m}) \rangle = \rho . \quad (3.57) \]

The minimization problems (3.47) and (3.55) are equivalent if and only if \(|v|^2 \in \text{span}\{\mathbf{m}\}\), in which case their minimizer is the same and

\[ \beta^T \mathbf{m} + \frac{|v|^2}{2\theta} = \alpha^T \mathbf{m} . \]

All of the formal structure in the previous section remains modulo this simple change.
of variables between $\alpha$ and $\beta$. Plugging (3.56) into (3.55) gives

$$k(\rho) = K(M_\ell \exp(\beta^T m)) = h(\rho) - \left\langle \frac{|v|^2}{2\theta_\ell} F \right\rangle,$$

and it easy to see from (3.48) and (3.56) that

$$k^*(\beta) \equiv \langle M_\ell \exp(\beta^T m) \rangle = h^*(a).$$

Thus, $k$ and $k^*$ are strictly convex Legendre duals that satisfy

$$k(\rho) + k^*(\beta) = \beta^T \rho,$$

where

$$\beta = \left[ \frac{\partial k}{\partial \rho}(\rho) \right]^T, \quad \rho = \left[ \frac{\partial k^*}{\partial \beta}(\beta) \right]^T.$$

When $m = \{1\}$ or $m = \{1, v\}$, then (3.47) and (3.55) will differ since $\mathcal{H}$ is no longer bounded below on the set $\mathbb{F}_m$. However (3.55) still possess a finite solution and, with it, all of the formal structure described here.

Following [53], one can identify a locally dissipation law for the moment closure based on (3.55) that is an analog for the kinetic law stated in (3.13).

**Proposition 5 (Levermore)** *If $\mathcal{F}[\rho]$ is defined as the minimizer of (3.55), then solutions of (3.51) formally a local dissipation law for the quantity*

$$K(\rho, \nabla_x \Phi) \equiv k(\rho) + \frac{\epsilon}{2m^*_\ell \theta_\ell} |\nabla_x \Phi|^2$$

(3.58)
The dissipation vanishes if and only if $\mathcal{F}[\rho] = n$.

**Proof.** The closure (3.51) takes the form

\[
\partial_t \rho + \nabla_x \cdot i^*_\beta(\beta) - \frac{q_e}{m_e} \nabla_x \Phi \cdot \langle \nabla_v m M_\ell \exp(\beta^T m) \rangle = \langle m C (M_\ell \exp(\beta^T m)) \rangle, \tag{3.59}
\]

where

\[
i^*(\beta) = \langle v M_\ell \exp(\beta^T m) \rangle.
\]

Multiplying (3.59) by $\beta^T$ gives

\[
\partial_t k(\rho) + \beta^T \nabla_x \cdot i^*_\beta(\beta)
- \frac{q_e}{m_e} \nabla_x \Phi \cdot \langle \nabla_v (\beta^T m) M_\ell \exp(\beta^T m) \rangle = \langle \beta^T m C (M_\ell \exp(\beta^T m)) \rangle. \tag{3.61}
\]

We first put the flux term into divergent form:

\[
\beta^T \nabla_x \cdot i^*(\beta) = \nabla_x \cdot (\beta^T i^*(\beta)) - (\nabla_x \beta) \cdot i^*(\beta)
= \nabla_x \cdot (\beta^T i^*(\beta) - i^*(\beta))
\equiv i(\rho).
\]
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Now to handle the field term, we compute

\[
\langle \nabla_v (\beta^T m) M_\ell \exp(\beta^T m) \rangle = \langle M_\ell \nabla_v (\exp(\beta^T m)) \rangle \\
= \langle \nabla_v (M_\ell \exp(\beta^T m)) \rangle - \langle (\nabla_v M_\ell) \exp(\beta^T m) \rangle \\
= -\frac{1}{\theta_\ell} \langle v M_\ell \exp(\beta^T m) \rangle
\]

so that (3.60) becomes

\[
\partial_t k(\rho) + \nabla_x \cdot i(\rho) \\
= -\frac{q_e}{m_e \theta_\ell} \nabla_x \Phi \cdot \langle v M_\ell \exp(\beta^T m) \rangle = \langle \beta^T m C(M_\ell \exp(\beta^T m)) \rangle \\
\]

To put the field term into divergence form, we differentiate by parts:

\[
\nabla_x \Phi \cdot \langle v M_\ell \exp(\beta^T m) \rangle = \nabla_x \cdot \Phi \langle v M_\ell \exp(\beta^T m) \rangle \\
= -\Phi \nabla_x \cdot \langle v M_\ell \exp(\beta^T m) \rangle
\]

then use Poisson’s equation with fact that \( \langle M_\ell \exp(\beta^T m) \rangle = \langle F \rangle \) to manipulate the non-divergent term on the right-hand side of (3.63):

\[
\Phi \nabla_x \cdot \langle v M_\ell \exp(\beta^T m) \rangle = -\Phi \partial_t \langle M_\ell \exp(\beta^T m) \rangle \\
= -\frac{1}{q_e} \Phi \partial_t (\nabla_x \cdot (\epsilon \nabla_x \Phi)) \\
= \frac{1}{q_e} \partial_t \left( \frac{\epsilon}{2} |\nabla_x \Phi|^2 \right) - \nabla_x \cdot (\epsilon \Phi \partial_t \nabla_x \Phi).
\]
Together (3.62), (3.63), and (3.64) give

\[ \partial_t \left( k(\rho) + \frac{\epsilon}{2m^*_e\theta_\ell} |\nabla_x \Phi|^2 \right) + \nabla \cdot \left( \dot{\rho} \Phi \tilde{\theta}_\ell \nabla_x \Phi \right) - \frac{q_e}{m^*_e\theta_\ell} \Phi \langle v M_\ell \exp(\beta^T m) \rangle \\
- \frac{q_e}{m^*_e\theta_\ell} \nabla_x \Phi \cdot \langle v M_\ell \exp(\beta^T m) \rangle \\
= \langle \beta^T m \mathcal{C}(M_\ell \exp(\beta^T m)) \rangle ,\]

and according to (3.5),

\[ \langle \beta^T m \mathcal{C}(M_\ell \exp(\beta^T m)) \rangle = \langle \log(\exp(\beta^T m)) \rangle \mathcal{C}(M_\ell \exp(\beta^T m)) \rangle \leq 0 . \]

with equality if and only if \( \exp(\beta^T m) = n \). This concludes the proof.

3.4.3 Well-Posedness of Entropy-Based Closures

So far, the discussion of entropy-based closure has been completely formal, and the issue of when solutions to (3.47) and (3.55) exist has been largely suppressed. Indeed, it is known that there are functions \( f \in \mathbb{F}_m \) whose moments cannot be realized by \textit{any} exponential function—that is, for no value of \( \alpha \in \mathbb{R}^n \) does

\[ \langle m \exp(\alpha^T m) \rangle = \langle mf \rangle . \]
In such degenerate cases, neither (3.47) or (3.55) will yield a solution [42, 43, 73]. Roughly speaking, these cases occur because neither \( \mathcal{H} \) or \( \mathcal{K} \) inflicts a strong enough penalty on distributions with too much mass in the tails. When this happens, a minimizing sequence \( \{g_s\}_{s=1}^{\infty} \) for \( \mathcal{H} \) or \( \mathcal{K} \) will still converge in \( L^1 \) to a function \( g \). However, \( g \) will no longer satisfy the constraint equation, i.e., \( \langle m g \rangle \neq \langle m f \rangle \).

The issue of non-realizability leads one to question whether entropy minimization is equivalent to extended thermodynamics. This objection was first raised in [42]. The problem is that the extended thermodynamic approach assumes the existence of the entropy \( h \) which is explicitly provided by the minimizer of either \( \mathcal{H} \) or \( \mathcal{K} \). When a minimizer does not exist, extended thermodynamics still finds coefficients \( \alpha \) that are obtained through an approximate expansion. In such cases, the two approaches are significantly different.

In [3] (and references therein), higher-order closures (greater than two) are based on the entropy minimization problem (3.47) for \( \mathcal{H} \). Since these models include \( |v|^2 \) (or the energy equivalent in the non-parabolic case), the discrepancies between \( \mathcal{H} \) and \( \mathcal{K} \) do not matter here. However, the closures derived in these studies continue to follow the extended thermodynamics practice of approximate expansions that result in analytical closures, even when the entropy minimization problem does not have a solution. In such degenerate cases, it is not clear whether these systems are hyperbolic or even dissipate an entropy.

In the next chapter, we will investigate the minimization problem in detail using the machinery of optimization theory [56]. The goal there is to characterize the set of non-realizable functions as completely as possible. In doing so we will recover and
extend many of the results found in [42,43] and in [73].

3.4.4 Generalized BGK Collision Operators

In this subsection, we will develop generalized BGK (GBGK) operators for a full collision operator $C$. These operators were first introduced in [51] in the context of neutral fluids. Specifying a collision operator is important not only for evaluating macroscopic collision terms, but also for the pertubation procedure that will be introduced in the next section. We begin with some notation.

We define an admissible space $\mathcal{M}$ as any linear space of polynomials in $v$ such that:

(i) $\mathcal{M} \supset \mathcal{M}_0 \equiv \text{span}\{1\}$;

(ii) $\mathcal{M}$ is invariant with respect to rotation;

(iii) The cone $\mathcal{M}_c = \{ p \in \mathcal{M} : \langle \exp(p) \rangle < \infty \}$ has nonempty interior.

Suppose that we are building a moment system with a vector $\mathbf{m}$ whose $l$ components are polynomials that form a basis for $\mathcal{M}$, and let

$$\mathcal{M}_0 \subsetneq \mathcal{M}_1 \subsetneq \ldots \subsetneq \mathcal{M}_s \subsetneq \mathcal{M}$$

be a finite sequence of admissible spaces. For each $r$, $0 \leq r \leq s$, let $\mathbf{m}_{(r)}$ be a vector
whose \( l_{(r)} \) components are polynomials that form a basis for \( \mathbb{M}_r \) and set

\[
\rho = \langle \text{m} \text{F} \rangle, \quad \rho_{(r)} = \langle \text{m}_{(r)} \text{F} \rangle, \quad 0 \leq r \leq s.
\]

(We note that the use of parentheses in the subscripts are to differentiate \( \text{m}_{(r)} \) from the quantity \( \text{m}_r \) introduced and frequently used in the the next chapter). For a given function \( f \in \mathbb{F}_m \), the entropic projection of \( f \) with respect to \( \text{m} \) is defined as the solution of (3.55) and is denoted \( \mathcal{E}(f; \text{m}) \). Similarly, \( \mathcal{E}(f; \text{m}_{(r)}) \) is the entropic projection of \( f \) with respect to \( \text{m}_{(r)} \) and is defined as the solution (3.55)—when it exists—except with the constraints \( \langle \text{m}_{(r)} f \rangle = \rho_{(r)} \). In what follows, we will use the shorthand notation

\[
\mathcal{E}_f \equiv \mathcal{E}(f; \text{m}) \quad \text{and} \quad \mathcal{E}_{r,f} \equiv \mathcal{E}(f; \text{m}_{(r)}).
\]

With this notation, \( \mathcal{E}_f^0 \) is the equilibrium associated with \( f \), i.e., \( \mathcal{E}_f^0 = \langle f \rangle M_\ell. \)

The sequence \( \{\mathcal{E}_{r,f}\}_{r=0}^s \) of entropic projection is used to construct an approximation of the full collision operator \( \mathcal{C} \). This approximation is a multi-stage relaxation operator:

\[
\tilde{\mathcal{C}}(f) = -\nu_s (f - \mathcal{E}_f^s) - \sum_{r=0}^{s-1} \nu_r \left( \mathcal{E}_{r+1}^r - \mathcal{E}_f^r \right), \quad \text{Dom}(\tilde{\mathcal{C}}) = \text{Dom}(\mathcal{C}) \cap \mathbb{F}_m, \quad (3.65)
\]

where \( \{\nu_r\}_{r=0}^s \) is an increasing sequence of positive numbers, each of which depends on \( \rho_{(r)} \). Each \( \nu_r \) is the rate at which \( \mathcal{E}_{r+1}^r \) relaxes to \( \mathcal{E}_f^r \) while \( \nu_s \) is the rate at which \( f \)
relaxes to $\mathcal{E}_f^r$. To understand how the relaxation operator behaves at the macroscopic level, take any polynomial $p \in \mathbb{M}_{r+1}$ and compute

$$\langle p \mathcal{E}_f^{r+1} \rangle = \langle p_1 \mathcal{E}_f^r \rangle + \langle p_2 \mathcal{E}_f^{r+1} \rangle = \langle p_1 \mathcal{E}_f^r \rangle + \langle p_2 \mathcal{E}_f^{r+1} \rangle,$$

where $p_1 \in \mathbb{M}_r$ and $p_2 \in \mathbb{M}_{r+1} \setminus \mathbb{M}_r$. As a result,

$$\langle p (\mathcal{E}_f^{r+1} - \mathcal{E}_f^r) \rangle = \langle p_2 (\mathcal{E}_f^{r+1} - \mathcal{E}_f^r) \rangle,$$

which means that the collision operator relaxes moments with respect to functions in the space $\mathbb{M}_{r+1} \setminus \mathbb{M}_r$ to zero at a rate $\nu_r$. Another important implication of (3.66) is that

$$\mathcal{E}(\mathcal{E}(f; m_{r_1}); m_{r_2}) = \mathcal{E}(f; m_{r_2})$$

whenever $r_2 \leq r_1$.

Another way understand $\tilde{\mathcal{C}}$ is to rewrite it in the following way:

$$\tilde{\mathcal{C}}(f) = -\sum_{r=0}^{s} \eta_r (f - \mathcal{E}_f^r),$$

where $\eta_r = \nu_r - \nu_{r-1} > 0$. In this form, $\tilde{\mathcal{C}}$ is reminiscent the operator used by Bløtekjær (3.21). It is a generalization of (3.21) in the sense that it allows for an arbitrary number of relaxation processes. It is more specific in the sense that the intermediate distributions are specified exactly. The benefit of this added detail is that $\tilde{\mathcal{C}}$ satisfies an $H$-Theorem. Also, the choice of the intermediate states is certainly
not arbitrary since they represent the most likely distribution that is consistent with
the constraints \( m_r f \rangle \rho_r \).

**Proposition 6 (Levermore)** The collision operator \( \tilde{C} \) satisfies

1. **Conservation**: \( \langle \tilde{C}(f) \rangle = 0 \) for all \( f \in \text{Dom}(\tilde{C}) \).

2. **Dissipation**: \( \langle f \log \left( \frac{f}{M_t} \right) \tilde{C}(f) \rangle \leq 0 \) for all \( f \in \text{Dom}(\tilde{C}) \).

3. **Characterization of Equilibrium**: For all \( f \in \text{Dom}(\tilde{C}) \), the following statements are equivalent:

   \[
   (i) \quad \tilde{C}(f) = 0 ; \\
   (ii) \quad \langle \log \left( \frac{f}{M_t} \right) \tilde{C}(f) \rangle = 0 ; \\
   (iii) \quad f = (f) M_t .
   \]

4. **Affine Behavior**: For any function \( f \in \mathbb{F}_m \)

   \[
   \tilde{C}(f) = \tilde{C}(\mathcal{E}(f; m)) - \nu_s (f - \mathcal{E}(f; m)) .
   \]

**Proof.**

1. The proof of property (1) is trivial since \( \langle \mathcal{E}_r \rangle = \langle f \rangle \) for \( 0 \leq r \leq s \).

2. We use the general fact that, for any \( y \) and \( z \in \mathbb{R} \),

   \[
   (z - y) \log \left( \frac{z}{y} \right) \geq 0 ,
   \]

   \( 98 \)
with equality if and only if \( y = z \); but first, let \( f \in \text{Dom}(\tilde{\mathcal{C}}) \). Then

\[
\left\langle \log \left( \frac{f}{M_{\ell}} \right) \tilde{\mathcal{C}}(f) \right\rangle = -\sum_{r=0}^{s-1} \eta_r \left\langle (f - \mathcal{E}_r^f) \log \left( \frac{f}{M_{\ell}} \right) \right\rangle .
\]

Using the fact that

\[
\left\langle (f - \mathcal{E}_r^f) \log \left( \frac{\mathcal{E}_r^f}{M_{\ell}} \right) \right\rangle = \beta_r^T \langle (f - \mathcal{E}_r^f) \mathbf{m}(r) \rangle = 0 ,
\]

we conclude that

\[
\left\langle (f - \mathcal{E}_r^f) \log \left( \frac{f}{M_{\ell}} \right) \right\rangle = \left\langle (f - \mathcal{E}_r^f) \log \left( \frac{f}{\mathcal{E}_r^f} \right) \right\rangle ,
\]

which is non-negative due to (3.69) and, when applied (3.67), gives

\[
\left\langle \log \left( \frac{f}{M_{\ell}} \right) \tilde{\mathcal{C}}(f) \right\rangle \leq 0 .
\]

3. First, the fact that \( (i) \Rightarrow (ii) \) is trivial. Next, if \( f = \langle f \rangle M_{\ell} \), then \( \mathcal{E}_r^f = \langle f \rangle M_{\ell} \) for each \( r \). Hence \( (iii) \Rightarrow (i) \). Finally, from (3.69) and (3.70), it follows that, for each \( r \),

\[
\left\langle (f - \mathcal{E}_r^f) \log \left( \frac{f}{\mathcal{E}_r^f} \right) \right\rangle = 0 \text{ if and only if } f = \mathcal{E}_r^f.
\]
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which implies

\[
\log \left( \frac{f}{M_\ell} \right) \tilde{C}(f) = 0 \quad \text{if and only if} \quad f = \mathcal{E}_f^r = \mathcal{E}_f^{r-1} = \ldots = \mathcal{E}_f^0.
\]

Hence \((ii) \Leftrightarrow (iii)\).

4. Since the mapping \(\mathcal{E}\) is a projection,

\[
\mathcal{E} \left( \mathcal{E}(f; m(r)), m(r) \right) = \mathcal{E}(f; m(r)), \quad 0 \leq r \leq s.
\]

The result now follows immediately when plugging \(f\) and \(\mathcal{E}(f; m)\) into formula \((3.65)\) for \(\tilde{C}\).

\[\blacksquare\]

### 3.4.4.1 Linearization of \(\tilde{C}\)

Define the linear operator \(\mathcal{L}\) acting on a function \(g\) by

\[
\mathcal{L}g = -\frac{1}{M_\ell} D\tilde{C}(M_\ell) M_\ell g = -\frac{1}{M_\ell} \lim_{\delta \to 0} \frac{\partial}{\partial \delta} \left( \tilde{C}(M_\ell (1 + \delta g)) \right).
\]

Using the calculation

\[
D_f \mathcal{E}(f; m) g \equiv \lim_{\delta \to 0} \frac{\partial}{\partial \delta} \mathcal{E}(f + \delta g; m) = \mathcal{E}(f; m) m^T \langle m m^T \mathcal{E}(f; m) \rangle^{-1} \langle mg \rangle
\]

with \((3.65)\) and the identity \(\mathcal{E}(M_\ell; m) = M_\ell\), \(\mathcal{L}\) can be calculated explicitly:

\[
\mathcal{L}g = \sum_{r=0}^{s} \nu_r \left( \mathcal{P}_{r+1} - \mathcal{P}_r \right),
\]
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where $P_{s+1} = I$ and

$$P_r g = m_{(r)}^T (m_{(r)} m_{(r)}^T M_\ell)^{-1} (m_{(r)} M_\ell g), \quad 0 \leq r \leq s, \quad (3.74)$$

is the orthogonal projection of $g$ onto $\mathbb{M}_r$ in the Hilbert space $\mathbb{H}_{\ell}$ with inner product

$$(f, g)_M = \int_{\mathbb{R}^3} f(v) g(v) M_\ell(v) dv.$$  

**Proposition 7** The operator $\mathcal{L}$ is bounded, positive, and self-adjoint from $\mathbb{H}_{\ell \ell}$ to $\mathbb{H}_{\ell \ell}$. The null space of $\mathcal{L}$ is $\mathbb{M}_0$, and it has a well defined pseudo-inverse from $\mathcal{R}(\mathcal{L})$ to $\mathcal{R}(\mathcal{L})$, given by

$$\mathcal{L}^{-1} = \sum_{r=0}^s \frac{1}{\nu_r} (P_{r+1} - P_r). \quad (3.75)$$

**Proof.** Each projection is bounded and self-adjoint in $\mathbb{H}_{\ell \ell}$:

$$\|P_r f\|_{M_\ell} = \|f\|_{M_\ell} - \|(I - P_r) f\|_{M_\ell} \leq \|f\|_{M_\ell},$$

$$\langle f M_\ell P_r g \rangle = \langle f M_\ell m_{(r)}^T \rangle \langle m_{(r)} m_{(r)}^T M_\ell \rangle^{-1} \langle m_{(r)} M_\ell g \rangle = \langle g M_\ell P_r f \rangle.$$  

Hence, $\mathcal{L}$ is also bounded and self-adjoint. Moreover, since $\mathbb{M}_r \subset \mathbb{M}_{r+1}$,

$$\langle g M_\ell P_r g \rangle \leq \langle g M_\ell P_{r+1} g \rangle. \quad (3.76)$$

Plugging (3.76) into (3.73) shows that $\mathcal{L} g \geq 0$ and that $\mathcal{L} g = 0$ if and only if $(P_{r+1} - P_r) g = 0$ for all $r$. In particular, $\mathcal{L} g = 0$ if and only if $g = \mathcal{P}^0 g$; hence
\( \mathcal{N}(\mathcal{L}) = \mathbb{M}_0 \). By general Hilbert space theory, \( \mathcal{L} \) has a unique pseudo inverse \( \mathcal{L}^{-1} \) from \( \mathcal{R}(\mathcal{L}) = \mathbb{M}_0^{\perp} \), and since \( \mathcal{L} \) is self-adjoint, \( \mathcal{R}(\mathcal{L}^*) = \mathcal{R}(\mathcal{L}) \). Finally, if \( g \) is decomposed into orthogonal components,

\[
g = \sum_{r=0}^{s} g_r, \quad g_r \equiv \sum_{r=0}^{s} (\mathcal{P}_{r+1} - \mathcal{P}_r) g,
\]

then

\[
\mathcal{L}g = \sum_{r=0}^{s} \nu_r g_r
\]

and

\[
\frac{1}{\nu_r} (\mathcal{P}_{r+1} - \mathcal{P}_r) \mathcal{L}g = (\mathcal{P}_{r+1} - \mathcal{P}_r) g_r. \tag{3.77}
\]

Summing (3.77) over \( r \) proves the formula for \( \mathcal{L}^{-1} \) given in (3.75).

### 3.4.4.2 Relaxation Rates

The Boltzmann equation with the GBGK operator (3.67) is

\[
\partial_t F + v \cdot \nabla_x F + \frac{q_m}{m_e} \nabla_x \Phi \cdot \nabla_v F = -\sum_{r=0}^{s} \eta_r \left( F - \mathcal{E}_F^r \right).
\]

The choice of the intermediate states \( \mathcal{E}_F^r \) is based on the relative sizes of the relaxation rates. This is because the property \( \eta_r = \nu_r - \nu_{r-1} > 0 \) is crucial to proving Proposition 6.2. In addition, \( \tilde{\mathcal{C}} \) should recover the correct mobility in the drift-diffusion limit. Recall from Chapter 2 that the mobility is given by

\[
\mu = -\frac{1}{3} \frac{q}{m_e^* \theta_\ell} \text{trace} \left( \langle \nu \mathcal{C}^{-1} (\nu \mathcal{M}) \rangle \right) \tag{3.78}
\]
(Here, the operator $C^{-1}$ is the pseudo-inverse of the full collision operator, which is linear.) Thus when replacing $C$ by $\tilde{C}$, one must choose values of $\nu_r$ such that

$$\langle vM_\ell \mathcal{L}^{-1}v \rangle = -\langle vC^{-1}(vM_\ell) \rangle .$$

**Proposition 8** Let $\mathbb{M}_a$ be the smallest smallest space containing the polynomial $v$ and suppose that $\langle vm_{(r)}M \rangle = 0$ for all $r < a$. Then

$$\langle vM_\ell \mathcal{L}^{-1}v \rangle = \frac{\theta_\ell}{\nu_a} I .$$

**Proof.** Write out $\langle v \mathcal{L}^{-1}(vM_\ell) \rangle$ in three pieces:

$$\langle vM_\ell \mathcal{L}^{-1}v \rangle = \sum_{r=0}^{a-2} \frac{1}{\nu_r} \langle vM_\ell \left( P_{r+1}(v) - P_r(v) \right) \rangle$$

$$+ \frac{1}{\nu_a} \langle vM_\ell \left( P_a(v) - P_{a-1}(v) \right) \rangle$$

$$+ \sum_{r=a}^{\infty} \frac{1}{\nu_r} \langle vM_\ell \left( P_{r+1}(v) - P_r(v) \right) \rangle .$$

All of the terms in the first line of this sum are zero by hypothesis as is the second term of the second line. The terms of the third line are also zero since $P_r(v) = v$ for all $r \geq a$. The only remaining term is

$$\left\langle \frac{1}{\nu_a} vM_\ell P_a(v) \right\rangle = \left\langle \frac{1}{\nu_a} (v \lor v) M_\ell \right\rangle = \frac{\theta_\ell}{\nu_a} I .$$

$\blacksquare$
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Given this proposition, it is clear that the correct mobility is recovered by an appropriate choice of the relaxation rate \( \nu_a \). In practice, \( \nu_a = \tau_p^{-1} \), where \( \tau_p \) is the momentum relaxation time. To recover the correct mobility, we set

\[
\tau_p = -\frac{1}{3\theta_e} \text{trace} \left\langle v C^{-1} (v M) \right\rangle,
\]

which is consistent with the well-known relation [44, 62]

\[
\mu = \frac{q_e}{m_e^*} \tau_p. \tag{3.79}
\]

The numerical values for \( \mu \) and the remaining relaxation rates can be determined in several ways. They can be computed using the full collision operator or by Monte Carlo simulations. In the latter case, rates are determined for a device with specific parameters. If physical characteristics such as doping profile or device dimension or external potential are changed, then new rates must be calculated. In some cases—such as the Baccarani-Wordeman model discussed later in this chapter—rates are specified based on phenomenological arguments that combine a mixture of theory, experiment, and approximation to justify analytical formulas for the rates as functions of the macroscopic variables. It is generally understood the such approximations are less accurate than the Monte-Carlo approach. However, they do not require recalibration for each new device.

104
We present several entropy-based closures that are known to be well-posed—that is, for which (3.55) has a solution. These closures all have the form

\[
\partial_t \rho + \nabla_x \cdot f(\rho) - \frac{q_e}{m_e} \nabla_x \Phi \cdot l(\rho) = r(\rho).
\]

3.4.5.1 The Equilibrium Closure. In the trivial case, \(m = \{1\}\). The moment system is

\[
\partial_t n + \nabla_x \cdot (vF) = 0.
\]

where \(n = \langle F \rangle\). The entropic projection of \(F\) with respect to \(m\) is

\[
\mathcal{E}(F; m) = nM_c.
\]

Approximating \(F\) by \(\mathcal{F}[\rho] = \mathcal{E}(F; m)\) gives

\[
\partial_t n = 0.
\]

As is, this closure is quite trivial, and the collision operator does not play a role. However, in the next section, we will show how perturbations of \(\mathcal{F}[\rho]\) lead to the drift-diffusions equations.
3.4.5.2 The Drifted Diffusion Closure Let $s = 0$ and set

$$m(0) = 1, \quad m = \begin{pmatrix} 1 \\ v \end{pmatrix}.$$ 

The moment system is

$$\partial_t n + \nabla_x \cdot (nu) = 0$$

$$\partial_t (nu) + \nabla_x \cdot (v \vee v F) - \frac{q_e}{m_e^*} n \nabla_x \Phi = \langle v \mathcal{C}(F) \rangle,$$

where

$$n = \langle F \rangle, \quad u = \frac{1}{n} \langle v F \rangle.$$ 

(3.80)

The entropic projection for evaluating the flux terms is a Maxwellian

$$\mathcal{E}(F; m) = \mathcal{M}_{n, u, \theta},$$

which gives

$$(v \vee v F) = (nu \vee u + n \theta) .$$

The entropic projection used to evaluate collision terms is

$$\mathcal{E}_F^0 = \mathcal{E}(F; m(0)) = nM_\ell.$$
The GBGK operator reduces to the standard BGK operator,

\[ \tilde{C}(F) = -\nu_0 (F - nM_\ell), \]

where \( \nu_0 \) is the rate at which momentum relaxes to zero. It is to traditional [13, 44] to write

\[ \nu_0 = \frac{1}{\tau_p} \]

where \( \tau_p \) is related to \( \mu \) by (3.79). (The subscript \( p \) here stands for momentum.)

Therefore the collision term is

\[ \left\langle v \tilde{C}(F) \right\rangle = -\frac{1}{\tau_p}nu. \]

### 3.4.5.3 The Maxwellian Closure

Let \( s = 2 \) with

\[ m_{(0)} = 1, \quad m_{(1)} = \begin{pmatrix} 1 \\ \frac{1}{2}|v|^2 \end{pmatrix}, \quad m = \begin{pmatrix} 1 \\ v \\ \frac{1}{2}|v|^2 \end{pmatrix}. \]
The moment system is

\[ \partial_t n + \nabla_x \cdot (nu) = 0 , \tag{3.81a} \]

\[ \partial_t (nu) + \nabla_x \cdot (nu \vee u + n\theta I + \Sigma) - \frac{q_e}{m_e} n \nabla_x \Phi = \left\langle v \tilde{C} (F) \right\rangle , \tag{3.81b} \]

\[ \partial_t \left( \frac{n|u|^2}{2} + \frac{3n\theta}{2} \right) + \nabla_x \cdot \left( \frac{n|u|^2 u}{2} + \frac{5n\theta u}{2} + \Sigma u + q \right) - \frac{q_e}{m_e} n u \cdot \nabla_x \Phi = \left\langle \frac{|v|^2}{2} \tilde{C} (F) \right\rangle , \tag{3.81c} \]

where \( n \) and \( u \) are given in (3.79) and

\[ \theta = \frac{1}{n} \left\langle |v - u|^2 F \right\rangle , \quad \Sigma = \left\langle \left( (v - u) \vee (v - u) - \frac{1}{3}|v - u|^2 \right) F \right\rangle \]

\[ q = \left\langle |v - u|^2 (v - u) F \right\rangle . \]

The entropic projection for evaluating the flux terms is a Maxwellian,

\[ \mathcal{E}(F; \mathbf{m}) = \mathcal{M}_{n,u,\theta} , \]

which gives

\[ \Sigma = 0 , \quad q = 0 . \]

The entropic projections used to evaluate the collision terms are

\[ \mathcal{E}^0_F = \mathcal{E}(F; \mathbf{m}_0) = n M_e , \]

\[ \mathcal{E}^1_F = \mathcal{E}(F; \mathbf{m}_1) = \mathcal{M}_{n,0,\omega} , \]
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where
\[ \omega = \frac{2}{3n} \langle |v|^2 F \rangle = \frac{1}{3} |u|^2 + \theta. \]

The collision operator,
\[ \tilde{C}(F) = -\nu_1 (F - E^1_F) - \nu_0 (E^1_F - E^0_F), \]
models a two-part relaxation process. The relaxation from \( F \) to \( E^1_F \) corresponds to the relaxation to a state with zero average momentum at a rate \( \nu_1 \). The relaxation from \( E^1_F \) to \( E^0_F \) corresponds to the relaxation of energy to the thermal energy of the lattice at a rate \( \nu_0 < \nu_1 \). Traditionally, these rates are defined in terms of their corresponding relaxation times [13]:
\[ \nu_0 = \frac{1}{\tau_w} \quad \text{and} \quad \nu_1 = \frac{1}{\tau_p}. \]
(As before, the subscript \( p \) is for momentum while the subscript \( w \) stands for energy.)

The production terms take the form
\[
\left\langle v \tilde{C}(F) \right\rangle = -\frac{1}{\tau_p} nu, \\
\left\langle \frac{1}{2} |v|^2 \tilde{C}(F) \right\rangle = -\frac{1}{\tau_w} \left( \frac{1}{2} n |u|^2 + \frac{3}{2} n (\theta - \theta_c) \right). 
\]

Remark 9 At first glance, the choice of the intermediate state \( E^1 \) in this example
may seem a bit strange. In fact, it might seem more natural to replace $\mathbf{m}(1)$ by

$$
\tilde{\mathbf{m}}(1) = \begin{pmatrix} 1 \\ v \end{pmatrix}
$$

and $\mathcal{E}_F^1$ by $\tilde{\mathcal{E}}_F^1 = \mathcal{M}_{n,u,\theta_F}$. The resulting collision operator models the combination of a fast(er) process of heat relaxation to the thermal lattice temperature and a slow(er) process of momentum relaxation. Such an operator is inconsistent with the fact that momentum relaxes faster than temperature.

In gas dynamics, there is no preferred inertial frame, and the choice of $\mathbf{m}(1)$ would not be appropriate since span $\{1, |v|^2\}$ is not invariant under Galilean shifts. However, for electron-lattice collisions in a semiconductor, a preferred frame is provided by the lattice. Hence invariance under Galilean shift is no longer expected to hold.

Related to this discussion is the quantity $\omega$, which serves the role of temperature in the Maxwellian that is the intermediate state $\mathcal{E}_F^1$. Since the kinetic density $\mathcal{E}_F^1$ has mean velocity zero, $\omega$ represents the entire energy of the system. It is in this way that momentum and energy relaxation are handled as two distinct processes.
3.4.5.4 The Gaussian Closure Let \( s = 3 \) with

\[
\begin{align*}
\mathbf{m}_{(0)} &= 1, & \mathbf{m}_{(1)} &= \begin{pmatrix} 1 \\ \frac{1}{2} |v|^2 \end{pmatrix}, \\
\mathbf{m}_{(2)} &= \begin{pmatrix} 1 \\ v \\ \frac{1}{2} |v|^2 \end{pmatrix}, & \mathbf{m} &= \begin{pmatrix} 1 \\ v \\ v \lor v \end{pmatrix}.
\end{align*}
\]

The moment system is

\[
\begin{align*}
\partial_t n + \nabla \cdot (nu) &= 0, \\
\partial_t (nu) + \nabla \cdot (nu \lor u + n\Theta) - \frac{q_e}{m_e} n \nabla_x \Phi &= \left< v \mathcal{C}(F) \right>, \\
\partial_t (nu \lor u + n\Theta) + \nabla \cdot (nu \lor^3 + 3n\Theta \lor u + Q) -2\frac{q_e}{m_e} nu \lor \nabla_x \Phi &= \left< \frac{|v|^2}{2} \mathcal{C}(F) \right>,
\end{align*}
\]

where \( n \) and \( u \) are defined in (3.79) and

\[
\Theta = \frac{1}{n} \left< (v - u) \lor (v - u) F \right>, \quad Q = \left< (v - u)^3 F \right>.
\]

The entropic projection for evaluating the flux terms is a Gaussian

\[
\mathcal{E}(F; \mathbf{m})(v) = \mathcal{G}_{n,u,\Theta}(v),
\]
which gives $Q = 0$. The entropic projections used to evaluate $\tilde{C}$ are

$$\mathcal{E}_F^0 = \mathcal{E}(F; m_{(0)}) = nM_\ell,$$

$$\mathcal{E}_F^1 = \mathcal{E}(F; m_{(1)}) = \mathcal{M}(n, 0, \omega),$$

$$\mathcal{E}_F^2 = \mathcal{E}(F; m_{(2)}) = \mathcal{M}(n, u, \theta).$$

The collision operator,

$$\tilde{C}(F) = -\nu_2 (F - \mathcal{E}_2) - \nu_1 (\mathcal{E}_2 - \mathcal{E}_1) - \nu_0 (\mathcal{E}_1 - \mathcal{E}_0),$$

models a three-part relaxation process: first is relaxation to the isotropic distribution $\mathcal{E}_2$ at the rate $\nu_2$; next is momentum relaxation to the distribution $\mathcal{E}_1$ with zero mean velocity at the rate $\nu_1$; finally there is relaxation to the local equilibrium $\mathcal{E}_0$ at the temperature $\theta_\ell$ at the rate $\nu_0$. Again, it is traditional [13] to write

$$\nu_0 = \frac{1}{\tau_w}, \quad \nu_1 = \frac{1}{\tau_p}, \quad \nu_2 = \frac{1}{\tau_\sigma},$$

where the additional subscript $\sigma$ connotes $\Sigma$, the anisotropic part of the stress tensor.

The production terms for the Gaussian system are

$$\left\langle v \tilde{C}(F) \right\rangle = -\frac{1}{\tau_p}nu,$$

$$\left\langle v \vee v \tilde{C}(F) \right\rangle = -\frac{1}{\tau_\sigma} (n\Theta - n\theta I) - \frac{1}{\tau_p} \left( nu \vee u - \frac{1}{3} n|u|^2 \right)$$

$$- \frac{1}{\tau_w} \left( \frac{1}{3} n|u|^2 I + n (\theta - \theta_\ell) I \right).$$
**Remark 10** As with the Maxwellian closure, there are other possible choices for the vectors $\mathbf{m}_r$ that determine the intermediate states. However, just as before, our choice is guided by the ordering of relaxation rates that ensures that $\tilde{C}$ dissipates entropy. In this case, experiments confirm that $\tau_\sigma < \tau_p < \tau_w$ which justifies our choice of $\mathbf{m}_r$.

### 3.5 Perturbations of Entropy-Based Moment Closures

A particular drawback of the Maxwellian and Gaussian closures, as compared to the BBW and AP closures, is that they fail to capture heat flow, which experiments have found to be an important aspect in the dynamics of electron transport. Many attempts have been made to extend moment systems to high order to capture these effects more accurately. As mentioned previously, a series of papers (see [3] and references therein), have developed higher-order closures (meaning order greater than two) in the framework of extended thermodynamics that is formally justified by the principle of minimum entropy applied to the kinetic entropy $\mathcal{H}$. However, from a mathematical point of view, entropy closures for systems of order greater than two are not well-posed. Thus we propose a new approach that combines well-posed entropy closures with a perturbative analysis. The basic idea is to assume that the kinetic density is a small perturbation from its entropic projection, and then use this perturbation to derive more accurate expressions for the stress and heat flux. We find that such perturbations lead to convective and diffusive corrections that agree with other closures in some respects and differ in others. A numerical investigation into the effects of these corrective terms is the topic of Chapter 5. We call the new
hierarchy of closures *perturbed entropy-based* (PEB) closures.

### 3.5.1 General Setting

We begin with Boltzmann transport equation,

\[ \partial_t F + v \cdot \nabla_x F + \frac{q_e}{m_e^*} \nabla_x \Phi \cdot \nabla_v F = \tilde{C}(F), \]  

(3.87)

where \( \tilde{C} \) is given by (3.65). As usual, (3.87) can be integrated against a vector \( m \) of polynomials in \( v \) to give

\[ \partial_t \langle m F \rangle + \nabla_x \cdot \langle v m F \rangle + \frac{q_e}{m_e^*} \nabla_x \Phi \cdot \langle m \nabla_v F \rangle = \langle m \tilde{C}(F) \rangle. \]  

(3.88)

Here we assume that the components of \( m \) are a basis for an admissible polynomial space \( M \). Let \( \mathcal{E}_F = \mathcal{E}(F; m) \) and write \( F \) as \( \mathcal{E}_F \) plus a perturbation:

\[ F = \mathcal{E}_F (1 + \bar{F}), \]  

(3.89)

where

\[ \langle m \mathcal{E}_F \bar{F} \rangle = 0. \]  

(3.90)

By plugging (3.89) into (3.88), we find an evolution for the spatial density \( \rho = \langle m F \rangle \):

\[ \partial_t \rho + \nabla_x \cdot \langle v m \mathcal{E}_F (1 + \bar{F}) \rangle - \frac{q_e}{m_e^*} \nabla_x \Phi \cdot \langle \nabla_v m \mathcal{E}_F (1 + \bar{F}) \rangle = \langle m \tilde{C}(\mathcal{E}_F (1 + \bar{F})) \rangle. \]

To simplify this expression, note first that if \( M \) is invariant under translations of
\( v \), then the components of \( \nabla_v \mathbf{m} \) will be linear combinations of the components of \( \mathbf{m} \).

Thus (3.90) implies

\[
\langle \nabla_v \mathbf{m} \mathcal{E}_F \tilde{F} \rangle = 0.
\]

Moreover, by (3.68d),

\[
\tilde{C}(\mathcal{E}_F (1 + \tilde{F})) = \tilde{C}(\mathcal{E}_F) - \nu_s \mathcal{E}_F \tilde{F},
\]

where \( \nu_s \) is the largest relaxation rate in (3.65). Therefore

\[
\langle \mathbf{m} \tilde{C}(\mathcal{E}_F (1 + \tilde{F})) \rangle = \langle \mathbf{m} \tilde{C}(\mathcal{E}_F) \rangle.
\]

The evolution equation for \( \rho \) simplifies to

\[
\partial_t \rho + \nabla_x \cdot \langle v \mathbf{m} \mathcal{E}_F \rangle + \nabla_x \cdot \langle v \mathbf{m} \mathcal{E}_F \tilde{F} \rangle - \frac{q_e}{m_e^*} \nabla_x \Phi \cdot (\nabla_v \mathbf{m} \mathcal{E}_F) = \langle \mathbf{m} \tilde{C}(\mathcal{E}_F) \rangle.
\] (3.91)

So far, everything has been exact except for the approximation \( \tilde{C} \) of the full collision operator \( C \). We now approximate \( \tilde{F} \) in order to close this system. (Note that we recover the entropic closure by simply setting \( \tilde{F} = 0 \)). Using (3.87) and (3.88), we find that \( \tilde{F} \) satisfies

\[
\frac{\partial_t (\mathcal{E}_F \tilde{F})}{\mathcal{E}_F} + \tilde{P}_{\mathcal{E}_F} \left( \frac{\mathcal{E}_F (1 + \tilde{F})}{\mathcal{E}_F} \right) + \frac{q_e}{m_e^*} \nabla_x \Phi \cdot \tilde{P}_{\mathcal{E}_F} \left( \frac{\nabla_v (\mathcal{E}_F (1 + \tilde{F}))}{\mathcal{E}_F} \right) = \tilde{P}_{\mathcal{E}_F} \left( \frac{\tilde{C}(\mathcal{E}_F)}{\mathcal{E}_F} \right) - \nu_s \tilde{F},
\] (3.92)
where $\tilde{\mathcal{P}}_{\mathcal{E}} = \mathcal{I} - \mathcal{P}_{\mathcal{E}}$ and

$$
\mathcal{P}_{\mathcal{E}} g = \frac{1}{\mathcal{E}} D_f \mathcal{E}(F; m) \mathcal{E}_{F} g = m^T (mm^T \mathcal{E}_F)^{-1} \langle m \mathcal{E}_F g \rangle
$$

is computed using (3.72). The mapping $\mathcal{P}_{\mathcal{E}}$ is the orthogonal projection of $F$ onto $\mathcal{M}$ is the Hilbert space $\mathcal{H}_{\mathcal{E}_F}$ with inner product

$$
(f, g)_{\mathcal{E}_F} \equiv \int_{\mathbb{R}^3} f(v) g(v) \mathcal{E}_F(v) \, dv.
$$

Thus $\tilde{\mathcal{P}}_{\mathcal{E}_F} g$ isolates the components of the function $g$ that are orthogonal to $m$ in $\mathcal{H}_{\mathcal{E}_F}$.

The contribution from the electric field to the closure depends on whether or not $v \in \mathcal{M}$. To see this, we compute

$$
\left( \frac{\nabla_v \mathcal{E}_F}{\mathcal{E}_F} \right) (v) = \nabla_v (\log \mathcal{E}_F) = \beta^T \nabla_v m(v) - \frac{v}{\theta_\ell}.
$$

Thus, if $\mathcal{M}$ is invariant under translations of $v$ and if $v \in \mathcal{M}$, then the components of $\nabla_v m$ will be linear combinations of components in $m$. This implies that in (3.92),

$$
\tilde{\mathcal{P}}_{\mathcal{E}_F} \left( \frac{\nabla_v \mathcal{E}_F}{\mathcal{E}_F} \right) = 0. \quad (3.93)
$$

Note that (3.93) does not hold in the case $m = 1$. 
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3.5.2 Balance

We assume that (3.93) holds and that the potential energy associated with the electric fields in a given device is on the same order as the thermal energy, in which case the scaled version of (3.92) is

$$
\varepsilon^3 \frac{\partial (\mathcal{E}_F \tilde{F})}{\mathcal{E}_F} + \varepsilon \tilde{P}_{\mathcal{E}_F} \left( \frac{v \cdot \nabla_z (\mathcal{E}_F (1 + \delta \tilde{F}))}{\mathcal{E}_F} \right)
+ \varepsilon^2 \nabla_x \Phi \cdot \tilde{P}_{\mathcal{E}_F} \left( \nabla_v (\mathcal{E}_F \tilde{F}) \right)
= \tilde{P}_{\mathcal{E}_F} \left( \frac{\tilde{C}(\mathcal{E}_F)}{\mathcal{E}_F} \right) - \varepsilon \nu_s \tilde{F},
$$

(3.94)

where $\varepsilon$ is the scaled Knudsen number. Although we are no longer in the equilibrium limit, the value of $\varepsilon$ is still relatively small. For example, in today’s most modern semiconductor devices, $\varepsilon$ is roughly 0.01 to 0.1. By retaining terms in (3.92) through order $\varepsilon$, the behavior of $\tilde{F}$ is approximated by the balance

$$
\tilde{P}_{\mathcal{E}_F} \left( \frac{v \cdot \nabla_z \mathcal{E}_F}{\mathcal{E}_F} \right) = \tilde{P}_{\mathcal{E}_F} \left( \frac{\tilde{C}(\mathcal{E}_F)}{\mathcal{E}_F} \right) - \nu_s \tilde{F},
$$

so that

$$
\tilde{F} = -\tau_s \left[ \tilde{P}_{\mathcal{E}_F} \left( \frac{v \cdot \nabla_z \mathcal{E}_F}{\mathcal{E}_F} \right) - \tilde{P}_{\mathcal{E}_F} \left( \frac{\tilde{C}(\mathcal{E}_F)}{\mathcal{E}_F} \right) \right].
$$

(3.95)

It should be noted that the scaling (3.94)—and hence the balance in (3.95)—is subject to criticism. The issue here is not so much the fact that $\varepsilon \ll 1$ no longer holds. Rather, it is the fact that, in smaller devices, the electric field can become large, especially around material junctions where the doping concentration may vary by several orders of magnitude. Including electric field effects gives a new balance
for approximating $\tilde{F}$:

$$
\tilde{P}_{\varepsilon_F} \left( \frac{v \cdot \Delta \varepsilon F}{\varepsilon F} \right) + \frac{q_e}{m_e} \nabla_x \Phi \cdot \tilde{P}_{\varepsilon_F} \left( \frac{\nabla_v (\varepsilon_F \tilde{F})}{\varepsilon F} \right) = \tilde{P}_{\varepsilon_F} \left( \tilde{C}(\varepsilon_F) \right) - \nu_s \tilde{F}.
$$

The closure derived from this balance is the subject of future work. For the moment, we continue to work with the balance given in (3.95).

### 3.5.3 Entropy Dissipation

In general, the expression for $\tilde{F}$ in (3.95) provides two corrective terms to the closure in (3.91): a gradient term that produces diffusive corrections and a collision term that produces convective corrections. Recall that (3.91) dissipates the quantity $K(\rho, \nabla_x \Phi)$ given in (3.58) whenever $\tilde{F} = 0$. The addition of the diffusive terms only helps the situation. Following the calculation of Section (3.4.2), we need only show the following

**Proposition 11** The diffusive term in (3.95) locally dissipates the entropy $k$ (and hence $K$).

**Proof.** The chain rule gives

$$
- \frac{\partial k}{\partial \rho} \nabla_x \cdot \left( \tau_{s v} \varepsilon_F m \tilde{P}_{\varepsilon_F} \left( \frac{v \cdot \nabla_x \varepsilon F}{\varepsilon F} \right) \right)
= \nabla_x \frac{\partial k}{\partial \rho} \left( \tau_{s v} \varepsilon_F m \tilde{P}_{\varepsilon_F} \left( \frac{v \cdot \nabla_x \varepsilon F}{\varepsilon F} \right) \right)
- \nabla_x \left( \frac{\partial k}{\partial \rho} \left( \tau_{s v} \varepsilon_F m \tilde{P}_{\varepsilon_F} \left( \frac{v \cdot \nabla_x \varepsilon F}{\varepsilon F} \right) \right) \right),
$$

(3.96)
and the second term on the right-hand side of (3.96) is in divergence form. Thus, it remains to show then that the first term has the appropriate sign. Note that

\[
\frac{v \cdot \nabla_x \mathcal{E}_F}{\mathcal{E}_F} = v \cdot \nabla_x (\log(\mathcal{E}_F)) = v \cdot \nabla_x (\beta^T \mathbf{m}),
\]

(3.97)

where \( \beta = \left( \frac{\partial k}{\partial \rho} \right)^T \). Using the fact that \( \tilde{\mathcal{P}}_{\epsilon F} \) is self-adjoint in \( \mathbb{H}_{\mathcal{E}_F} \) gives

\[
\nabla_x \frac{\partial k}{\partial \rho} \left\langle v \mathbf{m} \mathcal{E}_F \tilde{\mathcal{P}}_{\epsilon F} \left( \frac{v \cdot \nabla_x \mathcal{E}_F}{\mathcal{E}_F} \right) \right\rangle = \left\langle v \cdot \nabla_x (\beta^T \mathbf{m}) \mathcal{E}_F \tilde{\mathcal{P}}_{\epsilon F} v \cdot \nabla_x (\beta^T \mathbf{m}) \right\rangle \\
= \left\langle \mathcal{E}_F \left( \tilde{\mathcal{P}}_{\epsilon F} (v \cdot \nabla_x (\beta^T \mathbf{m})) \right)^2 \right\rangle \\
\geq 0,
\]

which concludes the proof.

The key to Proposition 11 is the unique form of (3.97) which is not shared by the convective term in (3.95). It is therefore unclear whether inclusion of this term in (3.91) will preserve entropy dissipation or hyperbolicity. The effects of both diffusive and convection corrections in numerical simulations will be examined in the next chapter.

### 3.5.4 Examples

#### 3.5.4.1 The Equilibrium Closure

For the case \( \mathbf{m} = 1 \), the entropic projection is just the equilibrium distribution: \( \mathcal{E}(F; \mathbf{m}) = M_e \langle F \rangle \), and the closure for the density \( n = \langle F \rangle \) is trivial:

\[
\partial_t n = 0.
\]
However, it is instructive to see that the perturbation procedure outlined above reduces to the drift-diffusion model in this simple case. We note first that, since $\tilde{\mathcal{C}}(\langle F \rangle M_e) = 0$, there are no convective corrections. However, since (3.93) does not hold, then there will be an electric field contribution.

The perturbation $\tilde{F}$ satisfies

$$
\tilde{F} = -\tau_p \left[ \mathcal{P}_F \left( \frac{v \cdot \nabla_x F}{\mathcal{E}_F} \right) + \frac{q_e}{m_e} \nabla_x \Phi \cdot \mathcal{P}_F \left( \frac{\nabla_v \mathcal{E}_F}{\mathcal{E}_F} \right) \right]
$$

$$
= -\tau_p \left[ \left( \frac{v \cdot \nabla_x n}{n} \right) - \frac{q}{m_e^* \theta_e} \nabla_x \Phi \cdot v \right],
$$

and therefore the perturbed flux is

$$
\langle v \mathcal{E}_F \tilde{F} \rangle = -\tau_p \left[ \theta_e \nabla_x n - \frac{q_e}{m_e^* n} \nabla x \Phi \right]
$$

$$
= -\frac{m_e^* \theta_e}{q} \mu n \nabla_x n - \mu m \nabla x \Phi,
$$

which is the just drift-diffusion flux with the mobility formula (3.79).

3.5.4.2 The Maxwellian Closure Recall that the entropic projection for $F$ is a Maxwellian,

$$
\mathcal{E}(F; \mathbf{m}) = \mathcal{M}_{n,u,\theta} = \frac{n}{(2\pi \theta)^{3/2}} \exp \left( -\frac{|v-u|^2}{2\theta} \right),
$$

(3.98)

and the resulting moment equations are given by (3.81). For simplicity of notation, we will henceforth drop subscripts and set $\mathcal{M} \equiv \mathcal{M}_{n,u,\theta}$. If $F = \mathcal{M}$, then $\Sigma$ and $q$ are identically zero. In order to find non-vanishing expression for $\Sigma$ and $q$, we assume
that $F$ has the form

$$F = \mathcal{M}(1 + \tilde{F}) ,$$

where $\langle \mathbf{m}\mathcal{M}\tilde{F} \rangle = 0$. According to (3.95), the perturbation $\tilde{F}$ is given by

$$\tilde{F} = -\tau_p \left[ \hat{P}_\mathcal{M} \left( \frac{v \cdot \nabla_x \mathcal{M}}{\mathcal{M}} \right) - \hat{P}_\mathcal{M} \left( \frac{\tilde{C}(\mathcal{M})}{\mathcal{M}} \right) \right]$$

where $\hat{P}_\mathcal{M} = I - P_\mathcal{M}$ and

$$P_\mathcal{M} g = \mathbf{m}^T \langle \mathbf{m}\mathcal{M} g \rangle = \frac{1}{n} \left( \langle \mathcal{M} g \rangle + \frac{c}{\theta} \langle c \mathcal{M} g \rangle + \frac{2}{3} \left( |c|^2 - \frac{3}{2} \right) \left( \frac{|c|^2}{2\theta} - \frac{3}{2} \right) \langle \mathcal{M} g \rangle \right) .$$

It is convenient to write $\Sigma = \Sigma_1 + \Sigma_2$ and $q = q_1 + q_2$, where

$$\Sigma_1 = -\tau_p \left\langle \left( c \vee c - \frac{1}{3} |c|^2 I \right) \mathcal{M} \hat{P}_\mathcal{M} \left( \frac{v \cdot \nabla_x \mathcal{M}}{\mathcal{M}} \right) \right\rangle ,$$

$$\Sigma_2 = \tau_p \left\langle \left( c \vee c - \frac{1}{3} |c|^2 I \right) \mathcal{M} \hat{P}_\mathcal{M} \left( \frac{\tilde{C}(\mathcal{M})}{\mathcal{M}} \right) \right\rangle ,$$

and

$$q_1 = \frac{\tau_p}{2} \left\langle \left| c \right|^2 c \mathcal{M} \hat{P}_\mathcal{M} \left( \frac{\tilde{C}(\mathcal{M})}{\mathcal{M}} \right) \right\rangle ,$$

$$q_2 = -\frac{\tau_p}{2} \left\langle \left| c \right|^2 c \mathcal{M} \hat{P}_\mathcal{M} \left( \frac{v \cdot \nabla_x \mathcal{M}}{\mathcal{M}} \right) \right\rangle .$$

The terms $\Sigma_1$ and $q_1$ generate diffusive corrections while $\Sigma_2$ and $q_2$ generate convective corrections. By plugging (3.82),(3.98), and (3.99) into (3.100) and (3.101), we find
that

\[
\Sigma_1 = -n \theta \tau_p \left( \nabla_x u + (\nabla_x u)^T - \frac{2}{3} (\nabla_x \cdot u) I \right),
\]

\[
\Sigma_2 = nu \vee u - \frac{1}{3} n|u|^2 I,
\]

and

\[
q_1 = -\frac{5}{2} n \theta \tau_p \nabla_x \theta,
\]

\[
q_2 = -\frac{4}{3} n|u|^2 u + \frac{\tau_p}{\tau_w} \left( \frac{5}{6} n|u|^2 u + \frac{5}{2} n (\theta - \theta_c) u \right).
\]

3.5.4.3 The Gaussian Closure

The entropic projection of \( F \) in this case is now a Gaussian:

\[
\mathcal{E}(F; \mathbf{m}) = \mathcal{G}_{n,u,\theta} = \frac{n}{\sqrt{\det(2\pi\Theta)}} \exp \left( -\frac{1}{2} (v - u)^T \Theta^{-1} (v - u) \right)
\]

(3.102)

and the resulting moment equations are given by (3.84). For simplicity of notation, we will henceforth drop the subscripts and set \( \mathcal{G}_{n,u,\theta} \equiv \mathcal{G} \). If \( F = \mathcal{E}(F; \mathbf{m}) \), then \( Q \) is identically zero. In order to derive non-vanishing values for \( Q \), we assume that \( F \) has the form

\[
F = \mathcal{G}(1 + \tilde{F}),
\]

where \( \langle \mathbf{m} \mathcal{G} \tilde{F} \rangle = 0 \). The perturbation \( \tilde{F} \) is given by

\[
\tilde{F} = -\tau_s \left[ \tilde{P}_\phi \left( \frac{v \cdot \nabla_x \mathcal{G}}{\mathcal{G}} \right) - \tilde{P}_\phi \left( \frac{\tilde{C}(\mathcal{G})}{\mathcal{G}} \right) \right],
\]
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where $\tilde{P}_g = I - P_g$,

$$P_g g = \frac{1}{n} \left( \langle Gg \rangle + \psi \cdot \langle cg g \rangle + \frac{1}{2} \left( \psi \vee \psi - \Theta^{-1} \right) : \langle c \vee c - \Theta \rangle Gg \right) ,$$  \hspace{1cm} (3.103)

and $\psi = \Theta^{-1} (v - u)$.

It is convenient to write $Q = Q_1 + Q_2$, where

$$Q_1 = -\tau \sigma \left\langle (v - u) \vee (v - u) \vee (v - u) G\tilde{P}_g \left( \frac{v \cdot \nabla_x G}{G} \right) \right\rangle ,$$  \hspace{1cm} (3.104a)

$$Q_2 = \tau \sigma \left\langle (v - u) \vee (v - u) \vee (v - u) \tilde{G} \tilde{P}_g \left( \frac{\tilde{C}(G)}{G} \right) \right\rangle .$$  \hspace{1cm} (3.104b)

Then the term $Q_1$ is a diffusive correction and the term $Q_2$ is a convective correction.

By plugging (3.84), (3.85), and (3.103) into (3.104), we find that

$$Q_1 = -3\tau \sigma n (\Theta \cdot \nabla_x) \vee \Theta,$$

$$Q_2 = -\frac{\tau \sigma}{\tau_p} \left( nu \vee n u \vee n u + n|u|^2 I \vee u + 3n (\theta I - \Theta) \vee u \right)$$

$$+ \frac{\tau \sigma}{\tau_w} \left( n|u|^2 + 3n (\theta - \theta_t) \right) I \vee u .$$
Chapter 4

Entropy Minimization and Realizability

In this Chapter, we will examine the minimization problem upon which entropy-based closures for semiconductor models are based. Recall that the relative kinetic entropy is given by

$$K(f) \equiv \left< f \log \left( \frac{f}{M_l} \right) - f \right>$$

and that

$$\mathcal{F}_m \equiv \{ g \in L_1(\mathbb{R}^D) : g \geq 0 \text{ and } \langle |m_s g| \rangle < \infty, \ (s = 0, \ldots, l - 1) \} .$$

The entropy minimization problem is then

$$\min_{g \in \mathcal{F}_m} \{ K(g) : \langle mg \rangle = \rho \} . \quad (4.1)$$

Our main result is a characterization of the set of $\mathcal{D}$ of degenerate densities. These are densities $\rho$ for which $\rho = \langle mf \rangle$ for some $f \in \mathcal{F}_m$, but the minimizer in (4.1) does not exist. Thus if $F$ is a solution of the Boltzmann equation and if $f = F(x,v,t)$ for some fixed $(x,t)$, then the entropy closure will not be well-defined. There two possible ways to address this issue.
1. Ensure that values $\rho \in D$ will never be attained by the moment system generated by the entropy closure. One can either (i) show that the set of densities for which (4.1) does have a solution is invariant under the dynamics of the moment system or (ii) impose this condition in a way that is physically reasonable and mathematically justifiable.

2. Develop a modified approach that (i) is well-posed for all physically realizable values of $\rho$, (ii) agrees with the minimum entropy approach for well-posed cases of (4.1), and (iii) produces closures that generate symmetric hyperbolic systems that dissipate a physically meaningful entropy.

For both cases, it is important—at the very least—to show that $D$ is small in some sense; and under reasonable conditions, we show that $D$ is the finite union of lower dimensional fiber bundles. The fibers in each bundle are cones which we describe using the complementary slackness condition that comes from the dual formulation of (4.1)

For simplicity of exposition, we actually consider the minimization problem for the functional $\mathcal{H}$ rather than $\mathcal{K}$:

$$h(\rho) = \min_{g \in \mathcal{F}_m} \{ \mathcal{H}(g) : \langle mg \rangle = \rho \}, \quad (4.2)$$

where

$$\mathcal{H}(f) \equiv \langle f \log f - f \rangle.$$

As mentioned in Chapter 3, (4.1) and (4.2) generate the same closure whenever $m$
contains polynomial elements of degree two or greater. Previous studies of (4.2) can be found in [42,43,73], where the definition of $h$ is altered in an attempt to handle ill-posed cases. In [43] $h$ is redefined by relaxing the minimum in (4.2) to an infimum:

$$h(\rho) = \inf_{g \in \mathcal{F}_m} \{ \mathcal{H}(g) : \langle mg \rangle = \rho \}.$$  

(4.3)

Meanwhile in [73], an alternative definition of $h$ is given by

$$h(\rho) = \inf_{g \in \mathcal{F}_m} \{ \mathcal{H}(g) : \langle mg \rangle \preceq^* \rho \},$$  

(4.4)

where the notation $\langle mg \rangle \preceq^* \rho$ means—roughly speaking—that inequalities between certain components are allowed. Later in the chapter, we will attach a precise meaning to this notation.

It has been shown in [73] that (4.4) has a unique minimizer with a specific form that can easily expressed with Lagrange multipliers, and it turns out that the Lagrange multipliers are intimately related to the question of whether or not (4.2) also has a solution. We analyze this relationship in detail by applying a dual formulation to (4.4) based on the theory of convex optimization. We prove the important complementary slackness condition which is used to characterize the set $\mathcal{D}$. In the process of our investigation, we recover and extend previous results from [42,43] and [73]. We also show that the definitions of $h$ in (4.4) and (4.3) are equivalent, i.e., that the respective infima are equal. This implies that the minimizer of (4.4) is also the unique minimizer of (4.2) whenever (4.2) has a minimum.
The organization of the chapter is as follows. In Section 2, we introduce preliminary notation and background. In Section 3, we present the minimization problem, formulate its dual, and prove the complementary slackness condition. In Section 4, we analyze the relationship between $\rho$ and the Lagrange multipliers from the dual problem, and two examples are given. Finally, in the Appendix, we include proofs of the duality theorems, including the complementary slackness condition.

4.1 Preliminaries

4.1.1 Admissible Spaces

For a given moment system, the choice of $m$ must satisfy criteria based on physical considerations such as conservation and invariance under coordinates changes. We require that components of $m$ form a basis for a linear space $M$ of multivariate polynomials over the field of real numbers that satisfies the following conditions:

I. $M \supset \text{span}\{1, |v|^2\}$;

II. $M$ is invariant under rotation;

III. The cone $M_c = \{p \in M : \langle \exp(p) \rangle < \infty\}$ has non-empty interior.

Spaces that satisfy Conditions I-III will be called admissible.

In Condition I, the constant functions are included in $M$ so that any moment closure will include the conservation law for the electron concentration $n$. Most spaces also include multiples of the polynomial $v$, which gives a balance law for the
momentum, but we do not explicitly require it here. Multiples of $|v|^2$ give a balance law for the energy, although this is not a requirement for solving (4.4). Rather, we require $|v|^2 \in \mathbb{M}$ to ensure the minimization problems for $\mathcal{H}$ and for $\mathcal{K}$ are equivalent (see Chapter 3). Thus we have intentionally excluded the cases $\mathbb{M} = \text{span}\{1\}$ and $\mathbb{M} = \text{span}\{1, v\}$, even though these spaces are known to produce well-posed closures.

In Condition II, invariance under rotation means that $\mathbb{M}$ is unchanged when $v \mapsto O^T v$ for any orthogonal matrix $O$. This is a prerequisite of classical dynamics. For many cases, invariance under translation is also necessary, which means that $\mathbb{M}$ is also unchanged when $v \mapsto v - u$ for any $v \in \mathbb{R}^d$ (typically $d = 3$). In such cases, consistency implies that Condition I should include the polynomial $v$. However, this is not the case for semiconductors since the lattice provides a fixed frame of reference.

Condition III requires, at a minimum, that $\mathbb{M}$ contain polynomials of even maximal degree to ensure the decay necessary for integrability. The reason for imposing this condition will become clear when we examine the dual problem to (4.4).

4.1.2 Construction of Admissible Spaces

We now discuss the practical issue of constructing an admissible space. Given the integers $N \geq 2$ and $d \geq 1$, let $\mathbb{P}_N$ be the set of polynomials from $\mathbb{R}^d$ to $\mathbb{R}$ of degree less than or equal to $N$. An admissible space $\mathbb{M} \subset \mathbb{P}_N$ is constructed by choosing homogeneous polynomials of degree $j \leq N$, beginning with $N$. Let $\mathbb{Q}_j$ be the space of homogeneous polynomials from $\mathbb{R}^d$ to $\mathbb{R}$ of degree $j$. Each polynomial $p_j \in \mathbb{P}_j$ can
be represented by a symmetric $j$-fold tensor $B^j = B^j(p_j)$ via the tensor dot product

$$p_j(v) = B^j \cdot v^{\otimes j},$$

in which case the components of $B^j$ are just the coefficients of $p$. The tensor dot product is applied by simply summing over all available indices. Meanwhile, the superscript notation is used to denote symmetric tensor power.

The space $Q_j$ can be decomposed into the direct sum

$$Q_j = \begin{cases} H_j \oplus |v|^2 H_{j-2} \oplus |v|^4 H_{j-4} \oplus \ldots \oplus |v|^j, & j \text{ even} \\ H_j \oplus |v|^2 H_{j-2} \oplus |v|^4 H_{j-4} \oplus \ldots \oplus |v|^{j-1} H_1, & j \text{ odd} \end{cases} \quad (4.5)$$

where $H_i$ is the space of harmonic polynomials of degree $i$ [26]. This series terminates at $|v|^j$ for $j$. If $Y^i$ is the spherical harmonic tensor of degree $i$, defined for $\omega \in S^{d-1}$, then any polynomial $q_i \in H_i$ can be expressed with a tensor dot product

$$q_i(v) = |v|^i \tilde{B}^i \cdot Y^i(\omega), \quad \omega = \frac{v}{|v|}, \quad (4.6)$$

where $\tilde{B}^i$ is a symmetric, traceless $i$-fold tensor. Together (4.5) and (4.6) show that $p_j \in Q_j$ can be written as the product of the homogeneous term $|v|^j$ times linear combinations of spherical harmonic functions evaluated on the unit sphere. If $j$ is even, then only even spherical harmonics will be included; if $j$ is odd, then only odd
spherical harmonics will be included. If \( \omega = v/|v| \), then

\[
p_j (v) = |v|^j \sum_{i=0}^{j/2} \tilde{B}^{2i} \cdot Y^{2i} (\omega) , \quad j \text{ even},
\]
\[
p_j (v) = |v|^j \sum_{i=0}^{(j-1)/2} \tilde{B}^{2i+1} \cdot Y^{2i+1} (\omega) , \quad j \text{ odd}.
\]

It is known \cite{26} that the decomposition in (4.5) is the minimal decomposition of \( \mathcal{P}_j \) into orthogonal, rotationally invariant subspaces (meaning that no proper subspace of \( \mathbb{H}_j \) is rotationally invariant). Therefore, in order to satisfy Condition II, an admissible space \( \mathcal{M} \) must be a direct sum of some combination of these subspaces taken from each \( \mathcal{P}_j, j \leq N \). To satisfy Condition III, \( \mathcal{M} \) must include polynomials from \( \mathcal{P}_N \) to dominate the behavior of odd polynomials of lower degree for large \( |v| \). Furthermore, amongst the degree \( N \) polynomials, \( \mathcal{M} \) must include \( |v|^N \). This is because spherical harmonics other than \( Y^0 \equiv 1 \) take on both positive and negative values on the unit sphere. Excluding \( |v|^N \) would therefore lead to polynomials \( p \) such that

\[
\lim_{r \to \infty} p(r\omega) = \infty
\]

for \( \omega \) contained in a subset of the sphere \( S^{d-1} \) with positive measure. In such cases \( \exp(p) \) will not integrable and Condition III will be violated.

For illustration, we construct admissible spaces in the simple case that \( N = 2 \). The spherical harmonics up to order two are

\[
Y^0 (\omega) = 1 , \quad Y^1 (\omega) = \omega , \quad Y^2 (\omega) = \omega \vee \omega - \frac{1}{d} |\omega|^2 .
\]
Any polynomial \( p \in \mathbb{M} \) is the sum of its homogeneous components:

\[
p(v) = p_2(v) + p_1(v) + p_0(v).
\]

We begin with the polynomial \( p_2 \in \mathbb{P}_2 \):

\[
p_2(v) = B^2 \cdot v^2 = \sum_{i,j=1}^{d} B_{ij}^2 v_i v_j
\]

for some symmetric 2-tensor \( B^2 \). In terms of spherical harmonics,

\[
p_2(v) = |v|^2 \left[ \tilde{B}^0 \cdot Y^0 + \tilde{B}^2 \cdot Y^2 \right] = \tilde{B}^0 |v|^2 + \sum_{i,j=1}^{d} \tilde{B}_{ij}^2 \left( v_i v_j - \frac{1}{d} |v|^2 \delta_{ij} \right),
\]

and comparing (4.7) with (4.8) gives explicit relations between \( B^2 \) and the tensors \( \tilde{B}^0 \) and \( \tilde{B}^2 \):

\[
\tilde{B}^0 = \frac{1}{d} \text{trace}(B^2) \quad \text{and} \quad \tilde{B}_{ij}^2 = B_{ij}^2, \quad i \neq j.
\]

The homogeneous polynomials of lower degree can be trivially expressed in the same way:

\[
p_1(v) = B^1 \cdot v, \quad p_0 = B^0 \cdot 1.
\]

The linear polynomial \( p_1 \) is just the usual dot product between the 1-tensor (vector) \( B^1 \) and \( v \), and \( p_0 = B^0 \) is just a constant. For these trivial cases, \( \tilde{B}^1 = B^1 \) and
\[ \tilde{B}^0 = B^0. \] Combining \( p_2, p_1, \) and \( p_0, \) we have
\[
p(v) = \sum_{i,j} B^2_{ij} v_i v_j + \sum_{i=1}^d B^1_i v_i + B^0_i
\]
or, in terms of the harmonic polynomials,
\[
p(v) = \tilde{B}^0 |v|^2 + \sum_{i,j=1}^d \tilde{B}^2_{ij} \left( v_i v_j - \frac{1}{d} |v|^2 \delta_{ij} \right) + \sum_{i=1}^d \tilde{B}_i v_i + \tilde{B}^0_i.
\]

There are four admissible spaces for which \( N = 2: \)
\[
\mathbb{M}_1 = \text{span}\{1, |v|^2\},
\]
\[
\mathbb{M}_2 = \text{span}\{1, v \lor v\}, \quad (4.9)
\]
\[
\mathbb{M}_3 = \text{span}\{1, v, |v|^2\},
\]
\[
\mathbb{M}_4 = \text{span}\{1, v, v \lor v\}.
\]
The only degree two polynomials in the first and third spaces are constant multiples of the radial component \(|v|^2\), in which case \( \tilde{B}_2 \) is identically zero. Degree two polynomials in the second and fourth spaces, on the other hand, include components of the spherical harmonic \( Y^2 \) and are therefore useful for modeling anisotropies. The spaces \( \mathbb{M}_3 \) and \( \mathbb{M}_4 \) are used to construct the Maxwellian and Gaussian closures, respectively, discussed in the previous chapter. Notice that they are the only two spaces that are translation invariant. This property is important for neutral fluids where there is no preferred frame of reference. However, with semiconductors, the crystal lattice
provides a preferred frame, and translation invariance is not needed.

For larger values of $N$, it is simpler to represent polynomials more abstractly. Let $m$ be an array of $l \equiv \dim (\mathbb{M})$ polynomials that form a basis for $\mathbb{M}$, and introduce the decomposition

$$m = (m_0, m_1, m_2, \ldots, m_N)^T,$$

where the $l_j$ components of $m_j$ are the $j^{th}$ degree polynomials components of $m$. Consistency requires that $\sum_{j=0}^N l_j = l$. The sub-arrays $m_j$ may be thought of as vector or as tensors. For example, if $\mathbb{M} = \text{span}\{1, v, v \vee v\}$, then

$$m_0 = 1, \quad m_1 = v, \quad m_2 = v \vee v.$$

Any polynomial $p \in \mathbb{M}$ is the sum of its homogeneous components:

$$p(v) = \alpha^T m(v) = \sum_{j=1}^N \alpha_j^T m_j(v),$$

where $\alpha$ is an array of $l$ constant coefficients that decomposes as

$$\alpha = (\alpha_0, \alpha_1, \alpha_2, \ldots, \alpha_N)^T$$

and $\alpha_j^T m_j$ is the appropriate inner product. For each $j$, the array $\alpha_j$ has $l_j$ components. If one considers $m_j$ and $\alpha_j$ as symmetric $j$-fold tensors, then $\alpha_j^T m_j$ is just the usual tensor dot product. Because of the vector representation, we will frequently refer to $m$ and $\alpha$ and their subarrays as vectors. In particular, $m$ and its
subarrays are frequently referred to as polynomial vectors because their components are polynomials.

### 4.1.3 The Entropy Functional

The strictly convex *entropy functional* $\mathcal{H} : \mathbb{F}_m \mapsto \mathbb{R} \cup \{ \infty \}$ is given by

$$\mathcal{H}(g) \equiv \langle g \log g - g \rangle .$$

By employing the convention $0 \log 0 = 0$—which is consistent with the fact that $\lim_{z \to 0} z \log z = 0$—one can make sense of the integrand when $g(v) = 0$. It is possible that $\mathcal{H}(g) = +\infty$; however, to ensure that $\mathcal{H}$ is well-defined, it must be shown that the negative contribution to the integral is finite. By convexity of the mapping $z \mapsto z \log z - z$, the following inequality holds for all $z, y > 0$:

$$z \log z - z \geq y \log y - y + (\log y) (z - y)$$

$$= z \log y - y . \quad (4.11a)$$

Identifying $z = g(v)$ and $y = e^{-|v|^2}$ gives—after integration over the set $P = \{ v \in \mathbb{R}^d : g(v) \log g(v) - g(v) < 0 \}$—

$$\mathcal{H}^-(g) \equiv - \int_P (g(v) \log g(v) - g(v)) \, dv$$

$$\leq \int_P (|v|^2 g(v) + e^{-|v|^2}) \, dv$$

$$\leq \int_{\mathbb{R}^d} (|v|^2 g(v) + e^{-|v|^2}) \, dv. \quad (4.12)$$
Since $|v|^2 \in \mathbb{M}$, $\int_{\mathbb{R}^d} |v|^2 g(v) \, dv$ is finite for all $g \in \mathbb{F}_m$ and so too is $\mathcal{H}^-$. 

### 4.1.4 Cones

The minimization problem is essentially a study of cones. A subset $C$ of a vector space $\mathbb{X}$ is a **cone** if, for all real numbers $\lambda > 0$, $x \in C$ if and only if $\lambda x \in C$. It is said to be **pointed** if $x \in C$ and $-x \in C$ implies that $x = 0$.

One cone that we have already seen is $\mathbb{F}_m$, which is both convex and pointed. Another important cone is the normal cone. Given a convex set $\Omega \subset \mathbb{X}$ and a point $x \in \partial \Omega$, the **normal cone of $\Omega$ at $x$** is

$$
\mathcal{NC}(\Omega, x) \equiv \{ x^* \in \mathbb{X}^* : x^*(y - x) \leq 0, \ \forall y \in \Omega \}.
$$

(Here $\mathbb{X}^*$ is the dual space of $\mathbb{X}$). If $\mathbb{X} = \mathbb{R}^l$ and $\partial \Omega$ is a $C^1$ (continuously differentiable) manifold at $x$, then $\mathcal{NC}(\Omega, x)$ is a ray with base point at the origin that points in the direction normal to $\partial \Omega$ at $x$. Even if $\partial \Omega$ is not $C^1$ at $x$, a standard result of differential geometry is that

$$
\dim \mathcal{NC}(\Omega, x) = l - j,
$$

where $j$ is the dimension of the largest $C^1$ submanifold embedded in $\Omega$ that contains $x$.

An important function of cones is to expand the concept of scalar inequalities to general vector spaces. Given $x$ and $y$ in a vector space $\mathbb{X}$, we say that $x \leq y$, or
\[ y \geq x, \text{ (with respect to } C) \text{ if and only if } y - x \in C. \] The dual (or polar) cone \( C^* \) consists of all elements \( x^* \in X^* \) such that the pairing \( x^*(x) \geq 0 \) for all \( x \in C \). Given \( x^* \) and \( y^* \) in \( X^* \), we say that \( x^* \leq y^* \), or \( y^* \geq x^* \), (with respect to \( C^* \)) if and only if \( y^* - x^* \in C^* \). Consider, for example, the convex cone

\[ A \equiv \{ \alpha \in \mathbb{R}^l : \alpha^T m \geq 0 \} \]

and its dual

\[ A^* \equiv \{ \sigma \in \mathbb{R}^l : \alpha^T \sigma \geq 0 \ \forall \ \alpha \in A \} , \]

both of which depend on the vector \( m \). Given a vector \( \alpha, \sigma \in \mathbb{R}^l \), we say that \( \alpha \geq 0 \) (or \( 0 \leq \alpha \)) if and only if \( \alpha \in A \). and \( \sigma \geq^* 0 \), or \( 0 \leq^* \sigma \), if and only if \( \sigma \in A^* \). Similar convex cones, corresponding to each vector \( m_j \) of even degree polynomials, are given by

\[ A_j \equiv \{ \alpha_j \in \mathbb{R}^{l_j} : \alpha_j^T m_j(\omega) \geq 0 \ \forall \ \omega \in \mathbb{S}^{d-1} \} , \quad j \text{ even, } j \leq N \]  

\[ A_j^* \equiv \{ \sigma_j \in \mathbb{R}^{l_j} : \alpha_j^T \sigma_j \geq 0 \ \forall \ \alpha_j \in A_j \} , \quad j \text{ even, } j \leq N \]  

In the following subsections, we will discuss several other important cones.

\[ 4.1.4.1 \text{ Realizable Densities} \] When solving (4.4), we are only interested in those vectors \( \rho \) that are physically realizable—that is, they are moments of a function \( f \in F_m \) with respect to \( m \). The image of \( F_m \) under the moment mapping \( g \mapsto \langle mg \rangle \)
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is called the set of realizable densities:

\[
\mathcal{R}_m \equiv \left\{ \rho \in \mathbb{R}^l : \rho = \langle m g \rangle, g \in F_m \right\}.
\]

A density \( \rho \in \mathcal{R}_m \) has a natural decomposition based on the decomposition of \( m \) in (4.10):

\[
\rho = (\rho_0, \rho_1, \rho_2, \ldots, \rho_N)^T,
\]

where \( \rho_j = \langle m_j g \rangle \) for some \( g \in F_m \). The set \( \mathcal{R}_m \) has some very nice properties.

**Theorem 12** The set \( \mathcal{R}_m \) is an open, pointed, convex cone in \( \mathbb{R}^l \). In fact, \( \mathcal{R}_m \) is the dual cone \( A^* \), and every vector in \( \mathcal{R}_m \) can be realized by a non-negative function supported on a compact set.

**Proof.** The fact that \( \mathcal{R}_m \) is a pointed, convex cone follows directly from those same properties of \( F_m \). To show that it is open, choose any \( \rho \in \mathcal{R}_m \), and let \( g \in F_m \) be such that \( \langle m g \rangle = \rho \). Then there exists a compact set \( E \subset \mathbb{R}^d \) with positive measure and a constant \( c > 0 \) such that \( g \geq c \) on \( E \). Define the linear map \( p : \mathbb{R}^N \rightarrow \mathbb{R}^N \) by

\[
\beta \mapsto p(\beta) \equiv \int_E (\beta^T m)m.
\]

Then \( p(0) = 0 \), and

\[
\frac{\partial p}{\partial \beta} = \int_E m^T m
\]

is a constant, positive-definite matrix, which implies that \( p \) has a continuous inverse defined on all of \( \mathbb{R}^l \). Hence, for each \( \delta > 0 \), the image of the set \( B_\delta \equiv \)
\{ \beta \in \mathbb{R}^l : |\beta| < \delta \} \text{ under } p \text{ is open.}

Define \( g_\beta \in L_1(\mathbb{R}^d) \) by

\[
g_\beta (v) \equiv \begin{cases} 
\beta^T m(v), & v \in E, \\
0, & \text{otherwise}.
\end{cases}
\]

(4.15)

Then \( p(\beta) \) is realized by \( g_\beta \), and

\[ g + g_\beta \geq 0 \]

whenever \( |\beta^T m| < c \). This means that \( g + g_\beta \in \mathbb{F}_m \) whenever \( |\beta^T m| < c \), in which case

\[
\left\{ \sigma \in \mathbb{R}^l : \sigma = \langle m(g + g_\beta) \rangle, |\beta| < \frac{c}{\sup_{v \in E}(|m|)} \right\}
\]

is an open subset of \( \mathcal{R}_m \) that contains \( \rho \). Thus \( \mathcal{R}_m \) is open.

We now prove \( \mathcal{R}_m = A^* \). Let \( \rho \in \mathcal{R}_m \) be realized by a function \( f \in \mathbb{F}_m \). Then for any \( \alpha \in A \),

\[
\alpha^T \rho = \langle \alpha^T m f \rangle \geq 0.
\]

Therefore \( \mathcal{R}_m \subset A^* \). Conversely, for any \( \rho \in A^* \), define the function \( z : \mathbb{R}^N \to \mathbb{R} \) by

\[
\alpha \mapsto z(\alpha; \rho, E) \equiv \alpha^T \rho - \int_E \exp(\alpha^T m)
\]

where \( E \) is now any compact subset of \( \mathbb{R}^d \). Following the arguments found in the appendix of [42], it is straight-forward to show that \( z \) is convex and that \( \lim_{|\alpha| \to \infty} z(\alpha) = \)
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−∞. (The proof utilizes the fact that, since \( \rho \in A^* \), \( \alpha^T \rho \geq 0 \) whenever \( \alpha \in A \)). These properties imply that \( z \) has a maximum at some point \( \bar{\alpha} \in \mathbb{R}^l \), and first-order optimality conditions imply that

\[
\rho = \int_{E} \exp(\alpha^T m) .
\]

Therefore \( \rho \) is realized by a non-negative function in \( \mathbb{F}_m \) with compact support and \( A^* \subset \mathcal{R}_m \). \( \blacksquare \)

4.1.4.2 Exponentially Realizable Densities An important subset of \( \mathcal{R}_m \) consists of those vectors \( \rho \) that can be realized by functions of the form

\[
G_\alpha \equiv \exp(\alpha^T m) .
\]

Define the set

\[
A_m \equiv \{ \alpha \in \mathbb{R}^l : mG_\alpha \in L_1(\mathbb{R}^d) \}
\]

and the function \( r : A_m \rightarrow \mathbb{R}^l \) given by

\[
r(\alpha) \equiv \langle mG_\alpha \rangle .
\]

The image of \( A_m \) under \( r \) is the set of exponentially realizable densities:

\[
\mathcal{R}_m^{\text{exp}} \equiv \{ \rho \in \mathbb{R}^l : \rho = r(\alpha) , \alpha \in A_m \} .
\]
This set is a cone and clearly $\mathcal{R}_m^{\exp} \subset \mathcal{R}_m$.

Characterizing the set $\mathcal{A}_m$ turns out to be very important. Like $\mathcal{R}_m$, it is a pointed, convex cone in $\mathbb{R}^l$. However, generally speaking, $\mathcal{A}_m$ is not open. Its interior is simple:

$$\text{int } \mathcal{A}_m = \{ \alpha \in \mathbb{R}^l : \alpha_N^T m_N(\omega) < 0 \text{ for all } \omega \in S^{d-1} \}$$

Notice that Condition III is equivalent to $\text{int } \mathcal{A}_m$ being non-empty. If $\alpha \in \text{int } \mathcal{A}_m$, then the behavior of $p = \alpha^T m$ will be dominated for large $|v|$ by the homogeneous component $p_N = \alpha_N^T m_N$, and

$$\lim_{|v| \to \infty} p(v) = \lim_{|v| \to \infty} p_N(v) = \lim_{|v| \to \infty} |v|^N p_N (v/|v|) = -\infty.$$  

Therefore $G_\alpha$ will decay exponentially, in which case all of its moments will be finite.

The boundary component $\mathcal{A}_m \cap \partial \mathcal{A}_m$ is much more complicated. If $\alpha \in \partial \mathcal{A}_m$, then $p_N(\omega) = 0$ for at least one $\omega \in S^{d-1}$, and it may be that there are unbounded sequences $\{v_i\}_{i=1}^\infty$ such that $\lim_{i \to \infty} p(v_i) > -\infty$. Whether $G_\alpha$ has finite moments in these cases is not entirely clear. We therefore introduce the first of two conditions.

**Condition 13** The set $\mathcal{A}_m \cap \partial \mathcal{A}_m$ can be decomposed into a finite union of disjoint smooth manifolds of codimension two or greater in $\mathbb{R}^l$. If $s$ is one such manifold, then the projection $\alpha \mapsto (\alpha_0, \alpha_1, \ldots, \alpha_{N-1})$ maps $s$ onto a manifold of codimension one or greater in $\mathbb{R}^{l-l_N}$.  
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This decomposition of $\mathcal{A}_m \cap \partial \mathcal{A}_m$ is called a *stratification*. The manifolds that are its elements are called *strata*.

Let us discuss the dimensional restrictions of this condition. Clearly $\partial \mathcal{A}_m \subset \{ \alpha \in \mathbb{R}^l : \alpha_N \in \partial(-A_N) \}$, the latter of which has codimension one in $\mathbb{R}^l$. Then, in order to maintain integrability condition (4.17) that defines $\mathcal{A}_m$, we expect further restrictions on the components $\alpha_j$, $j < N$ that reduce the dimension of $\mathcal{A}_m \cap \partial \mathcal{A}_m$ by at least one degree.

### 4.1.5 Semi-algebraic Sets

In this subsection, we briefly discuss semi-algebraic sets, which will serve as a tool for later results.

**Definition 14** The class of semi-algebraic subsets of $\mathbb{R}^l$ is the smallest Boolean algebra of subsets of $\mathbb{R}^l$ which contains sets of the form

$$\{ x \in \mathbb{R}^l : p(x) > 0 \}$$

for any polynomial function $p : \mathbb{R}^l \to \mathbb{R}$.

By definition, the class of semi-algebraic sets is closed under finite unions, intersections, complements, and Cartesian products. The reader is referred to [10,31,60] for a thorough discussion that includes the following facts.

**Lemma 15** Let $\Omega \subset \mathbb{R}^l$ be a semi-algebraic set. Then the following hold.

1. If $p : \mathbb{R}^j \to \mathbb{R}^l$ is a polynomial mapping, then $p^{-1}(\Omega)$ is semi-algebraic.
2. (Tarski-Seidenberg Theorem) If \( p : \mathbb{R}^l \to \mathbb{R}^j \) is a polynomial mapping, then \( p(\Omega) \) is semi-algebraic. This holds in particular when \( j < l \) and \( p \) projects elements in \( \mathbb{R}^l \) onto any set of \( j \) coordinates.

3. The closure, interior, and boundary of a semi-algebraic sets are semi-algebraic.

4. \( \Omega \) can be written as a finite disjoint union of smooth manifolds of codimension one or greater.

We use several of these facts to prove another lemma.

**Lemma 16** Let \( A_j \) be given by (4.13a). Then the following hold.

1. The cone \( A_j \) and its boundary are semi-algebraic for \( j \) even, \( 2 \leq j \leq N \).

2. The sets \( \text{int} A_m, \cl A_m, \) and \( \partial A_m \) are all semi-algebraic.

**Proof.** To prove the first statement, let \( m \) be given, and let \( j \) be an even integer. Define the set

\[
S_j = \left\{ (\alpha_j, \omega) \in \mathbb{R}^{l_j} \times \mathbb{S}^{d-1} : \alpha_j^T m_j(\omega) < 0 \right\}.
\]

Clearly \( S_j \) is algebraic. Furthermore, the cone \( A_j \) is the complement of the projection of \( S_j \) onto its first \( l_j \) components:

\[
A_j = \left\{ \alpha_j \in \mathbb{R}^{l_j} : (\alpha_j, \omega) \notin S_j \right\}.
\]

Lemma 15.2 implies that \( A_j \) is semi-algebraic, and Lemma 15.3 implies that \( \partial(A_j) \) is semi-algebraic as well. The second statement then follows immediately from (4.19) and Lemma 15.3. \( \blacksquare \)
It should be noted that one way to show Condition 13 holds is to prove that \( \partial \mathcal{A}_m \cap \mathcal{A}_m \), or equivalently \( \mathcal{A}_m \) itself, is semi-algebraic. The simple form of \( G_\alpha \) leads us to believe that this is a plausible result, but we have not been able to prove or disprove it.

### 4.2 Entropy Minimization

#### 4.2.1 Formulation

Given \( \rho = (\rho_0, \ldots, \rho_N) \in \mathcal{R}_m \), we seek a solution of (4.4), where the relation \( \langle \mathbf{m}g \rangle \leq^* \rho \) (or, equivalently, \( \rho \succeq^* \langle \mathbf{m}g \rangle \)) is a shorthand for

\[
\langle m_j g \rangle = \rho_j, \quad 0 \leq j \leq N - 1, \tag{4.20a}
\]

\[
\langle m_N g \rangle \leq^* \rho_N, \tag{4.20b}
\]

and the inequality in (4.20b) is understood in the sense of the dual cone \( \mathcal{A}_N^* \). The components of \( \langle m_j g \rangle \), \( 0 \leq j < N \), will be referred to as lower-order moments, and the components of \( \langle m_N g \rangle \) will be referred to as higher-order moments.

The main result in [73] concerning (4.4) is the following theorem.

**Theorem 17 (Schneider)** Problem (4.4) possesses a unique minimizer of the form \( G_\alpha(\rho) \), where \( G_\alpha \) is given by (4.16) and \( a(\rho) \in \mathbb{R}^l \) is a vector of Lagrange multipliers.

We briefly sketch the existence proof below. See [73] for details. Uniqueness of the minimizer follows immediately from the strict convexity of \( \mathcal{H} \), and we will re-prove the form of the minimizer during the course of the discussion that follows.
Sketch of Proof (Existence). Let \( C_m = \{ g \in F_m : \langle mg \rangle \preceq \rho \} \). Since \( \mathcal{H}(g) \) is bounded below on \( C_m \) (see equation (4.12)), there exists a minimizing sequence \( \{g_i\}_{i=1}^\infty \subset C_m \) such that \( \mathcal{H}(g_i) \to h(\rho) \). The fact that the entropy sequence \( \mathcal{H}(g_i) \) and the sequence of moments \( \langle m_N g_i \rangle \) are bounded implies, via the Dunford-Pettis Lemma, that \( g_i \) converges weakly in \( L^1 \) through a subsequence. Let \( \hat{g}_\rho \) be the limit of that subsequence. Then Fatou’s Lemma implies \( \langle m_j \hat{g}_\rho \rangle \preceq^* \rho_j, 0 \leq j \leq N \). Using the fact that \( g_i \) converges weakly in \( L^1 \) and that \( \langle m_N g_i \rangle \preceq^* \rho_N \), it can be shown that \( \langle m_j \hat{g}_\rho \rangle = \rho_j \) for \( 0 \leq j < N \). Thus \( \hat{g}_\rho \) is feasible and solves (4.4). ■

Note that if one were to take \( \{g_i\}_{i=1}^\infty \subset C^0_m \equiv \{ g \in F_m : \langle mg \rangle = \rho \} \) rather than in \( C_m \), then \( \{g_i\}_{i=1}^\infty \) would still converge with \( \langle m_j \hat{g}_\rho \rangle = \rho_j \) for \( j < N \). However, Fatou’s Lemma implies only that \( \langle m_N \hat{g}_\rho \rangle \preceq^* \rho_N \), and there is no way to ensure that \( \langle m_N \hat{g}_\rho \rangle = \rho_N \). This is precisely why (4.20b) is an inequality constraint: \( C_m \) is closed in the weak-\( L^1 \) topology whereas \( C^0_m \) is not.

Such behavior begs the following question: For what values of \( \rho \) does the sequence \( \{g_i\}_{i=1}^\infty \) not converge inside \( C^0_m \)? In other words, what does the set \( \mathcal{R}_m \setminus \mathcal{R}_m^{\exp} \) look like? In [73], the author attempts to address this issue in the following theorem.

**Theorem 18 (Schneider)** Problem (4.3) has a minimum if and only if there exists no function of the form \( G_\alpha \) in \( C_m \setminus C^0_m \).

The proof of this theorem follows immediately from uniqueness of the minimizer and the remarks following the proof of Theorem 17. The result, however, is of little practical use. In particular, it provides no insight into the geometry of \( \mathcal{R}_m \setminus \mathcal{R}_m^{\exp} \).
On the other hand, a geometric interpretation of $\mathcal{R}_m \setminus \mathcal{R}_m^{\exp}$ is given in [42,43] for the special case when $m_N = |v|^N$. Our goal here is to describe the geometry of $\mathcal{R}_m \setminus \mathcal{R}_m^{\exp}$ in the general setting. We do so by formulating the dual problem for (4.3) and then analyzing the relationship between $\rho$ and $a(\rho)$ given by the complementary slackness conditions. In the process, we will recover results from [42,43] and also [73].

4.2.2 The Dual Function

Because $\mathcal{H}$ is convex on $\mathbb{F}_m$ and the constraints are linear, (4.4) can be solved via the dual formulation [56]. Define the Lagrangian function $\mathcal{L} : (\mathbb{F}_m \times \mathbb{R}^N \times \mathbb{R}_m) \mapsto \mathbb{R}$ by

$$
\mathcal{L}(g, \alpha, \rho) \equiv \mathcal{H}(g) + \alpha^T (\rho - \langle m g \rangle) \quad (4.21)
$$

and the dual function $\psi : \mathbb{R}^N \times \mathbb{R}_m \mapsto \mathbb{R}$ by

$$
\psi(\alpha, \rho) \equiv \inf_{g \in \mathbb{F}_m} \mathcal{L}(g, \alpha, \rho). \quad (4.22)
$$

We can compute $\psi(\alpha, \rho)$ explicitly.

**Theorem 19** For all $\alpha \in \mathbb{R}^N$ and $\rho \in \mathbb{R}_m$,

$$
\psi(\alpha, \rho) = \begin{cases} 
\alpha^T \rho - \langle G_\alpha \rangle, & G_\alpha \in L_1(\mathbb{R}^d) \\
-\infty, & G_\alpha \notin L_1(\mathbb{R}^d)
\end{cases} \quad (4.23)
$$
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Proof. Suppose first that $G_\alpha \in L_1(\mathbb{R}^d)$. Then refer to the inequality \((4.11b)\) and make the identification $z = g(v)$ and $y = G_\alpha(v)$ to derive the point-wise inequality

$$(g \log g - g) \geq g \log G_\alpha - G_\alpha = \alpha^T mg - G_\alpha$$

which implies that

$$(g \log g - g) - \alpha^T mg \geq -G_\alpha.$$ \hspace{1cm} (4.24)

Integration of (4.24) over $\mathbb{R}^d$ and addition of $\alpha^T \rho$ to both sides gives a lower bound on $\mathcal{L}$ (and hence $\psi$):

$$
\psi(\alpha, \rho) \geq \alpha^T \rho - \langle G_\alpha \rangle. \hspace{1cm} (4.25)
$$

However, if $G_\alpha \in L_1(\mathbb{R}^d)$, then $\mathcal{L}(G_\alpha, \alpha, \rho) = \alpha^T \rho - \langle G_\alpha \rangle$ and (4.25) becomes an equality.

If $G_\alpha \notin L_1(\mathbb{R}^d)$, then define for any set measurable $K \subset \mathbb{R}^d$, the function

$$G^K_\alpha(v) = \begin{cases} 
G_\alpha(v), & v \in K \\
0, & \text{otherwise}
\end{cases}.$$

Then $G^K_\alpha \in \mathbb{F}_m$ whenever $K$ is bounded, and

$$
\mathcal{L}(G^K_\alpha, \alpha, \rho) = \alpha^T \rho - \int_K G_\alpha dv.
$$
If \( \{ K_i \} \) is a sequence of compact sets with \( K_1 \subset K_2 \subset K_3 \subset \cdots \) and \( \bigcup_i K_i = \mathbb{R}^d \), then

\[
\psi(\alpha, \rho) \leq \lim_{i \to \infty} \mathcal{L}(G^K_{\alpha}, \alpha, \rho) = -\infty.
\]

It should be noted that \( \psi \) differs only by a linear term from the density potential \( h^* \) that was introduced in Chapter 3:

\[
h^*(\alpha) = \langle G_{\alpha} \rangle = \alpha^T \rho - \psi(\alpha, \rho).
\]

Because optimality conditions are frequently expressed in terms of first and second derivatives, the smoothness properties of \( \psi \) are important. This is true both when trying to identify analytical solutions and when developing numerical algorithms.

**Theorem 20** For any \( \rho \in \mathcal{R}_m \), the following hold

1. For any \( \alpha, \alpha + \delta \in \mathcal{A}_m \), the function

\[
\phi(\tau) \equiv \psi(\alpha + \tau \delta, \rho)
\]

is a twice differentiable function with

\[
\phi'(\tau) = \delta^T r(\alpha + \tau \delta) - \delta^T \rho, \quad (4.26a)
\]

\[
\phi''(\tau) = \left\langle (\delta^T m)^2 G_{\alpha + \tau \delta} \right\rangle. \quad (4.26b)
\]
Its first derivative is an increasing function of $\tau$.

2. $\psi(\cdot, \rho)$ is strictly convex on $A_m$ and infinitely Fréchet differentiable on $\text{int} \ A_m$, with derivatives

$$
\frac{\partial \psi}{\partial \alpha}(\alpha, \rho) = r(\alpha) - \rho, \quad (4.26c)
$$

$$
\frac{\partial^{(i)} \psi}{\partial \alpha^{(i)}}(\alpha, \rho) = \langle m^{(i)} G_\alpha \rangle, \quad i > 1. \quad (4.26d)
$$

Proof. For the proofs of these statements, we refer the reader to Lemmas 5.1 and 5.2 in [43] along with a few comments. First, the lemmas in [43] refer to $h^*$ rather than $\psi(\cdot, \rho)$. This makes little difference since they differ only by a linear factor. Also, the proofs in [43] are constructed specifically for the special case when $m_N = |v|^N$; however, modifications to the general setting are straight-forward.

In spite of the smoothness properties given by Theorem 20, the dual function is not even continuous at the boundary of $A_m$. Indeed, given a sequence $\{\alpha_i\}_{i=1}^\infty \in A_m$ with limit $\alpha \in A_m \cap \partial A_m$, it is possible that

$$
h^*(\alpha) \leq \lim_{i \to \infty} h^*(\alpha_i).
$$
As an example, consider the one-dimensional case when \( \mathbf{m} = (1, v, v^2, v^3, v^4)^T \), which has been studied in detail in [42]). Given the following five points in the \((v, w)\) plane:

\[
(v_0, w_0) = (0, 0), \quad (v_1, w_1) = (1, 0), \quad (v_2, w_2) = (i, -i^2), \quad (v_3, w_3) = (2i, i), \quad (v_4, w_4) = (2i + 1, 0),
\]

the unique degree four polynomial interpolating these points is

\[
p_i(v) = (\mathbf{\alpha})_i^T \mathbf{m}(v) = \sum_{j=0}^{4} (\alpha_j)_i v^j,
\]

where

\[
(\alpha_0)_i = 0, \quad (\alpha_1)_i = \frac{2i + 1}{4i - 2} + \frac{4i^2 + 2i}{i^2 - 1}, \quad (\alpha_2)_i = -\frac{4i^2 + 6i + 1}{i^2 - 1} - \frac{2i^2 + 4i + 1}{4i^2 - 2i}, \\
(\alpha_3)_i = \frac{4i + 2}{i^2 - 1} + \frac{3i + 2}{4i^2 - 2i}, \quad (\alpha_4)_i = -\frac{1}{i^2 - 1} - \frac{1}{4i^2 - 2i}.
\]

(The notation \((\mathbf{\alpha})_i\) denotes a sequence of vectors rather than the usual notation \(\mathbf{\alpha}_i\), which denotes the components of a single vector \(\mathbf{\alpha}\) corresponding to polynomials of degree \(i\)). As \(i \to \infty\), \((\mathbf{\alpha})_i \to \mathbf{\alpha} = (0, 3/4, -9/2, 0, 0)^T\); hence \(G_{\mathbf{\alpha}}\) is integrable. However, one may readily check that \(p\) is positive and concave on the interval \([2i, 2i + 1]\),
in which case

$$h^*(\alpha_i) = \langle G_{\alpha_i} \rangle$$

$$> \int_{2i}^{2i+1} e^{p_i(v)} \, dv$$

$$> \int_{2i}^{2i+1} (1 + p_i(v)) \, dv$$

$$> 1 + \frac{i}{2} \to \infty \quad \text{as } i \to \infty.$$ 

Note that positivity of $p_i$ on $[2i, 2i + 1]$ gives the second inequality above since $e^x > 1 + x$ for $x > 0$, and concavity implies that the graph of $p_i$ lies above the line segment $\ell$ joining the points $(2i, i)$ and $(2i + 1, 0)$ in the $(v, w)$ plane. Therefore the integral of $p_i$ over $[2i, 2i + 1]$ is bounded below by the area of the triangle formed by $\ell$, the $v$-axis, and the line $\{v = 2i\}$. The area of this triangle is $i/2$. A similar argument shows that, for any $j \geq 0$,

$$\langle |v|^j G_{\alpha_i} \rangle \to \infty \quad \text{as } i \to \infty$$

while $\langle v^j G_\alpha \rangle$ is finite.

The reason that $\psi(\cdot, \rho)$ is discontinuous at the boundary of $A_m$ is the same reason that the minimization problem (4.2) with equality constraints fails: because mass at the tails of the functions escapes as $i \to \infty$. In the example above, this is precisely what happens to the mass of $G_{\alpha_i}$ that is supported on the interval $[2i, 2i + 1]$. A similar effect occurs with the minimizing sequence $\{g_i\}_{i=1}^\infty$ in the proof of Theorem 17. The difference is that only the highest moments fail to converge in the minimizing
sequence, whereas none of moments in this example converge. The reason for this
difference is that the moments \( \langle m_q \rangle \) from the minimizing sequence are all bounded.
In particular, the bound on \( |\langle m_N f_i \rangle| \) ensures that, for each \( j < N \) and for all \( i \),

\[
\begin{align*}
\lim_{R \to \infty} \int_{|v| < R} |m_j f_i| \, dv &= \lim_{R \to \infty} \int_{|v| < R} \left| \frac{m_j}{m_N} m_N f_i \right| \, dv \\
&\leq \lim_{R \to \infty} \frac{1}{R} \int_{|v| < R} |m_N f_i| \, dv \\
&\leq \lim_{R \to \infty} \frac{\text{Const.}}{R} \\
&= 0.
\end{align*}
\]

Thus not enough mass is lost in the limit to make a difference for the lower-order
moments. A similar result would hold for the sequence \( \{ G_{\alpha_i} \}_{i=1}^\infty \) if the moments of
\( G_{\alpha_i} \) were controlled in some way. Controlling the moments is, in effect, the same as
requiring \( \alpha_i \to \alpha \) is along a specified path. In fact, we see later that the function
\( \psi(a(\rho), \rho) \), where \( a(\rho) \) is the Lagrange multiplier associated with \( \rho \), is a continuous
function of \( \rho \).

Unfortunately, the smoothness properties given by Theorem 20 are not enough for
our purposes, and we will need to assume another condition concerning the behavior
of the dual function when restricted to \( \partial A_m \cap A_m \).

**Condition 21** Let \( s \) be an element of the stratification of \( \partial A_m \cap A_m \) as described in
Condition 13, and let \( \psi_s(\cdot, \rho) \) be the restriction of \( \psi \) to \( s \). Then \( \psi_s(\cdot, \rho) \) is infinitely
Fréchet differentiable on \( s \) with derivatives given by (2).
We remark that this condition holds in one dimension and that, like the one-dimensional example, the lack of smoothness in $\psi(\cdot, \rho)$ at the boundary is due to the loss of mass at the tails of the integrand. However, the behavior of polynomials in multiple dimensions is much more complex and we have, this in case, no conditions by which to define the elements in the stratification of $\partial A_m \cap A_m$. Clearly one must first prove Condition 13 before the validity of Condition 21 can really be addressed.

### 4.2.3 Duality Theorems

We present two duality theorems which, in conjunction with the explicit expression for $\psi$, provide a solution to (4.4). In addition, we establish a complementary slackness condition which will be later used to describe the geometry of the set $\mathcal{R}_m^{\exp}$.

**Theorem 22** Let $\rho \in \mathcal{R}_m$, and let $h$ and $\psi$ be given by (4.4) and (4.23), respectively. Then

\[
h(\rho) = \max_{\alpha_N \leq 0} \psi(\alpha, \rho),
\]

where the maximum on the right is achieved by a unique $\hat{\alpha} \in \{ \alpha \in \mathbb{R}^N : \alpha_N \leq 0 \}$.

Furthermore if $\hat{g}_\rho$ solves (4.4), then $\hat{g}_\rho$ and $\hat{\alpha}$ satisfy the complementary slackness condition,

\[
\hat{\alpha}^T (\rho - \langle m \hat{g}_\rho \rangle) = 0,
\]

and $\hat{g}_\rho$ minimizes $\mathcal{L}(g, \hat{\alpha}, \rho)$ over $\mathcal{F}_m$, i.e.,

\[
\psi(\hat{\alpha}, \rho) = \mathcal{L}(\hat{g}_\rho, \hat{\alpha}, \rho).
\]
The proof of this theorem is a bit technical and therefore left to the appendix. The argument makes no assumptions about the differentiability of $\mathcal{H}$; rather, it is based purely on convex analysis.

With respect to (4.27), we may assume $\hat{\alpha}_N$ is such that $G\hat{\alpha} \in L^1(\mathbb{R}^d)$, since otherwise $\psi(\hat{\alpha}, \rho) = -\infty$. Knowing $G\hat{\alpha} \in L^1(\mathbb{R}^d)$ allows us to compute

$$
\mathcal{L}(G\hat{\alpha}, \hat{\alpha}, \rho) = \hat{\alpha}^T \rho - \langle G\hat{\alpha} \rangle = \psi(\hat{\alpha}, \rho).
$$

(4.30)

Because $\mathcal{L}$ is strictly convex in first argument, its minimizer is unique. Consequently, (4.29) and (4.30) imply that $\hat{g}_{\rho} = G\hat{\alpha}$, where $\hat{\alpha}$ solves (4.27). In order to satisfy the primary feasibility conditions, $\hat{\alpha} \in A_m$, and (4.27) becomes

$$
\hat{\alpha}^T (\rho - \langle mG\hat{\alpha} \rangle) = 0.
$$

(4.31)

Since $\rho_j = \langle m_j G\hat{\alpha} \rangle$ for $j < N$, the really important part of (4.31) is that

$$
\hat{\alpha}_N^T (\rho_N - \langle m_N G\hat{\alpha} \rangle) = 0.
$$

(4.32)

The following useful result is an immediate consequence of the complementary slackness condition.

**Corollary 23** Let $\rho \in \mathcal{R}_m$ and let $\hat{\alpha}$ solve (4.27). Then

$$
h(\rho) = \inf_{g \in \mathcal{F}_m} \{ \mathcal{H}(g) : \hat{\alpha}^T (mg) = \hat{\alpha}^T \rho \}.
$$
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A duality theorem similar to Theorem 22 exists for the minimization problem

\[ \tilde{h}(\rho) = \inf_{g \in \mathbb{F}_m} \{ H(g) : \langle mg \rangle = \rho \} \quad (4.33) \]

**Theorem 24** Let \( \rho \in \mathbb{R}_m \), and let \( \tilde{h}(\rho) \) and \( \psi \) be given by (4.33) and (4.23), respectively. Then

\[ \tilde{h}(\rho) = \max_{\alpha} \psi(\alpha, \rho) \quad (4.34) \]

where the maximum on the right is achieved a unique \( \tilde{\alpha} \in \mathbb{R}^N \). Furthermore, if the infimum in (4.33) is attained by some function \( \tilde{g}_\rho \in \mathbb{F}_m \) satisfying the equality constraints, then \( \tilde{g}_\rho \) minimizes \( \mathcal{L}(g, \tilde{\alpha}, \rho) \), i.e.,

\[ \psi(\tilde{\alpha}, \rho) = \mathcal{L}(\tilde{g}_\rho, \tilde{\alpha}, \rho) \ . \]

The proof of this theorem is analogous to that of Theorem 22. See the appendix for additional comments. As with Theorem 22, we may assume in (4.34) that \( \tilde{\alpha} \in \mathbb{A}_m \).

Therefore the infimum in (4.4) is the same as in (4.33)—that is,

\[ h(\rho) = \tilde{h}(\rho) = \max_{\alpha \in \mathbb{A}_m} \psi(\alpha, \rho) \ , \]

and \( \tilde{g}_\rho = \tilde{g}_\rho \) whenever the latter exists. The equivalence of (4.4) and (4.33) shows that (4.2) has a solution if and only if \( \rho \in \mathbb{R}_m^{\exp} \).

**Corollary 25** The infimum in (4.33) is a minimum if and only if \( \rho \in \mathbb{R}_m^{\exp} \). Thus (4.2) has a solution if and only if \( \rho \in \mathbb{R}_m^{\exp} \).
Proof. If a minimum $\tilde{g}_\rho$ exists, then it is given by $G_{\hat{\alpha}}$ where $\hat{\alpha}$ solves (4.34). Thus $\rho \in \mathcal{R}_m^{\text{exp}}$. Conversely, if there exists a function $G_{\hat{\alpha}}$ such that $\langle mG_{\hat{\alpha}} \rangle = \rho$, then

$$\mathcal{H}(G_{\hat{\alpha}}) \leq \mathcal{H}(g) - \alpha^T(\langle mg \rangle - \langle mG_{\hat{\alpha}} \rangle) = \mathcal{H}(g)$$

for all functions $g$ in the constraint set of (4.33). Hence $G_{\hat{\alpha}}$ is a minimum of (4.33), i.e., $\tilde{h}(\rho) = \mathcal{H}(G_{\hat{\alpha}})$. □

4.3 The Relationship between $\alpha$ and $\rho$

The motivation for studying (4.4) is its application to an evolution equation for $\rho$. It is therefore important to understand the relationship between $\rho$ and $\alpha$ as $\rho$ varies over $\mathcal{R}_m$. We should note that a similar analysis to what follows can be found in [43] for the special case when $m_N = |v|^N$.

4.3.1 Justification of the Formal Legendre Duality

Let $a : \mathcal{R}_m \to \mathbb{R}^l$ be the function that maps each $\rho \in \mathcal{R}_m$ to the multiplier $\hat{\alpha} \in \mathcal{A}_m$ that solves (4.4). Because $\psi(\cdot, \rho)$ is strictly convex on $\mathcal{A}_m$, $a(\rho)$ is uniquely defined for each $\rho \in \mathcal{R}_m$ so that

$$\hat{g}_\rho = G_{a(\rho)} \quad \text{and} \quad h(\rho) = \psi(a(\rho), \rho). \quad (4.35)$$

It turns out that $a$ and the function $r$ defined in (4.18) are inverses of one another.

Theorem 26 The function $r$ is one-to-one from $\mathcal{A}_m$ onto $\mathcal{R}_m^{\text{exp}}$ with inverse $a$, and
it is a is diffeomorphism between \( \text{int} \mathcal{A}_m \) and \( \text{int} \mathcal{R}_m^\exp \).

**Proof.** We first identify \( a \) as the inverse of \( r \). Since \( r \) is (by definition) onto \( \mathcal{R}_m^\exp \), we need only to show that \( a(r(\alpha)) = \alpha \) for each \( \alpha \in \mathcal{A}_m \); and since the solution of the dual problem is unique, it is sufficient to show that

\[
\psi(\alpha, r(\alpha)) = \psi(a(r(\alpha)), r(\alpha)) \quad \forall \alpha \in \mathcal{A}_m.
\]  

(4.36)

Because \( \mathcal{H} \) is convex,

\[
\mathcal{H}(G_\alpha) \geq \mathcal{H}(G_{\alpha_*}) + \langle \log(G_{\alpha_*}) (G_\alpha - G_{\alpha_*}) \rangle \quad \forall \alpha, \alpha_* \in \mathcal{A}_m,
\]

which, from the definitions of \( \mathcal{H} \) and \( G_\alpha \), gives

\[
\psi(\alpha, r(\alpha)) \geq \psi(\alpha_*, r(\alpha)) \quad \forall \alpha, \alpha_* \in \mathcal{A}_m.
\]

This proves (4.36).

We now show that \( r \) is a diffeomorphism. For \( \alpha \in \text{int} \mathcal{A}_m \), \( r \) is the derivative of the density potential \( h^* \):

\[
r(\alpha) = \frac{\partial h^*}{\partial \alpha}(\alpha).
\]

Therefore \( r \) inherits smoothness properties from \( h \) (see Theorem 20). In particular, its Jacobian is

\[
\frac{\partial r}{\partial \alpha}(\alpha) = \frac{\partial^2 h}{\partial^2 \alpha}(\alpha, \rho) = \langle m^T m G_\alpha \rangle,
\]
is a positive-definite matrix. Thus, by the inverse function theorem, \( r \) is a diffeomorphism from \( \text{int} \mathcal{A}_m \) onto \( \text{int} \mathcal{R}_m^{\exp} \). This means that \( a = r^{-1} \) is smooth on \( \text{int} \mathcal{R}_m^{\exp} \) with Jacobian
\[
\frac{\partial a}{\partial \rho} (\rho) = \left[ \frac{\partial r}{\partial \alpha} (a(\rho)) \right]^{-1}.
\]

**Remark 27** It should be noted that if Conditions 13 and 21 hold, then \( r \) is a smooth diffeomorphism when restricted to any manifold in the stratification of \( \mathcal{A}_m \cap \partial \mathcal{A}_m \).

This theorem rigorously establishes the formal Legendre duality relations used in Sections 4 and 5 of Chapter 3 when \( \mathcal{A}_m = \text{int} \mathcal{A}_m \) and \( \mathcal{R}_m = \mathcal{R}_m^{\exp} \). From the definitions of \( h, h^*, \) and \( \psi \), we deduce that

\[ h(\rho) + h^*(a(\rho)) = a(\rho)^T \rho, \quad (4.37) \]

where
\[
\left[ \frac{\partial h^*}{\partial \alpha}(a(\rho)) \right]^T = r(\rho) = \rho, \quad \rho \in \mathcal{R}_m^{\exp}. \quad (4.38)
\]

Moreover, differentiating (4.38) with respect to \( \rho \) gives

\[
\left[ \frac{\partial h}{\partial \rho}(r(\alpha)) \right]^T = a(r(\alpha)) = \alpha, \quad \alpha \in \mathcal{A}_m \quad (4.39)
\]

(Note that the calculation in (4.39) requires that \( a \) be differentiable). Finally,

\[
\frac{\partial^2 h}{\partial \rho^2}(\rho) = \frac{\partial^2 h^*}{\partial^2 \alpha}(a(\rho))
\]
is positive-definite so that \( h \) is strictly convex. Recall from Chapter 3 that strict convexity of \( h \) is required in order for entropy based closures to be symmetric hyperbolic systems.

4.3.2 Examples

For \( N = 2 \), \( \mathcal{A}_m = \text{int} \mathcal{A}_m \) and \( \mathcal{R}_m = \mathcal{R}_m^{\text{exp}} \). We recall specifically the following cases from Chapter 3.

1. Maxwellian closure. If \( m = (1, v, 1|v|^2)^T \), the minimizer of (4.2) is a Maxwellian distribution:

\[
\mathcal{M}_{n,u,\theta}(v) = \frac{n}{(2\pi\theta)^{3/2}} \exp \left( -\frac{|v-u|^2}{2\theta} \right),
\]

where the fluid variables \((n, u, \theta)\) are related to the densities \( \rho_i \) by

\[
\rho_0 = n, \quad \rho_1 = nu, \quad \rho_2 = \frac{1}{2}mu^2 + \frac{3}{2}n\theta
\]

and to the Lagrange multipliers \( \hat{\alpha}_i \) by

\[
\hat{\alpha}_0 = \log \left( \frac{n}{(2\pi\theta)^{3/2}} \right) - \frac{|u|^2}{2\theta}, \quad \hat{\alpha}_1 = \frac{u}{\theta}, \quad \hat{\alpha}_2 = -\frac{1}{\theta}.
\]

2. Gaussian closure. If \( m = (1, v, v \vee v)^T \), the minimizer of (4.2) is a Gaussian
distribution:

\[
G_{n,u,\Theta}(v) = \frac{n}{\sqrt{\det(2\pi\Theta)}} \exp\left( -\frac{1}{2}(v-u) \cdot \Theta^{-1} \cdot (v-u) \right),
\]

where the fluid variables \((n, u, \Theta)\) are related to the densities \(\rho_i\) by

\[
\rho_0 = n, \quad \rho_1 = nu, \quad \rho_2 = nu \vee u + n\Theta
\]

and to the Lagrange multipliers \(\hat{\alpha}_i\) by

\[
\hat{\alpha}_0 = \log\left( \frac{n}{\sqrt{\det(2\pi\Theta)}} \right) - \frac{1}{2} u \cdot \Theta^{-1} \cdot u, \quad \hat{\alpha}_1 = \Theta^{-1} \cdot u, \quad \hat{\alpha}_2 = -\frac{1}{2} \Theta^{-1}.
\]

In both of these examples, the expressions for \(\hat{\alpha}\) and \(\rho\) can be used to find \(a(\rho)\) explicitly.

### 4.3.3 Degenerate Densities

If \(R_m \setminus R_m^{\exp}\) is non-empty, then there are densities \(\rho \in R_m\) such that \(\rho \neq r(\alpha)\) for any \(\alpha \in A_m\). In such cases (4.2) has no solution, and the Legendre duality between \(h\) and \(h^\ast\) is no longer valid. In particular, \(h\) is no longer strictly convex, \(r(a(\rho)) \neq \rho\), and (4.38) no longer holds. We call such densities **degenerate**. Unfortunately, it turns out in most cases that \(R_m \setminus R_m^{\exp}\) is non-empty.

**Theorem 28** The set \(R_m \setminus R_m^{\exp}\) is empty if and only if \(A_m\) is open.
Proof. Suppose that $A_m$ is open. Then for each $\rho \in \mathcal{R}_m$, $\psi(\cdot, \rho)$ is smooth on all of $A_m$. First order optimality conditions for the dual problem imply that

$$\frac{\partial \psi}{\partial \alpha}(a(\rho), \rho) = 0 \implies \rho = \langle mG_a(\rho) \rangle .$$

Therefore $\rho \in \mathcal{R}_m^{\exp}$.

Now suppose that $A_m \cap \partial A_m$ is non-empty and $\alpha \in A_m \cap \partial A_m$. Choose a nonzero element $\sigma \geq^* 0$ such that $\alpha^T \sigma = 0$. Then $\alpha^T \sigma \leq 0$ for any $\alpha \in A_m$ and Theorem 12 implies that $r(\alpha) + \sigma \in \mathcal{R}_m$. Therefore

$$\psi(\alpha, r(\alpha)) = \psi(\alpha, r(\alpha) + \sigma)$$

$$\leq \psi(a(r(\alpha) + \sigma), r(\alpha) + \sigma)$$

$$\leq \psi(a(r(\alpha) + \sigma), r(\alpha))$$

$$\leq \psi(\alpha, r(\alpha))$$

so that

$$\psi(\alpha, r(\alpha)) = \psi(a(r(\alpha) + \sigma), r(\alpha)).$$

Uniqueness of the dual solution implies that $a(r(\alpha) + \sigma) = \alpha$. If $r(\alpha) + \sigma \in \mathcal{R}_m^{\exp}$, then

$$r(\alpha) + \sigma = r(\alpha),$$

which contradicts the fact that $\sigma$ is nonzero. Thus $r(\alpha) + \sigma \in \mathcal{R}_m \setminus \mathcal{R}_m^{\exp}$. ■
For $N > 2$, $\mathcal{A}_m \cap \partial \mathcal{A}_m$ is non-empty and thus Theorem 28 shows that the well-posed examples of the last subsection are the exception rather than the rule. However, in spite of the difficulties encountered for $\alpha \in \mathcal{A}_m \cap \partial \mathcal{A}_m$, (4.37) still holds for all $\rho \in \mathcal{R}_m$, and the following theorem states that (4.39) does as well.

**Theorem 29** The function $h$ has a continuous Fréchet derivative everywhere on $\mathcal{R}_m$ that is given by

$$
\frac{\partial h}{\partial \rho}(\rho) = a(\rho).
$$

**Proof.** Let $\rho \in \mathcal{R}_m$. Because $h$ minimizes the dual function $\psi$,

$$
h(\rho + \delta) = \psi(a(\rho + \delta), \rho + \delta)
$$

(4.40)

$$
\geq \psi(a(\rho), \rho + \delta)
$$

$$
= \psi(a(\rho), \rho) + a(\rho)^T \delta
$$

$$
= h(\rho) + a(\rho)^T \delta
$$

and, similarly,

$$
h(\rho + \delta) \leq h(\rho) + a(\rho + \delta)^T \delta.
$$

(4.41)

Together (4.40) and (4.41) imply that

$$
\frac{|h(\rho + \delta) - h(\rho) - a(\rho)^T \delta|}{\delta} \leq |a(\rho + \delta) - a(\rho)|.
$$

Thus we need to show that $a$ is continuous.
Equation (4.40) implies also that \( a(\rho) \) is a subgradient of \( h \) at \( \rho \) [11]. The set of all subgradients is called the subdifferential of \( h \) at \( \rho \) and is denoted by \( \partial h(\rho) \). It is a general result from convex analysis [71] that the set

\[
\partial h(S) \equiv \{ \partial h(\rho) : \rho \in S \}
\]

is bounded whenever \( S \subset \mathbb{R}^l \) is bounded. In particular, if \( \{ \rho_j \}_{j=1}^{\infty} \subset \mathcal{R}_m \) converges to \( \rho \in \mathcal{R}_m \), then \( \{a(\rho_j)\}_{j=1}^{\infty} \) is a bounded sequence. Let \( \alpha_* \) be any subsequential limit for this sequence. Then

\[
\psi(a(\rho), \rho) = \lim_{i \to \infty} \psi(a(\rho), \rho_{j_i}) \leq \lim_{i \to \infty} \psi(a(\rho_{j_i}), \rho_{j_i}) \leq \psi(\alpha^*, \rho) \leq \psi(a(\rho), \rho) ,
\]

(4.42)

where \( \{j_i\}_{i=1}^{\infty} \) is any sequence of integers such that \( \alpha_* = \lim_{i \to \infty} a(\rho_{j_i}) \). Note that the first and last inequalities in (4.42) follow because \( \psi(a(\rho), \rho) \) maximizes \( \psi(\cdot, \rho) \), whereas the middle inequality is a consequence of Fatou’s Lemma.

From (4.42), we deduce that

\[
\psi(\alpha_*, \rho) = \psi(a(\rho), \rho) ,
\]

and since \( a(\rho) \) is the unique minimizer of \( \psi(\cdot, \rho) \), it follows that \( \alpha_* = a(\rho) \). Finally, because this result holds for any subsequential limit of \( \{a(\rho_j)\}_{j=1}^{\infty} \), \( a \) is continuous and thus \( h \) is continuously differentiable. 
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One important facet of this result in that \( h(\rho) = \psi(a(\rho), \rho) \) is a differentiable function of \( \rho \) even though \( \psi(\cdot, \rho) \) may not be continuous for \( \alpha \in A_m \cap \partial A_m \).

### 4.3.4 Geometry of \( R_m \setminus R_m^{\exp} \)

Even if \( R_m \setminus R_m^{\exp} \) is non-empty, there is evidence to suggest that the dynamics of entropy closure is such that vectors in this set might never be attained—that is, if \( \rho \in R_m^{\exp} \) initially, then it will continue to be so for all later times. Consider, for example, the following.

**Proposition 30** Suppose that the function

\[
\chi(\rho) \equiv \langle |v\mathbf{m}| G_a(\rho) \rangle \tag{4.43}
\]

is bounded on an open set \( O \) containing \( \rho_* \in R_m \). Then \( r \) is continuous at \( \rho_* \).

**Proof.** Let \( \{\rho_j\}_{j=1}^\infty \subset O \) be any sequence such that \( \rho_j \to \rho \). Then for any constant \( R > 0 \),

\[
0 < \left| \int_{|v| > R} m G_a(\rho) \, dv \right| \leq \frac{1}{R} \int_{\mathbb{R}^d} |v\mathbf{m}| G_a(\rho) \, dv \to 0 \text{ as } R \to \infty. \tag{4.44}
\]

Since \( a \) is continuous, \( a(\rho_j) \to a(\rho) \) and the sequence \( G_a(\rho_j) \) is uniformly bounded on \( \{v \in \mathbb{R}^d : |v| \leq R\} \). Hence the Lebesgue Bounded Convergence Theorem implies that

\[
\lim_{j \to \infty} \int_{|v| < R} m G_a(\rho_j) \, dv = \int_{|v| < R} m G_a(\rho) \, dv. \tag{4.45}
\]

Together (4.44) and (4.45) give the result. ■
In light of Proposition 30, let us suppose that \( \rho^* \in \mathcal{R}_m \setminus \mathcal{R}_m^{\text{exp}} \), \( \{\rho_j\}_{j=1}^\infty \subset \mathcal{R}_m^{\text{exp}} \), and \( \rho_j \to \rho^* \). Then \( a(\rho_j) \to a(\rho^*) \), and if \( r \) is continuous, then

\[
\rho_* = \lim_{j \to \infty} \rho_j = \lim_{j \to \infty} r(a(\rho_j)) = r(a(\rho_*)),
\]

which contradicts the fact that \( \mathcal{R}_m \setminus \mathcal{R}_m^{\text{exp}} \). We conclude that \( r \) is not continuous, whereby the function \( \chi \) given in (4.43) cannot be bounded near \( \mathcal{R}_m \setminus \mathcal{R}_m^{\text{exp}} \). Such behavior was first observed for the one dimensional example in [42]. In particular it was found that \( \langle v m_N G_{a(\rho)} \rangle \) diverged to positive or negative infinity as \( \rho_j \to \rho^* \in \mathcal{R}_m \setminus \mathcal{R}_m^{\text{exp}} \), depending on the direction of approach. Note that \( \langle v m_N G_{a(\rho)} \rangle \) is the flux associated with the moment \( \rho_N \) in the entropy based moment closure, and as pointed out in [42] the divergent behavior of this flux raises the possibility that \( \text{int} \mathcal{R}_m^{\text{exp}} \) is invariant under the dynamics of the closure.

Now suppose it can be proven that vectors \( \rho \in \mathcal{R}_m \setminus \mathcal{R}_m^{\text{exp}} \) will never be attained during the dynamics of an entropy closure. Then if \( \rho \in \mathcal{R}_m^{\text{exp}} \) initially, (4.2) will always have a solution and the formal properties of the closure based on the Legendre duality between \( h \) and \( h^* \) will be maintained. However, in order for such closures to be physically relevant, it must be shown—at a minimum—that \( \mathcal{R}_m \setminus \mathcal{R}_m^{\text{exp}} \) is small in some sense. This is our current objective.

Define the projection \( \pi : \mathcal{R}_m \to \mathcal{R}_m^{\text{exp}} \) by

\[
\pi(\rho) \equiv r(a(\rho)).
\]
Then $\pi(\rho)$ is the spatial density that is realized by the minimizer of (4.4). Theorem 26 implies that

\begin{align*}
(i) \pi & \text{ is the identity on } \mathcal{R}_m^{\text{exp}}; \\
(ii) \pi(\mathcal{R}_m \setminus \mathcal{R}_m^{\text{exp}}) & = r(\mathcal{A}_m \cap \partial \mathcal{A}_m) = \mathcal{R}_m^{\text{exp}} \cap \partial \mathcal{R}_m^{\text{exp}}; \\
(iii) a(\pi(\rho)) & = a(\rho).
\end{align*}

(4.46a) (4.46b) (4.46c)

Like $\alpha$ and $\rho$, the functions $r$, $a$, and $\pi$ all have a natural decomposition based on the decomposition of $m$ in (4.10):

$$
r = (r_0, r_1, \ldots, r_N)^T, \quad a = (a_0, a_1, \ldots, a_N)^T, \quad \pi = (\pi_0, \pi_1, \ldots, \pi_N)^T,$$

so that

$$
G_{a(\rho)} = \exp \left( \sum_{j=1}^{N} a_j(\rho)^T m_j \right),
$$

$$
r_j(\alpha) = \langle m_j G_{\alpha} \rangle,
$$

$$
\pi_j(\rho) = r_j(a(\rho)).
$$

With this decomposition, $\pi_j(\rho) = \rho_j$ for all $j < N$. Roughly speaking, the following theorem says that $\mathcal{R}_m \setminus \mathcal{R}_m^{\text{exp}}$ is constructed by attaching a cone to each point in $\mathcal{R}_m^{\text{exp}} \cap \partial \mathcal{R}_m^{\text{exp}}$.

**Theorem 31** The vector $\rho \in \mathcal{R}_m \setminus \text{int} \mathcal{R}_m^{\text{exp}}$ if and only if $\rho_j = \bar{\rho}_j$ for all $j < N$ and
\( \rho_N \in \tilde{\rho}_N + \mathcal{NC}(-A_N, a_N(\tilde{\rho})) \) for some vector \( \tilde{\rho} \in \mathcal{R}_m^{\text{exp}} \cap \partial \mathcal{R}_m^{\text{exp}} \).

**Proof.** Begin with the "only if" part. Let \( \rho \in \mathcal{R}_m \setminus \text{int} \mathcal{R}_m^{\text{exp}} \) and set \( \tilde{\rho} = \pi(\rho) \).

According to (4.46), \( \tilde{\rho} \in \mathcal{R}_m^{\text{exp}} \cap \partial \mathcal{R}_m^{\text{exp}} \) and \( a(\rho) = a(\tilde{\rho}) \). The complementary slackness condition (4.32) implies that

\[
a_N(\tilde{\rho})^T \rho_N = a_N(\tilde{\rho})^T \tilde{\rho}_N,
\]

where \( a_N(\tilde{\rho})^T \in \partial (-A_N) \); and the feasibility condition in (4.4) implies that

\[
\alpha_N^T \rho_N \leq \alpha_N^T \tilde{\rho}_N
\]

for all \( \alpha_N \in -A_N \). Therefore,

\[
(\alpha_N - a_N(\tilde{\rho}))^T (\rho_N - \tilde{\rho}_N) \leq 0
\]

for all \( \alpha_N \in -A_N \), which means that \( \rho_N - \tilde{\rho}_N \) is in the normal cone of \(-A_N\) at \( a_N(\tilde{\rho})\):

\[
\rho_N - \tilde{\rho}_N \in \mathcal{NC}(-A_N, \alpha).
\]

Now prove the "if" part. Suppose that there exists \( \rho \in \mathbb{R}^l \) and \( \tilde{\rho} \in \mathcal{R}_m^{\text{exp}} \cap \partial \mathcal{R}_m^{\text{exp}} \) such that \( \rho_j = \tilde{\rho}_j \) for all \( j < N \) and \( \rho_N - \tilde{\rho}_N \in \mathcal{NC}(-A_N, a_N(\tilde{\rho})) \). Then

\[
(\alpha_N - a_N(\tilde{\rho}))^T (\rho_N - \tilde{\rho}_N) \leq 0 \ \forall \alpha_N \in -A_N.
\]
Setting \( \alpha_N = 0 \) and then \( \alpha_N = 2a_N(\bar{\rho}) \) in (4.47) gives

\[
a_N(\bar{\rho})^T (\rho_N - \bar{\rho}_N) \geq 0 \quad \text{and} \quad a_N(\bar{\rho})^T (\rho_N - \bar{\rho}_N) \leq 0,
\]

respectively. Therefore

\[
a_N(\bar{\rho})^T (\rho_N - \bar{\rho}_N) = 0. \tag{4.48} \]

Next, setting \( \alpha_N = a_N(\bar{\rho}) + a_N(\rho) \) in (4.47) gives

\[
a_N(\rho)^T (\rho_N - \bar{\rho}_N) \leq 0. \tag{4.49} \]

Since \( \rho_j = \bar{\rho}_j \) for all \( j < N \), (4.48) and (4.49) imply that

\[
\psi(a(\bar{\rho}), \bar{\rho}) \overset{(4.48)}{=} \psi(a(\bar{\rho}), \rho) \leq \psi(a(\rho), \rho) \overset{(4.49)}{\leq} \psi(a(\rho), \bar{\rho}) \leq \psi(a(\rho), \bar{\rho}). \tag{4.50}
\]

Here, the first and last inequalities follow because \( \psi(a(\rho), \rho) \) maximizes \( \psi(\cdot, \rho) \). Furthermore, since this maximizer is unique, (4.50) shows that \( a(\bar{\rho}) = a(\rho) \), which means that either \( \rho = \bar{\rho} \in R_m^{\exp} \cap \partial R_m^{\exp} \) or \( \rho \in R_m \setminus R_m^{\exp} \). In either case, the claim is proven.

Theorem 31 provides a nice description of the degenerate values of \( \rho \) associated with each \( \bar{\rho} \in R_m^{\exp} \cap \partial R_m^{\exp} \). However, a clean description of \( R_m \setminus \text{int} R_m^{\exp} \) requires also that \( R_m^{\exp} \cap \partial R_m^{\exp} \) itself possess some nice structure, and the purpose of Conditions 13 and 21 is to ensure that this is the case. Condition 13 ensures that the set \( A_m \cap \partial A_m \) is a "nice" in a well-defined sense while Condition 21 ensures its image
A (continuous) fiber bundle [36] \( B \) consists of topological spaces \( B \), called the base space, and \( F \), called a fiber space, along with a projection \( P : B \to B \) such that \( P^{-1}(B) \) is locally homeomorphic to the cross product of \( B \) and \( F \). Roughly speaking, \( B \) is constructed by attached a (topological equivalent) copy of \( F \) to each point in \( B \).

**Theorem 32** Suppose Conditions 13 and 21 hold. Then \( \mathcal{R}_m \setminus \text{int} \mathcal{R}_m^{\exp} \) is the finite union of smooth bundles of codimension one or greater in \( \mathbb{R}^l \). The base space of each bundle is a smooth manifold in \( \mathcal{R}_m^{\exp} \cap \partial \mathcal{R}_m^{\exp} \). The fiber attached to each point \( \bar{\rho} \) in the base space is the cone \( N\mathcal{C}(-A_N, a_N(\bar{p})) \).

Before proving this theorem, we need to address a technical point. Let \( S \) be a stratification of \( \mathcal{A}_m \cap \partial \mathcal{A}_m \) and \( T \) be a stratification of \( \partial(-A_N) \), the latter of which was proven to exist in Lemma 16. The projection \( \alpha \mapsto \alpha_N \) of an element \( s \in S \) onto \( \mathbb{R}^{l_N} \), which we denote by \( s_N \), is a subset of \( \partial(-A_N) \). Since each stratification is a finite union of smooth manifolds, \( s_N \) can be further decomposed, if necessary, into a finite union of smooth manifolds, each of which is a subset of a unique element of \( T \). We summarize with following lemma.

**Lemma 33** Let \( S \) be a stratification of \( \mathcal{A}_m \cap \partial \mathcal{A}_m \) and \( T \) be a stratification of \( \partial(-A_N) \), and suppose that Condition 13 holds. Then, without loss of generality, we may assume that the projection \( \alpha \mapsto \alpha_N \) applied to any element of \( S \) is a subset of an element of \( T \).

For simplicity of exposition, we maintain the assumption given in the proceeding lemma for the proof of Theorem 32.
Proof of Theorem 32. Let $S$ be a stratification of $A_m \cap \partial A_m$ and $T$ be a stratification of $\partial(-A_N)$. Let $s \in S$ and $s_N \subset t \in T$. Then, for any $\alpha \in s$, $\alpha_N \in t$ and

$$\dim(\mathcal{N}(-A_N, \alpha_N)) = l_N - \dim(t) \leq l_N - \dim(s_N). \quad (4.51)$$

According to Condition 13,

$$l_N - \dim(s_N) < l - \dim(s), \quad (4.52)$$

while by Condition 21, $r$ is diffeomorphic when restricted to $s$ so that set $r(s)$ is also a smooth manifold with the same dimension as $s$. Attached to each point $r(\alpha) \in r(s)$ is the cone $\mathcal{N}(-A_N, \alpha_N)$. The complete structure is a fiber bundle with base $r(s)$ and fibers $\mathcal{N}(-A_N, \alpha)$, $\alpha \in s$. If we denote the bundle by $\mathcal{B}(s)$, then (4.51) and (4.52) imply that

$$\dim(\mathcal{B}(s)) = \dim(s) + \dim(\mathcal{N}(-A_N, \alpha_N)) \leq \dim(s) + (l_N - \dim(s_N)) < l.$$ 

Finally $\mathcal{R}_m \setminus \text{int} \mathcal{R}_m^{\text{exp}}$ is the union of all sets $\mathcal{B}$ that are generated by strata in $S$, of which it is assumed there are a finite number. ■

As a consequence of this theorem, we see that if Conditions 13 and 21 hold, then $\mathcal{R}_m \setminus \mathcal{R}_m^{\text{exp}}$ is a set with no interior and zero measure. Determining cases for which these (or appropriate similar) conditions hold is therefore an important open question.
4.3.5 Examples

We will assume that Conditions 13 and 21 hold in the following examples.

4.3.5.1 Junk's example The example \( m_N = |v|^N \) has been studied in [42, 43] and [73], particularly when \( N = 4 \). For general \( N \),

\[
A_N = \{ \alpha_N \in \mathbb{R} : \alpha_N \geq 0 \} \quad \text{and} \quad \partial(-A_N) = \{0\}.
\]

If \( \rho \in \mathcal{R}_m \) and \( a_N(\rho) = 0 \), then \( a_{N-1}(\rho) = 0 \) as well; otherwise, \( G_{a(\rho)} \notin \mathcal{F}_m \). With this fact in mind, we recall from Corollary 23 that

\[
\mathcal{H}(G_{a(\rho)}) = \min_{g \in \mathcal{F}_m} \left\{ \mathcal{H}(g) : a(\rho)^T \langle mg \rangle = a(\rho)^T \rho \right\}.
\]

Therefore \( G_{a(\rho)} \) is the actually the minimizer of \( \mathcal{H} \) subject to fewer constraints:

\[
\mathcal{H}(G_{a(\rho)}) = \min_{g \in \mathcal{F}_m} \left\{ \mathcal{H}(g) : (m_j g) = \rho_j, \ j \leq N - 2 \right\}. \tag{4.53}
\]

Let \( \bar{m} \) contain the components of \( m \) of degree \( \bar{N} \equiv N - 2 \) and less:

\[
\bar{m} = (m_0, m_1, \ldots, m_{N-2}),
\]

and let the variables \( \bar{\alpha} \) and \( \bar{\rho} \) and the functions \( \bar{r}, \bar{a}, \) and \( \bar{\pi} \) be defined similarly. For this example,

\[
\mathcal{A}_m \cap \partial \mathcal{A}_m \subset \mathcal{A}_{\bar{m}} \times \{ \alpha_{N-1} = 0 \} \times \{ \alpha_N = 0 \}, \tag{4.54}
\]
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but these two sets are not necessarily equal, since that latter may include \( \alpha \) for which
\( G_\alpha \in \overline{F_m}, \) but \( G_\alpha \not\in F_m \). However, one may readily conclude that \( G_\alpha \in F_m \) for all
\( \bar{\alpha} \in \text{int } A_{\bar{m}} \). Hence,

\[
\text{int } A_{\bar{m}} \times \{ \alpha_{N-1} = 0 \} \times \{ \alpha_N = 0 \} \subset A_{\bar{m}} \cap \partial A_{\bar{m}}.
\]

Let \( S \) be a stratification of \( A_{\bar{m}} \cap \partial A_{\bar{m}} \). The projection of any \( s \in S \) onto \( \partial (-A_N) \) is the point \( \{ \alpha_N = 0 \} \), so the normal cone attached to \( \alpha \in s \) is just a ray:

\[
NC(-A_N, \alpha_N) = (-A_N)^* = A_N = \{ \alpha_N : \alpha_N \geq 0 \}.
\]

Therefore

\[
R_m \setminus R_{m}^{\exp} = \{ \rho : \rho_N > r_N(\alpha), \; \alpha \in A_{\bar{m}} \cap \partial A_{\bar{m}} \} \; \text{,} \quad (4.55)
\]

Because \( A_N \) is one-dimensional, the inequality in (4.55) is scalar.

If \( N = 4 \), the situation simplifies further, because \( \text{int } A_{\bar{m}} = A_{\bar{m}} \) and the inclusion
in (4.54) becomes an equality. In addition, \( R_{\bar{m}} = R_{m}^{\exp} \) and \( \bar{f} \) is a diffeomorphism on
all of \( A_{\bar{m}} \). Therefore

\[
R_m \setminus R_{m}^{\exp} = \{ \rho : \rho_N > r_N(\alpha), \; \bar{\alpha} \in A_{\bar{m}}, \; \alpha_N = \alpha_{N-1} = 0 \} \; \text{,}
\]

\[
= \{ \rho : \rho_N > \pi_N(0, 0, \bar{a}(\bar{\rho})), \; \rho_{N-1} = \pi_{N-1}(0, 0, \bar{a}(\bar{\rho})), \; \bar{\rho} \in R_{\bar{m}} \} \; \text{.}
\]
The components $\pi_N(0, 0, \bar{a}(\bar{\rho}))$ and $\pi_{N-1}(0, 0, \bar{a}(\bar{\rho}))$ are simple to compute since

$$\pi(0, 0, \bar{a}(\bar{\rho})) = \langle mG_{\bar{a}(\bar{\rho})} \rangle,$$

and $\bar{a}(\bar{\rho})$ has an explicit formula when $\bar{N} = 2$. (See the examples in Section 4.3.2.)

4.3.5.2 A Non-Junkian Example The situation becomes more complicated when $m_N$ includes polynomials other than $|v|^N$ because the inequality constraints in (4.4) are no longer scalar. The simplest example of this type occurs when

$$m_N = (v \vee v) |v|^{N-2}.$$

We examine in detail the two-dimensional case ($d = 2$) and write $\alpha_N$ in the form of a symmetric matrix:

$$\alpha_N = \begin{pmatrix}
(\alpha_N)_{11} & (\alpha_N)_{12} \\
(\alpha_N)_{21} & (\alpha_N)_{22}
\end{pmatrix} = \begin{pmatrix}
a + b & c \\
c & a - b
\end{pmatrix}.$$  \hfill (4.56)

With respect to the $(a, b, c)$ coordinates, the set $A_N$ is a cone in $\mathbb{R}^3$ that can be found in a high school geometry text:

$$A_N = \left\{(a, b, c) \in \mathbb{R}^3 : a^2 \geq \sqrt{b^2 + c^2} \right\},$$
and the boundary of $-A_N$ is

$$\partial(-A_N) = \{(a, b, c) \in \mathbb{R}^3 : a = -\sqrt{b^2 + c^2}\}. \quad (4.57)$$

Let $S$ be the stratification of $A_m \cap \partial A_m$ and let $s \in S$ so that $s_N \in \partial(-A_N)$. The set $\partial(-A_N)$ has a stratification $T$ consisting of two manifolds: $t_1$ is the origin in $\mathbb{R}^3$ and $t_2$ is the remainder of the cone. We consider each manifold separately.

1. $\alpha_N \in t_1$. In this case, $a = b = c = 0$ and

$$\mathcal{NC}(-A_N, \alpha_N) = (-A_N)^* = A_N$$

The situation essentially reduces to the Junkian case, and the bundle associated with $s \subset \{A_m \cap \partial A_m : \alpha_N = 0\}$ is

$$\mathcal{B}(s) = \{\rho : \rho_N >^* \rho_N(\alpha), \; \alpha \in s\}, \quad (4.58)$$

and if $N = 4$,

$$\mathcal{B}(s) = \{\rho : \rho_N >^* \pi_N(0, 0, \bar{a}(\bar{\rho})), \; \rho_{N-1} = \pi_{N-1}(0, 0, \bar{a}(\bar{\rho})), \; \bar{\rho} \in \mathcal{R}_m\} \quad (4.59)$$

However, unlike the Junkian case, the inequality in (4.58) and (4.59) is no longer scalar. Rather, it must be understand in terms of the dual cone $A_N^*$. 

2. $\alpha_N \in t_2$. In this case $a \geq |b| > 0$. In the $(a, b, c)$ coordinates $\mathcal{NC}(-A_N, \alpha_N)$ is
a ray given by
\[ \left\{ \lambda \left( \sqrt{b^2 + c^2}, b, c \right) : \lambda \geq 0 \right\} . \]

Therefore
\[
\mathcal{NC}(-A_N, \alpha_N) = \left\{ \lambda \begin{pmatrix} \sqrt{b^2 + c^2} + b & c \\ +c & \sqrt{b^2 + c^2} - b \end{pmatrix} : \lambda > 0 \right\}, \quad (4.60)
\]
which can expressed in terms of the components of \( \alpha_N \) by inverting (4.56). The bundle associated with any \( s \subset \{ A_m \cap \partial A_m : \alpha_N \neq 0 \} \) is
\[
B(s) = \{ \rho : \rho_N = r_N(\alpha) + \mathcal{NC}(-A_N, \alpha_N), \rho_j = r_j(\alpha), \ j < N, \alpha \in s \} .
\]

(4.61)

The set \( R_m \setminus R^{\exp}_m \) is the union of bundles of the type given in (4.58) and (4.61).

4.4 Appendix: Duality Theorems

Proof of Theorem 22. The form of the constraints in (4.4) requires that \( m \) be separated into lower-order and higher-order polynomials. Define the polynomial vector of lower degree polynomials
\[
m_L = (m_1, m_2, \ldots, m_{N-1})
\]

(4.62)
and let $l_L = l_0 + \ldots + l_{N-1}$ be the number of components in $m_L$. Let $\rho \in \mathcal{R}_m$ and introduce the sets

$$A \equiv \{ (\eta, \sigma_L, \sigma_N) \in \mathbb{R} \times \mathbb{R}^{l_L} \times \mathbb{R}^{l_N} : \eta \geq \mathcal{H}(g), \sigma_L = \langle m_L g \rangle, \sigma_N \geq^* \langle m_N g \rangle \text{ for some } g \in \mathbb{F}_m \},$$

$$B \equiv \{ (\eta, \sigma_L, \sigma_N) \in \mathbb{R} \times \mathbb{R}^{l_L} \times \mathbb{R}^{l_N} : \eta \leq h(\rho), \sigma_L = \rho_L, \sigma_N \leq^* \rho_N \},$$

$$\tilde{B} \equiv \{ (\eta, \sigma_L, \sigma_N) \in \mathbb{R} \times \mathbb{R}^{l_L} \times \mathbb{R}^{l_N} : \eta \leq h(\rho), \sigma_L \leq^* \rho_L, \sigma_N \leq^* \rho_N \}.$$

Here the vectors $\rho_L$, $\sigma_L$, and $\alpha_L$ are defined in a manner analogous to 4.62. Using the convexity of $\mathcal{H}$, it is fairly easy to show that $A$ and $\tilde{B}$ are convex and that $\tilde{B}$ has a non-empty interior that is disjoint from $A$. Therefore the Eidelheit Separation Theorem (see Theorem 3 in Section 5.12 of [56]) implies that $A$ and $\tilde{B}$ are separated by a hyperplane in $\mathbb{R} \times \mathbb{R}^{l_L} \times \mathbb{R}^{l_N}$. Since $B \subset \tilde{B}$, this hyperplane separates $A$ and $B$ as well. This means that there exists $(\hat{\eta}, \hat{\alpha}_L, \hat{\alpha}_N) \in \mathbb{R} \times \mathbb{R}^{l_L} \times \mathbb{R}^{l_N}$, not all zero, such that

$$\hat{\eta} \eta^A + \hat{\alpha}_L^T \sigma_L^A + \hat{\alpha}_N^T \sigma_N^A \geq \hat{\eta} \eta^B + \hat{\alpha}_L^T \sigma_L^B + \hat{\alpha}_N^T \sigma_N^B$$

(4.63)

for all $(\eta^A, \sigma_L^A, \sigma_N^A) \in A$ and $(\eta^B, \sigma_L^B, \sigma_N^B) \in B$, or since $\sigma_L^B = \rho_L$,

$$\hat{\eta} \eta^A + \hat{\alpha}_L^T \sigma_L^A + \hat{\alpha}_N^T \sigma_N^A \geq \hat{\eta} \eta^B + \hat{\alpha}_L^T \rho_L + \hat{\alpha}_N^T \sigma_N^B.$$  (4.64)

The relation in (4.63) can be written more compactly as

$$\hat{\eta} \eta^A + \hat{\alpha}^T \sigma^A \geq \hat{\eta} \eta^B + \hat{\alpha}^T \sigma^B.$$
The nature of $A$ and $B$ now leads to conclusions about the elements $\hat{\eta}$ and $\hat{\alpha}_N$.

For example, letting $\sigma_L^A = \sigma_N^B = \rho_L$ and $\sigma_N^A = \sigma_N^B = \rho_N$ in (4.64) yields

$$\hat{\eta}_A \geq \hat{\eta}_B$$

for all $\eta_B \leq h(\rho)$ and all $\eta_A \geq \mathcal{H}(g)$ with $g \in \mathbb{F}_m$. Thus $\hat{\eta} \geq 0$. (Note that the choice of $\sigma_L^A$ and $\sigma_N^A$ is possible since $\rho$ is assumed to be in $\mathcal{R}_m$.) Also letting $\sigma_L^A = \sigma_L^B = \rho_L$, $\eta_B = h(\rho)$, $\sigma_N^A = \rho_N$, and $\eta_A \rightarrow h(\rho)$ yields

$$\hat{\alpha}_N^T \rho_N \geq \hat{\alpha}_N^T \sigma_N^B$$

for all $\sigma_N^B \leq^* \rho_N$ and therefore $\hat{\alpha}_N \geq 0$. (Recall that inequalities between vectors are interpreted in the sense of cones as described in Section 2.4).

We now prove by contradiction that $\hat{\eta}$ is positive. If $\hat{\eta} = 0$, then letting $\sigma_N^B = \rho_N$ in (4.64) gives,

$$\hat{\alpha}^T (\sigma_A^A - \rho) = \hat{\alpha}_L^T (\sigma_L^A - \rho_L) + \hat{\alpha}_N^T (\sigma_N^A - \rho_N) \geq 0.$$ (4.65)

for all $\sigma_L^A = (m_Lg)$ and $\sigma_N^A \geq (m_Ng)$ with $g \in \mathbb{F}_m$. In particular (4.65) holds for $\sigma = \rho$. Thus, since $\mathcal{R}_m$ is open, there exist $\rho \in \mathcal{R}_m$ such that $\hat{\alpha}^T (\sigma^A_A - \rho) < 0$ unless $\hat{\alpha} = 0$ which, assuming that $\hat{\eta} = 0$, contradicts the Eidelheit Separation Theorem. We conclude that $\hat{\eta} > 0$, and by multiplying (4.64) by an appropriate constant, we may assume, without loss of generality, that $\hat{\eta} = 1$. In this case, (4.64)
becomes

\[ \eta^A + \hat{\alpha}^T L \sigma^A + \hat{\alpha}^T N \sigma^N \geq \eta^B + \hat{\alpha}^T L \rho_L + \hat{\alpha}^T N \sigma_B \tag{4.66} \]

for all \((\eta^A, \sigma^A, \sigma^N) \in A\) and \((\eta^B, \sigma^L, \sigma_N) \in B\).

We next utilize (4.66) to understand the relationship between \(\hat{\alpha}\) and \(h(\rho)\). If

\( (\eta^B, \sigma_N) = (h(\rho), \rho_N) \), then (4.66) gives

\[ h(\rho) \leq \eta^A + \hat{\alpha}^T (\sigma^A - \rho) \tag{4.67} \]

for all \((\eta^A, \sigma^A) \in A\). Considering that \((h(\rho), \rho) \in A\), it follows then that

\[ h(\rho) = \inf_{(\eta, \sigma) \in A} \{ \eta + \hat{\alpha}^T (\sigma - \rho) \}. \tag{4.68} \]

In addition, by letting \(\eta^A = \mathcal{H}(g)\) and \(\sigma^A = \langle mg \rangle\) for any \(g \in \mathbb{F}_m\), (4.67) gives

\[ h(\rho) \leq \inf_{g \in \mathbb{F}_m} \{ \mathcal{H}(g) + \hat{\alpha}^T (\langle mg \rangle - \rho) \}. \tag{4.69} \]

Therefore,

\[
\begin{align*}
    h(\rho) &\leq \inf_{g \in \mathbb{F}_m} \{ \mathcal{H}(g) + \hat{\alpha}^T (\langle mg \rangle - \rho) \} \\
    &\leq \inf_{g \in \mathbb{F}_m} \{ \mathcal{H}(g) + \hat{\alpha}^T (\langle mg \rangle - \rho) : \langle mg \rangle \preceq^* \rho \} \\
    &\leq \inf_{g \in \mathbb{F}_m} \{ \mathcal{H}(g) : \langle mg \rangle \preceq^* \rho \} \\
    &= h(\rho).
\end{align*}
\]
The first inequality in (4.70) is just (4.69); the second follows from the fact that the set of feasible functions \( g \in \mathbb{F}_m \) has been restricted; the third follows because 
\[
\hat{\alpha}^T (\langle mg \rangle - \rho) \leq 0 \text{ whenever } \langle mg \rangle \preceq^* \rho.
\]
From (4.70), it follows that

\[
h(\rho) = \inf_{g \in \mathbb{F}_m} \{ \mathcal{H}(g) + \hat{\alpha}^T (\langle mg \rangle - \rho) \},
\]
and since \( \mathcal{H}(\hat{g}_\rho) = h(\rho) \), (4.71) implies that

\[
\mathcal{H}(\hat{g}_\rho) \leq \mathcal{H}(\hat{g}_\rho) + \hat{\alpha}^T (\langle m\hat{g}_\rho \rangle - \rho) \leq \mathcal{H}(\hat{g}_\rho).
\]
This proves the complementary slackness condition (4.28) and also that

\[
h(\rho) = \mathcal{L}(\hat{g}_\rho, \hat{\alpha}, \rho).
\]
Furthermore, given any \( \alpha \) such that \( \alpha_N \geq 0 \),

\[
\inf_{g \in \mathbb{F}_m} \{ \mathcal{H}(g) + \alpha^T (\langle mg \rangle - \rho) \} \leq \inf_{g \in \mathbb{F}_m} \{ \mathcal{H}(g) + \alpha^T (\langle mg \rangle - \rho) : \langle mg \rangle \preceq^* \rho \} \leq \inf_{g \in \mathbb{F}_m} \{ \mathcal{H}(g) : \langle mg \rangle \preceq^* \rho \} = h(\rho).
\]
The first inequality above holds because the set of possible functions \( g \in \mathbb{F}_m \) has been restricted, and the second inequality holds because \( \alpha^T (\langle mg \rangle - \rho) \leq 0 \) whenever \( \langle mg \rangle \preceq^* \rho \). In addition, (4.71) shows that both inequalities become equalities when
\( \alpha = \hat{\alpha} \). This means that

\[
\begin{align*}
  h(\rho) &= \inf_{g \in \mathbb{F}_m} \{ \mathcal{H}(g) + \hat{\alpha}^T (\langle m g \rangle - \rho) \} \\
  &= \max_{\alpha_N \geq 0} \inf_{g \in \mathbb{F}_m} \{ \mathcal{H}(g) + \alpha^T (\langle m g \rangle - \rho) \} \\
  &= \max_{\alpha_N \leq 0} \inf_{g \in \mathbb{F}_m} \{ \mathcal{H}(g) + \alpha^T (\rho - \langle m g \rangle) \} \\
  &= \max_{\alpha_N \leq 0} \inf_{g \in \mathbb{F}_m} \mathcal{L}(g, \alpha, \rho) \\
  &= \max_{\alpha_N \leq 0} \psi(\alpha, \rho),
\end{align*}
\]

which proves (4.27), and moreover, that the maximum in (4.27) is attained by \( \hat{\alpha} \), i.e.,

\[
h(\rho) = \psi(\hat{\alpha}, \rho). \tag{4.75}
\]

Together (4.75) and (4.72) give (4.29).

The proof of Theorem 24 is very similar to that of Theorem 22, and the differences are fairly transparent. First, the sign of \( \alpha_N \) is not determined, although it is determined later. (See the remarks following Theorem 24). Even so, one may still deduce that \( \hat{\eta} > 0 \) using the fact that \( \mathcal{R}_m \) is open. Also, because the constraints in (4.33) are all equalities, the condition

\[
\alpha^T (\langle m g \rangle - \rho) \leq 0
\]

holds trivially. It is this fact that is key to the arguments in (4.70) and (4.71).

It should be noted that this proof is based on arguments found in [56].
particular, one should consult Theorem 1 in section 8.3, Theorem 1 in section 8.6, and Exercise 7 at the end of Chapter 8. Many other texts discuss duality theory in a variety of contexts, but most assume that the argument of the objective ($\mathcal{H}$ in this case) lives in a linear vector space, which $\mathbb{F}_m$ is not.
Chapter 5

Simulation of an $n^+-n-n^+$ Diode

In this chapter, we compute numerical solutions for several second-order models generated by closures from Chapter 3. An $n^+-n-n^+$ diode [41] acts as a benchmark problem for comparing and contrasting various aspects of these models. It is assumed that the diode is endowed with a slab symmetry, which means that the distribution of electrons is constant when restricted to planes perpendicular to a given axis. This assumption is often employed when the length scale of a device along such an axis is much smaller than the length scales perpendicular to the axis.

We confirm several previously known facts. The first is that the use of Monte Carlo relaxation coefficients improves numerical results. The second is that heat flux is a necessary component of an accurate model. However, most expressions for the heat flux in the models studied here are not sufficient to accurately describe the behavior of the diode. This includes convective corrections derived in [4] which have little effect in the diode drain where velocity overshoot [33] is prevalent.

We also make some new observations. Most important among these is the fact that anisotropic stress plays a major role in the velocity and temperature profiles of the Anile-Penisi (AP) and perturbed entropy-based (PEB) models. When treated
as a diffusive perturbation, the anisotropic stress removes velocity overshoot effect in the diode drain at the cost of smearing the temperature profile. When treated as an independent variable in the Gaussian closure, it has less effect on velocity overshoot but also less smearing in the temperature profile.

We now lay out the organization of the chapter. In Section 5.1, we reduce moment systems to one spatial dimension by slab symmetry along the $x_1$ axis. In Section 5.2, we give a complete list of models which we will study. In Section 5.3, we discuss the central-upwind scheme [45] that is the basis for our computations. Finally, in Section 5.4, we present results and provide comments.

### 5.1 Reduction to One Dimension

In this section, we invoke the slab symmetry of the diode to reduce all second-order models to a description in one spatial dimension. All of these models are derived using moments of the polynomial vector

$$
m = \begin{pmatrix}
1 \\
v \\
\frac{1}{2}|v|^2
\end{pmatrix}
or
m = \begin{pmatrix}
1 \\
v \\
v \wedge v
\end{pmatrix}
$$

and are supplemented by a Poisson equation for $\Phi$:

$$-(\epsilon \Phi_x)_x = q_e(D - n). \quad (5.1)$$
5.1.1 The Case $m = (1, v, \frac{1}{2}|v|^2)^T$

Models based on the polynomial vector $m = (1, v, \frac{1}{2}|v|^2)^T$ all have the form

$$\partial_t n + \nabla_x \cdot (nu) = 0,$$  \hspace{1cm} (5.2a)

$$\partial_t (nu) + \nabla_x \cdot (nu^2 + n\theta I + \Sigma) - n \nabla_x \Phi = -\frac{1}{\tau_p} nu,$$  \hspace{1cm} (5.2b)

$$\partial_t \left( \frac{nu^2}{2} + \frac{3n\theta}{2} \right) + \nabla_x \cdot \left( \frac{nu^3}{2} + \frac{5}{2} nu\theta + \Sigma \cdot u + q \right) - nu \cdot \nabla_x \Phi = C_{\frac{1}{2}|v|^2},$$  \hspace{1cm} (5.2c)

where

$$C_{\frac{1}{2}|v|^2} = -\frac{1}{\tau_w} \left( \frac{n |u|^2}{2} + \frac{3n (\theta - \theta_t)}{2} \right).$$

The fact that the diode has slab symmetry means that

$$\nabla_x = \begin{pmatrix} \frac{\partial}{\partial x_1} \\ 0 \\ 0 \end{pmatrix}, \quad u = \begin{pmatrix} u_1 \\ 0 \\ 0 \end{pmatrix}, \quad q = \begin{pmatrix} q_1 \\ 0 \\ 0 \end{pmatrix},$$

and that

$$\Theta = \text{diag}(\theta_L, \theta_T, \theta_T),$$

$$\Sigma = n \text{diag}(\theta_L - \theta, \theta_T - \theta, \theta_T - \theta),$$

$$\theta = \frac{1}{3} (\theta_L + 2\theta_T).$$

For convenience, we abuse notation by dropping the subscript from the components $x_1$, $u_1$, and $q_1$. Since the remaining components of these vectors play no role in
what follows, their should be no chance of confusion. With this notation, the balance equations for concentration, momentum, and energy are

\[ \partial_t n + \partial_x (nu) = 0 \] (5.4a)

\[ \partial_t (nu) + \partial_x (nu^2 + n\theta + \sigma) - \frac{q_e}{m_e^*}n\partial_x \Phi = -\frac{1}{\tau_p}nu \] (5.4b)

\[ \partial_t \left( \frac{nu^2 + 3n\theta}{2} \right) + \partial_x \left( \frac{nu^3 + nu(3\theta + 2\theta_L)}{2} + q \right) - \frac{q_e}{m_e^*}nu\partial_x \Phi = -\frac{1}{\tau_w} \left( \frac{nu^2 + 3n(\theta - \theta)\ell}{2} \right), \] (5.4c)

where \( \sigma = n(\theta_L - \theta) \) is the anisotropy. A closure can then be specified by giving \( \theta_L \) and \( q \) in terms of \( n, u, \) and \( \theta \).

### 5.1.2 The Case \( \textbf{m} = (1, v, v \lor v)^T \)

Models based on the polynomial vector \( \textbf{m} = (1, v, v \lor v)^T \) all have the form

\[ \partial_t n + \nabla_x \cdot (nu) = 0 \] (5.5a)

\[ \partial_t (nu) + \nabla_x \cdot (nu \lor u + n\Theta) - \frac{q_e}{m_e^*}n\nabla_x \Phi = -\frac{1}{\tau_p}nu \] (5.5b)

\[ \partial_t (nu \lor u + n\Theta) + \nabla_x \cdot (nu^3 \lor 3n\Theta \lor u + Q) - \frac{q_e}{m_e^*}nu \cdot \nabla_x \Phi = C_{v\lor v}, \] (5.5c)

where

\[ C_{v\lor v} = -\frac{1}{\tau_\sigma} (n\Theta - n\theta I) - \frac{1}{\tau_p} \left( nu \lor u - \frac{1}{3} n|u|^2 \right) - \frac{1}{\tau_w} \left( \frac{1}{3} n|u|^2 I + n(\theta - \theta)\ell I \right). \]
The assumption of slab symmetry implies that the only nonzero components of $Q$ are $Q_{111}$ and all permutations of $Q_{122} = Q_{133}$. Equations (5.5a) and (5.5b) and the one-half of the trace of (5.5c) give provide a description for the evolution for the concentration, momentum, and energy that is analogous to (5.4):

\begin{align*}
\partial_t n + \partial_x (nu) &= 0 \quad (5.6a) \\
\partial_t (nu) + \partial_x (nu^2 + n\theta_L) - \frac{q_e}{m_e} n\partial_x \Phi &= -\frac{1}{\tau_p} nu \quad (5.6b) \\
\partial_t \left(\frac{nu^2 + 3n\theta}{2}\right) + \partial_x \left(\frac{nu^3 + nu(3\theta + 2\theta_L)}{2} + q\right) - \frac{q_e}{m_e} n\partial_x \Phi &= -\frac{1}{\tau_p} \left(\frac{nu^2 + 3n(\theta - \theta)_{\epsilon}}{2}\right) \quad (5.6c) \\
\end{align*}

(Note the same abuse of notation with the subscripts from $x_1, u_1,$ and $q_1$ all dropped).

There is one more independent scalar equation that may be extracted from (5.5). By taking the $(1,1)$ component of (5.5c) and subtracting one-third of the trace of (5.5c), one finds that

\begin{align*}
\partial_t \left(\frac{2}{3}nu^2 + n(\theta_L - \theta)\right) \\
+ \partial_x \left(\frac{2}{3}nu^3 + nu \left(\frac{8}{3}\theta_L - \theta\right) + \tilde{q}\right) - \frac{4q_e}{3m_e} n\partial_x \Phi + \tilde{q} \\
= -\frac{1}{\tau_{\sigma}} \left(\frac{2}{3}nu^2 + n(\theta_L - \theta)\right) + \frac{2}{3} \left(\frac{1}{\tau_p} - \frac{1}{\tau_{\sigma}}\right) nu^2 ,
\end{align*}

where

\[ \tilde{q} = \left(Q_{111} - \frac{1}{3}(Q_{111} + Q_{122} + Q_{133}) \right). \]
This additional equation is to track the anisotropy of $\Theta$ which is known once $\theta_L$, $\theta_T$, or $\sigma$ is determined. A closure for (5.6) is specified by giving $q$ and $\tilde{q}$ in terms of $n$, $u$, $\theta$, and $\theta_L$.

5.2 The Models

5.2.1 Bløtekjær-Type Models.

Several variations of the Bløtekjær model, all of which have the form (5.2), are listed below. As in Chapter 3, $q$ and $\sigma$ are separated into diffusive components, $\sigma^{(1)}$ and $q^{(1)}$, and their convective components, $\sigma^{(2)}$ and $q^{(2)}$.

- **Maxwellian Baccarani-Wordeman (MBW).** Maxwellian closure with Baccarani-Wordeman formulas for relaxation times:

  \[
  \sigma^{(1)} = \sigma^{(2)} = 0, \\
  q^{(1)} = q^{(2)} = 0.
  \]

- **Maxwellian Monte Carlo (MMC).** Maxwellian closure with Monte-Carlo relaxation times:

  \[
  \sigma^{(1)} = \sigma^{(2)} = 0, \\
  q^{(1)} = q^{(2)} = 0.
  \]
• Bløtekjær Baccarani-Wordeman 1 (BBW1). Bløtekjær, Baccarani, Wordemann model with $\gamma = -1.0$:

\[
\sigma^{(1)} = \sigma^{(2)} = 0.
\]

\[
q^{(1)} = -\frac{3}{2} \rho \theta \tau_p \hat{w} \partial_x \theta, \quad q^{(2)} = 0.
\]

• Bløtekjær Baccarani-Wordeman 2 (BBW2). Bløtekjær, Baccarani, Wordemann model with $\gamma = -2.1$:

\[
\sigma^{(1)} = \sigma^{(2)} = 0,
\]

\[
q^{(1)} = -0.4 \rho \theta \tau_p \hat{w} \partial_x \theta, \quad q^{(2)} = 0.
\]

• Bløtekjær Monte Carlo 1 (BMC1). Same as BBW1, except relaxation times are Monte Carlo:

\[
\sigma^{(1)} = \sigma^{(2)} = 0,
\]

\[
q^{(1)} = -\frac{3}{2} \rho \theta \tau_p^{MC} \partial_x \theta, \quad q^{(2)} = 0.
\]

• Bløtekjær Monte Carlo 2 (BMC2). Same as BBW2, except relaxation
times are Monte Carlo:

\[ \sigma^{(1)} = \sigma^{(2)} = 0, \]

\[ q^{(1)} = -0.4n\theta \tau^\text{MC}_p \partial_x \theta, \quad q^{(2)} = 0. \]

The BBW1 and BBW2 models can be found in various places in the literature. (See [25,28,29,41,72].) We include the models MBW and MMC to see the effects of the heat flux and the models BMC1 and BMC2 to see the improved results provided by Monte Carlo relaxation times when contrasted with the analytical expressions of Baccarani and Wordemann. The Monte Carlo relaxation times are modeled as functions of the electron energy and can be found in [63].

5.2.1.1 Anile-Pennisi Models The next group of models are variants of the Anile-Pennisi closure [4] that is based on extended thermodynamics. Each of them has the form of (5.2), except for APPV1 and APPV2. These models make inconsistent use of the anisotropy \( \sigma \), which is included in the energy equation but not the momentum equation. Several of these models include an important aspect of the Anile-Pennisi closure, which is a convective contribution to the heat flux.
- **Anile-Pennisi No Viscosity 1 (APNV1).** Anile-Pennisi model with Monte Carlo relaxation times. No anisotropy:

\[ \sigma^{(1)} = \sigma^{(2)} = 0, \]
\[ q^{(1)} = -\frac{5}{2} n \theta \tau_{q}^{MC} \partial_{x} \theta, \quad q^{(2)} = \frac{5}{2} n \theta u \left( \frac{\tau_{q}^{MC}}{\tau_{p}^{MC}} - 1 \right). \]

- **Anile-Pennisi No Viscosity 2 (APNV2).** Anile-Pennisi model with Monte Carlo relaxation times. No anisotropy and no convective heat correction:

\[ \sigma^{(1)} = \sigma^{(2)} = 0, \]
\[ q^{(1)} = -\frac{5}{2} n \theta \tau_{q}^{MC} \partial_{x} \theta, \quad q^{(2)} = 0. \]

- **Anile-Pennisi Partial Viscosity 1 (APPV1).** Anile-Pennisi model with Monte Carlo relaxation times. Anisotropy applied only in the energy equation:

\[ \sigma^{(1)} = \frac{4}{3} n \theta \tau_{\sigma}^{MC} \partial_{x} u = 0, \quad \sigma^{(2)} = 0, \]
\[ q^{(1)} = -\frac{5}{2} n \theta \tau_{q}^{MC} \partial_{x} \theta, \quad q^{(2)} = \frac{5}{2} n \theta u \left( \frac{\tau_{q}^{MC}}{\tau_{p}^{MC}} - 1 \right). \]

- **Anile-Pennisi Partial Viscosity 2 (APPV1).** Anile-Pennisi model with Monte Carlo relaxation times. Anisotropy applied only in energy equation.
No convective corrections to the heat flux:

\[ \sigma^{(1)} = \frac{4}{3} n \theta \tau^{MC}_\sigma \partial_x u = 0, \quad \sigma^{(2)} = 0, \]

\[ q^{(1)} = -\frac{5}{2} n \theta \tau^{MC}_q \partial_x \theta, \quad q^{(2)} = 0. \]

- **Anile-Pennisi Full Viscosity 1 (APFV1).** Anile-Pennisi model with Monte Carlo relaxation times. Viscous anisotropy applied in the momentum and energy equations:

\[ \sigma^{(1)} = \frac{4}{3} n \theta \tau^{MC}_\sigma \partial_x u = 0, \quad \sigma^{(2)} = 0, \]

\[ q^{(1)} = -\frac{5}{2} n \theta \tau^{MC}_q \partial_x \theta, \quad q^{(2)} = \frac{5}{2} n \theta u \left( \frac{\tau^{MC}_q}{\tau^{MC}_p} - 1 \right). \]

- **Anile-Pennisi Full Viscosity 2 (APFV2).** Anile-Pennisi model with Monte Carlo relaxation times. Viscous anisotropy applied in the momentum and energy equations. No convective corrections to heat flux:

\[ \sigma^{(1)} = -\frac{4}{3} n \theta \tau^{MC}_\sigma \partial_x u = 0, \quad \sigma^{(2)} = 0, \]

\[ q^{(1)} = -\frac{5}{2} n \theta \tau^{MC}_q \partial_x \theta, \quad q^{(2)} = 0. \]
Computational results for APNV1 and APPV1 can be found in [72] and [63], respectively. We believe that the inclusion of anisotropic effects is an important calculation, which is why APFV1 and APFV2 have been included. In addition, we believe it is important to examine the real effects of the convective heat flux corrections that are the main advance of the Anile-Pennisi closure. Many times, difficulties with accurate modeling occur at places in the physical domain of the problem where the spatial gradients of macroscopic variables are large, in which case diffusive corrections will likely dominate convective corrections. The three models APNV2, APPV2, and APFV2 provide comparisons to determine if this in the case.

5.2.1.2 Perturbed Entropy-Based Closures
The final group of models are the entropy based models discussed in Chapter 3. The first three of these are based on the Maxwellian Closure and have the form of (5.2).

- **Maxwellian Monte-Carlo (MMC).** Maxwellian closure with Monte-Carlo relaxation times (already considered with the Bløtekjær models):

  \[
  \sigma^{(1)} = \sigma^{(2)} = 0, \\
  q^{(1)} = q^{(2)} = 0.
  \]

- **Perturbed Maxwellian Monte Carlo 1 (PMMC1).** Perturbed Maxwellian
closure with Monte-Carlo relaxation times:

\[ \sigma^{(1)} = -\frac{4}{3} n \theta \tau_p^{MC} \partial_x u, \quad \sigma^{(2)} = \frac{2}{3} n |u|^2. \]

\[ q^{(1)} = -\frac{5}{2} n \theta \tau_p^{MC} \partial_x \theta, \quad q^{(2)} = -\frac{4}{3} n u^3 + \frac{\tau_p^{MC}}{\tau_w} \left( \frac{5}{6} n u^3 + \frac{5}{2} n (\theta - \theta_c) u \right). \]

- Perturbed Maxwellian Monte Carlo 2 (PMMC2). Perturbed Maxwellian closure with Monte-Carlo relaxation times. Convective corrections are left out:

\[ \sigma^{(1)} = -\frac{4}{3} n \theta \tau_p^{MC} \partial_x u, \quad \sigma^{(2)} = 0. \]

\[ q^{(1)} = -\frac{5}{2} n \theta \tau_p^{MC} \partial_x \theta, \quad q^{(2)} = 0. \]

The remaining cases come from the Gaussian closure and take the form (5.6). In all of the previous models \( \sigma \) is expressed as a function of the variables \( n, u, \) and \( \theta \). Now, however, the evolution of \( \sigma \) is determined by an additional equation, and it is \( q \) and \( \tilde{q} \) must be specified via the closure. The term \( \tilde{q} \) can be written as the sum of a diffusive part \( \tilde{q}^{(1)} \) and a convective part \( \tilde{q}^{(2)} \). There are three models to consider.

- Gaussian Monte Carlo (GMC). Gaussian closure with Monte-Carlo relaxation times:

\[ q = \tilde{q} = 0. \]

- Perturbed Gaussian Monte Carlo 1 (PGMC1). Perturbed Gaussian
closure with Monte-Carlo relaxation times but no convective corrections:

\[ q^{(1)} = -\frac{1}{2} n\tau_{\sigmaMC} \theta_L \partial_x (3\theta_L + 2\theta_T), \]
\[ q^{(2)} = -\frac{\tau_{\sigmaMC}}{\tau_{\rhoMC}} \left( \frac{4}{3} nu^3 + n(\theta - \theta_L)u \right) + \frac{\tau_{\sigmaMC}}{\tau_{\rhoMC}} \left( \frac{5}{6} nu^3 + \frac{5}{2} n(\theta - \theta_L)u \right), \]
\[ \tilde{q}^{(1)} = -\frac{1}{2} n\tau_{\sigmaMC} \theta_L \partial_x \left( \frac{8}{3} \theta_L - 2\theta \right), \]
\[ \tilde{q}^{(2)} = -\frac{\tau_{\sigmaMC}}{\tau_{\rhoMC}} \left( \frac{8}{9} nu^3 + \frac{7}{3} n(\theta - \theta_L)u \right) + \frac{\tau_{\sigmaMC}}{\tau_{\rhoMC}} \left( \frac{4}{9} nu^3 + \frac{4}{3} n(\theta - \theta_L)u \right). \]

- **Perturbed Gaussian Monte Carlo 2 (PGMC2).** Perturbed Gaussian closure with Monte-Carlo relaxation times but no convective corrections:

\[ q^{(1)} = -\frac{1}{2} n\tau_{\sigmaMC} \theta_L \partial_x (3\theta_L + 2\theta_T), \quad q^{(2)} = 0, \]
\[ \tilde{q}^{(1)} = -\frac{1}{2} n\tau_{\sigmaMC} \theta_L \partial_x \left( \frac{8}{3} \theta_L - 2\theta \right), \quad \tilde{q}^{(2)} = 0. \]

To the author’s knowledge, these are the first computations of their kind in the context of semiconductor models. We will compare and contrast these models with the AP models. We will also investigate whether the additional equation provided by the Gaussian closure improves the accuracy of results, especially with respect to the velocity and temperature profiles near the diode drain. Finally, as with the AP models, we will examine the effects of the convective corrections.
5.2.2 The Benchmark Device

The benchmark device is an $n^+\!-\!n^\!-\!n^+$ diode that is used to simulate the channel in MOSFET and MESFET devices [84]. We assume it made of silicon with electric permittivity $\epsilon = 1.04 \times 10^{-16} \text{C}/\mu\text{m}$ and effective mass $m_e^* = 0.32m_e$, where $m_e = 9.109 \times 10^{-31} \text{kg}$ is the free electron mass [84]. Because of slab symmetry, the diode can be represent by an interval of length $L = 0.6$ microns with a doping profile

$$D(x) = \begin{cases} 
1.0 \times 10^{18} \text{cm}^{-3}, & 0.0 \mu\text{m} < x < 0.1 \mu\text{m} \\
1.0 \times 10^{16} \text{cm}^{-3}, & 0.1 \mu\text{m} < x < 0.5 \mu\text{m} \\
1.0 \times 10^{18} \text{cm}^{-3}, & 0.5 \mu\text{m} < x < 0.6 \mu\text{m}
\end{cases}$$

The left end is called the source, the right end is called the drain, and the center portion is the channel. An external battery with a potential $V_{\text{bias}} = 1 \text{V}$ is attached to the device. The temperature of the device is $T = 300 \text{K} = 0.0259 \text{eV}$. 
5.2.3 Boundary Conditions

Boundary conditions for (5.4) and (5.6) have not yet been given. Depending on the form of $\Sigma$, $q$, and $\tilde{q}$, boundary conditions can be of hyperbolic or mixed parabolic-hyperbolic type [82] [7]. However, as in [25], we find that our numerical solutions are not at all sensitive to over-specification of the boundary conditions. We therefore apply the following boundary conditions, which are consistent with a boundary layer
in thermal equilibrium:

\[ n(0) = D(0), \quad n(L) = D(L), \]  
\[ \partial_x u(0) = \partial_x u(L) = 0, \]  
\[ \partial_x \theta(0) = \partial_x \theta(L) = 0. \]

Equation (5.6d) for the Gaussian based models requires the additional boundary condition

\[ \partial_x \theta_L(0) = \partial_x \theta_L(L) = 0. \]

The boundary condition for the Poisson equation is

\[ \Phi(L) = \Phi(0) - \log \left( \frac{n(L)}{n(0)} \right) + V_{\text{bias}}. \]

Since \( \Phi \) is a relative quantity, the specification of \( \Phi(0) \) can be arbitrary and has no effect on the numerics. We ignore traditional convention [59], and simply set \( \Phi(0) = 0 \). Given, (5.2a), this means that \( \Phi(L) = V_{\text{bias}} \).

### 5.3 The Numerical Scheme

The models presented in the last section will be computed using central-upwind schemes. The schemes adapt central schemes into a traditional semi-discrete framework [47,50]. They maintain the key feature of central schemes—simplicity, but with less dissipation and without the cumbersome problems involved with staggering. For completeness we give a brief description below. Following traditional notation [47,50],
we let \( \mathbf{u} \) (rather than \( \rho \)) be the vector of spatial densities.

### 5.3.1 Finite Volume Formulation

All of the models in the last section has the form

\[
\mathbf{u}_t + f(\mathbf{u})_x = l(\mathbf{u}) + (D(\mathbf{u}) \cdot g(\mathbf{u}))_x + r(\mathbf{u}),
\]

(5.9)

where \( f(\mathbf{u}) \) is the vector of fluxes, \( l(\mathbf{u}) \) is the vector of field terms, \( r(\mathbf{u}) \) is a vector of collision terms and \( D(\mathbf{u}) \cdot g(\mathbf{u})_x \) is a vector of diffusive terms. The matrix \( D(\mathbf{u}) \) is called the diffusion matrix. We assume that (5.9) is hyperbolic—that is, its homogeneous version

\[
\mathbf{u}_t + f(\mathbf{u})_x = 0
\]

(5.10)

is hyperbolic—and let \( \lambda_1 < \lambda_2 < \ldots < \lambda_r \) be the eigenvalues of the linearized flux matrix

\[
A = \frac{\partial f}{\partial \mathbf{u}}.
\]

The domain \([0, L]\) is divided into \( N \) uniform cells \( I_i \equiv [x_{i-1/2}, x_{i+1/2}] \) with centers \( \{x_i\}_{i=1}^N \). A semi-discrete, finite-volume formulation is obtained by integrating (5.9)
in space over each of these cells:

\[
\frac{d}{dt} \bar{u}_i(t) = -\frac{f(u(x_{i+1/2}, t)) - f(u(x_{i-1/2}, t))}{\Delta x} \\
+ \frac{1}{\Delta x} \int_{I_i} I(u(x,t))\Phi_x(x) \, dx \\
+ \frac{D(u(x_{i+1/2}, t)) \cdot g(u)_{x}(x_{i+1/2}, t) - D(u(x_{i-1/2}, t)) \cdot g(u)_{x}(x_{i-1/2}, t)}{\Delta x} \\
+ \frac{1}{\Delta x} \int_{I_i} r(u(x,t)) \, dx.
\] (5.11)

Here, the cell average \( \bar{u}_i \) is given by

\[
\bar{u}_i(t) \equiv \frac{1}{\Delta x} \int_{I_i} u(x,t) \, dx.
\] (5.12)

Any algorithm for updating the evolution of \( \bar{u} \) requires that all of the terms on the right hand side of (5.11) be evaluated, at least approximately.

### 5.3.2 Flux Evaluation

In light of the fact that \( u \) may be discontinuous, the main issue in developing (5.11) is how to evaluate the fluxes at cell edges. This is done with a reconstruction procedure coupled with an efficient Riemann solver. We will use a Riemann solver found with central-upwind schemes [45].
5.3.2.1 Reconstruction. The first step in evaluating the flux at an interface is to (approximately) reconstruct \( u \) with a function

\[
p(x) = \sum_{i=1}^{N} p_i(x) \chi_i(x),
\]

where \( \chi_i \) is the indicator function on the interior of \( I_i \) and \( p_i \) is a polynomial that satisfies

\[
\frac{1}{\Delta x} \int_{I_k} p_i(x) = \bar{u}_k
\]

for all \( k \) in the stencil of \( x_i \). This stencil, \( S(i; s_1, s_2) \), is a collection of mesh points

\[
S(i; s_1, s_2) = \{x_{i-s_1}, \ldots, x_i, \ldots, x_{i+s_2-1}\},
\]

where the integers \( s_1 \) and \( s_2 \) are chosen based on two factors. The first of these is formal accuracy. If \( u \) is smooth, then a stencil with \( s = s_1 + s_2 \) points gives an order \( s \) approximation of \( u \) on \( I_i \): \[
p_i(x) = u(x, t) + \mathcal{O}(\Delta x)^s, \quad x \in I_i
\]

Because \( u \) may be discontinuous, the other major consideration when choosing a stencil is that \( p \) reproduce the discontinuities in \( u \) without producing spurious oscillations. For second-order spatial accuracy, the reconstruction of \( u \) is a simple linear interpolation:

\[
u(x, t) = \bar{u}_i(t) + u'_i(t)(x - x_i).
\]
Here

\[ u'_i = SL(\bar{u}_{i-1}, \bar{u}_i, \bar{u}_{i+1}), \]

where \( SL \) can be any appropriate slope limiter \([47, 50]\). For our calculations,

\[ SL(\bar{u}_{i-1}, \bar{u}_i, \bar{u}_{i+1}) = \text{minmod} \left( \frac{\bar{u}_{i+1} - \bar{u}_i}{\Delta x}, \frac{\bar{u}_{i+1} - \bar{u}_{i-1}}{2\Delta x}, \frac{\bar{u}_i - \bar{u}_{i-1}}{\Delta x} \right), \]

where the \text{minmod} function is applied to a vector component-wise.

5.3.2.2 Riemann Solver

Given reconstructions \( p_i \) and \( p_{i+1} \), the (approximate) value of \( f(u(x_{i+1/2})) \) must be determined. Because \( p \) may be discontinuous at \( x_{i+1/2} \)—that is, beyond the smooth order of accuracy error between \( p_i (x_{i+1/2}) \) and \( p_{i+1} (x_{i+1/2}) \)—an (approximate) Riemann solver \([47][50]\) must be employed. Given the Riemann problem

\[
v_t + f(v)_x = 0
\]

\[
v(x, 0) = \begin{cases} 
  p_i (x_{i+1/2}), & x < x_{i+1/2} \\
  p_{i+1} (x_{i+1/2}), & x > x_{i+1/2}
\end{cases}
\]

an (approximate) Riemann solver \( R \) gives an (approximate) solution

\[
v(x_{i+1/2}, t + \tau) = R(p_i (x_{i+1/2}), p_{i+1} (x_{i+1/2}), t + \tau)
\]
for all $\tau$ sufficiently small. This solution is then used to approximate $f(u(x_{i+1/2}), t + \tau)$ by the numerical flux

$$F_{i+1/2}(t + \tau) = f(v(x_{i+1/2}, t + \tau)) .$$

5.3.2.3 Central Schemes A Riemann solver computes $v(x_{i+1/2}, t+\tau)$ by determining how waves emanate from discontinuities of $p$ across adjacent cells. The computation cost associated with $R$ can be large because it involves diagonalizing the matrix $A(u)$ at each cell interface in order to analyze the local wave structure. Moreover, exact solvers may require iterative methods. Motivating by the desire to avoid Riemann solvers, the authors in [65] introduced central schemes, which use an integral formulation of (5.10) over the staggered cell $I_{i+1/2} = (x_i, x_{i+1})$.

A fully discrete central scheme for the homogeneous equation with step size $\Delta t$ is

$$\frac{\bar{u}_{i+1/2}(t + \Delta t) - \bar{u}_{i+1/2}(t)}{\Delta t} + \int_t^{t+\Delta t} \frac{f(u(x_{i+1}, \tau)) - f(u(x_i, \tau))}{\Delta x} \, d\tau = 0 . \quad (5.15)$$

The staggered average $\bar{u}_{i+1/2}$ is updated by calculating $\bar{u}_{i+1/2}(t)$ and the time integral in (5.15) using a reconstruction that interpolates the unstaggered averages $\bar{u}_i(t)$. If $p$ is an order $s$ reconstruction of $u$ that satisfies (5.14), then

$$\bar{u}_{i+1/2}(t) = \int_{x_i}^{x_{i+1/2}} p_i(x, t) \, dx + \int_{x_{i+1/2}}^{x_{i+1}} p_{i+1}(x, t) \, dx + \mathcal{O}(\Delta x)^s . \quad (5.16)$$

However, the key to central schemes is in the evaluation of the time integrals in (5.15). Since the reconstruction of $u$ occurs on the unstaggered cells $I_i$, $p$ will be
smooth at each $x_i$ as long as discontinuities do not propagate there from neighboring cell interfaces. This will be the case as long as $\Delta t \leq \frac{1}{2} \lambda \Delta x$, where

$$\lambda = \max_{0 \leq x \leq L} \max_{1 \leq a \leq r} \{|\lambda_a(u(x))|\}.$$  \hfill (5.17)

Given the restriction on $\Delta t$, the time integral in (5.15) can be evaluated by replacing $u$ with $p$ and applying standard quadrature formulas. For an in-depth review see [83].

5.3.2.4 Central-Upwind Schemes The benefit of central schemes is that rather than try to resolve the wave structure at cell-interfaces with a Riemann solver, one may simply integrate over any discontinuities that occur between adjacent cells, as prescribed in (5.16). The result is a very simple algorithm for solving (5.15), but there is a price for this simplicity. Central schemes do not possess a semi-discrete formulation, and the numerical dissipation associated with (5.15) for an order $s$ reconstruction will be $O(\Delta x^{2s-1}/\Delta t)$ [46]. For steady state problems with small steps sizes, the cumulative effects of the numerical dissipation can degrade the final accuracy of the solution.

It is possible to recover a semi-discrete scheme by using non-uniform staggered cells and then projecting solutions from these cells onto the original unstaggered grid. This projection idea was first proposed in [38] as a way to remove the staggering which, as a practical matter, can be tedious to implement. Then in [45, 46], a non-uniform staggering was introduced to address the dissipation issue specifically. The authors found that the $O(1/\Delta t)$ dissipation could be removed by introducing cells with widths just wide enough to capture any discontinuities emanating from cell
interfaces. Because point-wise interpolation with non-uniform cells is not possible [76], the finite volume formulation is a requirement here. These schemes, which we describe below, are called central-upwind schemes.

Let \( \lambda_1 \leq \lambda_2 \leq \cdots \leq \lambda_r \) be eigenvalues of the linearized flux matrix \( A \) and set

\[
\begin{align*}
    a_{i+1/2}^+ &= \max \{ \lambda_r \left( p_i(x_{i+1/2}) \right), \lambda_r \left( p_{i+1}(x_{i-1/2}) \right), 0 \}, \\
    a_{i+1/2}^- &= \min \{ \lambda_1 \left( p_i(x_{i+1/2}) \right), \lambda_1 \left( p_{i+1}(x_{i-1/2}) \right), 0 \}.
\end{align*}
\]

(5.18a, 5.18b)

It can be shown that any discontinuity propagating from the cell interface at \( x_{i+1/2} \) between \( I_i \) and \( I_{i+1} \) is contained in the the interval.

\[
I_{i+1/2} = (x_{i+1/2, l}, x_{i+1/2, r}) \equiv (x_{i+1/2} + a_{i+1/2}^- \Delta t, x_{i+1/2} + a_{i+1/2}^+ \Delta t)
\]

for \( \tau \in (t, t + \Delta t) \). The integral formulation of (5.10) on \( I_{i+1/2} \) is

\[
\frac{\bar{w}_{i+1/2}(t + \Delta t) - \bar{w}_{i+1/2}(t)}{\Delta t} dx + \int_t^{t+\Delta t} \frac{f(u(x_{i+1/2, r}, \tau)) - f(u(x_{i+1/2, l}, \tau))}{\Delta x} d\tau = 0,
\]

(5.19)

where

\[
\bar{w}_{i+1/2}(t) = \frac{1}{x_{i+1/2, r} - x_{i+1/2, l}} \int_{x_{i+1/2, l}}^{x_{i+1/2, r}} u(x, t) \, dx.
\]

(5.20)

The remainder of the spatial domain is composed of cells

\[
I_i = (x_{i-1/2, r}, x_{i+1/2, l});
\]
and the integral formulation of (5.10) on $\tilde{I}_i$ is

$$
\frac{\bar{w}_i(t + \Delta t) - \bar{w}_i(t)}{\Delta t} \int_{x_{i-1/2,r}}^{x_{i+1/2,l}} \mathbf{f}(\mathbf{u}(x_{i+1/2,l}, \tau)) - \mathbf{f}(\mathbf{u}(x_{i-1/2,r}, \tau)) \, d\tau = 0, \tag{5.21}
$$

where

$$
\bar{w}_i(t) = \frac{1}{x_{i+1/2,l} - x_{i-1/2,r}} \int_{x_{i-1/2,r}}^{x_{i+1/2,l}} \mathbf{u}(x, t) \, dx. \tag{5.22}
$$

We now outline the steps of the semi-discrete scheme.

1. Given cell averages $\bar{u}_i(t)$, construct an approximation $\mathbf{p}$ of $\mathbf{u}$ of desired spatial accuracy.

2. Use the reconstruction $\mathbf{p}$ to compute $\bar{w}_i(t)$ via (5.22) and $\bar{w}_{i+1/2}(t)$ via (5.20).

3. Replace $\mathbf{u}$ with $\mathbf{p}$ in the flux integrals in (5.19) and (5.21). Then use standard quadrature formulas to evaluate the integrals.

4. Update $\bar{w}_i$ and $\bar{w}_{i+1/2}$ using (5.19) and (5.21) and the calculations from steps 2 and 3.

5. Find a polynomial reconstruction $\mathbf{q}$ that interpolates the averages $\bar{w}_i(t + \Delta t)$ and $\bar{w}_{i+1/2}(t + \Delta t)$.

6. Use $\mathbf{q}$ to compute $\bar{u}_i(t + \Delta t)$ with (5.12).

It is shown in [46] that in the limit $\Delta t \to 0$, that fully discrete formulation recovers
the semi-discrete homogeneous form of (5.11) with numerical flux

$$
F_{i+1/2} = \frac{a_{i+1/2}^+ f_{i+1/2}(p_{i+1}(x_{i+1/2})) - a_{i+1/2}^- f_{i+1/2}(p_i(x_{i+1/2}))}{a_{i+1/2}^+ - a_{i+1/2}^-} \\
+ \frac{a_{i+1/2}^+ a_{i+1/2}^-}{a_{i+1/2}^+ - a_{i+1/2}^-} (p_{i+1}(x_{i+1/2}) - p_i(x_{i+1/2})).
$$

(5.23)

Notice that there is no explicit dependence on the intermediate staggered averages $\bar{w}_i$ and $\bar{w}_{i+1/2}$ or the reconstruction $q_i$.

### 5.3.3 Remaining Discretization

We discretize the fluxes in (5.11) using the central-upwind flux. Then a spatial discretization of the diffusive, field, and collision terms must be given, and a temporal discretization must be specified.

To discretize the remaining terms in (5.11), we use the fact that for any smooth function $\psi$

$$
\frac{1}{\Delta x} \int_{I_i} \psi(u(x,t)) \, dx = \psi(\bar{u}_i(t)) + O(\Delta x^2).
$$

(5.24)

The diffusive terms and the electric potential can be safely discretized with center
differences, which in conjunction with (5.24) gives

\[
\frac{1}{\Delta x} \int_{I_i} l(u(x,t)) \Phi_x(x) \, dx = l(\bar{u}_i(t)) \left[ \frac{\Phi_{i+1} - \Phi_{i-1}}{2\Delta x} \right] + O(\Delta x^2), \tag{5.25a}
\]

\[
D(u(x_{i+1/2},t)) = \left[ \frac{D(\bar{u}_i(t)) + D(\bar{u}_{i+1}(t))}{2} \right] + O(\Delta x^2), \tag{5.25b}
\]

\[
g(u)(x_{i+1/2},t) = \left[ \frac{g(\bar{u}_{i+1}(t)) - g(\bar{u}_{i-1}(t))}{2\Delta x} \right] + O(\Delta x^2) \tag{5.25c}
\]

\[
\frac{1}{\Delta x} \int_{I_i} r(u(x,t)) = r(\bar{u}_i(t)) + O(\Delta x^2). \tag{5.25d}
\]

The Poisson equation is discretized with standard central differences. Since \(\epsilon\) is constant in the benchmark problem,

\[
-\frac{\Phi_{i+1} + 2\Phi_i - \Phi_{i-1}}{\Delta x^2} = \frac{q}{\epsilon} (\bar{D}_i - \bar{n}_i) + O(\Delta x)
\]

where the bar denotes averages over a given cell. Finally, the averages \(\bar{u}_i\) are evolved with a simple forward Euler method:

\[
\frac{d}{dt} \bar{u}_i = \frac{\bar{u}_i(t + \Delta t) - \bar{u}_i(t)}{\Delta t} + O(\Delta t),
\]

which should be sufficient for steady-state calculations. Higher-order methods are easily implementable for studying transient behavior [76].
5.3.4 Remarks

Some remarks about the choices for our scheme are in order. We freely acknowledge that the scheme outlined above is not the most efficient or well-behaved from a computational viewpoint. However, our primary interest at this point is to compare the qualitative features of the models. We briefly mention a few issues here so that the reader may be aware of them. Some of these issues will be addressed in the next chapter in the development of better schemes.

1. **Temporal accuracy and stiffness.** Because we are interested primarily in steady-state calculations, the use of a first-order in time method should suffice. However, there is also a problem with efficiency. The system (5.9) in its non-dimensional form may take on the scaling

\[
u_t + \frac{1}{\varepsilon} f(u)_x = \frac{1}{\varepsilon} l(u)\Phi_x + (D(u) \cdot g(u)_x)_x + \frac{1}{\varepsilon^2} r(u)
\]

in the drift-diffusion limit or

\[
u_t + f(u)_x = \frac{1}{\varepsilon} l(u)\Phi_x + (D(u) \cdot g(u)_x)_x + \frac{1}{\varepsilon} r(u)
\]

in the drift-collision limit. In cases where \(\varepsilon\) is small, these equations become stiff, in which case the use of implicit schemes is in order. This can be particularly difficult for the first scaling since the fluxes are approximated in a highly nonlinear fashion. Furthermore, if the diffusive terms are nonzero, than an explicit scheme forces an additional restriction in the time step \(\Delta t \sim \Delta x^2\). These
issues are addressed in the next chapter.

2. **Spatial accuracy.** Increasing the order of spatial accuracy in (5.24) with a finite volume method requires a reconstruction method that incorporates function averages from adjacent cells. The best option in this case is to change to a finite difference formulation. However, this means abandoning the central-upwind approach, and for this reason, we limit the spatial accuracy to second-order.

3. **Well-balanced schemes.** The use of central differences in (5.25) means that the scheme will not be well-balanced. **Well-balanced** schemes are numerical schemes that formulate non-conservative terms into a conservative framework. This means that the semi-discrete scheme for the balance law (5.9) would have the form

\[ \frac{d}{dt} \bar{u}_i(t) = - \frac{\hat{F}_{j+1/2} - \hat{F}_{j-1/2}}{\Delta x}, \]

in analogy with the semi-discrete formulation of the homogeneous equation (5.10). This type of formulation is used to preserve certain properties of a numerical solution such a positivity or a particular steady state. Usually, the form of \( \hat{F} \) depends heavily known information about the solution. Examples where well-balanced schemes have proven fruitful can be found in [6] and [24]. The problems studied in these cases have a form similar to (5.9) but are generally much simpler than the models we are interested in here.

The lack of a well-balanced scheme will be evident in our benchmark computations at the source and drain junctions of the diode, most noticeably is the
results for the current $J = -qnu$. (Current and momentum differ only by a constant). For most of the diode, the computed steady-state current will be constant, as expected. However, large oscillations will appear at the junctions. Such behavior can be found in similar computations [3,9,16,25].

4. **Hyperbolicity.** The reader should be reminded that it is not known whether the schemes APNV1, APPV1, APFV1, PMMC1, and PGMC1 are really hyperbolic. Because they are all based on perturbations and/or reductions of hyperbolic systems, it is reasonable to believe they are hyperbolic in some non-trivial subset the state space of densities. Whether or not such a subset incorporates all physically realized values is unknown. For computational purposes, we ignore this fact and use the wave structure of their hyperbolic counterparts to compute $\lambda$ given by (5.17) and the values $a_{i+1/2}^{\pm}$ given by (5.18). This means we use the wave structure of APNV2 for computing APNV1 and the wave structure of APPV1 for computing APPV2 an so on. Experience has shown that the same time step restrictions are required for stable computations.

5.4 **Numerical Results**

Below we present the results of calculations. Each simulation is allowed to run until the following stop criterion is reached

$$\frac{\sum_{i=1}^{N} [n_i(t_k) - n_i(t_k + \Delta t_k)]}{\sum_{i=1}^{N} n_i(t_k)} \leq tol \cdot \Delta t_k$$

Here we set the tolerance $tol = 10^{-4}$. 
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5.4.1 Bløtekjær-Type Models

Figures 5.2-5.13 contain results for the six Bløtekjær-type models. Most figures consist of six subplots shadowed by the corresponding data taken from Monte-Carlo experiments. The exception is Figure 5.9, which shows the electric fields. No Monte Carlo data was available for this figure.

Figures 5.2 and 5.3 are the electron concentration. Figure 5.2 shows that each model has the same basic behavior. One must refer to Figure 5.3 to see the differences. From these rescaled pictures, several things are clear. First is the need to add corrections to the straight-forward Maxwellian closure (MBW, MMC). Second is effect of a non-zero heat flux, which has the greatest effect at the drain junction even most of the models do not necessary give improved results. Finally, the accuracy gained by using Monte-Carlo relaxation times is very noticeable. Quite surprisingly the model BMC2 gives among the best results of all the models presented in the chapter. It would be interesting to see if this accuracy is robust by varying the device parameters.

In Figure 5.4, the Monte Carlo relaxation times give slightly better results. However, the most noticeable features in Figure 5.4 is the presence of large oscillations at the junctions $x = 0.1$ and $x = 0.5$. This will be the case for all current figures presented here.

Velocity results can be seen in Figure 5.5 and with a zoomed view in Figure 5.6. As with most of the models in this chapter, the majority of Bløtekjær-type models underestimate the velocity in the channel region yet display a velocity overshoot.
effect at the drain junction that is characteristic of hydrodynamic models. Changes in the heat diffusion coefficient $\kappa$ make a significant difference in both areas. Note again the accuracy of models BMC1 and BMC2 which use Monte-Carlo relaxations times as compared to the BBW1 and BBW2 models which use Baccarani-Wordeman relaxation times.

Temperature results are given in Figure 5.7 in units of thermal energy. In addition to the remarkable accuracy of model BMC2, we note the small spike just before the drain junction in the MBW and MMC models. This spike is not a numerical defect, but rather a small shock in the temperature profile which is smoothed away by the heat dissipation in the other models. The energy profile in Figure 5.8 shows the same behavior.

The electric field results are displayed in Figure 5.9. We have no Monte Carlo data to compare here and thus use the MBW model as a reference. Note the large spike in the electric field at the drain junction which is made sharper by the addition of a heat flux.

Heat flux and energy flux results are given in Figures 5.10-5.13. None of the models correctly predict the heat flux, although the models BBW1 and BMC1 are closer than the BBW2 and BMC2 models. Even so, the energy flux for BBW2 and BMC2 is much closer to Monte Carlo data than BBW1 and BMC1 at the drain junction. Once again, the BMC2 model is surprisingly accurate.
5.4.2 Anile-Pennisi Models

The results for the six AP models are given in Figures 5.14-5.24. The basic features are the same as the Bløtekjær models. Among the AP models, variation in results depends mostly on the presence of diffusive terms in momentum equations. This fact is apparent in Figures 5.15, 5.17 and 5.18, where the full viscosity models APFV1 and APFV2 gives much improved results near the drain. However, there is a noticeable degradation in accuracy for the temperature results in Figure 5.19.

There seems to be very little difference between models that do or do not include the convective heat flux correction in the energy equations. The most noticeable difference is seen in the heat flux results themselves, given in Figure 5.22. Here the models APNV1, APPNV2, and APNV3 are much more accurate than their counterparts APNV2, APNV3, and APNV4 in the channel of the diode. However, they show no substantial improvement at the drain junction, which is always the most problematic area. This is consistent with our earlier stance that convective corrections may be dominated by diffusive corrections at places what gradients are large—such as at the drain junction. Also, the increased accuracy in the heat flux actually translates to decreased accuracy in the energy flux, which is the flux that actually drives the energy equation. This last fact should not be considered a weakness of the AP model; rather one should that there is still important dynamics that has not yet been given a thorough accounting.
5.4.3 Entropy-Based Models

Results for the entropy based models are given in Figures 5.25-5.35. These figures include the same type of results as the Anile-Pennisi and Bløtekjær-type models with the same general behavior. In addition, Figure 5.34 compares the anisotropy $\sigma$ of several of the models and Figure 5.35 compares the longitudinal and transverse temperature components of the perturbed Gaussian models.

From Figures 5.25-5.30, we make several observations. First, the electron concentration in the MMC an GMC models is very similar—both cases show the need for a non-zero heat flux near the drain junction. The perturbed Maxwellian closures are more accurate than their Gaussian counterparts near the drain but slightly less accurate near the source and along the center of the channel. The current results from the perturbed Gaussian models are also slightly more accurate.

The perturbed Maxwellian closures have a significantly smaller velocity overshoot than their Gaussian counterparts. This is due to the fact that the anisotropy in the Gaussian model is not a diffusive correction. However, as with the different AP models, there is a trade-off that comes in the form of degraded temperature results. Although the velocities in PGMC1 and PGMC2 show a significant overshoot at the drain junction, this overshoot is much smaller than most of the other models that do not include diffusive effects in the momentum equation. Again, the notable exception is BMC2. A marked similarity of these two models in a smaller diffusive heat flux. The heat diffusivity for PGMC1 and PGMC2 is significantly greater than that of BMC2, but it is less than for all other models.
The anisotropy for APFV1, APFV2, PMMC1, PMMC2, PGMC1, and PGMC2 is plotted in Figure 5.34. Here one can see the similarities in the diffusive models APFV1, APFV2, PMMC1, PMMC2 and also how they differ from the Gaussian models PGMC1 and PGMC2.

For the most part, the differences between PMMC1 and PMMC2 and between PGMC1 and PGMC2 are small. The model PGMC1 is slightly better predictor of the temperature than is PGMC2, but the inclusion of convective corrections is most notable in the heat flux data, although none of the entropy based models is as accurate in this respect as the APNV1, APPV1, and APFV1 models are. Similar to the AP results, the increased accuracy in the heat flux translates to a loss of accuracy in the energy flux, and moreover, the heat flux results at the drain junction are still quite inaccurate for all of the models considered.

Finally, Figure 5.35 gives a comparison of the temperature components for the perturbed Gaussian models. The values $\theta_L$ and $\theta_T$ do not suffer any significant changes when moving from PGMC1 to PGMC2. In both cases, $\theta_L > \theta_T$. This is expected since the kinetic distribution is stretched in the longitudinal direction by the electric field.
Figure 5.2: Electron concentration $n$ for Bløtekjær-type models. Dashed line is Monte Carlo data.
Figure 5.3: Electron concentration $n$ for Blotekjær-type models, magnified view. Dashed line is Monte Carlo data.
Figure 5.4: Electron current $J = -qnu$ for Bløtekjær-type models. Dashed line is Monte Carlo data.
Figure 5.5: Electron velocity $u$ for Bløtekjær-type models. Dashed line is Monte Carlo data.
Figure 5.6: Electron velocity $u$ for Bløtekjær-type models, magnified view. Dashed line is Monte Carlo data.
Figure 5.7: Thermal energy $m_e \theta$ for Bløtekjær-type models. Dashed line is Monte Carlo data.
Figure 5.8: Electron energy $\frac{1}{2}m_e u^2 + \frac{\alpha}{2} m_e \theta$ for Bløtekjær-type models. Dashed line is Monte Carlo data.
Figure 5.9: Electric field $E = -\frac{\partial}{\partial x} \Phi$ for Bløtekjær-type models. Dashed line is MBW model.
Figure 5.10: Heat flux $\frac{m_e q}{m}$ for Bløtekjær-type models. Dashed line is Monte Carlo data.
Figure 5.11: Heat flux $\frac{m_e}{n} q$ for Bløtekjær-type models, magnified view. Dashed line is Monte Carlo data.
Figure 5.12: Electron energy flux $\frac{1}{2}m_e u^3 + \frac{5}{2}m_e \theta + m_e q_n$ for Bløtekjær-type models. Dashed line is Monte Carlo data.
Figure 5.13: Electron energy flux $\frac{1}{2}m_ee^3 + \frac{5}{2}m_ee\theta + m_ee\nu$ for Bløtekjær-type models, magnified view.

Dashed line is Monte Carlo data.
Figure 5.14: Electron concentration $n$ for AP models. Dashed line is Monte Carlo data.
Figure 5.15: Electron concentration $n$ for AP models, magnified view. Dashed line is Monte Carlo data.
Figure 5.16: Electron current $J = -qnu$ for AP models. Dashed line is Monte Carlo data.
Figure 5.17: Electron velocity $u$ for AP models. Dashed line is Monte Carlo data.
Figure 5.18: Electron velocity $u$ for AP models, magnified view. Dashed line is Monte Carlo data.
Figure 5.19: Electron thermal energy $m_e \theta$ for AP models. Dashed line is Monte Carlo data.
Figure 5.20: Electron energy $\frac{1}{2}m_ee^2 + \frac{3}{2}m_e\theta$ for AP models. Dashed line is Monte Carlo data.
Figure 5.21: Electric field $E = -\partial_x \Phi$ for AP models. Dashed line is MBW model.
Figure 5.22: Heat flux $\frac{m_c}{c} q$ for AP models. Dashed line is Monte Carlo data.
Figure 5.23: Electron energy flux $\frac{1}{2}m_e u^3 + m_e \frac{5}{2} \theta + m_e \frac{q}{m}$ for AP models. Dashed line is Monte Carlo data.
Figure 5.24: Electron energy flux $\frac{1}{2}m_e u^3 + m_e \frac{5}{2} \theta + m_e \frac{q}{n}$ for AP models, magnified view. Dashed line is Monte Carlo data.
Figure 5.25: Electron concentration $n$ for entropy-based models. Dashed line is Monte Carlo data.
Figure 5.26: Electron concentration $n$ for entropy-based models, magnified view. Dashed line is Monte Carlo data.
Figure 5.27: Electron current $J = -qnu$ for entropy based models. Dashed line is Monte Carlo data.
Figure 5.28: Electron velocity \( u \) for entropy-based models. Dashed line is Monte Carlo data.
Figure 5.29: Electron velocity $u$ for entropy-based models, magnified view. Dashed line is Monte Carlo data.
Figure 5.30: Electron thermal energy $m_e\theta$ for entropy based models. Dashed line is Monte Carlo data.
Figure 5.31: Electric field $E = -\partial_x \Phi$ for entropy based models. Dashed line is MBW model.
Figure 5.32: Electron heat flux $\frac{m_e}{m}q$ for entropy-based models. Dashed line is Monte Carlo data.
Figure 5.33: Electron energy flux $\frac{1}{2}m_e u^3 + m_e \frac{5}{2} \theta + m_e \frac{2}{n}$ for entropy based models. Dashed line is Monte Carlo data.
Figure 5.34: Anistropic stress $\frac{m_\sigma}{\hbar}$ for AP and PEB models. Dashed line is APFV1 model.
Figure 5.35: Components of thermal energy for perturbed Gaussian closures.
In Chapter 5, we computed solutions for several hydrodynamic models without much concern for the computational issues involved. In the current chapter, we examine some of the important numerical aspects of these closures which are commonly found in hyperbolic systems with relaxation and source terms. We then present a new scheme based on a splitting method that was first introduced in [40]. This splitting is based on the balance of forces in hydrodynamic models that, for regimes with small electric field, recover the drift-diffusion system in the asymptotic limit of small mean-free-path. The advantage of the scheme is that it removes stiffness and excessive dissipation which is often found with standard discretizations of hydrodynamic models in the drift-diffusion regime. In addition, the scheme also significantly reduces the size of numerical current oscillations found at material junctions in a $n^+-n-n^+$ diode with slab symmetry.

For the purposes of this chapter, the term hydrodynamic model will refer specifi-
cally to the following system:

\[ \partial_t n + \partial_x (nu) = 0, \quad (6.1a) \]

\[ \partial_t (nu) + \partial_x (nu^2 + n\theta + \sigma) - \frac{q_e}{m_e^*} n \partial_x \Phi = -\frac{1}{\tau_p} nu, \quad (6.1b) \]

\[ \partial_t \left( \frac{nu^2}{2} + \frac{3n\theta}{2} \right) + \partial_x \left( \frac{nu^3}{2} + \frac{5n\theta}{2} + \sigma u + q \right) - \frac{q_e}{m_e^*} nu \partial_x \Phi = -\frac{1}{\tau_w} \left( \frac{nu^2}{2} + \frac{3n (\theta - \theta_c)}{2} \right). \quad (6.1c) \]

with appropriate boundary conditions. Here the fluid variables are the electron concentration \( n \), the bulk velocity \( u \), and the temperature \( \theta \). The constants \( q_e \) and \( m_e^* \) are the electron charge and effective mass, and \( \theta_c \) is the temperature of the semiconductor lattice. The quantities \( \tau_p \) and \( \tau_w \) are relaxation times for momentum and energy that are fit with Monte Carlo calculations as functions of electron energy. Their exact form can be found in [63]. The anisotropy \( \sigma \) and the heat flux \( q \) are given by the constitutive relations

\[ \sigma = -\frac{4}{3} \tau_p n \theta \partial_x \theta, \quad q = -\frac{5}{2} \tau_p n \theta \partial_x \theta. \quad (6.2) \]

Finally, \( \Phi \) is the electric potential that satisfies Poisson equation,

\[ -\partial_x (\epsilon \partial_x \Phi) = q_e (D - n), \quad (6.3) \]

with appropriate boundary conditions. The derivative \( -\partial_x \Phi \) is the electric field. The variable \( \epsilon = \epsilon(x) \) is the electric permittivity, and \( D = D(x) \) is the doping profile.
that is created by the ionization of atoms in the crystal lattice of the semiconductor material. The shape of the doping profile is set during the fabrication process of a device. Together, (6.1) and (6.2) make up the drift-diffusion-Poisson system.

The behavior of solutions to (6.1) is heavily dependent on the relative sizes of the different forces that act free electrons in the semiconductor. For regimes in which the potential energy and thermal energy balance and the mean free path of electrons is small compared to the device length, the electron concentration is formally approximated by the drift-diffusion equation

$$\partial_t n + \partial_x (\mu n \partial_x \Phi - a \partial_x n) = 0,$$

(6.4)

where there mobility and diffusivity are given by

$$\mu = \frac{q\tau_p}{m_e^*} \quad \text{and} \quad a = \tau_p \theta \ell$$

respectively, and $\Phi$ still satisfies (6.3). In such cases, $\theta = \theta \ell$ and $u$ is determined by a balance between electrical and diffusive forces:

$$u = \mu \partial_x \Phi - a \partial_x (\log(n)) .$$

Rigorous results connecting the hydrodynamic and drift-diffusion models can be found in [22,23, 30].

When solving (6.1) numerically, two issues must be addressed. The first issue is numerical stiffness for systems in the drift-diffusion regime, when the evolution of
of balance. At steady state, the current profile for (6.1) is constant in space. However, the existence of non-conservative electric field terms in (6.1) often leads to non-physical oscillations. This is because standard discretization for (6.1) fail to mimic the balance of forces at the continuum level that give rise to steady-state solutions. In places where the fluid variables and the potential vary rapidly, the effects can be quite dramatic. Results such as these are found in other applications such as shallow water models and chemotaxis [6, 24]. In fact almost any hyperbolic system with a non-conservative force term is subject to this behavior. In some cases, so-called well-balanced schemes have been developed that the preserve the balance of forces in the steady state at the discrete level. Although frequently successful, these schemes require explicit information from the steady-state equations that is typically not available with the hydrodynamic model.

In this chapter, we adapt a splitting method that was originally put forth to fix the problems with efficiency and numerical dissipation associated with stiff flux terms in a simple $2 \times 2$ hyperbolic system [40, 64, 78]. Our new splitting is based on the
balance of dominant forces in the drift-diffusion regime. We find that, in addition to removing stiff fluxes, this split scheme significantly reduces the presence of non-physical oscillations in the steady-state current profile. We are hopeful that these results will lead to more general concepts of well-balanced schemes that are more robust and applicable to transient as well as steady-state problems.

The outline of the chapter is as follows. In Section 2, we describe the benchmark problem for testing our scheme. In Section 3, we formally derive the drift-diffusion scaling of (6.1), the drift-diffusion limit, and discuss the numerical issues that arise. In Section 3, we present previous work and numerical results. In Section 4, a new scheme is introduced with details presented in Section 5. In Section 6, numerical results are given. Section 7 is for discussion and conclusions.

6.1 The Benchmark Problem

As in Chapter 5, we will be simulating electron transport for an $n^+\!-\!n\!-\!n^+$ diode (see Figure 6.1) of length $L$ that is used to simulate the channel in MOSFET and MESFET devices [84]. The diode possesses slab symmetry and is therefore described in one spatial dimension. The left end of the diode is called the source; the right end is called the drain; and the center portion is the channel. The boundaries between these regions are called junctions. It is here that numerical oscillations in the current tend to appear.

We assume the diode is made of silicon with constant electric permittivity $\epsilon = 1.04 \times 10^{-16}$ C/µm and effective mass $m_e^* = 0.32 m_e$, where $m_e = 9.109 \times 10^{-31}$ kg is the free electron mass [84]. The device length is $L = 0.6 x_0$, where $x_0$ is a representative
length scale, and the doping profile is

\[
D(x) = \begin{cases} 
10D_0, & 0 < x < L/6 \\
0.1D_0, & L/6 < x < 5L/6 \\
10D_0, & 5L/6 < x < L 
\end{cases}
\]

(6.5)

where \(D_0\) is a representative concentration. In the Chapter 5, the value of \(x_0\) was fixed at 1 \(\mu\)m and \(D_0\) was fixed at \(10^{17}\) cm\(^{-3}\). However, we now consider the behavior of the device over a range of values for \(D_0\) and \(x_0\).

Figure 6.1: The one dimensional \(n-n^+-n\) diode of length \(L\).

Current is driven by an external battery that creates a potential across the diode.
The temperature of the diode is

\[ T_c \equiv \frac{m_e^* \theta_c}{k_B} = 300 \text{K}. \]

We apply the following boundary conditions, which are consistent with thermal equilibrium at the boundary:

\[ n(0) = D(0) , \quad n(L) = D(L) , \quad (6.6a) \]

\[ \partial_x u(0) = \partial_x u(L) = 0 \, , \quad (6.6b) \]

\[ \partial_x \theta(0) = \partial_x \theta(L) = 0 \, , \quad (6.6c) \]

\[ \Phi(0) = 0 \, , \quad \Phi(L) = V_{\text{bias}} \, . \quad (6.6d) \]

\[ 6.2 \text{ Drift-Diffusion} \]

\[ 6.2.1 \text{ Non-Dimensionalization} \]

We begin by recasting the hydrodynamic model (6.1) in a non-dimensional form. To this end, we define independent variables \( \hat{x} \) and \( \hat{t} \) by

\[ x = x_0 \hat{x} \, , \quad t = t_0 \hat{t} \, . \]

Here carats denote non-dimensional variables and "naught" subscripts denote reference values associated with each dimensional variable. We also define the non-
dimensional dependent variables that are functions of $\dot{x}$ and $\dot{t}$:

\[
\begin{align*}
n &= n_0 \dot{n}, & u &= u_0 \dot{u}, & \theta &= \theta_0 \dot{\theta}, & \Phi &= [\Phi_0] \Phi \\
\tau_p &= \tau_0 \dot{\tau}_p, & \tau_w &= \tau_0 \dot{\tau}_w, & D &= D_0 \dot{D}.
\end{align*}
\]

Here the notation $[\Phi_0]$ denotes the potential drop across the device.

The hydrodynamic model is characterized by three energy scales: the kinetic energy $u_0^2$, the thermal energy $\theta_0$, and the potential energy drop $\frac{q e}{m^*} [\Phi_0]$. Associated with each of these energies scales is a reference velocity: the bulk velocity $u_0$, the thermal velocity $\frac{\theta_1}{2} \theta_0$, and the drift velocity $v_E$. The thermal velocity is typically given by the lattice temperature, i.e., $\theta_0^{1/2} = \theta_t^{1/2}$. To find a value for the drift velocity, we consider a particle initially at rest at time zero that is accelerated by a constant electric field $E_0$. Just before a collision at time $\tau_0$, the particle has velocity

\[
v_E = \frac{q E_0}{m} \tau_0,
\]

If $E_0 = -\frac{[\Phi_0]}{\tau_0}$, then the drift velocity is

\[
v_E = \frac{q e [\Phi_0]}{m^* \theta_0^{1/2}}.
\]

The bulk velocity is then given by

\[
u_0 = \min(\theta_0^{1/2}, v_E).
\]
This will ensure that dynamics at both the thermal and drift velocities will be taken into account.

The hydrodynamic model has two important time scales. The reference time \( t_0 \) is defined as the time it takes a particle of speed \( u_0 \) to traverse the distance \( x_0 \):

\[
x_0 = u_0 t_0.
\]  

The time \( \tau_0 \) is the mean collision time between an electron and the semiconductor lattice. If \( \theta_0^{1/2} \) is the thermal velocity, then

\[
\text{mean free path} = \tau_0 \theta_0^{1/2}.
\]  

We now introduce several dimensionless ratios and place (6.1) in a non-dimensional form. First is the scaled Knudsen number which is the ratio of the mean free path to the length scale of the device:

\[
\varepsilon \equiv \frac{\theta_0^{1/2} \tau_0}{x_0}.
\]  

Together (6.7)-(6.9) relate the two times scales \( \tau_0 \) and \( t_0 \) via the thermal and bulk velocities:

\[
\frac{t_0}{\tau_0} = \varepsilon \frac{\theta_0^{1/2}}{u_0}.
\]
Next are the dimensionless velocity ratios

\[ \eta \equiv \frac{u_0}{\theta_0^{1/2}}, \quad \delta \equiv \frac{v_E}{\theta_0^{1/2}} = \frac{\varepsilon q_e [\Phi_0]}{m_e \theta_0}, \]

which measure the relative size of the bulk to thermal velocity and the drift to thermal velocity. With these ratios, the non-dimensional hydrodynamic model is (dropping hats)

\[
\begin{align*}
    \partial_t n + \partial_x (nu) &= 0, \quad (6.11a) \\
    \partial_t (nu) + \partial_x \left( nu^2 + \frac{1}{\eta^2} n\theta + \frac{\varepsilon}{\sigma} \right) - \frac{\delta}{\varepsilon \eta^2} n \partial_x \Phi &= - \frac{1}{\eta \varepsilon} \frac{1}{\tau_p} nu, \quad (6.11b) \\
    \partial_t \left( \frac{nu^2}{2} + \frac{1}{\eta^2} 3n\theta \right) + \partial_x \left( \frac{nu^3}{2} + \frac{1}{\eta^2} 5nu\theta + \frac{\varepsilon}{\eta} \sigma u + \frac{\varepsilon}{\eta^3} q \right) \\
    &= - \frac{\delta}{\varepsilon \eta^2} nu \partial_x \Phi = - \frac{1}{\eta \varepsilon} \frac{1}{\tau_w} \left( \frac{nu^2}{2} + \frac{1}{\eta^2} 3n (\theta - 1) \right), \quad (6.11c)
\end{align*}
\]

where \( q \) and \( \sigma \) retain the form given in (6.2) but with rescaled variables.

### 6.2.2 The Drift-Diffusion Scaling

The behavior of solutions to (6.11) depends heavily on the relative sizes of \( \varepsilon, \eta, \) and \( \delta \). The drift-diffusion scaling assumes that the potential energy and thermal energy balance, in which case \( \delta = \varepsilon \) and \( v_E = \varepsilon \theta_0^{1/2} \). In light of (6.10), \( u_0 = v_E \) and \( \eta = \varepsilon \),
in which case (6.11) becomes

\[ \partial_t n + \partial_x (nu) = 0, \] 
\[ \partial_t (nu) + \partial_x \left( nu^2 + \frac{1}{\varepsilon^2} n \theta + \sigma \right) - \frac{1}{\varepsilon^2} n \partial_x \Phi = - \frac{1}{\varepsilon^2} \frac{1}{\tau_p} nu, \] 
\[ \partial_t \left( \frac{nu^2}{2} + \frac{1}{\varepsilon^2} \frac{3n \theta}{2} \right) + \partial_x \left( \frac{nu^3}{2} + \frac{1}{\varepsilon^2} \frac{5n u \theta}{2} + \sigma u + \frac{1}{\varepsilon^2} q \right) - \frac{1}{\varepsilon^2} nu \partial_x \Phi = - \frac{1}{\varepsilon^2} \frac{1}{\tau_w} \left( \frac{nu^2}{2} + \frac{1}{\varepsilon^2} \frac{3n (\theta - 1)}{2} \right). \] 

The Poisson equation must also be recast in non-dimensional form. It turns out that the electron concentration is dominated by the doping profile so that \( D_0 = n_0 \).

Hence, the non-dimensional Poisson equation is (in scaled variables)

\[ -\lambda^2 \partial_x (\epsilon \partial_x \Phi) = (D - n), \] 

where the scaled Debye length is given by

\[ \lambda = \frac{\epsilon_0 [\Phi_0]}{q D_0 x_0^2}. \] 

This parameter characterizes the distance over which the potential responds to variations in the charge distribution. In particular, is determines the effective thickness of the diode junctions. In practice, \( \lambda \) must be a small fraction of the device length in order to maintain well-defined source, channel, and drain regions. For our numerical
experiments, we would like maintain a constant value of $\lambda$ and therefore impose the condition that $D_0 x_0^2$ be held constant as $x_0$ changes.

### 6.2.3 The Drift-Diffusion Limit

The drift-diffusion scaling gets its name from the limiting equations derived from (6.12) in the limit $\varepsilon \to 0$. Formally, this limit (in non-dimensional variables) that

$$
\frac{\partial_t n + \partial_x (\tau_p n \partial_x \Phi) = \partial_x (\tau_p \partial_x n)}{(6.15a)}
$$

$$
nu = \tau_p n \partial_x \Phi - \tau_p \partial_x n \quad (6.15b)
$$

$$
\theta = 1 \quad (6.15c)
$$

It is important to note that (6.15a) can be rewritten in conservative form

$$
\partial_t n + \partial_x \left( \tau_p e^\Phi \partial_x (e^{-\Phi} n) \right) = 0.
$$

The quantity $e^{-\Phi} n$ is called a Slotboom variable. It plays an important role in the behavior of (6.15) near steady-state solutions that satisfy $u = 0$.

### 6.2.4 Physical Validity

It is important to consider the size of $\varepsilon, \eta,$ and $\delta$ is a realistic setting and to assess the validity of the drift-diffusion scaling. At room temperature,

$$
\varepsilon \sim \frac{10^{-8} \text{ m}}{x_0}.
$$
For devices 15 years ago, $x_0 \sim 10 \mu m$ and $\varepsilon \sim 10^{-3}$. In modern devices, $x_0 \sim 0.1 - 1 \mu m$ and $\varepsilon \sim 10^{-2} - 10^{-1}$. Unlike many other types of kinetic systems, the physics of the collision process requires that $\varepsilon < 1$. In fact, $\varepsilon \sim 10^{-1}$ is approaching the limit of semiconductor operation.

Although the local value of $\varepsilon$ is roughly constant throughout the device, the local values of $\eta$ and $\delta$ can vary by several orders of magnitude. In many modern devices, channel sizes are small enough that the local potential energy is larger than the thermal energy near diode junctions, even though $\varepsilon$ is still relatively small ($\varepsilon \sim 10^{-2}$). Rather than apply the drift-diffusion scaling, it is more appropriate in these cases to set $\delta = \eta = 1$. The non-dimension form of (6.1) becomes

$$\partial_t n + \partial_x (nu) = 0,$$

$$\partial_t (nu) + \partial_x (nu^2 + n\theta + \varepsilon\sigma) - \frac{1}{\varepsilon} n\partial_x \Phi = -\frac{1}{\varepsilon \tau_p} nu,$$

$$\partial_t \left( \frac{n u^2}{2} + \frac{3n\theta}{2} \right) + \partial_x \left( \frac{n u^3}{2} + \frac{5n u \theta}{2} + \varepsilon\sigma u + \varepsilon q \right)$$

$$-\frac{1}{\varepsilon} n u \partial_x \Phi = -\frac{1}{\varepsilon \tau_w} \left( \frac{n u^2}{2} + \frac{3n(\theta - 1)}{2} \right).$$

This scaling is known as the drift-collision scaling due to the leading-order balance between the collision terms on the right-hand side and the field terms on the left-hand side of the momentum and energy equations. Asymptotic limits for the drift-collision scaling have been studied in [21], and a numerical investigation of the $n^+ - n - n^+$ diode can be found in [18]. It should be noted that (6.1) may not be an appropriate model for this scaling. This is because the closure is derived based on the assumption
that forces due to the electric field are dominated by collisional effects. As mentioned in Chapter 3, the constitutive relations for $\sigma$ and $q$ must be re-examined when the electric field is large. High field effects in the context of hydrodynamic models will be the subject of future work.

### 6.2.5 Preview of Numerical Issues

A desirable property for any numerical scheme used to simulate (6.1) is that it recover the drift-diffusion behavior given by (6.4) when $\varepsilon$ is small—that is when devices are large relative to the mean free path. It is clear from (6.12) that the relaxation, field, and flux terms are all stiff when $\varepsilon$ is small, i.e., when the device size is large. In particular, the wave speeds of (6.12) are

$$\lambda = u, \quad u \pm \frac{1}{\varepsilon} \sqrt{\frac{5}{3}} \theta.$$  

Stiffness leads to two problems. The first, which is fairly obvious, is that when $\varepsilon \ll \Delta x$, the stiff terms in (6.12) imply a time step condition that is much more restrictive than the explicit diffusive condition for that is natural for (6.15c), i.e., $\Delta t \sim (\Delta x)^2$. For the relaxation and field terms these restrictions can be overcome by an implicit time discretization. However, for Godunov-type schemes that employ spatial reconstructions beyond first-order, the implicit evaluation of flux terms is not very practical. This is because the reconstructions—whether they be slope-fitting or ENO or WENO—are very nonlinear and often discontinuous functions of the cell data.
The second, more subtle problem is excessive numerical dissipation. Even in the semi-discrete case, Godunov type schemes introduce numerical dissipation in positive correlation with the size of the wave speeds of the linearized flux matrix. In particular, a semi-discrete differencing of (6.12a) will result in an approximation for the spatial derivative of the momentum that looks like

$$\frac{d}{dt}n_j = -\frac{(nu)_{j+1/2} - (nu)_{j-1/2}}{\Delta x} = -\partial_x(nu) + \text{higher-order terms}$$

Included in the higher-order terms is numerical dissipation. In the drift-diffusion approximation, \(u\) is given by (6.15b) in which case

$$\frac{d}{dt}n_j = -\partial_x(\tau_p n\partial_x\Phi - \tau_p \partial_x n) + \text{higher-order terms}$$

which appears to be a consistent discretization for (6.15b). However, when \(\varepsilon \ll \Delta x\) the numerical dissipation can be quite large—comparable to or even greater than the physical diffusion term \(\partial_x\tau_p \partial_x n\). A more detailed calculation of this phenomenon is given in the next section a simple \(2 \times 2\) linear model.

Another issue is that of balance. Numerical solutions of (6.1) are often characterized by non-physical oscillations in the current profile. For steady-state solutions, the current should be constant in space. However, many time-dependent schemes evolve to a steady-state in which large oscillations appear at the diode junctions. The size of these oscillations depends on the sharpness of the junction. For the sharp doping profile given in (6.5), the size of these oscillations can be of the same order.
as the current itself. For transient solutions, such behavior can even break down a numerical scheme [9].

6.3 Numerical Background

In this section, we present previous work on the numerical issues introduced at the end of the last section, and discuss what ideas may carry over the hydrodynamic model. We begin with a simple $2 \times 2$ stiff hyperbolic system with relaxation and then consider the presence of additional source terms. We also present some results based on previous computations of the hydrodynamic model to emphasize the problem with current oscillations at the diode junctions.

6.3.1 A Model Problem

The stiffness and numerical issues introduced in the last section can be understood through the study of the model problem

$$\begin{align*}
\partial_t n + \partial_x m &= 0, \\
\partial_t m + \frac{1}{\varepsilon^2} \partial_x n &= -\frac{1}{\varepsilon^2} m,
\end{align*}$$

(M1)

which as $\varepsilon \to 0$ is approximated by the diffusion equation

$$\begin{align*}
\partial_t n &= \partial^2_x n, \\
m &= -\partial_x n.
\end{align*}$$

(6.16)
Here, it is understood that the momentum \( m = nu \). The only contribution to the momentum flux here is the pressure \( p = \varepsilon^{-2}n \). The temperature is constant and equal to one. Numerical studies of (M1) can be found in [40, 55, 64] and references therein. Like the hydrodynamic model, (M1) is stiff when \( \varepsilon \ll 1 \). In addition to the obvious time step restrictions, the stiff flux in the momentum equation of (M1) creates excessive numerical dissipation in the concentration equation of (M1), thereby reducing its accuracy when approximating for (6.16) near the diffusive limit.

6.3.1.1 **Numerical Diffusion** For a given mesh size \( \Delta x \), most numerical schemes of order \( s \) compute exact solution to a modified equation [50] for (M1) of the form

\[
\partial_t n + \partial_x m + \sum_{k=s}^\infty \left( a_k \partial_x^{(k)} m + b_k \partial_x^{(k)} n \right) (\Delta x)^k = 0,
\]

\[
\partial_t m + \frac{1}{\varepsilon^2} \partial_x n + \sum_{k=s}^\infty \left( c_k \partial_x^{(k)} m + d_k \partial_x^{(k)} n \right) (\Delta x)^k = -\frac{1}{\varepsilon^2} m,
\]

where the coefficients \( a_k, b_k, c_k, \) and \( d_k \) depend on \( \varepsilon \). For example, a center-difference, second-order, upwind scheme for (M1) has a modified equation

\[
\partial_t n + \partial_x m - \frac{1}{12} (\Delta x)^2 \partial_x^3 m + \frac{1}{8} \frac{(\Delta x)^3}{\varepsilon} \partial_x^4 n + O\left( \varepsilon, (\Delta x)^4 \right) = 0, \quad (6.17a)
\]

\[
\partial_t m + \frac{1}{\varepsilon^2} \partial_x n - \frac{1}{12} \frac{(\Delta x)^2}{\varepsilon^2} \partial_x^3 n + \frac{1}{8} \frac{(\Delta x)^3}{\varepsilon} \partial_x^4 m + O\left( \varepsilon, (\Delta x)^4 \right) = -\frac{1}{\varepsilon^2} m. \quad (6.17b)
\]

If terms in (6.17b) are balanced according to powers of \( \varepsilon \), then

\[
m = -\partial_x n + \frac{1}{12} (\Delta x)^2 \partial_x^3 n + O\left( \varepsilon, (\Delta x)^3 \right),
\]
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Substituting this expression for \( m \) into (6.17a) gives the following modified diffusion equation:

\[
\partial_t n - \partial_x^2 n - \frac{1}{12} (\Delta x)^2 \partial_x^3 m + \frac{1}{8} (\Delta x)^3 \varepsilon \partial_x^4 n + O(\varepsilon, (\Delta x)^3) = 0 \tag{6.18}
\]

which is inconsistent with (6.16) in the limit

\[
\varepsilon \to 0, \quad \Delta x \to 0, \quad \frac{(\Delta x)^3}{\varepsilon} = \text{const.}
\]

In practice, solutions to (6.17) will be smeared by the numerical dissipation from the term \( \partial_x^4 n \) in (6.18) whenever \((\Delta x)^3\) is a reasonable fraction of \( \varepsilon \) [55]. It should also be noted that slope-limiting does not correct this problem, and that a similar result holds for central schemes. However, discontinuous Galerkin methods can remove the numerical dissipation in some cases [55].

### 6.3.1.2 Simple Splitting Approaches

In [40], a split scheme is introduced to address the problems associated with the stiff system. The scheme consists of two steps. The first is a relaxation step:

\[
\partial_t n = 0, \tag{6.19a}
\]

\[
\partial_t m + \left( \frac{1}{\varepsilon^2} - 1 \right) \partial_x n = -\frac{1}{\varepsilon^2} m, \tag{6.19b}
\]
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followed by a convection step:

\[
\begin{align*}
\partial_t n + \partial_x m &= 0, \\
\partial_t m + \partial_x n &= 0.
\end{align*}
\] (6.20a) (6.20b)

When \( \varepsilon \ll 1 \), the (6.19b) projects the solution into the diffusion balance

\[
m = -\partial_x n + O(\varepsilon^2).
\] (6.21)

This property has been shown in [39] to be an important aspect of capturing the proper behavior described in (6.16) when \( \varepsilon \ll 1 \). Meanwhile, the convective step is a hyperbolic system with wave speeds that are independent of \( \varepsilon \).

When \( \varepsilon \ll \Delta x \), the splitting improves efficiency by relaxing the hyperbolic CFL condition of the original stiff system. Because \( \partial_t n = 0 \) in the relaxation step, implicit and explicit updating the stiff flux term in (6.19b) is the same. Given that the convective step (6.20) is updated explicitly, the natural CFL condition for the entire scheme in the diffusive regime is \( \Delta t \sim (\Delta x)^2 \gg \varepsilon \Delta x \).

The splitting also removes excessive numerical dissipation when \( \varepsilon \ll \Delta x \). The modified equations for (6.20) for a center-difference, second-order, upwind scheme are

\[
\begin{align*}
\partial_t n + \partial_x m - \frac{1}{12}(\Delta x)^2 \partial_x^3 m + \frac{1}{8}(\Delta x)^3 \partial_x^4 n + O(\Delta x)^4 &= 0, \\
\partial_t m + \partial_x n - \frac{1}{12}(\Delta x)^2 \partial_x^3 n + \frac{1}{8}(\Delta x)^3 \partial_x^4 m + O(\Delta x)^4 &= 0.
\end{align*}
\] (6.22a) (6.22b)
Substituting (6.21) into (6.22a) gives

$$
\partial_t n = \partial_x^2 n + O(\varepsilon^2, (\Delta x)^2),
$$

which lacks the numerical dissipation term $O((\Delta x)^3/\varepsilon)$ found in (6.18).

### 6.3.2 Systems of Balance Laws

Simulation of balance laws containing source terms with spatial derivatives in non-divergent form is a challenging task. Numerical schemes often fail to capture key physical features of a system because of the difficulty involved with capturing the delicate balance of forces found at the continuum level. Such is the case in the following system, which is obtained by adding a source term and a convective term to the momentum equation in (M1):

\[\begin{align*}
\partial_t n + \partial_x m &= 0, \\
\partial_t m + \partial_x \left(\frac{m^2}{n} + \frac{1}{\varepsilon^2 n}\right) - \frac{1}{\varepsilon^2 n} \partial_x z &= -\frac{\nu}{\varepsilon^2} m.
\end{align*}\] (M2)

Here $z$ is either given or solved self-consistently as a function of $n$. The quantity $\nu$ is a relaxation rate or a friction coefficient that depends on $n$ and $m$. Note that (M2) is essentially the drifted-diffusion system from in Chapter 3. A study of stiff numerics in this context can be found in [64].

Recently, well-balanced schemes [6,15,24,88] have been developed for solving (M2) in several special cases. These schemes are devised in order preserves certain steady-
state solutions which formally satisfy

\[ \partial_x m = 0, \]  
\[ \partial_x \left( \frac{1}{2} u^2 + \frac{1}{\varepsilon^2} \log(n) - \frac{1}{\varepsilon^2} z \right) = -\frac{\nu}{\varepsilon^2} u. \]  

(6.23a)  
(6.23b)

When \( \nu = 0 \), the steady-state solutions are

\[ m = \text{Const.} \]  
\[ \frac{1}{2} u^2 + \frac{1}{\varepsilon^2} \log(n) - \frac{1}{\varepsilon^2} z = \text{Const.} \]  

(6.24a)  
(6.24b)

The idea of well-balanced schemes is to construct a conservative approximation of (M2) that incorporates the information from (6.24) in order to preserve the steady-state:

\[ \frac{d}{dt} u_i + \frac{\hat{F}_{i+1/2} - \hat{F}_{i-1/2}}{\Delta x} = 0, \]

where \( u = (n, m) \) and

\[ \hat{F}_{i+1/2} = F(u_{i+1}, u_i, z_i, z_{i+1}) \]

for some smooth function \( F \) that satisfies an appropriate consistency condition. For example, when \( u = 0 \), the Slotboom variable \( e^{-z} n \) is constant. This fact is utilized in [24] to develop well-balanced schemes for chemotaxis models when \( \nu = 0 \) near the steady-state \( u = 0 \). A more general approach is proposed in [15] to model systems near any subsonic steady state. The scheme is applied to the Saint-Venant sys-
tem of shallow water equations and the Euler-Poisson system for collisionless charge transport, which are similar to (M2) except for the right-hand side is zero.

The well-balanced approaches from these examples are not directly applicable to the hydrodynamic model for several reasons. First of all, both conditions \( \nu = 0 \) and \( u = 0 \) are far from being satisfied, and the Slotboom variable \( e^{-\Phi n} \) may vary by 10 to 20 orders of magnitude over the length of the diode. Furthermore, the hydrodynamic model has a temperature dependent pressure given by \( p = p(n, \theta) = \varepsilon^{-2} n \theta \), where the evolution of \( \theta \) is derived from an independent equation (6.12c) for the energy. Even if \( \sigma = q = 0 \) in (6.12), the statement analogous to (6.23b) for the hydrodynamic model is

\[
\partial_x \left( \frac{1}{2} u^2 + \theta - \frac{1}{\varepsilon^2} \Phi \right) + \frac{1}{\varepsilon^2} \theta \partial_x \log(n) = -\frac{1}{\varepsilon^2} \frac{1}{\tau_p} u
\]

which has the form of (6.23b) if and only if \( \theta = 1 \).

### 6.3.3 Previous Computations of the Hydrodynamic Model

Even though there are several versions of the hydrodynamic model in the literature with different expressions for \( \sigma, q, \tau_p \), the general behavior of solutions and the major computational issues are essentially the same. Steady state computations based on iterative methods can be found in [28, 29, 63], but our focus is on time-evolution methods, particular Godunov-type schemes. Once such scheme can be found in [25], where the authors use a sixth-order ENO reconstruction method with explicit, first-order time steps. In cases when \( \varepsilon \ll 1 \) this scheme is stiff, and in the drift-diffusion regime, it is subject to all of the limitations discussed above. These limitations are
partially circumvented by the high-order accuracy of the scheme.

In [72], split scheme is devise central schemes. There, the splitting separates the system into a relaxation component:

\[
\begin{align*}
\partial_t n &= 0, \\
\partial_t (nu) + \frac{\varepsilon}{\eta} \partial_x \sigma - \frac{\delta}{\varepsilon \eta^2} n \partial_x \Phi &= -\frac{1}{\eta \varepsilon \tau_p} nu, \\
\partial_t \left( \frac{nu^2}{2} + \frac{1}{\eta^2} \frac{3n \theta}{2} \right) + \partial_x \left( \frac{\varepsilon}{\eta} \sigma u + \frac{\varepsilon}{\eta^3} q \right) &= -\frac{\delta}{\varepsilon \eta^2} nu \partial_x \Phi = -\frac{1}{\eta \varepsilon \tau_w} \left( \frac{nu^2}{2} + \frac{1}{\eta^2} \frac{3n (\theta - 1)}{2} \right).
\end{align*}
\] (6.25a, 6.25b, 6.25c)

and a convective component

\[
\begin{align*}
\partial_t n + \partial_x (nu) &= 0, \\
\partial_t (nu) + \partial_x \left( nu^2 + \frac{1}{\eta^2} n \theta \right) &= 0, \\
\partial_t \left( \frac{nu^2}{2} + \frac{1}{\eta^2} \frac{3n \theta}{2} \right) + \partial_x \left( \frac{nu^3}{2} + \frac{1}{\eta^2} \frac{5nu \theta}{2} \right) &= 0,
\end{align*}
\] (6.26a, 6.26b, 6.26c)

that has the form of the Euler equations for a compressible neutral-particle gas. This splitting is compatible with the drift-collision scaling when \( \eta = \delta = 1 \) and \( \varepsilon \ll 1 \). In such cases, only (6.25) is stiff and implicit methods can be used. However, in the drift-diffusion regime when \( \eta = \delta = \varepsilon \ll 1 \), this splitting does not address the restrictive CFL condition or numerical dissipation associated with stiff flux terms. Moreover, central schemes are not recommended for computing steady-state solutions with small time steps due to the cumulative effects of numerical dissipation [46].
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Another important point is that the numerical experiments in [25] and [72] use a smoothed doping profile. The result is that the gradients of \( n \) and \( \Phi \) are much smaller at the junctions than for the stiff doping profile given in (6.5). Even with such smoothing, oscillations still exist. In fact, it is noted in [25] that, even with the smoothed doping profile, the accuracy of a third-order ENO scheme is not sufficient to remove oscillations from the steady-state current profile.

To get an idea of the oscillatory nature of the numerical current at the junctions, we compute steady-state results for an explicit non-split scheme and a scheme based on the splitting in (6.25)-(6.26). The former will be denoted \( S1 \) and the latter \( S2 \). Both schemes evaluate numerical fluxes using central-upwind techniques [45] that are second-order in space. The time step for \( S1 \) is

\[
\Delta t = c \min \left( \frac{\Delta x}{2 \text{sp}(A)}, \Delta x^2, \frac{1}{\eta \varepsilon} \right)
\]

where \( A \) is the linearized flux matrix, \( \rho(A) \) is its spectral radius, and \( c < 1 \) is an \( O(1) \) constant. For \( S2 \), the fact that (6.25) can be updated implicitly allows for a less restrictive time step

\[
\Delta t = c \frac{\Delta x}{2 \text{sp}(A)}.
\]

We note that \( \rho(A) = O(1/\eta) \).

Simulation results for \( S1 \) and \( S2 \) are given in Figure 6.2 and Figure 6.3, respectively. The schemes are tested with different mesh size, time step, and doping profiles. The oscillatory nature of the steady-state current is clear. For the non-split scheme,
these oscillations are not reduced by decreasing the time steps or by increasing the temporal-order. Increasing the spatial resolution does help as does the introduction of a smoothed doping profile

$$\tilde{D} = D - \frac{0.99}{2} \left( \tanh \left( \frac{x - L/6}{0.2} \right) - \tanh \left( \frac{x - 5L/6}{0.2} \right) \right), \quad (6.29)$$

where $D$ is given in (6.5). However, a smoothed doping profile significantly alters the value of the steady-state current, which we would like to avoid.

For the split scheme, decreasing the size of the time steps does reduce current oscillations somewhat as does the implementation of the second-order time marching used in [72]. However, the oscillations are still quite large. Increasing the spatial resolution has much less effect than it does for $S1$, and smoothing the doping profile does not help much either.
6.4 A New Splitting Approach to the Hydrodynamic Model

In this section, we present a new approach based on the split method in [40]. We find that splitting the hydrodynamic model in a way that respects the drift-diffusion balance yields a scheme that bypasses the strict CFL condition and removes the excessive numerical dissipation in the drift-diffusion regime. At the same time, it significantly reduces oscillations in the steady-state solution for a range of $\varepsilon$ that extends well into the transition regime.

Our split scheme will be expressed in terms of $n$, the current $m = nu$ (called momentum in previous contexts), and the relative energy

$$r = \frac{nu^2}{2} + \frac{1}{\varepsilon^2} \frac{3n(\theta - 1)}{2},$$

which is identically zero at equilibrium ($u = 0, \theta = 1$). Rewriting (6.12) in these new variables gives:

$$\partial_t n + \partial_x (nu) = 0,$$

$$\partial_t m + \partial_x \left( \frac{2m^2}{3n} + \frac{2}{3}r + \frac{1}{\varepsilon^2} n + \sigma \right) - \frac{1}{\varepsilon^2} n \partial_x \Phi = -\frac{1}{\varepsilon^2} \frac{1}{\tau_p} m,$$  \hspace{1cm} (H)

$$\partial_t r + \partial_x \left( \frac{5rm}{3n} - \frac{1}{3} m^2 + \frac{1}{\varepsilon^2} m + \sigma u + \frac{q}{\varepsilon^2} \right) - \frac{1}{\varepsilon^2} nu \partial_x \Phi = -\frac{1}{\varepsilon^2} \frac{1}{\tau_w} r,$$

where the anisotropy and heat flux are

$$\sigma = \frac{4}{3} n \theta \tau_p \partial_x \left( \frac{m}{n} \right), \quad q = \varepsilon^2 \frac{5}{2} n \theta \tau_p \partial_x \left( \frac{2r}{3n} - \frac{1}{3} m^2 \right).$$  \hspace{1cm} (6.30)
Figure 6.2: Steady state current oscillations around the spatial average for diode of length $L = 0.6 \times 10^{-6}$ m. The scheme is S1 with time step given in (6.27). (a) First order in time, 200 points, $c = 0.2$. (b) First order in time, 200 points, $c = 0.02$. (c) Second order in time, 200 points, $c = 0.2$. (d) First order in time, 400 points, $c = 0.2$. (e) First order in time, 200 points, $c = 0.02$, with smoothed doping (6.29). (f) Comparison of scaled current from (a) and (e).
Figure 6.3: Steady state current oscillations around the spatial average for diode of length $L = 0.6 \times 10^{-6}$ m. The scheme is S2 with time step given in (6.28). (a) First order in time, 200 points, $c = 0.2$. (b) First order in time, 200 points, $c = 0.02$. (c) Second order in time, 200 points, $c = 0.2$. (d) First order in time, 400 points, $c = 0.2$. (e) First order in time, 200 points, $c = 0.02$, with smoothed doping (6.29). (f) Comparison of scaled current from (a) and (e).
6.4.1 Two Step Splitting

Following the splitting for the model problem (M1), we break (H) into a relaxation step:

\[ \partial_t n = 0, \]
\[ \partial_t m + \partial_x \left( \frac{1}{\varepsilon^2} n + \sigma \right) - \frac{1}{\varepsilon^2} \mu_1 \varepsilon_2 n \partial_x \Phi = -\frac{1}{\varepsilon^2} \frac{1}{\tau_p} m, \]
\[ \partial_t r + \partial_x \left( \frac{1}{\varepsilon^2} m + \frac{\sigma m}{n} + q \right) - \frac{1}{\varepsilon^2} \mu_1 \varepsilon_2 m \partial_x \Phi = -\frac{1}{\varepsilon^2} \frac{1}{\tau_p} r, \]

and a convection step:

\[ \partial_t n + \partial_x m = 0, \]
\[ \partial_t m + \partial_x \left( \frac{m^2}{n} + r \right) = 0, \]
\[ \partial_t r + \partial_x \left( \frac{5}{3} \frac{rm}{n} - \frac{1}{3} \frac{m^3}{n^2} \right) = 0. \]

The relaxation step projects \( m \) and \( r \) into the correct drift-diffusion limit, and the convective step looks like the Euler equations. Because \( r \) is the relative energy, the convective step has wave speeds

\[ u, \ u \pm \sqrt{\frac{5}{3} (\theta - 1)}. \]

Thus, although the convective step is not stiff, it fails to be hyperbolic when \( \theta < 1 \). It so happens that this condition occurs at the source junction of the diode where the electric field traps low-energy electrons. We therefore try a new approach.
6.4.2 Three Step Splitting

The problem with the two step splitting is essentially the nonlinear terms. We therefore remove the nonlinear convective components of (H),

\[ \partial_t n = 0, \quad (6.31a) \]
\[ \partial_t m + \partial_x \left( \frac{2 m^2}{3 n} \right) = 0, \quad (6.31b) \]
\[ \partial_t r + \partial_x \left( \frac{5 rm}{3n} - \frac{1 m^3}{3n^2} \right) = 0. \quad (6.31c) \]

which, by themselves, form a hyperbolic system with wave speeds

\[ \lambda = 0, \frac{4}{3}u, \frac{5}{3}u. \]

The remainder of (H) is

\[ \partial_t n + \partial_x (nu) = 0, \quad (6.32a) \]
\[ \partial_t m + \partial_x \left( \frac{2}{3}r + \frac{1}{\varepsilon^2} n + \sigma \right) - \frac{1}{\varepsilon^2} n \partial_x \Phi = -\frac{1}{\varepsilon^2 \tau_p} m, \quad (6.32b) \]
\[ \partial_t r + \partial_x \left( \frac{1}{\varepsilon^2} m + \frac{\sigma m}{n} + \frac{q}{\varepsilon^2} \right) - \frac{1}{\varepsilon^2} nu \partial_x \Phi = -\frac{1}{\varepsilon^2 \tau_w} r. \quad (6.32c) \]

It should be noted that if \( \sigma = q = 0 \) and we identify \( \tau_p = \mu^{-1} \), then equations (6.32a)-(6.32b) recover (M2) exactly when \( \theta = 1 \).
The remainder (6.32) can now be broken into two parts: a relaxation step,

\[ \partial_t n = 0, \quad (6.33a) \]

\[ \partial_t m + \partial_x \left( \left( \frac{1}{\varepsilon^2} - 1 \right) n + \sigma \right) - \frac{1}{\varepsilon^2} n \partial_x \Phi = -\frac{1}{\varepsilon^2} \frac{1}{\tau_p} m, \quad (6.33b) \]

\[ \partial_t r + \partial_x \left( \left( \frac{1}{\varepsilon^2} - 1 \right) m + \frac{\sigma m}{n} + \frac{q}{\varepsilon^2} \right) - \frac{1}{\varepsilon^2} n u \partial_x \Phi = -\frac{1}{\varepsilon^2} \frac{1}{\tau_w} r. \quad (6.33c) \]

and a convective step,

\[ \partial_t n + \partial_x m = 0, \quad (6.34a) \]

\[ \partial_t m + \frac{2}{3} \partial_x r + \partial_x n = 0, \quad (6.34b) \]

\[ \partial_t r + \partial_x m = 0, \quad (6.34c) \]

that is hyperbolic with wave speeds

\[ \lambda = 0, \pm \sqrt{\frac{5}{3}}. \]

The relaxation step (6.33) projects the variables into the drift-diffusion limit. By freezing \( \tau_p \) and \( \tau_w \) at the current time, this step can be updated implicitly. Since \( \partial_t n = 0 \) in (6.33a), an implicit evaluation of \( n \) is trivial and (6.33b) is updated using the current value of \( n \). The new value of \( m \) is then used to update (6.33c). In this way, we obtain an easily implemented semi-implicit scheme. Note that \( \sigma \) and \( q \) may also be updated implicitly. Even though these terms are not stiff (recall from (6.30) that \( q = O(\varepsilon^2) \)) and do not play a role in the drift-diffusion balance, their explicit
evaluation will require that a diffusive step $\Delta t \sim (\Delta x)^2$ be enforced. Although we desire this type of time step for $\varepsilon \ll 1$, it becomes restrictive when $\varepsilon = O(1)$.

The relaxation step is followed by the linear convective step (6.34) and then the nonlinear convective step (6.32). Comparing powers of $\varepsilon$ in (6.33b) gives

$$m = -\partial_x n + n\partial_x \Phi + O(\varepsilon^2)$$

which, when substituted into (6.34a), recovers (6.15c) in the limit $\varepsilon \to 0$. Moreover, since the wave speeds in both convective steps are independent of $\varepsilon$, excessive numerical dissipation is no longer an issue.

### 6.5 Details of the Scheme

In this section, we present the details of our scheme. The algorithm computes each step in the following order.

1. Relaxation

\begin{align*}
\partial_t n &= 0, \hspace{1cm} (6.35a) \\
\partial_t m + \left(\frac{1}{\varepsilon^2} - 1\right) \partial_x n + \partial_x \sigma - \frac{1}{\varepsilon^2} n \partial_x \Phi &= -\frac{1}{\varepsilon^2} \frac{1}{\tau_p} m, \hspace{1cm} (6.35b) \\
\partial_t r + \left(\frac{1}{\varepsilon^2} - 1\right) \partial_x m + \partial_x \left(\frac{\sigma m}{n} + \frac{q}{\varepsilon^2}\right) - \frac{1}{\varepsilon^2} m \partial_x \Phi &= -\frac{1}{\varepsilon^2} \frac{1}{\tau_w} r. \hspace{1cm} (6.35c)
\end{align*}
2. Linear Convection

\[ \partial_t n + \partial_x m = 0, \]  
\[ \partial_t m + \frac{2}{3} \partial_x r + \partial_x n = 0, \]  
\[ \partial_t r + \partial_x m = 0. \]

3. Nonlinear Convection

\[ \partial_t n = 0, \]  
\[ \partial_t m + \partial_x \left( \frac{2 m^2}{3 n} \right) = 0, \]  
\[ \partial_t r + \partial_x \left( \frac{5 rm}{3 n} - \frac{1 m^3}{3 n^2} \right) = 0. \]

The electric field is updated after each iteration of these three steps using standard methods. The boundary conditions for the problem are given in (6.6). As in Chapter 5, we over-specify these conditions on both sides of the diode and enforce them after each step in the splitting. The initial condition is determined by setting \( m = r = 0 \) and solving the steady-state drift-diffusion-Poisson system,

\[ \partial_x \left( \tau_p e^\Phi \partial_x (e^{-\Phi} n) \right) = 0, \]

\[ -\lambda^2 \partial_x (\epsilon \partial_x \Phi) = (D - n), \]
with boundary conditions given in (6.6a) and (6.6b) and \( V_{\text{bias}} \) set to zero. The computation is performed with an iterative scheme based on Newton’s method. Once this scheme converges, \( V_{\text{bias}} \) is set to 1.0 Volts, and the ensuing potential drop across the device drives the system to a steady state.

### 6.5.1 Spatial Discretization

If we let \( u = (n, m, r)^T \), then the convective steps have the form

\[
\partial_t u + \partial_x f(u) = 0
\]

where

\[
f_{\text{linear}} = \left( m, \frac{2}{3} r + n, m \right)^T
\]

\[
f_{\text{nonlinear}} = \left( 0, \frac{2}{3} m^2, \frac{5}{3} r m, \frac{1}{3} m^3 - \frac{1}{3} n^2 \right)^T
\]

In either case let

\[
A = \frac{\partial f}{\partial u}
\]

be the linearized flux matrix with eigenvalues \( \lambda_1 < \lambda_2 < \lambda_3 \).

We use a finite-volume, central-upwind scheme [45] which updates \( u \) component-wise as

\[
\frac{d}{dt} \bar{u}_i + \frac{F_{i+1/2} - F_{i-1/2}}{\Delta x} = 0
\]
where

\[
\tilde{u}_i(t) \equiv \frac{1}{\Delta x} \int_{I_i} u(x, t) \, dx
\]

is the cell average of \( u \) over the interval \( I_i = (x_{i-1/2}, x_{i+1/2}) \) centered at \( x_i \) and \( F_{i+1/2} \) is a numerical flux computed via a reconstruction of \( u \):

\[
F_{i+1/2} = \frac{a_{i+1/2}^+ f(p_{i+1}(x_{i+1/2})) - a_{i+1/2}^- f(p_i(x_{i+1/2}))}{a_{i+1/2}^+ - a_{i+1/2}^-} + \frac{a_{i+1/2}^+ a_{i-1/2}^-}{a_{i+1/2}^+ - a_{i+1/2}^-} (p_{i+1}(x_{i+1/2}) - p_i(x_{i+1/2})).
\] (6.38)

The values \( a_{i+1/2}^\pm \) depends on the local wave speeds and are given by

\[
a_{i+1/2}^+ = \max \left\{ \lambda_3 \left( p_i(x_{i+1/2}) \right), \lambda_3 \left( p_{i+1}(x_{i-1/2}) \right), 0 \right\},
\]

\[
a_{i+1/2}^- = \min \left\{ \lambda_1 \left( p_i(x_{i+1/2}) \right), \lambda_1 \left( p_{i+1}(x_{i-1/2}) \right), 0 \right\},
\]

where \( p_i \) is a non-oscillatory reconstruction of \( u \) in cell \( i \).

The benefit of the central-upwind scheme is its simplicity. It has a semi-discrete formulation but does not require wave decompositions or a Riemann solver. However, its usefulness here is limited to second-order. This is because evaluating the field and relaxation terms from the relaxation step in a finite volume setting requires a reconstruction process in order to achieve spatial accuracy beyond second-order. In light of the implicit time stepping, it is therefore more natural to work with finite differences when going to higher-order, which means abandoning the central-upwind method. We therefore use a second-order reconstruction with slope limiters to approximate
derivatives of $u$:

$$p_i(x) = \bar{u}_i + u'_i(x - x_i), \quad x \in I_i$$

where $u'_i$ is a slope-limited numerical derivative

$$u'_i = \text{minmod} \left( \frac{\bar{u}_{i+1} - \bar{u}_i}{\Delta x}, \frac{\bar{u}_{i+1} - \bar{u}_{i-1}}{2\Delta x}, \frac{\bar{u}_i - \bar{u}_{i-1}}{\Delta x} \right).$$

The CFL condition for this scheme $\Delta t = 0.5sp(A)\Delta x$ where $sp(A)$ is the spectral radius of $A$.

The relaxation step can be updated in several ways. Because $\Phi$ satisfies a Poisson equation, it is natural to use center differences to compute its derivatives. However, it is not entirely clear how to compute the derivatives $n$ and $m$. This is because the relaxation system is not hyperbolic. The convective flux in this case is

$$f(u) = \begin{pmatrix} 0 \\ n \\ m \end{pmatrix}.$$  

(The viscosity and heat flux are diffusive terms and not included in $f$). Therefore, the matrix $A$ is degenerate with eigenvalues that are all zero. Even if one were to use a method for hyperbolic problems, it is unclear how to enforce any kind of upwinding at cell interfaces. The central upwind flux (6.38), for example, is not well-defined since
\[ a_{i+1/2}^+ = a_{i+1/2}^- = 0 \text{ for all } i. \]

We therefore consider the slightly perturbed system

\[
\begin{align*}
\partial_t n + \omega \partial_x m &= 0, \\
\partial_t m + \left( \frac{1}{\varepsilon^2} - 1 \right) \partial_x n + \partial_x \sigma - \frac{1}{\varepsilon^2} n \partial_x \Phi &= -\frac{1}{\varepsilon^2} \frac{1}{\tau_p} m, \\
\partial_t r + \left( \frac{1}{\varepsilon^2} - 1 \right) \partial_x m + \partial_x \left( \frac{\sigma m}{n} + q \right) - \frac{1}{\varepsilon^2} \frac{m}{\tau_w} \partial_x \Phi &= -\frac{1}{\varepsilon^2} \frac{1}{\tau_w} r.
\end{align*}
\]

where \( \omega > 0 \). Since \( \varepsilon < 1 \), this system is hyperbolic with eigenvalues

\[ \lambda = 0, \pm \sqrt{\left( \frac{1}{\varepsilon^2} - 1 \right) \omega}. \]

The numerical flux is

\[
F_{i+1/2} = \frac{f(p_{i+1}(x_{i+1/2})) + f(p_i(x_{i+1/2}))}{2} + \sqrt{\left( \frac{1}{\varepsilon^2} - 1 \right) \omega} \frac{p_{i+1}(x_{i+1/2}) - p_i(x_{i+1/2})}{2}.
\]

and

\[
F_{i+1/2} = \frac{f(p_{i+1}(x_{i+1/2})) + f(p_i(x_{i+1/2}))}{2} \quad \text{as} \quad \omega \to 0. \tag{6.40}
\]

For this reason, the flux terms at the interfaces are approximated by a simple average of the interpolated values from the two adjacent cells.
The remaining terms are discretized in the finite volume setting as follows:

\[
\frac{1}{\Delta x} \int_{x_{i-1/2}}^{x_{i+1/2}} \partial_x \sigma \, dx = \frac{\sigma_{i+1/2} - \sigma_{i-1/2}}{\Delta x}
\]

\[
\frac{1}{\Delta x} \int_{x_{i-1/2}}^{x_{i+1/2}} \partial_x \left( \frac{\sigma m}{n} \right) \, dx = \frac{1}{\Delta x} \left[ \frac{\sigma_{i+1/2} m_{i+1/2}}{n_i+1/2} - \frac{\sigma_{i-1/2} m_{i-1/2}}{n_i-1/2} \right] + O(\Delta x)^2
\]

\[
\frac{1}{\Delta x} \int_{x_{i-1/2}}^{x_{i+1/2}} \partial_x q \, dx = \frac{1}{\Delta x} \left[ q_{i+1/2} - q_{i-1/2} \right]
\]

\[
\frac{1}{\Delta x} \int_{x_{i-1/2}}^{x_{i+1/2}} n \partial_x \Phi \, dx = \frac{1}{\Delta x} \bar{m}_j \left( \Phi_{i+1} - \Phi_{i-1} \right) + O(\Delta x)^2
\]

\[
\frac{1}{\Delta x} \int_{x_{i-1/2}}^{x_{i+1/2}} m \partial_x \Phi \, dx = \frac{1}{\Delta x} \bar{m}_j \left( \Phi_{i+1} - \Phi_{i-1} \right) + O(\Delta x)^2
\]

\[
\frac{1}{\Delta x} \int_{x_{i-1/2}}^{x_{i+1/2}} \frac{1}{\tau_p} \, dx = \frac{1}{\Delta x} \bar{m}_j + O(\Delta x)^2
\]

\[
\frac{1}{\Delta x} \int_{x_{i-1/2}}^{x_{i+1/2}} \frac{1}{\tau_p} \, dx = \frac{1}{\Delta x} \bar{m}_j + O(\Delta x)^2
\]

Here \(n_{i+1/2}\) and \(m_{i+1/2}\) are computed by the average in (6.40), while

\[
\sigma_{i+1/2} = \frac{\sigma_i + \sigma_{i+1}}{2}, \quad q_{i+1/2} = \frac{q_i + q_{i+1}}{2}.
\]

and

\[
(\tau_p)_i = \tau_p(\bar{u}_i), \quad (\tau_w)_i = \tau_w(\bar{u}_i).
\]

The relaxation times are evaluated using a Monte-Carlo fitting [63] of the energy.

It must be noted that, physically, these values are only accurate when \(L = 0.6 \mu m\).

However, we continue to use these values for a range of length scales for the explicit purpose of computational comparisons.

Another way to discretize the relaxation step is to first use Slotboom variables to
place it in conservation form. Because \( n \) is constant in time during the relaxation step, so too is \( \Phi \). Therefore, (6.32) is formally equivalent to

\[
\partial_t (e^{-\psi} n) = 0, \quad (6.41a)
\]

\[
\partial_t (e^{-\psi} m) + \frac{1 - \varepsilon^2}{\varepsilon^2} \partial_x (e^{-\psi} n) + e^{-\psi} \partial_x \sigma = -\frac{1}{\varepsilon^2} \frac{1}{\tau_p} (e^{-\psi} m), \quad (6.41b)
\]

\[
\partial_t (e^{-\psi} r) + \frac{1 - \varepsilon^2}{\varepsilon^2} \partial_x (e^{-\psi} m) + e^{-\psi} \partial_x \left( \frac{\sigma_m}{n} + q \right) = -\frac{1}{\varepsilon^2} \frac{1}{\tau_w} (e^{-\psi} r), \quad (6.41c)
\]

where \( \psi = \frac{\Phi}{1 - \varepsilon^2} \). Note when \( m = \sigma = q = 0 \), (6.41b) recovers the expression

\[
e^{-\psi} n = \text{const} ,
\]

which is reminiscent of the well balanced approach in [24]. The discretization proceeds as before, simply replacing \( n, m, \) and \( r \) by there respective Slotboom counterparts. The only difference of note is the approximation of the diffusive terms which are given by

\[
\frac{1}{\Delta x} \int_{x_{i-1/2}}^{x_{i+1/2}} e^{-\psi} \partial_x \sigma = e^{-\psi_i} \frac{\Delta x}{\sigma_{i+1/2} - \sigma_{i-1/2}} + O(\Delta x)^2 ,
\]

\[
\frac{1}{\Delta x} \int_{x_{i-1/2}}^{x_{i+1/2}} e^{-\psi} \partial_x \left( \frac{\sigma_m}{n} + q \right) = e^{-\psi_i} \frac{\Delta x}{\sigma_{i+1/2} - \sigma_{i-1/2}} + O(\Delta x)^2 ,
\]

\[
\frac{1}{\Delta x} \int_{x_{i-1/2}}^{x_{i+1/2}} e^{-\psi} \partial_x \left( \frac{\sigma m}{n} + q \right) = e^{-\psi_i} \frac{\Delta x}{q_{i+1/2} - q_{i-1/2}} + O(\Delta x)^2 .
\]

Finally, to transfer numerically between the original and the Slotboom variables, we
We will see that using the Slotboom variables improves the behavior of the scheme in the drift-diffusion limit. (We have also observed this fact when computing steady-state solutions of the drift-diffusion-Poisson system.) The three step split scheme that uses the Slotboom variables in this way will be denoted $S3S$. 

6.5.2 Time Discretization

Both of the convective steps, (6.36) and (6.37), are updated explicitly. The field terms in the relaxation step are updated implicitly, and the relaxation terms are updated semi-implicitly ("semi" only because the relaxation times are frozen at the current time step). The time step of our temporal first-order scheme is

$$
\Delta t = \max \left( c(\Delta x)^2, \varepsilon \frac{\Delta x}{2} \right), \quad (6.42)
$$

where the value of $c$ depends on how $\sigma$ and $q$ are updated. For smaller devices, we find experimentally that an explicit update of these variables requires $c \leq 0.3$, whereas implicit updating allows $c \leq 1.0$. For larger devices, smaller values are required for stability. (See the numerical results in the next section).
We use Richardson extrapolation [5] to make the scheme second-order in time. Let $T$ be the evolution operator for the numerical scheme with

$$T(U(t), \Delta t) = U(t + \Delta t) + O(\Delta t)$$

and set

$$U^{k+1}_1 = T(U^k, \Delta t),$$
$$U^{k+1}_2 = T \left(T \left(U^k, \frac{\Delta t}{2}\right), \frac{\Delta t}{2}\right),$$
$$U^{k+1} = 2U^{k+1}_2 - U^{k+1}_1.$$

Then it is straightforward to show that $U^{k+1} = U(t + \Delta t) + O(\Delta t)^3$. Local third-order accuracy implies second-order global accuracy. The entire process requires three cycles of the three step scheme per time step.

6.6 Numerical Results.

In this section we present numerical results. In our discussion, we will refer to the following schemes:

- $S1-\tau$: non-split scheme, order $\tau$ in time.
- $S2-\tau$: split scheme in (6.25)-(6.26), order $\tau$ in time.
- $S3-E-\tau$: three step scheme in (6.35)-(6.37), explicit update of $\sigma$ and $q$, order $\tau$ in time.
• **S3-I-\(\tau\):** three step scheme in (6.35)-(6.37), implicit update of \(\sigma\) and \(q\), order \(\tau\) in time.

• **S3S-I-\(\tau\):** three step scheme in (6.35)-(6.37), discretization of Slotboom variables in the relaxation step, implicit update of \(\sigma\) and \(q\), order \(\tau\) in time.

### 6.6.1 The Transition Regime

Our initial computations are for the diode of Chapter 5 with length \(L = 0.6 \mu m\), in which case \(\varepsilon = 2.0 \times 10^{-2}\). The time step in this case is \(\Delta t \sim \varepsilon \Delta x\) where \(\Delta x \sim \varepsilon\).

Figure (6.4) is a comparison of scheme S3 with the non-split scheme S1. It is clear that the two methods give nearly identical results. The only notable exception is the current oscillations at the junctions which are reduced by a factor of ten when using S3 as compared to S1.

Figure (6.5) gives current oscillations for several variations of S3. In the top left plot, the computation uses explicit updates of the diffusive terms \(\sigma\) and \(q\) and requires a value of \(c = 0.2\) in (6.42) in order to maintain stability. In the top right plot, \(c = 0.1\) and the oscillations decrease by a factor of 0.75. In the bottom left plot, \(\sigma\) and \(q\) are updated implicitly, thereby allowing a larger value of \(c = 1.0\). However, the oscillations increase by a factor of five. This problem is resolved by going to a scheme that is second-order in time (bottom right).

### 6.6.2 The Drift-Diffusive Regime

To examine the diffusive regime, we consider a device of length \(L = 0.6\) cm, in which case \(\varepsilon = 2 \times 10^{-6}\). Results for these computations are given in Figures 6.6-6.9. The
Figure 6.4: Steady state results for $S-1$ (solid line) and $S3E-1$ (pluses). Each scheme uses 200 meshpoints. Note that the top right plot is just a magnified version of top left in the diode channel.
Figure 6.5: Steady state current oscillations around the spatial average using scheme S3. Each plot uses 200 points, with timestep given by (6.42). \( L = 0.6 \times 10^{-6} \text{m} \) and \( \varepsilon = 2 \times 10^{-2} \). (a) S3E-1, \( c = 0.2 \). (b) S3E-1, \( c = 0.1 \). (c) S3I-1, \( c = 1.0 \) (c) S3E-2, \( c = 1.0 \).
time step is $\Delta t \sim \Delta x^2$ with $\Delta x > \varepsilon$. It is important to note that a device of this size is much too large to be physical. In practice, devices as small as $10 \mu m$ can be adequately described by the drift-diffusion equations. However, we would like to push the limits of the scheme much further.

Figures (6.6) and (6.7) compare the results from the hydrodynamic model with the drift-diffusion model. For simplicity, the scaled relaxation times $\tau_p$ and $\tau_w$ are set equal to one for these computations. As expected, the results of the two models are very similar. We recall the discussion of numerical dissipation from Section 6.3.1.1, in which the numerical dissipation of a simple non-split model was found to be proportional to $(\Delta x)^3/\varepsilon$. The computation in Figure (6.6) uses 1600 mesh points; therefore $(\Delta x)^3 \sim 2 \times 10^{-5} \varepsilon$. By contrast, the computation in Figure (6.7) uses 200 mesh points; therefore $(\Delta x)^3 \sim 1 \times 10^{-2} \varepsilon$. Even though the agreement in the current profile deteriorates slightly with the larger mesh, the concentration $n$ shows none of the effects of numerical dissipation.

A serious problem encountered with the three step scheme in the diffusive regime is the onset of new current oscillations at the diode junctions that spread into the rest of the domain, as seen in the top two plots of Figure 6.8. We find that these oscillations can be reduced significantly by using the discretization based on the Slotboom variables. The bottom right plot of Figure 6.8 shows these results. Note, however, that the value of $c$ in the time step (6.42) must be less than 0.1 in order for the computation to be stable. Otherwise, the current oscillations in the junction and the drain become completely unmanageable (bottom left plot). Plots of current oscillations for a selection of device lengths are given Figure 6.9.
The presence of these ringing type of oscillations is indeed curious. We find that they exist in the transition regime as well; they are just much smaller. However, it is not clear whether the source of the ringing is a balance problem, a problem with the scheme itself, or a combination of the two. There are at least two possible defects introduced by the splitting: boundary problems and large dispersive effects. Generally speaking, over-specification of boundary conditions is known to cause oscillations that can pollute the interior of a computational domain. However, no such problems have been observed with the hydrodynamic model. Even so, several alternative implementations of the boundary conditions have been tried with no positive results. One idea was to apply boundary conditions based on characteristics at each convective step in the scheme. Another was to enforce appropriate boundary conditions inherited from the original system. In all cases, it has been observed that oscillations originate at the junctions and spread to the boundary, and not from the boundary to the junctions. Therefore, an analysis of the dispersive terms in the modified equations for the split system will be our next step.
Figure 6.6: Steady state results for S3E-1 vs. drift-diffusion results. Channel length $L = 0.6 \times 10^{-2}$ m. Each scheme uses 1600 meshpoints. Note that the top right plot is just a magnified version of top left plot in the diode channel.
Figure 6.7: Steady state results for $S3E$-1 vs. drift-diffusion results. Channel length is $L = 0.6 \times 10^{-2}$ m. Each scheme uses 200 meshpoints. Note that the top right plot is just a magnified version of top left plot in the diode channel.
Figure 6.8: Steady state current oscillations around the spatial average. Each plot uses 200 points, with timestep given by (6.42). $L = 0.6 \times 10^{-6}$ m and $\varepsilon = 2 \times 10^{-2}$. (a) S3I-2, $c = 0.8$. (b) S3I-2, $c = 0.1$. (c) S3SI-2, $c = 0.8$. (c) S3SI-2, $c = 0.1$. 
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Figure 6.9: Current oscillations around average spatial value for various values of $\varepsilon$. Each plot uses scheme S3I-2 with 200 points and timestep given by (6.42) with $c = 0.1$. 
6.6.3 Convergence Analysis

In Table 6.1, $L^1$ and $L^\infty$ convergence data for a representative calculation of scheme S3S-I-2 is presented. Calculations are performed for a range of device lengths with meshes of 100, 200, 400, 800, and 1600 points. The error is defined as the norm of the difference between approximate solutions for two successive meshes. These approximate solutions are piecewise linear reconstruction that are generated from the mesh data. An approximate convergence rate is given by

$$rate_k = \frac{\log(error_k/error_{k+1})}{\log(\Delta x_k/\Delta x_{k+1})}. \quad (6.43)$$

The errors and rates are computed for the scaled versions of the variables $n$, $m$, and $\theta$. In studying Table 6.1, the following should be noted.

1. None of the convergence rates for $n$, $m$, and $\theta$ are consistently second-order.

2. The convergence rate of $n$ is consistently first-order, regardless of the device size or the topology in which the error is measured.

3. The convergence rate of $m$ in the $L^1$ topology doesn’t follow any sort of trend with respect to the mesh size. In the $L^\infty$ topology, the convergence rate floats between one and two. (It should be noted that the $L^\infty$ norm is essentially a measure of the non-physical current oscillations at the junctions.) Typically the rate increases as the mesh is refined near the drift-diffusion regime and decreases near the transition regime.

4. In the $L^\infty$ topology, $\theta$ displays first-order convergence. However, in the $L^1$
topology, the convergence rate of \( \theta \) drops off significantly in the drift-diffusion regime. This is because any error is effectively washed out by the asymptotic limit \( \theta = 1 + O(\varepsilon^2) \). For larger devices, \( \varepsilon \ll \Delta x \) and therefore refining the mesh has little effect. This behavior is confirmed by Figures (6.6) and (6.7), where the temperature results across the device are virtually identical and equal to one.

Finally, for purposes of comparison, we present convergence rates for schemes \( S_{1-2} \) and \( S_{2-2} \) when \( L = 0.6 \mu m \). (Analysis of larger devices is not practical given the restrictive time step for these schemes.) In most cases, the convergence rate of these schemes is comparable to that of \( S_{3S-I-2} \). There are a few cases where the convergence rate is faster than that of \( S_{3S-I-2} \), but only because the initial errors of these schemes are significantly larger. As expected, the issues that lead to poor accuracy of \( S_{1-2} \) and \( S_{2-2} \) are alleviated when the mesh is refined.
| \( x_0 \) | 100-200 | rate | 200-400 | rate | 400-800 | rate | 800-1600 | rate |
|---|---|---|---|---|---|---|---|
| \( n \) | \( 10^{-1} \) | 6.04E-02 | 9.97 | 3.03E-02 | 1.03 | 1.49E-02 | 0.96 | 7.65E-03 |
| | \( 10^{-2} \) | 5.95E-02 | 1.00 | 2.97E-02 | 1.00 | 1.49E-02 | 1.00 | 7.43E-03 |
| | \( 10^{-3} \) | 6.21E-02 | 1.06 | 2.99E-02 | 1.01 | 1.49E-02 | 1.00 | 7.43E-03 |
| | \( 10^{-4} \) | 6.11E-02 | 1.02 | 3.02E-02 | 1.02 | 1.49E-02 | 1.00 | 7.43E-03 |
| | \( 10^{-5} \) | 6.11E-02 | 1.02 | 3.02E-02 | 1.02 | 1.49E-02 | 1.00 | 7.43E-03 |
| \( L^1 \) | \( 10^{-1} \) | 2.99E-02 | 1.98 | 7.55E-03 | 3.25 | 7.89E-04 | 2.45 | 1.44E-04 |
| | \( 10^{-2} \) | 2.68E-02 | -1.00 | 5.39E-02 | 1.83 | 1.52E-02 | 0.50 | 1.07E-02 |
| | \( 10^{-3} \) | 1.61E-01 | -0.21 | 1.86E-01 | 2.05 | 4.51E-02 | 0.38 | 3.46E-02 |
| | \( 10^{-4} \) | 2.88E-01 | 0.38 | 2.21E-01 | 2.07 | 5.31E-02 | 0.45 | 3.88E-02 |
| | \( 10^{-5} \) | 2.90E-01 | 0.38 | 2.22E-01 | 2.06 | 5.31E-02 | 0.45 | 3.88E-02 |
| \( \theta \) | \( 10^{-1} \) | 7.08E-02 | 4.75 | 2.63E-03 | -0.48 | 3.67E-02 | 0.50 | 1.29E-02 |
| | \( 10^{-2} \) | 4.63E-02 | 1.84 | 1.29E-02 | 2.18 | 2.85E-02 | 0.43 | 1.29E-02 |
| | \( 10^{-3} \) | 1.73E-03 | 1.36 | 6.75E-04 | 2.51 | 1.18E-04 | 0.10 | 1.10E-04 |
| \( L^\infty \) | \( 10^{-1} \) | 2.46E-05 | 1.64 | 7.90E-06 | 2.55 | 1.28E-06 | 0.07 | 1.30E-06 |
| | \( 10^{-2} \) | 2.49E-05 | 1.65 | 7.92E-08 | 2.54 | 1.36E-08 | 0.08 | 1.28E-08 |
| \( \theta \) | \( 10^{-1} \) | 2.05E-01 | 2.40 | 3.88E-02 | 1.77 | 1.14E-02 | 1.32 | 5.54E-03 |
| | \( 10^{-2} \) | 2.05E-01 | 2.40 | 3.88E-02 | 1.77 | 1.14E-02 | 1.32 | 5.54E-03 |

Table 6.1: Convergence rate of scheme S3S-I-2 for the \( n^+ - n - n^+ \) diode at various lengths. The time step is given by (6.42) with \( c = 0.2 \). The first column gives the topology in which the error is measured. The second column gives the variable of interest. The third column gives the device length. Columns 4, 6, 8, and 10 give the error computed when the mesh is refined by a factor of two. Columns 5, 7, and 9 give the convergence rate of the adjacent errors, computed according to (6.43).
Table 6.2: Convergence rate of scheme $S_1$-2 for the $n^+ - n - n^+$ diode. The device length is $L = 0.6 \mu m$ and the time step is given by (6.27) with $c = 0.2$. The first column gives the topology in which the error is measured. The second column gives the variable of interest. Columns 3, 5, 7, and 9 give the error computed when the mesh is refined by a factor of two. Columns 4, 6, and 8 give the convergence rate of the adjacent errors, computed according to (6.43).

<table>
<thead>
<tr>
<th></th>
<th>100-200</th>
<th>rate</th>
<th>200-400</th>
<th>rate</th>
<th>400-800</th>
<th>rate</th>
<th>800-1600</th>
</tr>
</thead>
<tbody>
<tr>
<td>$L^1$</td>
<td>$n$</td>
<td>6.47E-02</td>
<td>1.10</td>
<td>3.01E-02</td>
<td>1.02</td>
<td>1.49E-02</td>
<td>1.00</td>
</tr>
<tr>
<td></td>
<td>$m$</td>
<td>4.07E-01</td>
<td>1.63</td>
<td>1.31E-01</td>
<td>2.35</td>
<td>2.57E-02</td>
<td>1.13</td>
</tr>
<tr>
<td></td>
<td>$\theta$</td>
<td>2.58E-02</td>
<td>1.22</td>
<td>1.11E-02</td>
<td>1.77</td>
<td>3.25E-03</td>
<td>0.75</td>
</tr>
<tr>
<td>$L^\infty$</td>
<td>$n$</td>
<td>2.07</td>
<td>0.88</td>
<td>1.13</td>
<td>0.90</td>
<td>6.03E-01</td>
<td>1.00</td>
</tr>
<tr>
<td></td>
<td>$m$</td>
<td>1.34E+01</td>
<td>2.19</td>
<td>2.94</td>
<td>2.06</td>
<td>7.06E-01</td>
<td>2.05</td>
</tr>
<tr>
<td></td>
<td>$\theta$</td>
<td>3.57E-01</td>
<td>1.51</td>
<td>1.26E-01</td>
<td>1.43</td>
<td>4.66E-02</td>
<td>1.01</td>
</tr>
</tbody>
</table>

Table 6.3: Convergence rate of scheme $S_2$-2 for the $n^+ - n - n^+$ diode. The device length is $L = 0.6 \mu m$ and the time step is given by (6.27) with $c = 0.2$. The first column gives the topology in which the error is measured. The second column gives the variable of interest. Columns 3, 5, 7, and 9 give the error computed when the mesh is refined by a factor of two. Columns 4, 6, and 8 give the convergence rate of the adjacent errors, computed according to (6.43).

<table>
<thead>
<tr>
<th></th>
<th>100-200</th>
<th>rate</th>
<th>200-400</th>
<th>rate</th>
<th>400-800</th>
<th>rate</th>
<th>800-1600</th>
</tr>
</thead>
<tbody>
<tr>
<td>$L^1$</td>
<td>$n$</td>
<td>6.57E-02</td>
<td>1.13</td>
<td>3.01E-02</td>
<td>1.02</td>
<td>1.49E-02</td>
<td>1.00</td>
</tr>
<tr>
<td></td>
<td>$m$</td>
<td>3.65E-01</td>
<td>1.52</td>
<td>1.27E-01</td>
<td>1.71</td>
<td>3.87E-02</td>
<td>0.89</td>
</tr>
<tr>
<td></td>
<td>$\theta$</td>
<td>2.75E-02</td>
<td>1.32</td>
<td>1.10E-02</td>
<td>1.86</td>
<td>3.03E-03</td>
<td>0.65</td>
</tr>
<tr>
<td>$L^\infty$</td>
<td>$n$</td>
<td>2.12</td>
<td>0.92</td>
<td>1.12</td>
<td>0.84</td>
<td>6.26E-01</td>
<td>1.08</td>
</tr>
<tr>
<td></td>
<td>$m$</td>
<td>9.25</td>
<td>2.20</td>
<td>2.01</td>
<td>1.10</td>
<td>9.40E-01</td>
<td>0.95</td>
</tr>
<tr>
<td></td>
<td>$\theta$</td>
<td>3.14E-01</td>
<td>1.28</td>
<td>1.29E-01</td>
<td>1.65</td>
<td>4.12E-02</td>
<td>0.85</td>
</tr>
</tbody>
</table>

6.7 Conclusions and Discussion

We have found that the drift-diffusion balance plays an important role in numerical schemes for the hydrodynamic model in both the transition and the drift-diffusion regimes. Using a splitting method that is based on this balance yields a scheme that is free from excessive numerical dissipation and stiff fluxes in the drift-diffusion limit and significantly reduces the oscillations that are typically found at the junctions.
of the $n^+-n-n^+$ diode. One drawback to the three-step scheme is the presence of ringing oscillations that emanate from the junctions of large devices. Removing these oscillations will be the subject of future work.
Chapter 7

Simulation of a Unipolar MESFET Device

In this chapter, we compute two-dimensional solutions for perturbed entropy-based (PEB) models derived in Chapter 3. Recall that numerical experiments from Chapter 5 show a noticeable effect on the behavior of an $n^+-n-n^+$ diode with slab symmetry when $\Sigma \neq 0$, particularly near the drain junction. Even though this setting is not really natural for studying anisotropic effects (since the velocity $u$ varies only is one dimension), it does raise our interest in the behavior of more complicated devices. Our suspicion is supported by kinetic simulations [19, 20] which confirm that the electron distribution is highly anisotropic in regions of high electric field. As expected, our results show that the anisotropy does affect the simulated behavior of a MESFET device. This device is assumed to possess translation symmetry, meaning that the electron distribution is constant along lines perpendicular to a given plane. This means that the dynamics of electron transport can be described by equations in two spatial dimensions. Anisotropic effects are most visible near material junctions, where both the drift-diffusion model and standard hydrodynamic models show particularly poor performance. In these regions, we determine that a perturbed Gaussian closure is clearly a better option than a perturbed Maxwellian
closure, based on the way that anisotropy is introduced in each case. It is therefore feasible that a perturbed Gaussian model contains enough detail to replace expensive kinetic simulations in some instances.

Recall from the derivations in Chapter 3 that corrections to the basic Maxwellian and Gaussian closures yield both diffusive and convective terms. We consider only the models that include diffusive terms, which dissipate the entropy in each system. There are two reasons for this choice, both of which are highlighted in Chapter 3. First, it is not clear if hyperbolicity or entropy dissipation is preserved when convective corrections are included. Second, corrections to the basic (non-perturbed) Maxwellian and Gaussian closures are likely to be important in regions where the spatial gradients of some or all state variables are large. In such cases, diffusive terms (two derivatives) will dominate convective terms (one derivative). Indeed, this behavior was observed in the one-dimensional experiments conducted in Chapter 3.

The Maxwellian model we will study is

\[ \partial_t n + \nabla_x \cdot (nu) = 0, \]  
\[ \partial_t (nu) + \nabla_x \cdot (nu \lor u + n\theta I + \Sigma) - \frac{q_e}{m_e^*} n \nabla_x \Phi = C_v, \]  
\[ \partial_t \left( \frac{n|u|^2}{2} + \frac{3n\theta}{2} \right) + \nabla_x \cdot \left( \frac{n|u|^2u}{2} + \frac{5n\theta u}{2} + \Sigma u + q \right) = \frac{-q_e}{m_e^*} nu \cdot \nabla_x \Phi = C_{|u|}, \]

where the so-called fluid variables are the concentration \( n \), velocity \( u \), and temperature \( \theta \).
\[ \nabla_x \cdot (\epsilon \nabla_x \Phi) = q_e (D - n). \quad (7.2) \]

The constants \( m_e^* \) and \( q_e \) are the electron effective mass \([44]\) and electron charge magnitude, respectively. The quantity \( \epsilon = \epsilon(x) \) is the electric permittivity of the semiconductor and \( D = D(x) \) is the doping profile, a concentration of positive charges created when dopants ionize and release free electrons.

The collision terms on the right-hand side of (7.1) are

\[
C_v = \frac{1}{\tau_p} n u \quad \text{and} \quad C_{v|v|^2} = \frac{1}{\tau_w} \left( \frac{1}{2} n |u|^2 + \frac{3}{2} n (\theta - \theta_c) \right),
\]

where \( \tau_p \) and \( \tau_w \) are momentum and energy relaxation times, respectively, and \( \theta_c \) is the lattice temperature.

The anisotropic stress \( \Sigma \) and the heat flux vector \( q \) are diffusive corrections to the basic Maxwellian closure. In terms of the fluid variables,

\[
\Sigma = -n \theta \tau_p \left( \nabla_x u + (\nabla_x u)^T - \frac{2}{3} (\nabla_x \cdot u) I \right), \quad q = -\frac{5}{2} n \theta \tau_p \nabla_x \theta. \quad (7.3)
\]

The difference between (7.1) and most other hydrodynamic models in the fact that \( \Sigma \) is non-zero. However, the expressions in (7.3) are valid only when the anisotropy in the underlying kinetic distribution is small.
The Gaussian model we will study is

\[ \partial_t n + \nabla_x \cdot (nu) = 0, \quad (7.4a) \]

\[ \partial_t (nu) + \nabla_x \cdot (nu \vee u + n\Theta) - n\nabla_x \Phi = C_v, \quad (7.4b) \]

\[ \partial_t (nu \vee u + n\Theta) + \nabla_x \cdot (nu \vee u \vee u + 3n\Theta \vee u + Q) - 2nu \vee \nabla_x \Phi = C_{v\vee v}, \quad (7.4c) \]

where \( \Phi \) is given by (7.2) and the temperature matrix \( \Theta \) is related to the anisotropy by the relation \( n\Theta = n\theta I + \Sigma \). The collision terms on the right-hand side of (7.4) are

\[ C_v = -\frac{1}{\tau_p} nu, \]

\[ C_{v\vee v} = -\frac{1}{\tau_{\sigma}} (n\Theta - n\theta I) - \frac{1}{\tau_p} \left( nu \vee u - \frac{1}{3} n|u|^2 \right) I \]

\[ -\frac{1}{\tau_w} \left( \frac{1}{3} n|u|^2 I + n (\theta - \theta_c) I \right), \]

and the heat flux tensor \( Q \) is

\[ Q = -3\tau_{\sigma} n (\Theta \cdot \nabla_x) \vee \Theta, \]

where \( \tau_{\sigma} \) is the anisotropic relaxation time. The heat flux tensor is a diffusive correction to the basic Gaussian closure that comes from the perturbative analysis.

Like the Maxwellian model, the Gaussian model differs from most other hydrodynamic models in that the anisotropic stress tensor \( \Sigma \) is nonzero. However unlike the Maxwellian model, which uses a closure relation to express \( \Sigma \), the Gaussian model
determines $\Sigma$ with the addition of state variables that evolve according to (7.4c). Note that the trace of (7.4c) recovers (7.1c) when $\Sigma = 0$.

To see the effects of the different closures for $\Sigma$, we compare numerical simulations of (7.1) and (7.4) to a more traditional Bløtekjær-type model, which is just the basic Maxwellian closure with a diffusive heat flux added. To create such a model, we start with (7.1), set $\Sigma = 0$, and denote it the reference model.

The remainder of the chapter is organized as follows. In Section 7.1, we write out the equations in two dimensions and introduce the benchmark device for testing our models. In Section 7.2, we describe the numerical scheme used in our computations, and in Section 7.3 we present results of our computations.

7.1 Modeling Two Dimensional Transport

7.1.1 Equations in Two Dimensions

In two dimensions, (7.1) and (7.4) have the form

$$\partial_t \rho + \partial_x f(\rho) + \partial_y g(\rho) + l(\rho) \partial_x \Phi + s(\rho) \partial_y \Phi = r(\rho) + \partial_x c(\rho) + \partial_y d(\rho), \quad (7.5)$$

where $\Phi$ satisfies

$$\partial_x (\epsilon \partial_x \Phi) + \partial_y (\epsilon \partial_y \Phi) = -q_e (D - n). \quad (7.6)$$

The spatial densities in (7.5) have been collected into the vector $\rho$; the fluxes in the $x$ and $y$ directions are given by $f(\rho)$ and $g(\rho)$, respectively; the vectors $l(\rho)$ and $s(\rho)$ are field terms; the vector $r(\rho)$ contain collision terms; and the vectors $c(\rho)$ and $d(\rho)$
contain diffusive terms.

7.1.1.1 The Maxwellian closure  The Maxwellian closure is given by (7.5) with

\[
\rho = \begin{pmatrix} n \\ nu_1 \\ nu_2 \\ \frac{1}{2}(n|u|^2 + 3n\theta) \end{pmatrix},
\]

\[
f(\rho) = \begin{pmatrix} nu_1 \\ nu_1^2 + n\theta \\ nu_1u_2 \\ \frac{1}{2}(n|u|^2 + 5n\theta)u_1 \end{pmatrix}, \quad g(\rho) = \begin{pmatrix} nu_2 \\ nu_1u_2 \\ nu_2^2 + n\theta \\ \frac{1}{2}(n|u|^2 + 5n\theta)u_2 \end{pmatrix},
\]

\[
l(\rho) = \begin{pmatrix} 0 \\ n \\ 0 \\ nu_1 \end{pmatrix}, \quad s(\rho) = \begin{pmatrix} 0 \\ 0 \\ n \\ nu_2 \end{pmatrix}, \quad r(\rho) = \begin{pmatrix} 0 \\ -\frac{1}{\tau_p}nu_1 \\ -\frac{1}{\tau_p}nu_2 \\ \frac{1}{2\tau_w}(n|u|^2 + 3n(\theta - \theta_c)) \end{pmatrix},
\]
\[ \mathbf{c}(\rho) = \begin{pmatrix}
0 \\
\frac{4}{3} \partial_x u_1 - \frac{2}{3} \partial_y u_2 \\
\partial_x u_2 + \partial_y u_1 \\
\tau_p n \theta \left( \left( \frac{4}{3} \partial_x u_1 - \frac{2}{3} \partial_y u_2 \right) u_1 + \left( \partial_x u_2 + \partial_y u_1 \right) u_2 \right) + \frac{5}{2} \tau_p n \theta \partial_x \theta
\end{pmatrix}, \]

\[ \mathbf{d}(\rho) = \begin{pmatrix}
0 \\
\partial_x u_2 + \partial_y u_1 \\
-\frac{2}{3} \partial_x u_1 + \frac{4}{3} \partial_y u_2 \\
\tau_p n \theta \left( (\partial_x u_2 + \partial_y u_1) u_1 + \left( -\frac{2}{3} \partial_x u_1 + \frac{4}{3} \partial_y u_2 \right) u_2 \right) + \frac{5}{2} \tau_p n \theta \partial_x \theta
\end{pmatrix}. \]

7.1.1.2 The Gaussian Closure  The Gaussian closure is given by (7.5) with

\[ \rho = \begin{pmatrix}
n \\
nu_1 \\
nu_2 \\
\frac{1}{2} n |u|^2 + \frac{3}{2} n \theta \\
nu_1^2 + n \Theta_{11} \\
nu_2^2 + n \Theta_{22} \\
nu_1 u_2 + n \Theta_{22}
\end{pmatrix}. \]
\[ f(\rho) = \begin{pmatrix} nu_1 \\
 u_1^2 + n\Theta_{11} \\
 nu_2 u_1 + n\Theta_{12} \\
 (\frac{1}{2}n|u|^2 + \frac{3}{2}n\theta + n\Theta_{11}) u_1 + n\Theta_{12} u_2 \\
 (nu_1^2 + 3n\Theta_{11}) u_1 \\
 (nu_1 u_2 + 2n\Theta_{12}) u_2 + n\Theta_{22} u_1 \\
 n\Theta_{11} u_2 + (nu_1 u_2 + 2n\Theta_{12}) u_1 \\
 \end{pmatrix} \]

\[ g(\rho) = \begin{pmatrix} nu_2 \\
 nu_1 u_2 + n\Theta_{12} \\
 nu_2^2 + n\Theta_{22} \\
 n\Theta_{12} u_1 + (\frac{1}{2}n|u|^2 + \frac{3}{2}n\theta + n\Theta_{22}) u_2 \\
 (nu_1 u_2 + 2n\Theta_{12}) u_1 + n\Theta_{11} u_2 \\
 (nu_2^2 + 3n\Theta_{22}) u_2 \\
 n\Theta_{22} u_1 + (nu_1 u_2 + 2n\Theta_{12}) u_2 \\
 \end{pmatrix} \]
\[
\mathbf{1}(\rho) = \begin{pmatrix}
0 \\
n \\
0 \\
nu_1 \\
2nu_1 \\
0 \\
nu_2
\end{pmatrix}, \quad \mathbf{s}(\rho) = \begin{pmatrix}
0 \\
nu_2 \\
0 \\
2nu_2 \\
nu_1
\end{pmatrix},
\]

\[
\mathbf{r}(\rho) = \begin{pmatrix}
0 \\
-nu_1 \\
-nu_2 \\
\frac{1}{2}n|u|^2 + \frac{3}{2}n(\theta - \theta_i) \\
-\frac{1}{\tau_s}n(\Theta_{11} - \theta) - \frac{1}{\tau_p}(\frac{2}{3}u_1^2 - \frac{1}{3}u_2^2) - \frac{1}{\tau_w}(n|u|^2 + n(\theta - \theta_i)) \\
-\frac{1}{\tau_s}n(\Theta_{22} - \theta) - \frac{1}{\tau_p}(\frac{2}{3}u_2^2 - \frac{1}{3}u_1^2) - \frac{1}{\tau_w}(n|u|^2 + n(\theta - \theta_i)) \\
-\frac{1}{\tau_s}n\Theta_{12} - \frac{1}{\tau_p}nu_1u_2
\end{pmatrix},
\]
\[
c(\rho) = \begin{pmatrix}
0 \\
0 \\
0 \\
0 \\
\Theta_{11} \left( \frac{3}{2} \partial_x \theta + \partial_x \Theta_{11} \right) + \Theta_{12} \left( \partial_x \Theta_{12} + \partial_y \Theta_{11} + \frac{3}{2} \partial_y \theta \right) + \Theta_{22} \partial_y \Theta_{12} \\
3\Theta_{11} \partial_x \Theta_{11} + 3\Theta_{12} \partial_y \Theta_{11} \\
\Theta_{11} \partial_y \Theta_{22} + \Theta_{12} (2\partial_x \Theta_{12} + \partial_y \Theta_{22}) + 2\Theta_{11} \partial_x \Theta_{12}
\end{pmatrix},
\]

\[
d(\rho) = \begin{pmatrix}
0 \\
0 \\
0 \\
0 \\
\Theta_{11} \partial_x \Theta_{12} + \Theta_{12} \left( \partial_y \Theta_{12} + \partial_x \Theta_{22} + \frac{3}{2} \partial_x \theta \right) + \Theta_{22} \left( \frac{3}{2} \partial_y \theta + \partial_y \Theta_{22} \right) \\
2\Theta_{11} \partial_x \Theta_{12} + \Theta_{12} (2\partial_y \Theta_{12} + \partial_x \Theta_{11}) + \Theta_{22} \partial_y \Theta_{11} \\
3\Theta_{12} \partial_x \Theta_{22} + 3\Theta_{22} \partial_y \Theta_{22}
\end{pmatrix}.
\]

### 7.1.2 The Benchmark Device

Computation of the Maxwellian and Gaussian closures will be performed for a MESFET (Metal Semiconductor Field Effect Transistor) device [84] that is represented on the two-dimensional domain

\[
\Omega = \{(x, y) \in [0, 0.6] \times [0, 0.2]\}
\]
by doping profile

\[
D(x, y) = \begin{cases} 
3.0 \times 10^{17} \text{cm}^{-3}, & (x, y) \in [0.15, 0.20] \times ([0, 0.1] \cup [0.5, 0.6]) \\
1.0 \times 10^{17} \text{cm}^{-3}, & \text{elsewhere}.
\end{cases}
\]

The device, which is shown in Figure 7.1, has three contacts. The source and drain sit above the heavily doped \(n^+\) regions of the MESFET and the gate is centered above the low doped \(n\) region.

We assume that the device is made entirely of silicon in which case \(\epsilon = 1.04 \times 10^{-16} \text{C/\mu m}\). The effective mass is \(m_e^* = 0.32 m_e\), where \(m_e = 9.109 \times 10^{-31} \text{kg}\) is the free electron mass. The lattice temperature is \(\theta_{\ell} = \frac{k_B T_{\ell}}{m_e^*}, \text{where} \ T_{\ell} = 300 \text{K}\).

The boundary conditions are

- At the source, \(n = 3.0 \times 10^{17} \text{cm}^{-3}, \Phi = 0.0 \text{V}, u_1 = 0 \text{cm/s}, \theta = \Theta_{11} = \Theta_{22} = \theta_{\ell}, \Theta_{12} = 0, u_2 \) satisfies Neumann condition;

- At the gate, \(n = 3.0 \times 10^{17} \text{cm}^{-3}, \Phi = -0.8 \text{V}, u_1 = 0 \text{cm/s}, \theta = \Theta_{11} = \Theta_{22} = \theta_{\ell}, \Theta_{12} = 0, u_2 \) satisfies Neumann condition;

- At the drain, \(n = 3.9 \times 10^5 \text{cm}^{-3}, \Phi = 1.0 \text{V}, u_1 = 0 \text{cm/s}, \theta = \Theta_{11} = \Theta_{22} = \theta_{\ell}, \Theta_{12} = 0, u_2 \) satisfies Neumann condition;

- At all other boundaries, Neumann conditions are imposed for all variables.
Figure 7.1: Schematic representation of the MESFET device.

The initial conditions at time $t = 0$ are

$$
n = D, \quad u_1 = u_2 = 0, \quad \Phi = 0,$$

$$\theta = \Theta_{11} = \Theta_{22} = \theta_{\ell}, \quad \Theta_{12} = 0.$$

Finally, the relaxation times $\tau_w$, $\tau_p$, and $\tau_s$ for this device are modeled as functions of energy, using a Monte-Carlo fitting [63]. One should note that these values are for a one-dimensional $n^+-n-n^+$ diode. Therefore, our results could be improved by re-calibrating the relaxation times specifically for the MESFET device. In particular, one should expect different values for $\tau_p$ and $\tau_s$ in different directions.
7.2 Numerical Scheme

In this Section, we present details of the numerical scheme used to compute solutions of the Maxwellian and Gaussian closures. Their are four main components to the scheme: discretization of convective terms, discretization of diffusive terms, a Poisson solver for (7.6), and discretization of the collision and field terms. The scheme proceeds by computing $\Phi$ with a Poisson solver and then using $\Phi$ to update the components of $\rho$ via a discretization of (7.5). The new value of $n$ is then used to find $\Phi$ and the process continues until the steady state is achieved.

We introduce a uniform rectangular grid $\{(x_i, y_j)\}_{i=0, j=0}^{N_i, N_j}$ with spacing $\Delta x = x_{i+1} - x_i$ and $\Delta y = y_{i+1} - y_i$. The domain $\Omega$ is divided into cells of the form

$$C_{ij} = [x_{i-1/2}, x_{i+1/2}] \times [y_{j-1/2}, y_{j+1/2}]$$

where $x_{i\pm 1/2} = x_i \pm 0.5\Delta x$ and $y_{j\pm 1/2} = y_j \pm 0.5\Delta y$. We will construct a scheme that is second-order in space and first-order, explicit in time. The scheme is easy to implement with higher-order Runge-Kutta methods to examine transient behavior, but first-order time steps will be sufficient for steady-state solutions.

7.2.1 Discretization of Convective Terms

For the convective terms, a shock-capturing scheme is employed with fluxes that are evaluated using a central-upwind approach [45]. For a standard conservation law in two dimensions:

$$\partial_t u + \partial_x f(u) + \partial_y g(u) = 0,$$
a second-order central-upwind scheme has the semi-discrete form

\[ \frac{d}{dt} \mathbf{u}_{ij} + \frac{F_{i+1/2,j} - F_{i-1/2,j}}{\Delta x} + \frac{G_{i,j+1/2} - G_{i,j-1/2}}{\Delta y} = 0, \]

where

\[ \mathbf{u}_{ij} = \frac{1}{\Delta x \Delta y} \int_{y_{i-1/2}}^{y_{i+1/2}} \int_{x_{i-1/2}}^{x_{i+1/2}} \mathbf{u}(x, y) \, dx \, dy, \]

\[ F_{j+1/2,k} = \frac{a_{i+1/2,j}^+ f(u_{ij}^W) - a_{i+1/2,j}^- f(u_{ij}^E)}{a_{i+1/2,j}^+ - a_{i+1/2,j}^-} (u_{i+1,j}^W - u_{ij}^E), \]

\[ G_{j+1/2,k} = \frac{b_{i,j+1/2}^+ f(u_{ij}^S) - b_{i,j+1/2}^- f(u_{ij}^N)}{b_{i,j+1/2}^+ - b_{i,j+1/2}^-} (u_{ij}^S - u_{ij}^N), \]

\[ a_{i+1/2,j}^+ = \max \left\{ \lambda^+ \left( \frac{\partial f}{\partial \mathbf{u}}(u_{i+1,j}^W) \right), \lambda^+ \left( \frac{\partial f}{\partial \mathbf{u}}(u_{ij}^E) \right), 0 \right\}, \]

\[ a_{i+1/2,j}^- = -\min \left\{ \lambda^- \left( \frac{\partial f}{\partial \mathbf{u}}(u_{i+1,j}^W) \right), \lambda^- \left( \frac{\partial f}{\partial \mathbf{u}}(u_{ij}^E) \right), 0 \right\}, \]

\[ b_{i,j+1/2}^+ = \max \left\{ \lambda^+ \left( \frac{\partial g}{\partial \mathbf{u}}(u_{ij}^S) \right), \lambda^+ \left( \frac{\partial g}{\partial \mathbf{u}}(u_{ij}^N) \right), 0 \right\}, \]

\[ b_{i,j+1/2}^- = -\min \left\{ \lambda^- \left( \frac{\partial g}{\partial \mathbf{u}}(u_{ij}^S) \right), \lambda^- \left( \frac{\partial g}{\partial \mathbf{u}}(u_{ij}^E) \right), 0 \right\}, \]

\[ u_{ij}^E = u(x_{ij}) + \frac{\Delta x}{2} (u_x)_{ij}, \quad u_{ij}^W = u(x_{ij}) - \frac{\Delta x}{2} (u_x)_{ij}, \]

\[ u_{ij}^N = u(x_{ij}) + \frac{\Delta y}{2} (u_y)_{ij}, \quad u_{ij}^S = u(x_{ij}) - \frac{\Delta y}{2} (u_y)_{ij}, \]
The values \((u_x)_{ij}\) and \((u_y)_{ij}\) are second-order approximations of the derivatives \(\partial_x u\) and \(\partial_y u\). We use a minmod-type approximation:

\[
(u_x)_{ij} = \text{minmod} \left( \frac{u_{i+1,j} - u_{i,j}}{\Delta x}, \frac{u_{i+1,j} - u_{i-1,j}}{2\Delta x}, \frac{u_{i,j} - u_{i-1,j}}{\Delta x} \right),
\]

\[
(u_y)_{ij} = \text{minmod} \left( \frac{u_{i,j+1} - u_{i,j}}{\Delta y}, \frac{u_{i,j+1} - u_{i,j-1}}{2\Delta y}, \frac{u_{i,j} - u_{i,j-1}}{\Delta y} \right).
\]

### 7.2.2 Discretization of Diffusive Terms

Our approach to discretizing the diffusive terms in (7.5) is based on their entropy dissipative properties. These terms can be written in the form:

\[
\partial_x c(\rho) + \partial_y d(\rho) = \nabla_x \cdot (T(\rho) \cdot \nabla_x \beta(\rho)) \quad (7.7)
\]

(see Chapter 3, Section 5), where \(\beta\) is a tensor of Lagrange multipliers associated with \(\rho\) and \(T\) is a tensor that induces a positive, symmetric bilinear form \(\mathcal{F}_T\). Given tensors \(v\) and \(w\) (of appropriate size),

\[
\mathcal{F}_{T(u)}(v, w) \equiv \int_{\Omega} v \cdot T(u) \cdot w \, dx \, dy = \int_{\Omega} w \cdot T(u) \cdot v \, dx \, dy.
\]

and

\[
\mathcal{F}_{T(u)}(v, v) \geq 0.
\]
For the Maxwellian closure, $\beta = \left( \frac{u}{\theta}, \frac{1}{\theta} \right)$ and $T$ can be written in the form of a block tensor:

$$T = \tau n \theta^2 \begin{pmatrix}
3I \lor I - \frac{5}{3} I \otimes I & 3I \lor u - \frac{5}{3} I \otimes u \\
3I \lor u - \frac{5}{3} u \otimes I & \frac{5}{2} n \theta I + \frac{1}{3} u \lor u + |u|^2 I
\end{pmatrix}.$$  

For the Gaussian closure, $\beta = \frac{1}{2} \Theta^{-1}$ and $T$ can be written in the form of a six tensor:

$$T_{ijklmn} = \tau n \left( \Theta_{il} \Theta_{jm} \Theta_{kn} + \Theta_{il} \Theta_{jn} \Theta_{km} + \Theta_{im} \Theta_{jl} \Theta_{kn} \\
+ \Theta_{im} \Theta_{jn} \Theta_{kl} + \Theta_{in} \Theta_{jl} \Theta_{km} + \Theta_{in} \Theta_{jm} \Theta_{kl} \right).$$

We proceed with a weak formulation for the right-hand side of (7.7). Let $\phi$ be any smooth function on $\Omega$. Then

$$\int_{\Omega} \phi \nabla_x \cdot (T(\rho) \cdot \nabla_x \beta) \, dxdy = -\mathcal{F}_{T(\rho)}(\nabla_x \phi, \nabla_x \beta) + \int_{\partial \Omega} (\phi T(\rho) \cdot \nabla_x \beta) \cdot \nu \, dxdy, \quad (7.8)$$

where $\nu(x, y)$ is the outward normal to $\partial \Omega$ at $(x, y) \in \partial \Omega$. In particle, if we assume formally that $\beta$ is smooth, then setting $\phi = \beta$ gives the entropy dissipation associated with $c$ and $d$. Since we are only interested in discretizing in the interior of $\Omega$, we use ghost points to implement boundary conditions and then choose $\phi$ with compact support on $\Omega$. This means the boundary term on the right-hand side of (7.8) vanishes.

We use the following quadrature to approximate $\mathcal{F}_{T(\rho)}(\nabla_x \phi, \nabla_x \beta)$:

$$\int_{\Omega} \nabla_x \phi \cdot T(\rho) \cdot \nabla_x \beta \, dxdy \simeq$$

$$\sum_{ij} (D\phi)_{i+1/2,j+1/2} \cdot (T(\rho))_{i+1/2,j+1/2} \cdot (D\beta)_{i+1/2,j+1/2},$$
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where \((D\phi)_{i+1/2,j+1/2}\) is an approximation of the gradient of \(\phi\) at \((x_{i+1/2},y_{j+1/2})\):

\[
(D\phi)_{i+1/2,j+1/2} = \begin{pmatrix}
\frac{(\phi_{i+1,j} - \phi_{i,j})}{2\Delta x} + \frac{(\phi_{i+1,j+1} - \phi_{i,j+1})}{2\Delta x} \\
\frac{(\phi_{i,j+1} - \phi_{i,j})}{2\Delta y} + \frac{(\phi_{i+1,j+1} - \phi_{i,j+1})}{2\Delta y}
\end{pmatrix},
\]

and \((D\beta)_{i+1/2,j+1/2}\) is defined similarly. Finally, \((T(\rho))_{i+1/2,j+1/2}\) is the average of the four surrounding values of \(T\):

\[
T(\rho_{i+1/2,j+1/2}) = \frac{1}{4} \sum T(\rho_{i,j}) + T(\rho_{i+1,j}) + T(\rho_{i+1,j+1}) + T(\rho_{i,j+1}).
\]

A discretization for (7.7) at \((x_i,y_j)\) is computed by setting \(\phi_{kl} = \delta_{ik}\delta_{jl}\). The actual formulas that result are extremely long and tedious and are therefore omitted.

### 7.2.3 Multigrid Poisson Solver

A linear discretization for (7.6) takes the form \(\Phi\)

\[
(L\Phi)_{ij} = \frac{q_e}{\epsilon} (D_{ij} - n_{ij})
\]

where \(D_{ij}\) and \(n_{ij}\) are cell average values of \(D\) and \(n\) on the cell \(C_{ij}\) and \((L\Phi)_{ij}\) is a finite volume approximation of \(-\nabla^2\Phi\). (Actually, pointwise values at the cell centers are equivalent since the scheme is second-order in space). Solving the linear matrix equation that arises from (7.9) is not easy because, unlike the standard one-dimensional case, the matrix representation of \(L\) is not tri-diagonal. Rather, standard discretization of the Laplacian operator in two dimensions produces a matrix with
three center diagonal bands representing differentiation in one direction plus two additional bands, one above and one below, representing differentiation in the other direction. These additional bands are spaced either $N_i$ or $N_j$ places from the main diagonal, depending on how the matrix variables in (7.9) are organized into vector form. In either case, unless the grid is very coarse, the matrix is sparse and inversion of (7.9) requires non-standard methods.

Popular iterative methods for solving (7.9) include the alternate-direction implicit method (ADI), successive over-relaxation (SOR), and multigrid methods. See [85] for a brief synopsis of each method along with algorithms and additional references. We choose a multigrid method for solving (7.9). As the name suggests, multigrid methods use a hierarchy of grids to substantially improve the classical relaxation techniques for solving (7.9). Our current presentation follows that of [86].

We endow $\Omega$ with $M$ different grids,

$$G^m = \{(x_i^m, y_j^m)\}_{i=0, j=0}^{N_i^m, N_j^m}, \quad m = 1, \ldots, M.$$ 

Here $G^M$ is the original grid for solving (7.5)-(7.6) so that

$$N_i = N_i^m \quad \text{and} \quad N_j = N_j^m,$$

and $G^1$ is a grid which is coarse enough for linear equations such as (7.9) to be solved.
explicitly with a small number of operations. For \( m < M \), \( G^m \) is defined by setting

\[
(x_i^{m-1}, y_j^{m-1}) = (x_i^{2m}, y_j^{2m}), \quad 1 \leq m < M, \quad 0 \leq i \leq N_i^m, \quad 0 \leq j \leq N_j^m.
\]

Note that this definition implies that \( N_i \) and \( N_j \) are constant multiples of some power of two.

Let \( \Phi_{ij}^m \equiv \Phi(x_i^m, y_j^m) \) and let \( D_{ij}^m \) and \( n_{ij}^m \) be cell average values of \( D \) and \( n \) on the cell

\[
C_{ij}^m \equiv [x_{i-1/2}^m; x_{i+1/2}^m] \times [y_{j-1/2}^m; y_{j+1/2}^m],
\]

where

\[
x_{i \pm 1/2}^m = x_i^m \pm \frac{\Delta x^m}{2}, \quad \Delta x^m = \frac{\Delta x}{2M-m},
\]

\[
y_{i \pm 1/2}^m = y_i^m \pm \frac{\Delta y^m}{2}, \quad \Delta y^m = \frac{\Delta y}{2M-m}.
\]

We approximate (7.6) on \( G^m \) by the discretization

\[
(L \Phi)_{ij}^m = \frac{q_e}{\epsilon} (D_{ij}^m - n_{ij}^m),
\]

where

\[
(L \Phi)_{ij}^m \equiv -\frac{(\Phi_{i+1,j}^m - 2\Phi_{i,j}^m + \Phi_{i-1,j}^m)}{(\Delta x^m)^2} - \frac{(\Phi_{i,j+1}^m - 2\Phi_{i,j}^m + \Phi_{i,j+1}^m)}{(\Delta y^m)^2},
\]

\[
F_{ij}^m \equiv \frac{q_e}{\epsilon} (D_{ij}^m - n_{ij}^m).
\]
Substituting (7.11) into (7.10) and rearranging terms gives $\Phi^m = X(\Phi^m)$, where the relaxation operator $X$ is

$$(X(\Phi^m))_{ij} \equiv \frac{1}{2} \frac{1}{(\Delta x^m)^2 + (\Delta y^m)^2} \left[ (\Delta x^m \Delta y^m)^2 F_{ij}^m ight.$$  

$$+ (\Delta x^m)^2 (\Phi_{i,j+1}^m + \Phi_{i,j+1}^m) + (\Delta y^m)^2 (\Phi_{i+1,j}^m + \Phi_{i-1,j}^m) \right].$$

One approach to solving (7.10) is by relaxation—that is, by updating $\Phi^m \leftarrow X(\Phi^m)$ iteratively until it converges. In this instance, relaxation can be implemented with so-called red-black iteration, where all $\Phi_{ij}$ are computed first with $(i + j)$ even and then with $(i + j)$ odd, thereby updating all of the red (even) and then black (odd) values of $\Phi_{ij}$ in the pattern of a checkerboard.

The problem with relaxation methods is that they tend to act as a filter that effectively removes high frequency modes from the error. However, the remaining low frequency modes lead to overall slow convergence. The basic idea of multigrid methods is to improve convergence at low frequencies by solving the residual equation for (7.10) on the coarsened grid $G^{m-1}$, where the frequency of modes relative to the grid is doubled. The solution to the residual equation on $G^{m-1}$ is used to correct the current approximation of $\Phi^m$ on $G^{m-1}$.

Let us describe a two-grid algorithm in more detail. Suppose that $\hat{\Phi}^m$ is an approximation of $\Phi^m$ after applying $X$ a prescribed number of times. Then the error

$$\Upsilon^m \equiv \Phi^m - \hat{\Phi}^m \quad (7.12)$$
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is dominated by modes that are low frequency with respect to $G^m$. Since $L$ is linear, $\Upsilon^m$ satisfies

\[ (L \Upsilon^m)_{ij} = (L \Phi^m)_{ij} - (L \hat{\Phi}^m)_{ij} = \frac{q_e}{\epsilon} (D^m_{ij} - n^m_{ij}) - (L \hat{\Phi}^m)_{ij}, \]

where $1 \leq m < M$, $0 \leq i \leq N^m_i$, $0 \leq j \leq N^m_j$.

If (7.13) can be solved for $\Upsilon^m$, then $\Upsilon^m$ can be substituted into (7.12) to find $\Phi^m$. However, like (7.10), (7.13) is only solved approximately for $\Upsilon^m$. Moreover, relaxation techniques for solving (7.12) iteratively will converge slowly since $\Upsilon^m$ is composed predominantly of low frequency modes. The solution to this dilemma is to map $(L \Upsilon)^m$ onto $G^{m-1}$ with a restriction operator $R$:

\[ (L \Upsilon)^{m-1}_{ij} = R((L \Upsilon)^m)_{ij} \]

\[ \equiv \frac{1}{16} \left[ (L \Upsilon)^m_{2i-1,2j-1} + (L \Upsilon)^m_{2i-1,2j+1} + (L \Upsilon)^m_{2i+1,2j-1} + (L \Upsilon)^m_{2i+1,2j+1} \right] \]

\[ + \frac{1}{8} \left[ (L \Upsilon)^m_{2i,2j-1} + (L \Upsilon)^m_{2i,2j+1} + (L \Upsilon)^m_{2i-1,2j} + (L \Upsilon)^m_{2i+1,2j} \right] \]

\[ + \frac{1}{4} (L \Upsilon)^m_{2i,2j}, \]

The frequency of error modes relative to the grid is therefore doubled, making relaxation of the residual equation more effective.

Suppose now that $\hat{\Upsilon}^{m-1}$ is an approximation of $\Upsilon^{m-1}$ after application of $X$ to (7.13) on the grid $G^{m-1}$ a prescribed number of times. The approximate error $\hat{\Upsilon}^{m-1}$ is then mapped back to $G^m$ with an interpolation operator $I$. If $\Upsilon^m = I(\Upsilon^{m-1})$,
then

\[
\begin{align*}
\gamma_{2i,2j}^m &= \gamma_{ij}^{m-1}, \\
\gamma_{2i+1,2j}^m &= \frac{1}{2} (\gamma_{ij}^{m-1} + \gamma_{i+1,j}^{m-1}), \\
\gamma_{2i,2j+1}^m &= \frac{1}{2} (\gamma_{ij}^{m-1} + \gamma_{i,j+1}^{m-1}), \\
\gamma_{2i+1,2j+1}^m &= \frac{1}{4} (\gamma_{ij}^{m-1} + \gamma_{i,j+1}^{m-1} + \gamma_{i+1,j}^{m-1} + \gamma_{i+1,j+1}^{m-1}).
\end{align*}
\]

and \(\hat{\Phi}^m\) is updated by

\[
\hat{\Phi}^m \leftarrow \hat{\Phi}^m + \hat{\gamma}^m
\]

Afterward \(X\) is applied again for a prescribed number of iterations in order to remove any high frequency errors that may have been introduced by the interpolation.

In practice there are more than two grids; and rather than accept the value of \(\hat{\gamma}^{m-1}\) as the approximate error, the entire process described above is repeated again—this time between grids \(G^{m-1}\) and \(G^{m-2}\)—to find

\[
\gamma^{m-1} \equiv \gamma^m - \hat{\gamma}^m = \phi^m - \hat{\phi}^m - \hat{\gamma}^m.
\]

In this way, a nested algorithm proceeds to remove errors at lower frequencies by solving residual equations on coarser grids. The nesting terminates when \(m = 1\), in which case an exact solution is easy to compute. The process of moving from the finest to coarsest grid and back again is called a cycle.

We summarize the recursive algorithm for the so-called \(\mu\)-cycle \(M \mu^m\).
\[ \Upsilon^m \leftarrow M \mu^m(\Upsilon^m, F^m, s_1, s_2); \]

// \( \mu, s_1 \) and \( s_2 \) are positive integers.

- If \( m = 1 \), solve \( L(\Upsilon)^m = F^m \) exactly.

- Else,

  1. Relax \( \Phi^m = X(\Phi^m) \) \( s_1 \) times with initial guess \( \Upsilon^m \).
  
  2. Update the residual and restrict to \( G^{m-1} \):

     \[
     F^{m-1} \leftarrow R(F^{m} - (L\Upsilon)^m). 
     \]

  3. Update \( \Upsilon^{m-1} \leftarrow M \mu^m(\Upsilon^{m-1}, F^{m-1}, s_1, s_2) \) \( \mu \) times with initial condition \( \Upsilon^{m-1} = 0 \).

  4. Interpolate \( \Upsilon^{m-1} \) onto \( G^m \) and correct \( \Upsilon^m \): \( \Upsilon^m \leftarrow \Upsilon^m + I(\Upsilon^{m-1}) \).

  5. Relax \( \Phi^m = X(\Phi^m) \) \( s_2 \) times with initial guess \( \Upsilon^m \).

The procedure \( \Phi^M \leftarrow M \mu^m(\Phi^M, F^M, s_1, s_2) \), where

\[
F^M_{ij} = \frac{q_e}{\epsilon} (D_{ij} - n_{ij}), \quad \text{(7.15)}
\]

produces highly accurate solution for (7.9). It works particularly well for solving the Poisson equation because the restriction operator \( R \) is an approximation of the inverse Laplacian operator.
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Convergence of the $\mu$-cycle is greatly improved by a good initial guess. This is done by restricting $F_{ij}^M$ to the grid $G^{M-1}$ and computing

$$\Phi^{M-1} \leftarrow M\mu^m(\Phi^{M-1}, F^{M-1}, s_1, s_2)$$

which is then interpolated onto $G^M$ as an initial guess for $\Phi^M$. In turn, an initial guess will be needed for $\Phi^{M-1}$. This recursive process continues until an exact solution is computed on $G^1$. The full multigrid algorithm is

\[
\Upsilon^m \leftarrow FMG(F^m, s_0, s_1, s_2):
\]

// $s_0, s_1$, and $s_2$ are positive integers.

• If $m = 1$, solve $L(\Upsilon)^m = F^m$ exactly.

• Else

\begin{enumerate}
  \item Restrict to $G^{m-1}$: $F^{m-1} \leftarrow R(F^m)$.
  \item Update $\Upsilon^{m-1} \leftarrow FMG(\Upsilon^{m-1}, F^{m-1}, s_0, s_1, s_2)$ $s_0$ times.
  \item Interpolate to $G^m$: $\Upsilon^m \leftarrow I(\Upsilon^{m-1})$.
\end{enumerate}

The electric potential $\Phi$ is updated at each time step by

$$\Phi(t + \Delta t) = FMG(\Phi(t), F, s_0, s_1, s_2),$$

where $F = F^M$ is given by 7.15 and $s_0, s_1, s_2$ are chosen to optimize convergence.
7.2.4 Discretization of Field and Collision Terms

We now present the remaining details of the scheme. The collision terms are approximated by using

$$\frac{1}{\Delta x \Delta y} \int_{C_{ij}} r(\rho) = r(\rho_{ij}) + O((\Delta y)^2 + (\Delta x)^2)$$

with similar expressions for the field terms \( l \) and \( s \). The electric field is approximated with center differences:

$$\frac{1}{\Delta x \Delta y} \int_{C_{ij}} \partial_x \Phi = \frac{\Phi_{i+1,j} - \Phi_{i+1,j}}{\Delta x} + O((\Delta y)^2 + (\Delta x)^2)$$

$$\frac{1}{\Delta x \Delta y} \int_{C_{ij}} \partial_y \Phi = \frac{\Phi_{i,j+1} - \Phi_{i,j-1}}{\Delta y} + O((\Delta y)^2 + (\Delta x)^2).$$

7.3 Numerical Results

Numerical computations are performed on a \( 96 \times 32 \) grid. The scheme is allowed to run until the following steady-state criteria is achieved:

$$\frac{||\rho(t + \Delta t) - \rho(t)||_{L^1(\Omega)}}{||\rho(t)||_{L^1(\Omega)}} \leq 10^{-4} \Delta t.$$ 

Results are presented below in Figures 7.2-7.13. Most of these figures show results from the Maxwellian and Gaussian models and the differences of each with respect to the reference model.

Figure 7.2 is a plot of electron concentration. Both models show the same general behavior with a large drop-off in the region just below the gate. Differences are only
noticeable to the eye when comparing to the reference model. The two models differ from the reference model in a similar fashion near the drain contact of the MESFET. However, the Maxwellian model also displays major differences between the source and the gate contacts and near the artificial lateral boundaries of the MESFET at $x = 0$ and $x = 0.6$.

Figures 7.3 and 7.4 are plots of electron momentum density. The region just under the gate show very little current flow because of the charge depletion there. Instead, current flows out from the source, below the depletion region, then across the MESFET and up to the drain contact. The vertical current flow in and out of the contacts is larger for Gaussian model than it is for the Maxwellian model. The lack of current between contacts for the Maxwellian model is compensated by a horizontal flow at the lower lateral boundaries. As in Figure 7.2, the Maxwellian model displays larger variations from the reference than the Gaussian model between the source and the gate contacts and at the lateral boundaries.

Figures 7.5 and 7.6 are plots of electron bulk velocity. The Maxwellian models tends to produce velocity spikes near contacts. We note the rather large deviation of the Gaussian model from the reference in the depletion region of the MESFET, between the gate and drain.

Figure 7.7 shows the steady-state potential, and Figures 7.8 and 7.9 are electric field plots. The Gaussian model is not much different from the reference model. However, the Maxwellian model displays a noticeable drop in the $x$-component of the electric field, which is consistent with the horizontal current flow observed at the lower lateral boundaries.
Figures 7.10 and 7.11 are plots of electron energy and temperature, respectively. The main point to take from these plots is that the spike (in both plots) that occurs at the edge of the gate contact in both the Maxwellian and reference models is not present in the Gaussian model. A spike does appear in the temperature matrix component $\Theta_{11}$ (see Figure 7.13), which replaces $\theta$ in the pressure term of the momentum equation when passing from the Maxwellian to the Gaussian model. However, this new spike is substantially smaller.

The results displayed in Figures 7.2-7.9 follow two basic trends. First, the Gaussian model agrees with the reference model over most of the device; for the most part, major corrections appear only near the gate-drain end of the MESFET, where the electron temperature is greatest and where one might expect the greatest deviation from a drift-diffusion model. Second, the Maxwellian model appears to produce corrections similar to the Gaussian model in the gate-drain area, but it also deviates from the reference model at the lower lateral boundaries of the MESFET and especially near the source-gate region. It may be then that the Maxwellian model is not an appropriate for simulating transport in these regions of the MESFET.

We recall that the key assumption for the perturbed Maxwellian closure is that the underlying kinetic distribution is close to being anisotropic, which implies $\Sigma$ is small. Therefore, in Figures 7.12, we check the validity of the Maxwellian model by computing the size of each component of $\Sigma$ relative to the isotropic pressure $n\theta$. It turns out that the results are inconsistent with the smallness assumption on $\Sigma$ near both sides of the gate contact. On the drain side, there is a very localized spike in
Figure 7.2: Steady-state electron concentration.

Σ. However, on the source side, Σ is quite large over a much greater area.

Analogous results for the Gaussian model are given in 7.13. Clearly Σ is much smaller than for the Maxwellian model, but still rather large: Σ ∼ 10⁻¹, with the largest variations appearing close to the MESFET contacts. We therefore conjecture that the anisotropy of the underlying kinetic distribution is small, but certainly not small enough to treat it as a perturbation. Our conjecture—and the accuracy of the Gaussian model in general—must still be tested against kinetic or Monte Carlo simulations. This will be the subject of future work.
Figure 7.3: Steady-state momentum, $x$-component.
Figure 7.4: Steady-state momentum, $y$-component.
Figure 7.5: Steady-state velocity, $x$-component.
Figure 7.6: Steady-state velocity, $y$-component.
Figure 7.7: Steady-state potential.
Figure 7.8: Steady-state electric field, $x$-component.
Figure 7.9: Steady-state electric field, \( y \)-component.
Figure 7.10: Steady-state energy profile, $\frac{1}{2}m_e^*|u|^2 + \frac{3}{2}m_e^*\theta$. 
Figure 7.11: Steady-state temperature profile, $T = m_e^* \theta / k_B$. 
Figure 7.12: Anisotropy in the Maxwellian closure
Figure 7.13: Anisotropy in the Gaussian closure.
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