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Chapter 1

INTRODUCTION

The last few decades have seen the birth of electronics and its continuous miniaturization and increase in speed and complexity spurred by the increasing demand of its applications. Over the last few years, however, it has become increasingly hard to push the limits on speed and size of electronic devices as we near the physical limits inherent to electronic processing. Speed is determined by the size of devices and carrier mobility; smaller devices mean lower capacitance and shorter interconnects. However, there is a limit to how small a device can be and still exhibit the desired behavior before running into effects from non-uniform scaling and quantum effects.

An alternative approach to signal processing that is being explored over the last decade has been the use of photons. Using light to do the jobs that traditional electronics has been doing so far has certain advantages. The shortest light pulses that can be generated now are in the range of attoseconds [8], much shorter than anything comparable in electronics. Light, with a frequency ~ \(10^{15}\) Hz, can be used as a carrier for signals that are much faster than what is possible by electronics. An optical waveguide can transport multiple signal streams in parallel using different wavelengths, something not possible on electronic interconnects. Also, multiple light beams can criss-cross without affecting each other provided there is no non-linearity in the medium at the crossing point. To be truly comparable to electronics, there has to be not only non-linear
photonic devices but such non-linear processes should exhibit time-scales that are faster than what is achievable through electronics [9].

However, there are two hurdles that need to be overcome before practical implementation of all-optical signal processing using such non-linear processes can be achieved: miniaturization and power reduction. Typically, optical non-linear processes are observed only at high intensities. One way to reduce the input power requirement is to use resonators, which provide intensity amplification at the cost of bandwidth. If the processing needs to be done for signals over a narrow range of wavelengths, then optical resonators provide a method for reducing power. However, implementing optical signal processing by bulk optics becomes difficult due to the complexity involved and this is where microresonators provide a very practical solution.

Optical microresonator devices provide a very useful platform on which various signal processing functions can be achieved in a much smaller volume compared to bulk optics and with much smaller power. Microrings and microdisk resonators, first proposed by Marcatilli [10], are a subset of these microresonators that are uniquely suited for large scale integration of such functions. They have the advantage of being completely planar devices with input and output waveguides lying in the same plane thus allowing easy cascading of many such devices on a wafer [11-13]. Their versatility is apparent in the multitude of functions, such as optical channel add-drop filters, multiplexers and demultiplexers [14-16], high order filters [17-21], wavelength-selective reflectors [22-24], lasers [25-27], and modulators [28-30], that have been demonstrated using microrings and microdisks over the last few years. Besides variety in function, they have been implemented in a wide range of materials such as glass [31, 32], polymer [33, 34],
silicon [35], and III-V’s such as indium phosphide and gallium arsenide[36, 37].

1.1 Dissertation Goals

Most of the microring and microdisk devices demonstrated so far have been for linear applications. Recently, there have been demonstrations of all-optical switching based on non-linear effects in passive gallium arsenide and indium phosphide microrings, where a high power pump beam is used to switch a lower power probe beam [38-40]. These devices have been used to implement optical logic gates [41]. However it is difficult to cascade passive devices to form photonic circuits due to 1) insertion losses associated with each stage, 2) lack of tunability for the ring resonators 3) high optical powers needed for switching and 4) due to the fact that the low power probe beam of the preceding stage has to form the high power pump beam for the succeeding stage.

The goal and novelty of this research is to develop electrically pumped microrings and microdisks based on indium phosphide for non-linear all-optical switches that overcome the limitations of passive devices and hence provide fully cascadable functional blocks for photonic circuits. This includes the development of an electrically pumped microring amplifier, which can compensate for insertion losses and boosts optical power between stages and also to use the enhanced non-linearity due to gain within the microring to effect non-linear all-optical switching at lower optical powers compared to passive devices.

1.2 Theory of Microrings

1.2.1 What is a microring resonator?

A microring is an optical waveguide that forms a ring shaped structure as shown
in figure 1.1 and whose circumference is in the range of tens or hundreds of microns. Light can be coupled into and out of this structure by placing another waveguide (bus-waveguide) in close proximity to the ring structure. This occurs due to evanescent coupling between the two waveguides, when the tails of the optical modes in the two waveguides overlap each other and power is transferred from one mode to another [42]. Due to the closed loop structure, it behaves as a resonator and only light of certain frequencies can build up in intensity within the structure. The resonance frequencies are determined by the condition that the round-trip optical path length be equal to an integral number of wavelengths, i.e.

\[ m \cdot \lambda_m = 2\pi R \cdot n_{\text{eff}} \]  

(1.1)

Here, \( \lambda_m \) is the wavelength of the \( m \)'th longitudinal mode, \( R \) is the radius of the ring and \( n_{\text{eff}} \) is the effective index of the optical mode in the ring waveguide. At resonance, the
intensity in the ring can be many times higher than that in the waveguide.

1.2.2 The coupling region

Many important properties of the ring-resonator structure are determined by the geometry of the coupling region and hence it is useful to study the coupling region independently. Consider the structure shown in fig. 1.2, where two waveguides ‘A’ and ‘B’ form a coupled waveguide structure. The coupling region can be seen as a four port network and its transfer function can be described by a 2x2 matrix \( M \), if two ports are designated as inputs and the other two as outputs. Writing the electric field as \( \tilde{E} \cdot e^{j\omega} \), where \( \tilde{E} \) is a complex number, the fields at the various ports are related as:

\[
\begin{bmatrix}
\tilde{E}_{2A} \\
\tilde{E}_{2B}
\end{bmatrix}
= 
\begin{bmatrix}
m_{11} & m_{12} \\
m_{21} & m_{22}
\end{bmatrix}
\begin{bmatrix}
\tilde{E}_{1A} \\
\tilde{E}_{1B}
\end{bmatrix}
\] (1.2)

The subscripts \( A, B \) and \( 1, 2 \) represent the two waveguides and ports respectively and \( m_{ij} \) are complex numbers. The transfer matrix can be simplified based on constraints derived from power conservation and coupled mode theory [43, 44].

The first constraint is that of power conservation. If there is no loss in the coupling region, then input power is equal to the output power:

\[
\tilde{E}_{1^T} \cdot \tilde{E}_{1}^* = \tilde{E}_{2^T} \cdot \tilde{E}_{2}^* = \left[ M \cdot \tilde{E}_{1} \right]^T \cdot M^* \cdot \tilde{E}_{1}^* = \tilde{E}_{1^T} \cdot \left[ M^T \cdot M^* \right] \cdot \tilde{E}_{1}^*
\] (1.3)

Thus,

\[
M^*^T \cdot M = I
\] (1.4)

or the matrix \( M \) is unitary. Writing out eqn. (1.4) in terms of the matrix components results in:
For any unitary matrix, \(|\det(M)| = 1\). However, a stronger constraint can be derived using coupled mode theory for two co-propagating waveguides, which shows that the matrix \(M\) is a special unitary matrix, i.e. \(\det(M) = 1\).

\[
\begin{align*}
|m_{11}|^2 + |m_{21}|^2 &= 1 \\
|m_{22}|^2 + |m_{12}|^2 &= 1 \\
m_{11}^* m_{12} + m_{21}^* m_{22} &= 0
\end{align*}
\tag{1.5}
\]

From eqns. (1.5) and (1.6), it can be shown that:

\[
\begin{align*}
m_{11} &= m_{22}^* \\
m_{12} &= -m_{21}^* \\
|m_{11}|^2 + |m_{12}|^2 &= 1
\end{align*}
\tag{1.7}
\]

Thus, the transfer or coupling matrix can be written as:

\[
M = \begin{bmatrix}
\tilde{\tau} & \tilde{\kappa}^* \\
-\tilde{\kappa}^* & \tilde{\tau}^*
\end{bmatrix}
\tag{1.8}
\]

Here, \(\tilde{\tau}\) is the effective field transmission coefficient and \(\tilde{\kappa}\) the effective field coupling.
coefficient. Power conservation is denoted by the last line in eqn. (1.7), i.e. 
\[ |\tau|^2 + |\kappa|^2 = 1. \]

Next, we assume that the coupling region has zero physical length, i.e. a wave that is traveling in waveguide A from port 1 to 2 undergoes no phase change due to propagation distance between the input and output. This implies that \( \tau \) can be represented by a single real number \( \tau \), henceforth called the field transmission coefficient. Moreover, from coupled mode theory, we know that the coupled power undergoes a phase change of \( \pi/2 \) from one waveguide to another. Hence, \( \kappa \) can be written as \(-j\kappa\), where \( \kappa \) is real number, henceforth called the field coupling coefficient. Thus, the transfer matrix for the coupling region shown in fig. 1.2 can be written as:

\[
M = \begin{bmatrix}
\tau & -j\kappa \\
-j\kappa & \tau
\end{bmatrix}
\]  
(1.9)

1.2.3 Intensity in the resonator and the transfer function

Using the coupling matrix derived in the previous section, the expressions for the transfer function of a ring or disk resonator and the intensity in the resonator can be derived. Consider the scheme of a single waveguide coupled to a single resonator as shown in fig. 1.3. Light enters the coupling region through the waveguide at port 2A and a part of the power couples into the ring at port 2B. It then traverses the circumference of the resonator and re-enters the coupling region through port 1B. Thus the electric field at port 2B can be written as:

\[
\tilde{E}_{R2} = -j\kappa \cdot \tilde{E}_{in} + \tau \cdot \tilde{E}_{R1}
\]  
(1.10)
where

\[ \tilde{E}_{r1} = a \tilde{E}_{r2} \exp(-j\beta L) \]  

(1.11)

Here, ‘a’ is the loss or gain factor associated with one round-trip, \( \beta \) is the propagation coefficient of the optical mode and \( L \) is the round-trip length. From eqns. (1.10) and (1.11), the electric field at port 1B can be expressed in terms of the input field as:

\[ \tilde{E}_{r2} = \tilde{E}_{in} \frac{-j\kappa}{1 - a \tau \exp(-j\beta L)} \]  

(1.12)

Thus, the intensity in the ring is given by the expression:

\[ I_R = I_{in} \cdot \frac{\kappa^2}{1 + a^2 \tau^2 - 2a \tau \cos(\beta L)} \]  

(1.13)

The electric field at the through-port (2A) is given by:

\[ \tilde{E}_t = \tau \tilde{E}_{in} - j \kappa \tilde{E}_{r1} \]  

(1.14)
Using eqns. (1.11) and (1.12) in (1.14), the transmitted field can be expressed in terms of the incident field as:

\[
\tilde{E}_t = \tilde{E}_\text{in} \cdot \frac{\tau - a \exp(-j\beta L)}{1 - a \tau \exp(-j\beta L)}
\]  

(1.15)

Thus the transmitted intensity is given by:

\[
I_t = I_\text{in} \cdot \frac{\tau^2 + a^2 - 2a \tau \cos(\beta L)}{1 + a^2 \tau^2 - 2a \tau \cos(\beta L)}
\]  

(1.16)

Equations (1.16) and (1.13) quantify the intensity response of a microring or microdisk resonator coupled to a single waveguide. The intensity gain in the ring and transfer function are plotted as a function of wavelength in figure 1.4 for a typical indium phosphide passive ring resonator of radius 10 microns with the various parameters as indicated. At resonance, the intensity in the ring can be many times that of the input waveguide, while the transmitted power is at a minimum. The transfer characteristics are similar to a notch-filter. A related quantity is the field enhancement at resonance, or FE, and is given by:

\[
\left| \frac{\tilde{E}_R}{\tilde{E}_\text{in}} \right| = \frac{\kappa}{1 - a \tau}
\]  

(1.17)
It is worth examining the factors that determine the various parameters mentioned above. The coupling matrix parameters, $\kappa$ and $\tau$, are mostly determined by the geometry of the coupling region, such as gap between ring and waveguide and the mode mismatch due to waveguide asymmetry. There is an exponential drop of coupled power with gap-distance. There is a slow variation with wavelength that is negligible for the typical bandwidths encountered in these resonators. On the other hand, there is significant dependence on polarization.

The round-trip loss factor, ‘$a$’, is determined by the various loss mechanisms present such as scattering from side-wall roughness, bending losses, free-carrier absorption, and leakage to substrate [45]. If there is a gain medium, such as pumped quantum wells within the ring, then ‘$a$’ can be greater than one. The effect of ‘$a$’ on ring
characteristics is examined in more detail in a later section.

1.2.4 Phase response of a single microring

The phase characteristics of the notch-filter, i.e. a single ring coupled to a single waveguide, can be derived from eqn. (1.15), i.e.

\[
\Phi(\lambda) = \text{Arg} \left( \frac{\tau - a \exp(-j\beta(\lambda)L)}{1 - a \tau \exp(-j\beta(\lambda)L)} \right)
\]

(1.18)

Here, \( \beta(\lambda) = 2\pi n_{\text{eff}} / \lambda \), where \( n_{\text{eff}} \) is the effective index. This can be simplified to:

\[
\Phi(\lambda) = \tan^{-1} \left( \frac{a\kappa^2 \sin(\beta L)}{\tau(1 + a^2) - a(1 + \tau^2)\cos(\beta L)} \right)
\]

(1.19)

For small deviations from resonance, the phase response is essentially linear with respect to the round-trip phase. The phase response is plotted as a function of round-trip phase, \( \phi = \text{mod}(\beta L, 2\pi) \), in figure 1.5 for a range of ring parameters. Note the sharp variation just around resonance (\( \phi = 0 \)). By operating the ring resonator at or near resonance, the output phase (and intensity) can be made very sensitive to small changes in the effective index.

1.2.5 Critical coupling

For fixed loss in the ring, the intensity enhancement in the ring at resonance is a function of the coupling constant. As the coupling increases, the intensity in the ring reaches a maximum and decreases beyond. The value of \( \kappa \) at which the intensity reaches the maximum can be found by differentiating eqn. 1.17 and equating to zero. This condition is known as critical coupling and the value of the coupling constant is given by:
At critical coupling, the transmitted intensity drops to zero at resonance and all the incident power is absorbed in the ring. Figure 1.6 shows a plot of the intensity enhancement in the ring as a function of $\kappa$ for various values of $a$. The locus of the maxima of all such curves is given by the equation:

$$\kappa_c = \sqrt{1 - a^2} \tag{1.20}$$

At critical coupling, the transmitted intensity drops to zero at resonance and all the incident power is absorbed in the ring. Figure 1.6 shows a plot of the intensity enhancement in the ring as a function of $\kappa$ for various values of $a$. The locus of the maxima of all such curves is given by the equation:

$$\frac{I_R}{I_{in}} = \frac{1}{\kappa^2} \tag{1.21}$$

1.2.6 Loss and gain in the ring

While the coupling constant is determined entirely by the geometry, the loss in the
The fixed sources of loss are due to [45]:

- Scattering from sidewall roughness.
- Radiation losses due to bending in waveguide.
- Leakage to substrate.
- Free carrier absorption.

**Figure 1.6**: Plot of intensity enhancement within the ring resonator as a function of the coupling constant for different values of round-trip loss. The locus of all the peaks is indicated by a dashed curve.
The index contrast in semiconductor microrings is fairly high and hence the bending losses are insignificant for radii larger than 1 micron, provided there is no leakage to substrate. The bending losses can be estimated by solving the wave equations after conformal mapping and by Wenzel-Kramers-Brillouin (WKB) approximations [46-48]. However, the loss is insignificant compared to scattering losses and/or active-region absorption and hence can be neglected for radii larger than 1-2 microns in semiconductor microrings and microdisks.

The scattering losses due to surface roughness at the core-clad interface can be estimated using Tien's expression based on the Rayleigh scattering criterion [49], although more complex formulae exist [50, 51], which require knowledge of periodicity in the surface roughness. The scattering loss, as estimated in [49], is given by:

$$\alpha_{sc} = 2\sigma^2 (n_{eff}^2 - n_0^2) k_0^2 k_x \beta \frac{k_x}{\beta} E_s^2$$

(1.22)

Here, $\sigma$ is the RMS surface roughness, $n_{eff}$ is the effective index of the optical mode, $n_0$ is the cladding index, $k_0$ is the free-space propagation vector, $k_x$ is the transverse component of the propagation vector in the waveguide, $\beta$ is the longitudinal component, and $E_s$ is the electric field at the surface, where the field integral is normalized to unity.

Free-carrier absorption loss occurs in semiconductor resonators that have dopants, such as in active structures [52, 53]. The absorption results in the free carrier transition to higher levels in the conduction or valence bands that then decay non-radiatively back to the ground state. The absorption cross-section is seen to be much higher for holes than for electrons [54]. Typical values for absorption in indium phosphide are 5 cm$^{-1}$ for n-dopant density of $10^{18}$ cm$^{-3}$ and 25 cm$^{-1}$ for p-dopant density of $7\times10^{17}$ cm$^{-3}$. 
Another fixed source of loss is the mode mismatch between straight and curved waveguide regions in race-track shaped micro-resonators [45]. More generally, there is a mode-mismatch loss whenever there is a discontinuity in the radius of curvature of the waveguides and/or the propagation constant. This can be alleviated to some extent by offsetting the straight-sections to obtain better overlap.

The net loss is the sum of all the individual loss/gain coefficients. The loss coefficient is related to the round-trip loss/gain factor ‘$a$’ as indicated below. Here, $T$ is the field transmission factor for mode mismatches at discontinuities in the waveguide.

$$\alpha_{\text{tot}} = \alpha_{\text{cscat}} + \alpha_{\text{bend}} + \alpha_{\text{cur}} + \alpha_{\text{act}}$$

$$a = T \exp(\alpha_{\text{tot}} L/2)$$

The $\alpha_{\text{act}}$ term in eqn. (1.23) refers to the variable loss/gain contribution from an active region in the core. By injecting carriers into an optical gain producing region within the microresonator, such as a quantum well, the net loss can be tuned to the desired value simply by varying the current or optical pump intensity. Increasing the current to a high enough value can provide sufficient gain to offset all other losses and make the ring transparent. Increasing the current even higher results in net amplification of the transmitted signal. Lasing occurs when the round-trip amplification if sufficient to overcome the static and coupling losses in the micro-resonator. These characteristics are examined in more detail in the chapter on microring amplifiers and lasers.

1.2.7 Resonator bandwidth, free spectral range and finesse

The bandwidth of a microring or microdisk resonator corresponds to the width of the resonances shown in figure 1.4. Its practical significance is that it limits the data-rate
that the ring resonator can handle for a carrier signal at the wavelength corresponding to
the resonance. It also determines how selective a micro-resonator can be when operating
on a particular channel (wavelength) among many closely spaced channels. It is
indirectly related to the intensity enhancement in the resonator. There is a trade-off
between resonator bandwidth and intensity gain; higher bandwidths mean lower intensity
gain and vice-versa. The bandwidth can be calculated from the ring parameters by
equating the RHS of eqn. (1.13) to half the maximum. This results in:

\[
\cos(\delta\phi) = \frac{4a\tau - a^2\tau^2 - 1}{2a\tau}.
\] (1.25)

Here,

\[
\delta\phi = \delta(\beta L) = \delta\left(\frac{2m_{eff}L}{\lambda}\right) = -\frac{2m_{eff}L}{\lambda^2} \cdot \delta\lambda.
\] (1.26)

For small bandwidths, \(\cos(\delta\phi) \approx 1 - \frac{1}{2}(\delta\phi)^2\). Thus, from eqns. (1.25) and (1.26), the full-
width at half maximum can be calculated:

\[
\delta\lambda_{FWHM} = 2\delta\lambda \approx \frac{\lambda^2}{m_{eff}L} \cdot \frac{1 - a\tau}{\sqrt{a\tau}}.
\] (1.27)

Another quantity that characterizes a microresonator is the free spectral range or
FSR. It refers to the wavelength span between two consecutive resonances. For two
consecutive resonances, the longitudinal mode number changes by unity.

\[
m \cdot \lambda_m = L \cdot n_{eff} = (m - 1) \cdot (\lambda_m + \Delta\lambda)
\] (1.28)

Re-arranging eqn. (1.28) and assuming \(\Delta\lambda \ll \lambda\) (\(m \gg 1\)), gives the expression for the
FSR.
\[
\Delta \lambda = \frac{\lambda_m (\lambda_m + \Delta \lambda)}{L \cdot n_{\text{eff}}} \approx \frac{\lambda^2}{L \cdot n_{\text{eff}}}
\]

(1.29)

Thus, a small round-trip length implies a large free spectral range.

The FSR, together with the bandwidth, determines how many channels can be operated on without overlapping between them. A large FSR combined with a small bandwidth means a higher number of channels can be accommodated. A figure of merit which quantifies this capability is the finesse, \( F \). It is defined as the ratio of the FSR to the FWHM.

\[
F = \frac{1 - a \tau}{\pi \sqrt{a \tau}}
\]

(1.30)

The finesse, limited by the approximations used to derive FSR and FWHM, is independent of the geometric dimensions of the resonator, wavelength or effective index and hence is an ideal quantity for comparing different resonators. It is dependent only on the loss and the coupling constant.

1.2.8 The Q factor and the cavity photon lifetime

The Q or quality factor of a resonator measures the ability of a resonator to store energy. It is defined as the ratio of the stored energy to the energy lost per oscillation. By loss it is meant either absorption in the ring or coupling out to the bus waveguide.

\[
Q = \frac{\text{energy in ring}}{\text{power lost} / \omega}
\]

(1.31)

Alternatively, it can be shown that this definition is equivalent to the ratio of the resonance wavelength to the bandwidth.
\[ Q = \frac{\lambda_m}{\delta\lambda_{FWHM}} = \frac{m_{\text{eff}} L}{\lambda_m} \frac{\sqrt{a \tau}}{1 - a \tau} \]  

(1.32)

Unlike the finesse, \( F \), the \( Q \)-factor is dependent on the resonator dimensions as well as the wavelength.

A related quantity is the cavity photon lifetime, \( \tau_{ph} \). It refers to the average time a photon stays in the cavity before being absorbed or coupled out. It is determined by the bandwidth of the resonance as:

\[ \tau_{ph} = \frac{1}{\delta\lambda_{FWHM}} = \frac{m_{\text{eff}} L}{c} \frac{\sqrt{a \tau}}{1 - a \tau} \]  

(1.33)

The cavity photon lifetime imposes a fundamental limit on the speed of modulations to the carrier signal. Any modulation to the carrier signal that is faster than the cavity photon lifetime is attenuated and/or lost at the output port. The physical significance is this ultimately limits how fast all-optical signal processing can be done using these microresonators. To give an estimate of this limit, the cavity photon lifetime of a 10 micron radius semiconductor microring, with a coupling constant \( \kappa = 0.3 \), and no loss, is about 40 ps.

1.2.9 Optical channel dropping filters

So far, the theory has been developed for a single microring or disk coupled to a single bus-waveguide. This is known as the all-pass or notch filter configuration. Frequently, structures with two buses coupled to a single resonator are encountered as shown in figure 1.7 [55]. The analysis of this structure is fairly easy for single input schemes, where only one port is the input and the rest are all outputs. The change required is intuitively obvious in that the round-trip loss now needs to account for the
coupling out of energy through the second coupling region. Thus, the necessary substitution is:

$$2 \tau_{aa} \rightarrow \alpha$$ (1.34)

Using the above substitution in the expressions for intensity in the ring and at the through-port gives:

$$I_R = I_{in} \cdot \frac{\kappa_1^2}{1 + a^2 \tau_1^2 \tau_2^2 - 2a \tau_1 \tau_2 \cos(\beta L)}$$ (1.35)

$$I_t = I_{in} \frac{\tau_1^2 + a^2 \tau_2^2 - 2a \tau_1 \tau_2 \cos(\beta L)}{1 + a^2 \tau_1^2 \tau_2^2 - 2a \tau_1 \tau_2 \cos(\beta L)}$$ (1.36)

The intensity at the drop-port is proportional to the intensity in the ring at the second coupling region:
Here, the subscripts refer to the two coupling regions. Figure 1.8 shows a plot of the intensity at the through-port and drop-port for an optical channel dropping filter (OCDF) type of microresonator. Note how the channels that are dropped from the through-port appear at the drop-port. Likewise, any channels that are present at the port marked add-port are added to the output at the through-port.

\[ I_{\text{drop}} = I_{\text{in}} \cdot \frac{a \kappa_1^2 \kappa_2^2}{1 + a^2 \tau_1^2 \tau_2^2 - 2a \tau_1 \tau_2 \cos(\beta L)} \]  

(1.37)

Here, the subscripts refer to the two coupling regions. Figure 1.8 shows a plot of the intensity at the through-port and drop-port for an optical channel dropping filter (OCDF) type of microresonator. Note how the channels that are dropped from the through-port appear at the drop-port. Likewise, any channels that are present at the port marked add-port are added to the output at the through-port.

1.3 Coupling Schemes

1.3.1 Lateral coupling

There are two ways to couple light from the bus-waveguide to the microring or
microdisk. Traditionally, lateral coupling, where the bus-waveguide is in the same plane as the microring, was used due to the ease of fabrication and simpler layer structure [14, 56]. This is illustrated in figure 1.9. In this scheme, the optical core material for the ring and bus is identical. The coupling constant is determined by the etched gap between the bus-waveguide and the ring. As the coupling strength has an exponential dependence on the gap, it makes the scheme very sensitive to the lithography and etch processes that define the gap. For high index contrast systems, such as semiconductors, the gap thickness has to be in the range of 100 nm for significant coupling, thus requiring e-beam lithography. Also, it is typically difficult to separate the passive and active regions as there is only one optical core. It is advantageous in terms of processing complexity as the both and ring features are defined in one lithography step and on one side of the wafer only. Also, there is more efficient transport of heat to the substrate from the ring.

Figure 1.9: Schematic of a laterally coupled ring resonator. The ring and bus waveguides are located in the same plane.
1.3.2 Vertical coupling

As the functions got more complicated a vertical coupling scheme is desirable, where the bus-waveguide is in a plane vertically offset from the microring [32, 57]. Vertical coupling, though harder to fabricate, provides for two optical cores with the ring and bus using different levels. The ring level optical core can contain active regions for controlling gain or loss while the bus level can have a passive core for low loss transport. This is illustrated in figure 1.10. The coupling strength is determined by the thickness of the layer between the ring and bus optical cores. This thickness is determined by epitaxy and hence can be precisely controlled and in a repeatable manner [58]. The disadvantage is that fabrication is complicated. The bus and ring features need to be defined in separate lithography steps and also double-sided processing becomes necessary. Double-sided processing involves flip-transfer of the semiconductor epitaxial layers (epi-layer) to a
carrier substrate so that the bottom side of the layer stack is accessible for further processing. Depending on the kind of bonding used for epi-layer transfer, heat transfer from the epi-layers to the carrier substrate might not be as good as in lateral coupling.

1.4 Outline

This chapter developed some of the introductory theory of microrings and the motivation and goals for the research. The next chapter will develop the theory for non-linear interactions in microrings, especially active devices. In chapter three, the fabrication process for microrings and microdisks is described in detail. Chapter four describes the need and method of surface passivation in active microrings. Chapters five and six present the results from microring amplifiers and lasers and measurements of non-linear optical processes in microdisks respectively. Chapter seven concludes this thesis with a discussion on the limitations and outlook for the devices developed here.
Chapter 2

OPTICAL NON-LINEARITY IN SEMICONDUCTORS

The last chapter discussed some of the basic concepts regarding microring and microdisk resonators. This chapter will examine optical non-linear processes, especially gain and absorption saturation effects in semiconductors. It will also study the enhancement of non-linear optical processes by incorporating them in microring and disk resonators.

2.1 Non-linear Susceptibility

The interaction of an EM wave with a non-magnetic medium is determined by the susceptibility, or equivalently the refractive index or dielectric constant, of the medium. Specifically, the polarization per unit volume is proportional to the applied electric field and is given by

\[ P = \varepsilon_0 \chi E \]  

(2.1)

Here, \( \varepsilon_0 \) is permittivity of vacuum and \( \chi \) is the susceptibility of the medium and is a dimensionless number. For small enough electric fields, the susceptibility of the medium is a constant and the medium is said to exhibit linear behavior. However, at high enough electric fields, this is no longer true and the susceptibility becomes dependent on the electric field. This can be expressed in equation form as
\[ P = \varepsilon_0 \left( \chi^{(1)} + \chi^{(2)} E + \chi^{(3)} E^2 + \cdots \right) E \]  

(2.2)

Here \( \chi^{(1)} \) is the linear susceptibility while \( \chi^{(2)} \) and \( \chi^{(3)} \) are the second and third order susceptibilities respectively. For most materials, the non-linear polarization response is a consequence of the non-parabolic nature of the electron potential around the nucleus [59]. In semiconductors, the non-linear response can also be due to phenomena related to the band-structure such as two-photon absorption, gain and absorption saturation. Strictly speaking, susceptibility coefficients given above need to be represented using tensors as the polarization direction need not be in the direction of the applied field. This is the consequence of a non-symmetric electron potential around the nucleus. Generally, the susceptibility coefficients are a function of the frequency of the incident electric fields besides having complex values (absorption / gain change). The susceptibility coefficient is related to the refractive index and absorption coefficient as

\[
\begin{align*}
    n &= \text{Re}(\sqrt{1 + \chi}) \\
    \alpha &= \frac{4\pi}{\lambda} \text{Im}(\sqrt{1 + \chi})
\end{align*}
\]  

(2.3)

The second-order susceptibility coefficient \( \chi^{(2)} \) is non-zero only in non-centrosymmetric media [59]. The resulting polarization, \( P^{(2)} \), does not have any frequency component that is identical to the incident monochromatic electric field. The second-order susceptibility results in phenomena such as optical rectification [60], second-harmonic generation [61], optical parametric amplification [62], or more generally, sum and difference frequency generation, and the Pockel electro-optic effect.

### 2.2 The Optical Kerr-effect

The third-order susceptibility coefficient \( \chi^{(3)} \) is non-zero in all media. For a
monochromatic incident EM wave, the resulting polarization, $P^{(3)}$, has a component at the same frequency as the incident wave besides the third harmonic. Assuming an incident electric field $E(\omega) = E_0\cos(\omega t)$, the third order polarization is given by:

$$P^{(3)} = \varepsilon_0 \chi^{(3)}(E_0 \cos(\omega t))^3 = \frac{1}{4} \varepsilon_0 \chi^{(3)} E_0^3 \cos(3\omega t) + \frac{3}{4} \varepsilon_0 \chi^{(3)} E_0^3 \cos(\omega t)$$

(2.4)

The first term represents third harmonic generation while the second term describes an additional contribution at the frequency of the incident wave. Thus,

$$P(\omega) = \varepsilon_0 \left[ \chi^{(1)} + \frac{3}{4} \chi^{(3)} I(\omega) \right] E(\omega)$$

(2.5)

This manifests as an intensity dependent refractive index and absorption coefficient given by:

$$n = n_0 + n_2 I$$

(2.6)

$$\alpha = \alpha_0 + \alpha_2 I$$

(2.7)

Assuming $\chi^{(3)} I \ll n_0^2$, $n_2$ and $\alpha_2$ can be calculated from eqns. (2.3) and (2.5) as:

$$n_2 = \frac{3}{8} \frac{\text{Re} \left[ \chi^{(3)} \right]}{n_0^2}$$

(2.8)

$$\alpha_2 = \frac{3\pi}{2} \frac{\text{Im} \left[ \chi^{(3)} \right]}{\lambda n_0^2}$$

(2.9)

The third order susceptibility results in phenomena such as third harmonic generation, intensity dependent refractive index, four-wave mixing and self-focusing.

The source of non-linear susceptibility in semiconductors can be due to atomic
polarization, or phenomena related to the band-structure such as two-photon absorption, absorption saturation and gain saturation. Other sources of non-linear susceptibility include thermal effects and electrostriction but they are much slower compared to electronic polarization or band-structure phenomena and hence will not be considered. The rest of this chapter will examine the strength of each of these phenomena and compare the relative merits of each. The non-linearity might affect the real part of the susceptibility (refractive index) or the imaginary part (absorption) or both. In the case of changes to refractive index, the effect is to change the optical phase of the incident wave, but this can be effectively converted to an intensity modification though the use of some kind of interference device like a resonator or interferometer. Ultimately, it is intensity modulation that is detected at a photo-detector.

2.3 Two-Photon Absorption

Two-photon absorption (TPA) is a non-parametric process by which a semiconductor absorbs two photons simultaneously with energies below the band-gap, but whose sum is larger than the band-gap, and creates an electron-hole pair [7, 63, 64]. The TPA generated electron hole pairs results in a modification of the refractive index primarily through two effects: the shift in the plasma frequency of the free carriers and change in absorption at the band-edges [7]. When the incident light is monochromatic the photon energy needs to be at least half the band-gap for TPA to take place.

Since TPA needs two photons for pair creation it follows that carrier generation is proportional to the square of the optical intensity. Thus, the carrier rate-equation can be expressed as:
\[
\frac{dN}{dt} = \frac{\alpha_2 I^2}{2\hbar\omega} - \frac{N}{\tau_c}
\]  

(2.10)

Here, \(\alpha_2\) is the two-photon absorption coefficient and \(\tau_c\) is the carrier-lifetime. At steady-state, the excess carrier density is given by:

\[
\Delta N = \frac{\alpha_2 \tau_c I^2}{2\hbar\omega}
\]  

(2.11)

The effect of the excess carriers on refractive index is determined by the shift in the plasma frequency as well as the change in absorption at the band-edge and can be approximated as:

\[
\Delta n = -\sigma_n \Delta N = -\frac{\sigma_n \alpha_2 \tau_c I^2}{2\hbar\omega}
\]  

(2.12)

Here \(\sigma_n\) is the refractive volume of the semiconductor. Thus, the refractive index can be written as:

\[
n = n_0 - \frac{\sigma_n \alpha_2 \tau_c I^2}{2\hbar\omega}
\]  

(2.13)

The attenuation of an incident wave due to TPA has two components besides the linear term. Besides the actual two-photon absorption, there is additional attenuation due to free-carrier absorption from the generated electron-hole pairs.

\[
\frac{dI}{dz} = -\alpha_0 I - \alpha_2 I^2 - \sigma_{FC} (\Delta N) I
\]

\[
= -\alpha_0 I - \alpha_2 I^2 - \frac{\sigma_{FC} \alpha_2 \tau_c I^3}{2\hbar\omega}
\]

(2.14)

Here, the first term represents linear absorption such as due to scattering, the second term is the two-photon absorption and the last term represents free-carrier absorption. \(\sigma_{FC}\) is
the free-carrier absorption coefficient, which is usually much higher for holes than for electrons. Thus the net absorption coefficient can be written as:

\[ \alpha = \alpha_0 + \alpha_2 I + \frac{\sigma_{Fe} \alpha_2 \tau_c I^2}{2\hbar \omega} \]  

(2.15)

Two-photon absorption has been used to demonstrate a number of applications including optical thresholding, correlation and all-optical switching [65, 66].

2.4 Absorption Saturation

When the energy of the incident photons is greater than the band-gap (or just below band-gap) there is absorption resulting in the creation of one electron-hole pair (or exciton) for every photon absorbed. For low enough intensities, the absorption cross-section is a constant as the upper energy level is mostly empty. However, at high intensities, the number of carriers generated can be so high that stimulated emission becomes comparable to absorption and hence net absorption drops. For the sake of simplicity, the absorption can be modeled as a two-level system. The absorption and refractive index is assumed to be of the form:

\[ \alpha = \alpha_0 - \sigma_\alpha N \]  

(2.16)

\[ n = n_0 - \sigma_n N \]  

(2.17)

Here, \( \alpha_0 \) and \( n_0 \) are the linear coefficients for absorption and refractive index respectively, \( \sigma_\alpha \) and \( \sigma_n \) are the absorption and refractive index cross-sections respectively, and \( N \) is the number of carriers generated as a result of absorption. At steady state, the carrier generation is related to the absorption coefficient and incident intensity as:
Here, $\tau_c$ is the effective carrier life-time. Using the expression for the carrier density in eqn. (2.15), the absorption coefficient can be written as:

$$\alpha = \alpha_0 - \frac{\sigma_a \alpha \tau_c I}{\hbar \omega}$$

(2.19)

Here, $\hbar \omega / \sigma_a \tau_c$ is the saturation intensity ($I_{sat}$) and denotes the intensity at which the absorption coefficient is half the initial magnitude. Thus, the variation of the absorption coefficient with the incident intensity can be expressed as:

$$\alpha = \frac{\alpha_0}{1 + \frac{I}{I_{sat}}}$$

(2.20)

For the refractive index, the expressions for carrier density (eqn. 2.17) and absorption coefficient (eqn. 2.20) can be used in eqn. (2.16) to give:

$$n = n_0 - \frac{\sigma_n \alpha_0}{\sigma_a} \left[ \frac{I}{I_{sat}} \right] \left[ \frac{1}{1 + \frac{I}{I_{sat}}} \right]$$

(2.21)

As the incident intensity approaches infinity, the absorption becomes zero while the index change reaches $\Delta n_{sat} = -\sigma_n \alpha_0 / \sigma_a$ asymptotically.

### 2.5 Gain Saturation

When excess carriers are generated in a direct band-gap semiconductor, either by
injection in a p-n junction or optical pumping, some of them recombine by radiation. The radiation can be either spontaneous or stimulated. A light beam, with photon energy greater than the band gap, traversing such a region undergoes both gain and loss. The gain is due to stimulated emission resulting in the recombination of electron-hole pairs, while loss occurs due to absorption resulting in the creation of electron-hole pairs. For sufficiently high injection, the electron density in the conduction band exceeds that of the valence band (and vice-versa for holes) and the stimulated emission is greater than absorption. In such a case, the incident light beam undergoes a net gain while passing through the region. The dependence of gain on the carrier density can be approximated by a linear function as:

\[ g = a_g (N - N_t) \]  \hspace{1cm} (2.22)

Here, \( N \) is the carrier density in the active region, \( N_t \) represents the transparency carrier density, and \( a_g \) is a constant. At steady state, the carrier density in the active region is determined by the injection and recombination rates:

\[ \frac{J}{qd} - \frac{gI}{\hbar \omega} - \frac{N}{\tau_e} = 0 \]  \hspace{1cm} (2.23)

The first term represents the carrier injection into the active region of thickness \( d \) by a current density \( J \). The second term represents the carrier recombination rate due to stimulated emission (gain) for an optical wave of intensity \( I \) traversing the active region. The last term represents carrier recombination from processes other than stimulated emission such as spontaneous emission and non-radiative recombination mechanisms such as Auger, Shockley-Reed-Hall, and surface recombination. From eqns. 2.22 and 2.23, the steady-state carrier concentration can be expressed as:
\[ N = \frac{N_0 + N_i \cdot \frac{I}{I_{\text{sat}}}}{1 + \frac{I}{I_{\text{sat}}}} \] (2.24)

\( N_0 = \tau_c J / qd \) is the carrier-density when there is no incident optical wave and \( I_{\text{sat}} = h \omega / \tau_c a_g \) is the saturation intensity similar to the case of absorption saturation in the previous section. Thus, the gain coefficient \( g \) can be expressed as a function of current density and optical intensity using eqns. 2.22 and 2.24:

\[ g = \frac{a_g (N_0 - N_i)}{1 + \frac{I}{I_{\text{sat}}}} \] (2.25)

Equivalently,

\[ g = \frac{g_0}{1 + \frac{I}{I_{\text{sat}}}} \] (2.26)

\( g_0 = a_g (N_0 - N_i) \) is the material gain when there is no incident optical intensity.

To determine the variation of refractive index with carrier density and optical intensity, one can assume a functional form similar to the absorption saturation case as in eqns. 2.15 and 2.16 or equivalently use the linewidth enhancement factor approach. The linewidth enhancement factor, or the Henry \( \alpha \)-factor, is defined as the ratio of the change in the real and imaginary part of the refractive index [67]. The coupling between the real and imaginary part of the refractive index is due to the dependence on carrier density.

\[ \alpha_H = -\frac{4\pi}{\lambda} \cdot \frac{dn}{dg} = -\frac{4\pi}{\lambda} \cdot \frac{dn/dN}{dg/dN} \] (2.27)
Using the expression for gain $g$ from eqn. 2.22, the real part of refractive index can be expressed using eqn. 2.27 as

$$n = n_0 - \frac{a_g \alpha H \lambda N}{4\pi}$$  \hspace{1cm} (2.28)

This is similar to eqn. 2.16 for the case of absorption saturation, where it was assumed that both index and absorption had a linear dependence on carrier density. The constant $n_0$ is the refractive index when there is no current injection and no incident light. Using the expression for carrier density from eqn. 2.24 in eqn. 2.28, the refractive index can be expressed as:

$$n = n_0 - \frac{\alpha_H \lambda a_g N_0}{4\pi} + \frac{\alpha_H \lambda g_0}{4\pi} \frac{I}{1 + \frac{I}{I_{sat}}}$$  \hspace{1cm} (2.29)

The first term is the unperturbed refractive index. The second term is the index change caused by injection of carriers into the active region due to an applied bias. The third term represents the index change caused by an incident optical beam that modifies the carrier density due to stimulated emission.

The Henry $\alpha$-factor has been measured for various semiconductor materials in both quantum well and bulk structures and typically lies in the range of 2-6 [68-70]. Quantum wells typically have lower values compared to bulk structures [71].

### 2.6 Comparison of Optical Non-Linear Processes

In this section, I will compute the index changes produced by the various non-linear effects mentioned above as a function of optical intensity for an InP system at 1550
nm. The goal of this exercise is to compare and pick the optimal method for achieving non-linear switching at the lowest optical intensities. The various parameter values used in the calculation are indicated in table 2.1. In all cases, the waveguide is assumed to be 0.5 µm x 0.5 µm. For the Kerr effect, bulk InGaAsP with a band-edge at 1430 nm is assumed as the medium. For TPA, the waveguide is assumed to be an InGaAsP multi-quantum well structure with InP barriers [7]. For the gain saturation case, the waveguide is assumed to contain a few InGaAsP quantum wells in the middle of a larger quaternary wave-guiding region. Figure 2.1 shows the resulting log-log plot of the absolute refractive index change as a function of intensity for the three different processes: optical Kerr effect, two photon absorption and gain saturation. Gain saturation is seen to be the most efficient mechanism for achieving non-linear refraction. Between TPA and Kerr effect, the latter dominates below a threshold intensity beyond which, the TPA process becomes more efficient than the Kerr effect. Absorption saturation is similar to gain saturation in its behavior and is equally suitable for low intensity non-linear refraction if absorption losses are not critical to device operation. However, one critical difference is the direction of change of the refractive index, which is negative for absorption saturation and positive for gain saturation.
Figure 2.1 Plot of the refractive index change as a function of optical intensity in an InP/InGaAsP waveguide for different non-linear optical processes.

<table>
<thead>
<tr>
<th>Parameter Name</th>
<th>Value, Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Waveguide area ($A_{eff}$)</td>
<td>0.5 µm x 0.5 µm</td>
</tr>
<tr>
<td>Kerr index coefficient ($n_2$)</td>
<td>$-4.5 \times 10^{-12}$ cm$^2$/W [2]</td>
</tr>
<tr>
<td>Refractive volume ($\sigma_n$)</td>
<td>$10^{-20}$ cm$^3$ [3]</td>
</tr>
<tr>
<td>TPA absorption coeff. ($\alpha_z$)</td>
<td>$60 \times 10^{-9}$ cm/W [7]</td>
</tr>
<tr>
<td>Carrier lifetime ($\tau_c$)</td>
<td>1 ns</td>
</tr>
<tr>
<td>Wavelength ($\lambda$)</td>
<td>$1.55 \times 10^{-4}$ cm</td>
</tr>
<tr>
<td>Gain coefficient ($a_0$)</td>
<td>$2 \times 10^{-15}$ cm$^2$</td>
</tr>
<tr>
<td>Unsaturated gain ($g_0$)</td>
<td>2000 cm$^{-1}$</td>
</tr>
<tr>
<td>QW – optical mode overlap ($I$)</td>
<td>0.05</td>
</tr>
<tr>
<td>Henry alpha factor ($\alpha_{H}$)</td>
<td>3</td>
</tr>
</tbody>
</table>

Table 2.1 Values of parameters used in calculating the non-linear refractive index change.

Values without references are typical for the InP/InGaAsP system.
2.7 Optical Non-linearity Enhancement in Microresonators

In the previous sections, I derived the expressions for various non-linear effects as a function of intensity. One common characteristic among them is that refractive index change increases monotonically with incident intensity. A simple way to increase intensity for a fixed input optical power is through the use of resonators. In a resonator, the steady state optical intensity can be made many times higher than the input thus enhancing the non-linear effects of the medium placed inside the resonator. However, this intensity enhancement involves a trade-off in the range of frequencies (or bandwidth) that can pass through the resonator. Since most optical switching and transmission is done over a single or narrow band of frequencies, the use of resonators is attractive for such enhancement. The effect of the reduced bandwidth is to lower the maximum speed of modulation on the carrier optical signal that passes through the resonator. If a monochromatic carrier signal is modulated, it acquires a finite non-zero line-width that is proportionate to the modulation frequency. Thus, when such a modulated carrier signal passes through a finite bandwidth device, the higher frequency components are attenuated much more than the lower frequency ones and the net result is loss of information at the higher frequencies. An equivalent way of looking at it is the effect of photon cavity lifetime. The higher the intensity enhancement inside a resonator, the longer the photon is retained inside the cavity. This is due to the fact that the optical intensity needs to build up over a longer time to reach a higher intensity. The effect of this is to ‘smear’ out any fast temporal variations in the incident wave over the cavity lifetime of the photon.

2.7.1 Quantifying resonant enhancement of optical non-linearity – small-signal analysis

In this section, I will examine the effect of placing a non-linear medium within a
microring resonator. The goal is to quantify the non-linearity enhancement that is obtained as result.

One way of quantifying is to examine the small-signal variation in net phase with input power:

\[ X(\phi_0, P_{in}) = \frac{d\Phi(\phi_0, P_{in})}{dP_{in}} \]  \hspace{1cm} (2.30)

Here \( \Phi(\phi_0, P_{in}) \) is the net phase response (eqn. 1.19), \( P_{in} \) is the input intensity and \( \phi_0 \) is the initial round-trip phase detuning from resonance. To calculate this quantity, it is useful to split it into its component contributions:

\[ \frac{d\Phi}{dP_{in}} = \frac{d\Phi}{d\phi} \cdot \frac{d\phi}{dI_R} \cdot \frac{dI_R}{dP_{in}}. \]  \hspace{1cm} (2.31)

In the expression above, the first and last terms in the product are a function of the resonator properties alone and are not dependent on the non-linearity of the medium. The middle term characterizes the non-linearity of the medium in the resonator. Note that the net rate of change of phase with input power is a function of the initial detuning from resonance as well as the absolute value of the incident optical power. Hence, these need to be taken into account when comparing different cases.

The first term can be evaluated simply by differentiating eqn. 1.19 with respect to the round trip phase. For the sake of simplicity, the resonator is assumed to be gain/loss free \((a = 1)\). Thus,

\[ \frac{d\Phi}{d\phi} = \frac{(1 - \tau^2)\sec^2 \phi}{(1 - \tau^2 + (1 + \tau)^2 \tan^2 \phi}. \]  \hspace{1cm} (2.32)

Ideally, we want to maximize this quantity, so as to get the most change in transmission.
for a small change in input power. This happens when $\phi = 0$, i.e. when the input wavelength is tuned to the resonance. Thus,

$$\left. \frac{d\Phi}{d\phi} \right|_{\phi=0} = \tau$$

(2.33)

The last term in eqn. 2.31 is obtained by differentiating eqn. 1.13 with respect to input intensity. Again, assuming $a = 1$ and $\phi = 0$ (maxima),

$$\frac{dI_R}{dP_{in}} = \frac{1}{A_{eff}} \frac{\kappa^2}{1 + a^2 \tau^2 - 2a \tau \cos \phi} = \frac{1}{A_{eff}} \frac{1 + \tau}{1 - \tau}$$

(2.34)

The second term in eqn. 2.31 is the intensity induced round-trip phase change and is given by:

$$\frac{d\phi}{dI_R} = \frac{2\pi L}{\lambda} \frac{dn(I_R)}{dI_R}$$

(2.35)

Putting it all together, the net small-signal rate of change of phase for a microring resonator is given by:

$$\left. \frac{d\Phi}{dP_{in}} \right|_{\text{Ring}} = \frac{1}{A_{eff}} \frac{(1 + \tau)^2}{(1 - \tau)^2} \frac{2\pi L}{\lambda} \frac{dn(I_R)}{dI_R}$$

(2.36)

This is a very significant result in that it illustrates the ‘amplifying’ effect of the resonator on the non-linearity. Comparing with an equivalent length of waveguide, the effective phase change is given by:

$$\left. \frac{d\Phi}{dP_{in}} \right|_{\text{WG}} = \frac{1}{A_{eff}} \frac{2\pi L}{\lambda} \frac{dn(I_{WG})}{dI_{WG}}$$

(2.37)

Thus the effect of the resonator is to enhance the non-linear phase change by a
magnifying factor $M$ given by:

$$
M = \frac{(1 + \tau)^2}{(1 - \tau)^2} \approx \left(\frac{F}{\pi}\right)^2
$$

(2.38)

Here, $F$ is the finesse of the resonator and the coefficient $\tau$ is assumed to be close to unity. An equivalent small-signal analysis can be done using the transmission coefficient, defined as the ratio of output to input intensity, instead of the net phase change as done here and will yield the same result [72].

2.7.2 Quantifying resonance enhancement of optical non-linearity – the large signal case

In the small signal approximation discussed above, it was assumed that the phase excursion due to intensity induced index change is very small and hence the detuning from resonance is nearly zero ($\varphi \sim 0$) throughout the process. In other words, the wavelength is always positioned at the best spot for producing the maximum change in output. However, in switching applications, this is never true as the output needs to change from zero to a large value or vice versa for maximum contrast. To see how this occurs consider the case when the input intensity gradually increases from zero to a large value. Assume that the wavelength of the incident beam is initially tuned exactly to the resonance, i.e. $\varphi = 0$. As the intensity increases, initially the field enhancement in the ring is given by $FE = \kappa/|1 - \tau|$. The increasing intensity results in a non-linear phase shift and takes the operating point away from the $\varphi = 0$ condition. Thus, the resonance moves away from the initial location and the field enhancement is reduced at high intensities to $FE = \kappa/|1 - \tau \exp(-j\varphi)|$, where $\varphi$ is the intensity induced phase-shift.
To model the large-signal characteristics, consider the ring intensity relations from eqns. 1.13 and 1.16 reproduced here for convenience.

\[
I_R = I_{in} \frac{\kappa^2}{1 + a^2 \tau^2 - 2a \tau \cos \phi} \quad (2.39)
\]

\[
I_t = I_{in} \frac{\tau^2 + a^2 - 2a \tau \cos \phi}{1 + a^2 \tau^2 - 2a \tau \cos \phi} \quad (2.40)
\]

The round-trip phase is now a function of the intensity in the ring:

\[
\phi = \phi_0 + \frac{2\pi}{\lambda} L \Gamma \Delta n(I_R) \quad (2.41)
\]

Here \( \phi_0 \) is the unperturbed or initial phase, and \( \Delta n(I_R) \) is the intensity induced index change and is determined by one of the following:

\[
\Delta n(I) = n_z I \quad \text{Kerr Effect}
\]

\[
\Delta n(I) = -\frac{\sigma_n \alpha_z \tau_c I^2}{2\hbar \omega} \quad \text{Two Photon Abs.} \quad (2.42)
\]

\[
\Delta n(I) = \frac{\alpha_H \lambda g_0}{4\pi} \cdot \frac{I}{1 + \frac{I}{I_{sat}}} \quad \text{Gain Saturation}
\]

Eqns. 2.39 through 2.42 form a system of non-linear equations that can be solved for the through-port intensity as a function of the input intensity. Figures 2.2 and 2.3 show the results of the simulation for the case of gain saturation based on the above set of equations. The parameters used in the simulation are as indicated in table 2.2. For the sake of simplicity, the round-trip gain \((a)\) is assumed to be constant. In reality, the round-trip gain goes down with intensity due to saturation. The initial round-trip phase detuning from resonance \((\phi_0)\) is varied on both sides of the resonance.
Figure 2.2 Through-port response of microring resonator as a function of input intensity (normalized to $I_{\text{sat}}$) for the case of gain-saturation. The detuning parameter ($\phi_0$) is varied on both sides of the resonance.

Figure 2.3 Intensity enhancement in the ring and round-trip phase change due to gain-saturation non-linearity for the case when the wavelength is tuned to the resonance peak initially ($\phi_0 = 0$).
Table 2.2 Values of parameters used in the large-signal non-linear characteristics calculation shown in figures 2.2 and 2.3.

<table>
<thead>
<tr>
<th>Parameter, Symbol</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ring radius (R)</td>
<td>10 µm</td>
</tr>
<tr>
<td>Coupling coefficient (κ)</td>
<td>0.5</td>
</tr>
<tr>
<td>Round-trip gain (a)</td>
<td>1.05</td>
</tr>
<tr>
<td>Unsaturated gain (g₀)</td>
<td>1000</td>
</tr>
<tr>
<td>QW – optical mode overlap</td>
<td>0.05</td>
</tr>
<tr>
<td>Henry alpha factor (α₉)</td>
<td>3</td>
</tr>
</tbody>
</table>

Figure 2.2 is a plot of the through-port response (Iₜₐₜ / Iₖₐₜ) as a function of input intensity. The input intensity is normalized to the saturation intensity (Iₖₐₜ / Iₛᵃᵗ). In the absence of any non-linearity, all curves would have remained flat as the intensity was varied. The φ₀ = 0 case (black curve) corresponds to the case when the wavelength is tuned exactly to the resonance. As the intensity increases, the resonance moves to longer wavelengths corresponding to a decreasing refractive index and consequently the net gain drops. If the starting point is red-detuned initially (φ₀ < 0), then the induced refractive index change causes the resonance to move towards the operating wavelength and eventually move past the peak. This results in a response indicated by the blue curves in figure 2.2. Conversely, if the starting point is blue-detuned, then the resonance moves farther away as the intensity increases resulting in very low gain. This results in a response indicated by the red curves in the figure. Figure 2.3 shows the intensity induced round-trip phase change (red-curve) and intensity enhancement (blue-curve) within the resonator as a function of input intensity for case when φ₀ = 0.
Chapter 3

DESIGN AND FABRICATION

In this chapter I will present details of the optical and epitaxial design followed by the fabrication process. The devices were based on the InP/InGaAsP system to enable operation at communication wavelengths i.e. the 1550 nm band. The first few batches of devices were based on the vertical coupling scheme primarily for two advantages: The rings can be made using the active layers while the bus waveguides that transport light between rings can be made passive. Also, the coupling strength between ring and bus can be controlled precisely by the epitaxial thickness of the middle layer.

3.1 Optical Design of the Vertical Coupling Scheme

A schematic cross-section of the vertical coupling structure is shown in figure 3.1. It shows the ring waveguide on top of the bus waveguide separated by a middle layer. The primary optical design criteria for this structure were:

- Single-mode operation.
- Minimal radiation losses to bending in the ring waveguide.
- Minimal loss to absorption in electrical contacts.
- Maximum coupling between ring and bus waveguides.

Additionally, achieving these design objectives were subject to constraints imposed by the difficulty of fabrication or desired electrical and thermal properties of the device. The
optical behavior of the waveguides was evaluated by numerically solving the wave-equation in terms of the transverse electric fields on a 2-D grid. The numerical simulations were carried out using the commercially available software OWMS [73].

3.1.1 Single mode operation

Single mode operation is desirable to ensure predictability of behavior, especially coupling between ring and bus, as well as the resonances in the ring. Single mode behavior is also desirable to cut down losses in the waveguide as the higher order modes overlap with the etched surface more than the fundamental mode. Also, modal dispersion due to higher order modes results in pulse distortion. In the growth direction, single mode operation is fairly easy to achieve due to the low index contrast between core ($n_{core} \sim 3.35$) and cladding ($n_{clad} \sim 3.17$). However, in the lateral direction the strong index contrast ($n_{core} - n_{clad} \sim 1.8$) results in a large normalized frequency for the waveguide and

Figure 3.1: Cross-section of a vertically coupled ring-resonator fabricated in the InP/InGaAsP system.
hence very narrow waveguides are necessary to bring the normalized frequency down and ‘squeeze’ out the higher order modes. The transition from single to multi-mode behavior in the lateral direction occurs at a waveguide width of approximately 0.4 µm. This is just beyond the resolution capabilities (~ 0.5 µm) of the projection aligner used to define the waveguides lithographically. Figure 3.2 shows the supported modes for increasing waveguide widths. The mode nomenclature is of the form $E_{mn}^{x/y}$, where the superscript denotes the polarization and the subscript denotes the number of peaks in the X and Y directions. Fortunately, we can relax the requirement from strict single-mode behavior to allow for a few additional modes. This is because there is no coupling of power between (1) the first mode ($E_{11}^{x}$) and the next higher mode ($E_{21}^{x}$) as the overlap integral between them is zero and (2) cross-polarized modes ($E_{11}^{x}$ and $E_{11}^{y}$). The primary mode of interest is $E_{11}^{x}$ as interaction with quantum wells in the core of the ring is stronger for polarization in the plane of the quantum well. Thus, horizontally polarized light from a single mode fiber aligned to the center of the waveguide facet is expected to mostly feed into the $E_{11}^{x}$ mode and very little power if any should couple into the other modes. The waveguide width was thus selected to be between 0.8 µm and 1.0 µm to ensure ease of fabrication as well as provide effectively single mode behavior.

A key consideration in most semiconductor waveguide based devices is the polarization dependence of device characteristics. I will discuss this briefly in the context of active microring devices in a later section. While coupling between cross polarized modes is not a concern in straight waveguides, there is some amount of polarization conversion in curved waveguides [74]. Consequently, the resonance spectrum of microrings contains features arising from coupling to the cross–polarized mode. The
Figure 3.2: Optical mode profiles for increasing waveguide widths. The left column is for the Y-polarized modes and the right column is the X-polarized modes.
cross-polarized mode has a different propagation constant and hence different resonance wavelengths.

3.1.2 Radiation loss in microrings and disks

Curved optical waveguides can be analyzed by the method of conformal transformation [46]. In this method, the coordinate system is transformed from the X-Y plane to the U-V plane according to the relation:

\[ W = u + iv = f(Z = x + iy) \]  (3.1)

The ring is co-planar with the X-Y plane. The function \( f(z) \) is chosen so as to convert curved boundaries in the X-Y plane to straight ones in the U-V plane. The result of this transformation is to modify the 2-D scalar wave-equation to an equivalent one in the U-V plane.

\[
[\nabla_{x,y}^2 + k^2(x, y)] \psi = 0 \quad \rightarrow \quad [\nabla_{u,v}^2 + \left| \frac{dZ}{dW} \right|^2 k^2(u, v)] \psi = 0
\]  (3.2)

The refractive index too undergoes the transformation:

\[ n(x, y) \rightarrow n(u, v) \]  (3.3)

For the case of a circular waveguide in the X-Y plane such as a ring, a suitable transformation function \( f(z) \) is:

\[ W = R_2 \ln \frac{Z}{R_2} \]  (3.4)

Here, \( R_2 \) and \( R_1 \) are the outer and inner radius of the microring respectively. The effect of this transformation is illustrated in figure 3.3. Figure 3.3(a) shows the new boundaries in
Figure 3.3: (a) Transformation of geometry of microring from X-Y to the U-V plane (b) Transformation of refractive index profile of ring (c) Transformation of refractive index profile for a microdisk.
the U-V plane. The outer wall is at \( u = 0 \) and the inner wall at \( u = -R_2 \ln(R_2/R_1) \). Thus, the problem now reduces to solving the wave-equation for a simple planar waveguide in the U-V plane. Figure 3.3(b) shows index profile in the X-Y plane along the radial direction and the corresponding profile in the U-V plane along the u-direction. Figure 3.3(c) shows the index profile for a microdisk resonator.

Two very interesting things can be observed in the index diagrams. One is that the index increases exponentially along the u-direction outside the ring. Thus, light can couple from the confined modes in the slab-waveguide structure (U-V plane) to freely radiating modes in the high-index semi-infinite region to the right. This accounts for the loss seen in bending waveguides. The gap between the slab-waveguide and the semi-infinite high index region to the right is determined by the radius of the ring and decreases with the radius. Thus, tightly bent waveguides have higher radiation losses. The other interesting point to note is the index profile in the U-V plane for the microdisk resonator. The microdisk index profile is seen to form a local maxima near \( u = 0 \) even though there is no confining wall or index step towards the center of the disk. Thus waveguiding can occur along the periphery of the disk in the absence of any inner wall.

The bending loss analysis and design was carried out using the commercially available software OWMS [73]. For the range of radii used in these devices (5 to 20 \( \mu m \)), the index contrast between semiconductor and polymer (\( \Delta n \sim 1.8 \)) is well above sufficient to prevent radiation losses directly from the semiconductor to the polymer. However, the presence of the high index middle layer close to the ring core, which extends in the ring plane beyond the outer wall, presents a path for light to couple from the ring to the slab waveguide modes in this layer. This is illustrated in figure 3.4(a), which shows the
optical mode pattern for the case when the microdisk is etched only to the boundary of
the middle layer. The radiation loss to the middle layer can be minimized by etching
below the ring core – middle layer boundary (hring-overetch in figure 3.1). However, this has
to be balanced against a higher electrical resistance and accompanying heating effects as
the middle layer also forms the current conduction path between the N-contact and
disk/ring. Figure 3.4(b) shows the optimized structure, which minimizes this bending loss
while maintaining a sufficiently thick middle layer for conduction. Another option would
have been to increase the thickness of the middle layer and etch the rings deeper but this
results in the distance between the bus and ring cores increasing and hence coupling
decreases significantly.

3.1.3 Absorption loss in contact layer

A 200 nm InGaAs ternary layer is used to form the p-contact layer at the top of
the ring. To ensure an ohmic contact, a small band-gap material such as the InGaAs

\[
\begin{align*}
  n & = 3.067 - i0.00167 \\
  \alpha_{\text{bend}} & = 131 \text{ cm}^{-1}
\end{align*}
\]

\[
\begin{align*}
  n & = 3.059 - i0.00014 \\
  \alpha_{\text{bend}} & = 11 \text{ cm}^{-1}
\end{align*}
\]

Figure 3.4: Simulation of optical mode intensity distribution and bending loss in a microdisk of
radius 10 µm for varying etch depths (a) h_{\text{ring-overetch}} = 0 (b) h_{\text{ring-overetch}} = 200 nm. The thickness of
the middle layer before etch is the same in both cases (h_{\text{mid-layer}} = 500 nm).
ternary is necessary. However, if this layer is very close to the ring-core, there is increased optical loss due to absorption in the ternary layer. Figure 3.5 shows the calculated loss for increasing distance between the core and contact layers. An optimum thickness would be one that minimizes the optical loss as well as keeps the etch-depth required to a minimum and is around 1.4 \( \mu \text{m} \) for the geometry and material system used in these devices.

### 3.1.4 Coupling strength estimation

The fraction of power that couples from the bus wave-guide to the ring/disk is determined by the coupling constant \( \kappa \). The coupling constant has a very strong influence on the ring-resonator characteristics and hence being able to design a device for a particular coupling is critical to achieve the desired switching behavior.
This section deals with the numerical estimation of the coupling constant by calculating the overlap between optical modes of the bus and ring waveguides. The calculation can be split into two components. In the first part, I estimate the coupling between two straight parallel waveguides assuming weak coupling. The second part deals with extending the calculation to determine the total coupling between two arbitrarily curved waveguides.

Following coupled-mode theory as described in ref. [43], the intensity in two weakly coupled parallel waveguides aligned in the z-direction can be written as:

$$\begin{align*}
\frac{d\Psi_1}{dz} &= -j\beta_1 \Psi_1 - j c_q \Psi_2 \\
\frac{d\Psi_2}{dz} &= -j\beta_2 \Psi_2 - j c_q \Psi_1
\end{align*}$$

Here, $\Psi_1$ and $\Psi_2$ represent the contribution of the individual waveguide modes to the combined mode, which is assumed to be of the form:

$$E_{12}(x,y,z) = \Psi_1(z)E_1(x,y) + \Psi_2(z)E_2(x,y)$$

The coupling constant $c_q$ is defined as:

$$c_q = \frac{\omega \varepsilon_0}{4} \iint \left[ n_{pq}^2(x,y) - n_q^2(x,y) \right] \bar{E}_p^*(x,y) \cdot \bar{E}_q(x,y) dxdy$$

Here, $n_{pq}$ is the refractive index distribution with both the waveguides present and $n_q$ is the refractive index distribution with only waveguide $q$ present. The electric-fields are normalized such that there is unit power flowing in the z-direction, i.e.

$$\frac{1}{2} \iint \bar{z} \cdot (\bar{E}_p^* \otimes \bar{H}_p) dxdy = 1$$
The coupling coefficient can be calculated numerically as defined in eqn. 3.7. The optical modes ($E_p$ and $E_q$) for the individual waveguides are determined using the OWMS mode solver. A MATLAB [75] script (software supplement A) then reads in the output from the solver and calculates the coupling coefficient as indicated above. Figure 3.6 shows the structure used in the calculation as well as the optical modes for the individual waveguides in a vertically coupled scheme. The coupling is expected to fall exponentially with waveguide separation since the optical intensity drops exponentially outside the core. The coupling constant is calculated for two different offsets of the bus-waveguide and is fitted to a function of the form

$$c_0(x_{off}, y_{off}) = a_1 \exp\left(-a_2 \sqrt{x_{off}^2 + y_{off}^2}\right)$$  \hspace{1cm} (3.9)
For the structure shown in figure 3.6, the waveguide widths are 0.8 µm and the x-offsets were chosen as 0 and 400 nm. The y-offset is determined by the epitaxial thickness and is equal to 750 nm. The coupling constant was calculated to be

\[
c_0 = 5.611 \times 10^6 \exp \left( -5.316 \times 10^6 \sqrt{x_{\text{off}}^2 + y_{\text{off}}^2} \right) \text{m}^{-1}
\]  \hspace{1cm} (3.10)

The coupling coefficient derived by this method is useful for analyzing parallel waveguides. However, it needs to be modified for use in non-parallel and/or curved waveguides such as in microrings, where the bus waveguide approaches tangentially to the circular ring waveguide. I follow the method of ref. [1] to calculate the coupling between curved waveguides.

Consider the case of coupling between a curved and straight waveguide as shown in figure 3.7. Strictly speaking, the incremental change in electric field at point \( t_1 \) has a contribution from all-points on waveguide-2. However, as an approximation, the field at point \( t_1 \) can be considered to be affected by contributions only from a single point \( t_2 \) on waveguide-2, where the point \( t_2 \) is chosen such that the tangents to the waveguides at \( t_1 \) and \( t_2 \) subtend equal angles with the line connecting them. The modified version of the coupled-mode equations (eqn. 3.5) is given by:

\[
\frac{d\Psi_1(t_1)}{dt_1} = -j\beta_1 \Psi_1(t_1) - j\epsilon_1 \Psi_2(t_2)
\]

\[
\frac{d\Psi_2(t_2)}{dt_2} = -j\beta_2 \Psi_2(t_2) - j\epsilon_2 \Psi_1(t_1)
\]  \hspace{1cm} (3.11)

Here \( t_1 \) and \( t_2 \) are the parametric-coordinates for the corresponding waveguides and are related to each other by the constraint mentioned above and defined by the shape-function:
The coupling coefficients $c_1$ and $c_2$ are related to each other and to the coupling coefficient for the case of straight waveguides ($c_0$) as

$$c_1 = c_2 \cdot \frac{dt_2}{dt_1}$$

$$c_1 = c_0 \cos(\pi - 2\theta) \cdot \left(\frac{dt_2}{dt_1}\right)^{1/2}$$

$$c_2 = c_0 \cos(\pi - 2\theta) \cdot \left(\frac{dt_1}{dt_2}\right)^{1/2}$$

The variation of $\Psi_q$ along $t_q$ can be separated into the phase and amplitude parts as:

$$\Psi_q(t_q) = \psi_q(t_q) \exp(-\beta_q t_q)$$

Substituting this in the coupled mode equations (eqn. 3.11) results in a pair of coupled equations.

$$\frac{d^2 \psi_q}{dt_q^2} + j2B_q \frac{d\psi_q}{dt_q} + C_q^2 \psi_q = 0 ; \quad q = 1,2$$

Figure 3.7: Schematic showing coupling between a curved and straight waveguide.
The coefficients \((B_q, C_q)\) of the differential equations are given by:

\[
B_q = \frac{1}{2} \left[ \beta_p \frac{dt_p}{dt_q} - \beta_q \right] + j \frac{1}{c_q} \frac{dc_q}{dt_q}
\]

\[
C_q = \left[ c_p c_q \frac{dt_p}{dt_q} \right]^{1/2}
\]

(3.16)

The differential equation coefficients defined above are not constant and hence a transmission matrix approach is adopted, where the equations are solved for a small stretch of the waveguides. The coefficients are assumed to be piece-wise constant over these small stretches. Thus, for a small section of the waveguides from \(t_q^{k-1}\) to \(t_q^k\), the amplitudes at either end can be written as:

\[
\begin{bmatrix}
\psi_1(t_1^n) \\
\psi_2(t_2^n)
\end{bmatrix} = \begin{bmatrix}
b_{11}(t_1^k, t_1^{k-1}) & j b_{12}(t_1^k, t_1^{k-1}) \\
b_{21}(t_2^k, t_2^{k-1}) & b_{22}(t_2^k, t_2^{k-1})
\end{bmatrix} \cdot \begin{bmatrix}
\psi_1(t_1^{k-1}) \\
\psi_2(t_2^{k-1})
\end{bmatrix}
\]

(3.17)

Here, the matrix coefficients \(b_{ij}\) are determined by the solutions to the differential equations above (eqn. 3.15) over the interval \([t_q^{k-1}, t_q^k]\). The net response is then calculated by the multiplication of these matrices over the entire length of the waveguides.

\[
\begin{bmatrix}
\psi_1(t_1^n) \\
\psi_2(t_2^n)
\end{bmatrix} = \prod_{k=1}^{n} \begin{bmatrix}
b_{11}(t_1^k, t_1^{k-1}) & j b_{12}(t_1^k, t_1^{k-1}) \\
b_{21}(t_2^k, t_2^{k-1}) & b_{22}(t_2^k, t_2^{k-1})
\end{bmatrix} \cdot \begin{bmatrix}
\psi_1(t_1^0) \\
\psi_2(t_2^0)
\end{bmatrix}
\]

(3.18)

The method described here was implemented numerically using a MATLAB script (software supplement B). Figure 3.8 shows the calculated net coupling coefficient \((\kappa)\) as a function of the horizontal gap between bus and ring-waveguides for the structure shown in fig. 3.6. The ring radius is assumed to be 10 µm.
3.2 Epitaxy Design and Growth

The epitaxial layer structure used for the vertically coupled active microrings and disks is shown in fig. 3.9. The layer structure is inverted from the final orientation to allow for flip bonding of the epi-layers to a carrier substrate. The epitaxial growth (#g564a) was carried out in a solid-source MBE machine at the Laboratory for Physical Sciences, College Park. I am grateful to Dr. S. Kanakaraju and Dr. C. Richardson for the MBE growth.

After wafer cleaning, preparation and loading, the growth begins with a short buffer layer of InP that acts as the starter layer. Following this, a 200 nm thick heavily p-
A doped layer of lattice matched InGaAs ternary is added. The InGaAs layer serves two vital purposes; the first is to form the small band-gap contact layer for the p-contact and...
the second is to form the etch-stop layer during wet-etching to remove the substrate. Subsequently, a 1400 nm thick layer of InP is grown, which forms the upper cladding for the ring optical core. The large thickness serves to separate the highly-absorbing InGaAs layer from the ring core. The p-doping is stepped down from $10^{19}$ cm$^{-3}$ near the contact to $5 \times 10^{17}$ cm$^{-3}$ near the core to minimize free-carrier absorption losses. The ring core is a 240 nm thick undoped InGaAsP quaternary layer with a refractive index of approximately 3.4 and a band-gap wavelength of 1.26 µm. The core serves as both the carrier and optical confinement layer. At the center of the ring-core a set of five compressively-strained quantum wells is used to provide optical gain. Following the core, a 500 nm thick n-doped InP middle-cladding layer is grown. The thickness of this layer determines the coupling strength between the bus and ring waveguides. It also serves as the n-contact layer and hence is doped to about $5 \times 10^{18}$ cm$^{-3}$. The bus-core comprises alternate layers of InP with InGaAsP quaternary and has a net effective index of about 3.35. A very thick layer of quaternary InGaAsP tends to undergo spinodal decomposition into InAs and GaP during growth and hence needs to be alternated with thin InP layers [76]. The bus core is undoped to minimize free-carrier optical absorption. The last layer is a 500 nm undoped InP cladding layer for the bus waveguide.

3.3 Fabrication

In this section, I outline the fabrication procedure for the vertically-coupled active microrings and disks. The process recipes used are described in detail in appendix A. The process steps are illustrated in fig 3.10. Fabrication starts with cleaving a 15 mm x 15 mm coupon from a 2-inch wafer with epitaxial structure as described above. The wafer-piece is cleaned with acetone, methanol and iso-propanol rinses successively, followed by a
nitrogen blow dry.

3.3.1 Etch-mask deposition

A 300 nm layer of silicon dioxide (SiO₂) is deposited in an HDPECVD system at 120 °C using silane (SiH₄) and nitrous oxide (N₂O) as the precursor gases. Prior to the deposition, the wafer-piece is treated for 1 minute in ammonia (NH₃) plasma to enhance adhesion of the silicon dioxide to indium phosphide. The layer is used as the etch-mask for plasma etching bus-waveguides in the indium phosphide below.

3.3.2 Bus-waveguide lithography

A 1500 nm thick layer of positive photoresist (OiR 906-10) is spun on the silicon-dioxide coated wafer-piece and baked. It is then aligned and exposed on a 5x projection aligner with the bus level photo-mask. Following exposure, it is hard-baked and developed to form the photo-resist pattern.

3.3.3 Pattern transfer to etch-mask layer

The photo-resist pattern is transferred to the silicon dioxide layer by plasma etching in a reactive-ion etcher (RIE). Prior to the etch, a 15 second oxygen plasma clean is used to remove photoresist residue in the exposed areas. The silicon dioxide etch has marginal selectivity over photo-resist but the large thickness of photo-resist compared to silicon dioxide compensates for the lack of selectivity. The etch is continued for about 2 minutes beyond the end-point to ensure complete removal of silicon-dioxide in the unmasked areas. Following the etch, the photoresist is removed by oxygen plasma ‘ashing’ and acetone rinse.
3.3.4 Bus-waveguide etching

The bus waveguides are etched into the indium-phosphide in the RIE system using the silicon-dioxide pattern as the etch-mask [77, 78]. The etch process is a two step scheme. The first step is a 5 minute InP etch in a methane (CH₄), hydrogen (H₂) and argon (Ar) plasma. The use of a carbon containing gas results in polymerization reactions in the plasma and the chamber and wafer-piece is covered by a thin layer of long-chain hydrocarbons. This polymer layer serves to passivate the side-walls preventing undercutting and results in vertical side-walls. However, the reaction on the horizontal surfaces is driven by ion bombardment and indium phosphide continues to etch by formation of volatile organo-metallic group-III compounds (In-CₓHᵧ) and PH₃. The second step is a 3 minute oxygen plasma process, which removes the excessive build-up of polymer. These two steps are repeated as often as necessary to achieve the desired etch-depth. The bus-waveguides are etched to the boundary of the bus core and middle layer. Typical etch rate of indium phosphide is around 50 nm/min while that of the silicon dioxide etch mask is around 1 nm/min. Thus, the etch-selectivity is 50:1 approximately. Following etching, the silicon-dioxide etch cap is removed by a 2 minute dip in buffered hydrofluoric acid (BHF).

3.3.5 Polymer wafer bonding

Accessing the ring-level epi-layers for processing needs the substrate to be removed. However, the epi-layers are very thin (~ 2 µm) to support its own weight. The epi-layers need to be transferred by flip-bonding to a carrier substrate before backside processing can be done. The transfer is accomplished by way of polymer wafer bonding [79].
Benzo-cyclobutene (BCB, Dow Chemical), a low solvent content polymer, is used to carry out the polymer wafer bonding [80-82]. An indium phosphide carrier substrate slightly larger than the epi-substrate is prepared by spinning a layer of BCB-35 along with an adhesion promoter (APS 3000, Dow Chemical). The epi-surface of the original substrate with the etched bus waveguides is prepared by flooding it with BCB. Both the carrier and original substrate are baked at 90 °C for 15 minutes on a hot-plate to drive out solvents. Following the bake, the wafer pieces are transferred to a 120 °C hot-plate and flip-bonded. Care must be taken to align the crystal axes of the two pieces to ensure good cleaving behavior at the end. Excess BCB is cleaned off by rinsing in a solvent (T-1100, Dow Chemical). At this point, the bonded wafer-pieces can be inspected under an IR microscope for trapped air bubbles. The wafer pieces are then sandwiched between graphite blocks with weights added on top to generate a bond pressure of approximately 1 MPa. The blocks are then placed in an oven in a nitrogen ambient and cured at 220 °C for 2 hrs. Following cool down, the blocks are separated and the bonded wafer-pieces extracted. Typical bond line thickness is around 500 nm for low viscosity BCB (BCB-35).

3.3.6 Substrate removal

The original substrate is removed to expose the back side of the epi-layers. The substrate is thinned from approximately 300 µm to 50 µm by mechanical lapping. The remaining 50 µm is removed by wet-etching in a HCl + H₃PO₄ mixture. The wet etch stops on the InGaAs etch-stop layer. The wafer-piece is then rinsed in DI water and blown dry.

At this point, the wafer-piece consists of thin epi-layers bonded bus-side down to
the carrier substrate using BCB.

3.3.7 Ring etch-mask layer deposition

A 500 nm layer of silicon dioxide is deposited in an HDPECVD system. This layer forms the mask for etching indium phosphide subsequently.

3.3.8 Ring waveguides lithography

Positive photoresist is spun on the wafer-piece and patterned using a projection aligner with the ring level photomask. The procedure is identical to that for the bus waveguides above.

3.3.9 Pattern transfer to etch-mask layer

The photoresist pattern containing rings is transferred to the silicon dioxide layer by plasma-etching in an RIE system using the photoresist as an etch-mask. Following the etch, the photoresist is removed by dissolving it in acetone and by plasma ‘ashing’.

3.3.10 Ring etching

Using the silicon dioxide pattern as the etch-mask, the microring side indium phosphide is etched in an RIE system using methane, hydrogen and argon plasma as before. Etching is stopped when the depth reaches about 150 to 200 nm below the ring core – middle layer boundary. Total etch depth is about 2 µm. Following the etch, the silicon dioxide is removed by a 3 minute dip in buffered hydrofluoric acid.

A smooth side-wall is critical to ring operation as loss in the ring is determined to a large extent by scattering from side-wall roughness.
3.3.11 N-metal lithography

A 1600 nm thick negative resist (NR7-1500PY Shipley) is spun onto the wafer-piece and baked. It is then exposed on the projection aligner using the n-metal photomask. Following the exposure, it is hard-baked and developed to form the metallization pattern. The areas to be metalized are open while the remaining areas are covered by the resist. Negative resist provides the negatively sloped sidewall required for metalization by lift-off.

3.3.12 N-metal evaporation

The n-contact if formed by evaporating Ni, Ge, Au, Ni, Au in an e-beam evaporator with thicknesses of 50, 300, 800, 400, 2500 Å respectively. Prior to evaporation the wafer-piece is dipped in a 5% solution of sulfuric acid (H₂SO₄) to remove native surface oxides. Following the evaporation, the wafer-piece is soaked in acetone for about 10 minutes to lift-off the evaporated metal leaving behind metal only in areas not covered by the negative resist.

3.3.13 Sulfur passivation

Sulfur passivation is carried out to minimize carrier loss to surface recombination [6]. The wafer-piece is first dipped for 2 minutes in buffered hydrofluoric acid to remove native oxides. It is then rinsed in DI water followed by a rinse in iso-propanol. Following this, it is immediately immersed in a saturated solution of sodium sulfide in iso-propanol for 2 minutes [83]. The sodium sulfide solution is filtered through a micro-filter to eliminate undissolved sodium sulfide crystals from settling on the wafer-piece. It is then rinsed in iso-propanol, blown dry and immediately transferred to the HDPECVD
3.3.14 Passivation protection using silicon nitride

The sulfur passivation is prone to deterioration in atmosphere due to oxidation. To prevent this, a thin layer of silicon nitride is deposited on the wafer-piece immediately following the passivation procedure [84, 85]. The 20 nm thick silicon nitride is deposited using an HDPECVD system at a low temperature of 120 °C. The silicon nitride layer also serves the purpose of enhancing adhesion of the planarizing polymer (BCB) to the ring sidewalls.

3.3.15 Planarization

A thick layer of BCB (~ 6 µm) is spun on along with an adhesion promoter to cover and planarize the rings. It is then cured in an oven at 225 °C for 2 hours in a nitrogen ambient.

3.3.16 Etch-back

The cured BCB layer is blanket etched in an RIE system to expose the top of the rings for subsequent metalization. The etch stop point is determined by monitoring the color changes between etch runs. As the thickness decreases, color fringes can be seen atop the rings which disappear when all the BCB above the ring is removed.

3.3.17 P-metal lithography

As before, negative resist is used to pattern openings for depositing the p-metal on top of the rings.
3.3.18 P-metal evaporation

The p-contact is formed by successively depositing Ti-Pt-Au in an e-beam evaporator with thicknesses of 100, 500 and 3000 Å correspondingly. Prior to evaporation, the wafer-piece is dipped in 5% sulfuric to remove native oxides. Following the evaporation, it is soaked in acetone to lift-off the metal leaving behind the contacts.

3.3.19 Via etch lithography for n-contacts

The n-contacts buried beneath the BCB planarization layer need to be exposed to enable a probe needle to contact them. A lithography step is carried out to define openings in a photoresist layer (OiR 908-35) above the BCB. The openings are used to etch vias in the BCB layer down to the n-metal.

3.3.20 Via etch for n-contacts

Following the lithography, the BCB is etched in an RIE system using the photoresist as an etch mask. The large thickness of the photo-resist compared to the BCB layer compensates for the near equal etch-rates of the two. The photoresist is then removed by dissolving it in acetone.

3.3.21 Wafer thinning

The substrate is thinned from 350 µm to approximately 150 µm by mechanical lapping. The thinning ensures good crystal cleaving to separate the devices into bars for easy testing.

3.3.22 Scribing and cleaving

The thinned wafer-piece is then scribed using a high-power laser scriber setup.
The scribing ensures that the crystal cleaves along the scribe lines giving optical quality facets for the waveguides. The die pattern is aligned along a crystal axis during the first lithography step (bus waveguide definition). Consequently the scribe lines are long crystal axes. Cleaving is done by sandwiching the thinned and scribed wafer piece between flexible polyethylene sheets and applying downward pressure over a horizontal sharp edge aligned along the scribe line. The cleaved bars, about 800 μm in width and 8 mm long, are then separated.

3.3.23 Rapid thermal annealing

After the devices are cleaved into bars, they are annealed in a rapid thermal annealing system at 400 °C for a short interval. The anneal results in the formation of an low resistance ohmic contact at the metal-semiconductor junctions.

3.3.24 Mounting

The annealed bars are mounted on the narrow face of 5mm x 12 mm x 1mm copper heat-sinks using a silver-epoxy (Omegatherm HD5) as the glue. A ‘pick and place’ system is used to ensure accurate alignment of the bars and heat-sinks. The epoxy is then cured by heating the bars on a hot-plate for 15 min at 120 °C.

3.3.25 Anti-reflection coating

The large contrast in refractive index between the waveguide and air means that a large part of the incident light is reflected from the facet. Also, the Fabry-Perot resonator formed by the waveguide facets modulates the resonance behavior of the microrings. To eliminate this coupled cavity effect and to increase power coupling from the fiber, the facets are coated with a quarter wavelength thick layer of aluminum oxide (Al₂O₃), which
has a refractive index of about 1.6 ($n_{Al_2O_3} \approx \sqrt{n_{air} \cdot n_{InP}}$). The coating is carried out using an e-beam evaporator. To ensure that the coating does not cover the metal contacts, the devices are mounted at a 15° angle inside the evaporator and the thickness re-calibrated to account for the tilt.

Figure 3.11 shows the SEM scan of a completely processed device along with a schematic off the cross-section.
Figure 3.10: Steps in the processing of vertically coupled active microrings. (a) Wafer-piece with epi-growth (b) Deposit 300 nm of silicon dioxide etch-mask in HDPECVD (c) Lithographically pattern bus-waveguides and transfer pattern to silicon dioxide in RIE (d)Bus waveguide etch in RIE using silicon dioxide etch-mask.
(e) Remove etch-mask in BHF  
(f) Wafer-bond using BCB  
(g) Flip original and carrier substrate  
(h) Thin original substrate by mechanical lapping and wet etching

Figure 3.10: (Contd.) (e) Remove etch-mask in BHF (f) Wafer-bond using BCB (g) Flip original and carrier substrate (h) Thin original substrate by mechanical lapping and wet etching
Figure 3.10: (Contd.) (i) Deposit 500 nm silicon dioxide etch mask in HDPECVD (j) Lithographically pattern microrings and transfer pattern to etch mask (k) Etch microrings in RIE using silicon dioxide etch mask (l) Remove etch-mask by dip in BHF
Figure 3.10: (Contd.) (m) Lithographically pattern and evaporate n-contacts (n) Planarize with BCB and etch-back in RIE (o) Lithographically pattern and evaporate p-contacts (p) Lithographically pattern via openings and etch BCB in RIE to expose n-contacts
Figure 3.11: (a) SEM scan of a fully processed device. The bus waveguide is on the other side and indicated by a dashed line. (b) Schematic cross-section of a vertically coupled active microring.
Chapter 4

SURFACE RECOMBINATION AND PASSIVATION

In this chapter, I will discuss the effect of surface recombination on the device performance and model the lateral carrier transport process in quantum wells. The model will be used to analyze the experimental results from test devices to gauge the effectiveness of the sulfur passivation scheme to control surface recombination.

Surface recombination in III-V compounds and ways to control it has been explored in great detail in previous studies, especially in GaAs based devices [86]. The presence of surface oxides and un-terminated bonds on the surface of III-V compounds has been thought to produce mid-gap recombination sites and/or surface Fermi-level pinning [87, 88]. Several studies subsequently have shown that treating the surfaces in solutions that contain sulfur results in the removal of oxygen and replacement by sulfur to form In-S-In, Ga-S-Ga or In-S-Ga bonds, which are thought to have energy states outside the band-gap [89, 90]. Such treated surfaces show a remarkable drop in surface recombination as well as a sharp increase in photo-luminescence (PL) intensity [91-93]. Gallium containing compounds typically have higher surface recombination compared to indium containing compounds. The surface recombination rate is characterized by the surface-recombination velocity ($S_v$):

$$J_s = qnS_v$$

(4.1)
Here, $J_s$ is the surface recombination current density and $n$ is the surface carrier density. Typical measured values of $S_v$ for GaAs are around $6 \times 10^5$ cm/s [94]. For n-type GaAs this can be as high as $2 \times 10^6$ cm/s [95], showing that the limiting factor is the electron capture rate at recombination centers. For bulk InP, the surface recombination velocity is almost two orders of magnitude lower. Typical measured values are around $1.5 \times 10^4$ cm/s [96]. In the devices studied here, the quantum well is an InGaAsP quaternary with a significant amount of gallium ($\sim 27\%$). Hence, the surface recombination velocity is expected to be higher than that measured for bulk InP. This also makes the quantum wells the primary location of surface recombination in the device.

### 4.1 Lateral Carrier Transport in Quantum Wells

The majority of the carriers injected at the top and bottom of the ring make their way to the quantum wells, where they undergo recombination. A large part of the carriers in the quantum well diffuse along the well to reach the surface, where they undergo recombination through surface states. It is useful to calculate the fraction of injected carriers that are lost to surface recombination so as to estimate the need for surface passivation. The transport can be modeled by means of ambipolar diffusion equations and is outlined below [97]. Consider the device cross-section shown in figure 4.1. The carriers are assumed to be injected uniformly throughout the width of the quantum well with a current density $J_{n,p}$. The 1-D drift-diffusion equations for holes and electrons in the quantum well can be written as:

\[
J_n = q\mu_n nE + qD_n \frac{dn}{dx} \\
J_p = q\mu_p pE - qD_p \frac{dp}{dx}
\]  

(4.2)
Here, \( n, p \) are the electron and hole densities, \( D_{n,p}, \mu_{n,p} \) the corresponding diffusion coefficient and mobility respectively. \( E \) is the lateral electric field. The choice of cartesian coordinates over polar is due to the fact that the ring/waveguide thickness is much smaller (0.8 µm) compared to the radius (> 10 µm). Thus, the transport in the small thickness can be approximated as a 1-D system along the width of the waveguide. At any point along the x-direction, the hole and electron currents must be equal and opposite as there cannot be a net lateral current. This is because for every electron that reaches the surface and recombines, a hole has to be provided for the recombination. Assuming the carriers cannot escape once inside the quantum well, this implies equal and opposite electron and hole currents.

\[
J_n = -J_p
\]

\[
q\mu_n nE + qD_n \frac{dn}{dx} = -q\mu_p pE + qD_p \frac{dp}{dx}
\]  

Figure 4.1: Schematic for modeling lateral transport of injected carriers in a quantum well in the ring core. The lateral hole and electron currents are equal and opposite. The injected current \( J_i \) is assumed to be constant throughout the width of the structure.

This gives an expression for the lateral electric field:
Another useful assumption is quasi-neutrality \((n \approx p)\). The hole and electron densities at any point on the x-coordinate can be assumed to be approximately equal since there are no dopants in the quantum well. Strictly speaking, there cannot be an intrinsic lateral electric field without some charge imbalance. However, this imbalance \(|n - p|\) is very small compared to carrier density variation in the lateral direction \(n_e^{x=0} - n_e^{x=w/2}\) that it can be neglected, i.e. \(dn/dx \approx dp/dx\). Thus, the expression for electric field assuming charge quasi-neutrality is given by:

\[
E = -\frac{D_n \frac{dn}{dx} + D_p \frac{dp}{dx}}{\mu_n n + \mu_p p}
\]  

(4.4)

Plugging this back in the expression for the electron current results in:

\[
J_e = -J_p = q \frac{\mu_n D_p + \mu_p D_n}{\mu_p + \mu_n} \frac{dn}{dx} = q D_a \frac{dn}{dx}
\]  

(4.6)

Here \(D_a\) is the ambipolar diffusion coefficient and defined by:

\[
D_a = \frac{\mu_n D_p + \mu_p D_n}{\mu_p + \mu_n} = \frac{kT}{q} \frac{\mu_p \mu_n}{\mu_p + \mu_n}
\]  

(4.7)

The second equality in the above expression is derived by making use of the Einstein relation:

\[
\frac{D}{\mu} = \frac{kT}{q}
\]  

(4.8)

The expression for the ambipolar diffusion coefficient in eqn. 4.7 implies that the
transport of both holes and electrons is now determined by the species with the lower mobility, which happens to be holes in most semiconductors.

The continuity equation for carriers can now be written using the expression for the electron and hole diffusion currents from above.

\[ D_a \frac{d^2 n}{dx^2} - \frac{n}{\tau_c} + \frac{J_i}{qh} = 0 \]  \hspace{1cm} (4.9)

The first term represents the net electron diffusion current into a small slice/volume along the x-axis. The last term represents the carrier injection into the quantum well volume from the applied bias. The constant \( h \) is the quantum well thickness.

The second term represents the carrier loss to recombination within the volume. \( \tau_c \) represents the average carrier lifetime in the quantum well. It represents the average lifetime for a variety of carrier loss mechanisms including spontaneous recombination, Auger recombination as well as Shockley-Reed-Hall type of recombination at defect centers within the band-gap. Each of these processes varies differently with carrier density. For example defect recombination varies as \( An \), while spontaneous recombination varies as \( Bn^2 \), and Auger processes vary as \( Cn^3 \). Thus,

\[ \frac{n}{\tau_c} = An + Bn^2 + Cn^3 \]  \hspace{1cm} (4.10)

For ease of solution and the purpose of demonstration, the simpler expression for the carrier recombination is used, as in eqn. 4.9. However, for analyzing experimental results, the carrier recombination term will be replaced by the one in eqn. 4.10.

Equation 4.9 needs to solved over the range \( x = [0, w/2] \), where \( w \) is the width of the ring. The boundary conditions are determined by two conditions: the electron/hole
current is zero at the center of waveguide for reasons of symmetry and the current at the edge of the waveguide is equal to the carrier surface recombination current. Thus the B.C.s are:

\[
\left. \frac{dn}{dx} \right|_{x=0} = 0
\]

\[
-qD_a \left. \frac{dn}{dx} \right|_{x=w/2} = qS_v n(x = w/2)
\] (4.11)

The general solution to eqn. 4.9 is of the form:

\[
n(x) = A \exp(x / \sqrt{\tau_c D_a}) + B \exp(-x / \sqrt{\tau_c D_a}) + \frac{J_i \tau_c}{hq}
\] (4.12)

Applying the boundary conditions results in the expression for carrier density:

\[
n(x) = \frac{J_i \tau_c}{hq} \left\{ 1 - \frac{\cosh(2x / w_0)}{\frac{2D_a}{S_v w_0} \sinh(w / w_0) + \cosh(w / w_0)} \right\}
\] (4.13)

Here, \( w_0 \) is the diffusion length and given by \( w_0 = 2\sqrt{D_a \tau_c} \). The current is then given by eqn.4.6.

\[
J_n(x) = -\frac{J_i w_0}{2h} \left\{ \frac{\tanh(2x / w_0)}{1 + \frac{2D_a}{S_v w_0} \tanh(w / w_0)} \right\}
\] (4.14)

The fraction of the injected current that is lost to surface recombination can be estimated by taking the ratio of the lateral current at \( x = w/2 \) to the total injected current.
Figure 4.2 is a plot of the fraction of device current lost to surface recombination as a function of the waveguide width. The values of parameters used in eqn. 4.15 are indicated in the figure and are typical for the InGaAsP quantum well system. The ambipolar diffusion coefficient is assumed to be 7 cm$^2$/s [4]. The values of carrier lifetime shown in the graph represent the extremes of what is typically seen. Typically lifetimes of carriers in InGaAsP quantum wells are usually a few nanoseconds. The two values of the surface recombination velocity represent the case of InP (2 x 10$^4$ cm/s) and InGaAs (1 x 10$^5$ cm/s). The quaternary InGaAsP material used in the quantum wells of the microrings is expected to fall in between these two extremes. The graph is very informative in that it predicts the utility of any passivation scheme. The typical ring width is about 1 µm. For this width, it can be seen from the graph that between 30 to 80 % of the carriers can be lost to surface recombination even for the lower extreme of the surface recombination velocity. Since ohmic heating varies as $I^2R$, it is very critical that surface recombination be controlled by means of passivation in order to keep device currents and consequent heating to a minimum.
Measuring the Effect of Passivation

Sulfur treatments have been shown to be very effective in controlling surface states in III-V semiconductors. Of these, the saturated solution of sodium sulfide (Na$_2$S) in isopropanol (CH$_3$CH(OH)CH$_3$) has been shown to be better than aqueous solutions in the amount of sulfur coverage of the surface [83]. In order to verify the effect and efficiency of this passivation scheme, a set of deep-etched test ridge lasers was fabricated. The goal of the experiment was to measure the drop in threshold currents following passivation and correlate this with the drop in surface recombination velocity using the model developed in the previous section. The ridge-lasers are 3 µm wide and of

Figure 4.2: Plot of fraction of device current lost to surface recombination as a function of ring width calculated using eqn.5.15. The typical ring width of 1 µm is indicated by a dashed line. The values of parameters used represent the extremes.
varying length (500 to 1100 µm). A cross-section of the ridge lasers is shown in figure 4.3. The lasers are fabricated by plasma etching in an RIE system using silicon dioxide as an etch mask. They are etched deep enough that the quantum wells are exposed on the side-walls of the ridge. Following the etch, they are passivated and capped with a silicon nitride layer as described in chapter 3. A set of control lasers is also processed identically except for the passivation step. They are then planarized and metal contacts added. After annealing to alloy the contacts, they are scribed and cleaved into bars of varying lengths.

The lasers were tested for the L-I characteristics in pulsed mode at room-temperature. Figure 4.4 shows the measured threshold currents for both the passivated (blue) and un-passivated (red) devices. The error bars on the data points represent the total range in the measured values of threshold current for a particular length. Each point represents data from about 12 devices. From the graph, it can be seen the passivation scheme reduces the threshold currents by nearly 20 to 25 % for the 3 µm wide lasers. For rings which are 1 µm wide, the passivation can be expected to reduce the currents even more as a larger fraction of the carriers can reach the sidewalls.

Figure 4.3: Schematic cross-section of ridge-lasers used to measure the effect of passivation. The ridges are 3 µm wide. The quantum wells are exposed on the side-walls of the ridge.
The data was analyzed using the model developed earlier for carrier transport in quantum wells with one change. The expression for the carrier lifetime was now expanded to include the dependence on carrier density for the various processes. The 1-d continuity equation was rewritten as:

\[ D_n \frac{d^2 n}{dx^2} - An - Bn^2 - Cn^3 + \frac{\eta_{\text{inj}} J_s}{qN_{QW} h} = 0 \]  

(4.16)

Here, \( \eta_{\text{inj}} \) represents the injection efficiency or the fraction of total carriers \( J_s \) that get trapped in the quantum wells. \( N_{QW} \) represents the number of quantum wells. The solution to the above equation is subject to the same boundary conditions as before (eqn. 4.11). The solution was obtained numerically by means of a MATLAB script. The values of the various parameters used are indicated in table 5.1.

Figure 4.4: Measured threshold current in ridge lasers as a function of length for devices with (blue) and without (red) passivation. Error bars represent the total range of measured values for a particular length.
Using the model and the experimental data, it was estimated that the surface recombination velocity dropped from $2.5 \times 10^4$ cm/s to nearly $4 \times 10^3$ cm/s following passivation. This corresponds to over 30% drop in current for the 0.8 µm to 1 µm wide waveguides used in microrings.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ambipolar diffusion coeff. ($D_a$)</td>
<td>$7 \text{ cm}^2/\text{s}$</td>
</tr>
<tr>
<td>Monomolecular recomb. coeff (A)</td>
<td>$5 \times 10^7 /\text{s}$</td>
</tr>
<tr>
<td>Bimolecular recomb. coeff. (B)</td>
<td>$1 \times 10^{-10} \text{ cm}^3/\text{s}$</td>
</tr>
<tr>
<td>Auger recomb. coeff. (C)</td>
<td>$8 \times 10^{-29} \text{ cm}^6/\text{s}$</td>
</tr>
<tr>
<td>Injection efficiency ($\eta_{\text{inj}}$)</td>
<td>0.8</td>
</tr>
<tr>
<td>Quantum well thickness (h)</td>
<td>10 nm</td>
</tr>
<tr>
<td>Number of quantum wells ($N_{QW}$)</td>
<td>5</td>
</tr>
<tr>
<td>Surface recomb. velocity ($S_v$)</td>
<td>$2.5 \times 10^4 \text{ cm/s}$</td>
</tr>
</tbody>
</table>

**Table 4.1: Values of parameters used to model surface recombination and passivation efficiency in test ridge lasers. Values are taken from ref. [4-6].**
Chapter 5

AMPLIFICATION AND LASING IN MICRORINGS

In this chapter I will present and analyze the results from vertically coupled active microring optical amplifiers and lasers fabricated as described in chapter 3. The microring amplifiers are intended for use in cascaded photonic logic gates. All-optical logic gates based on passive microrings have been previously demonstrated [98]. Such devices operate by switching a low-power probe beam using a high-power pump beam to effect a non-linear refractive index change that causes the ring resonances to shift. However, it is difficult to cascade multiple gates to form optical logic circuits due to 1) the insertion losses associated with each stage and 2) the fact that the low-power probe beam for the preceding stage has to form the high-power pump beam for the succeeding stage. Incorporating a microring amplifier between successive stages can solve both the problems. Strictly speaking, a linear semiconductor optical amplifier can perform these functions too. The advantage of the microring amplifier is its compactness without loss of amplifying power. This is achieved by trading off un-necessary bandwidth for higher amplification by use of a resonator. Also, the presence of gain within a resonator such as a microring means that the refractive index non-linearity is enhanced compared to a passive device and the amplifier itself can form the switching element.
Figure 5.1: Schematic of experimental setup for pulsed testing of vertically coupled active microrings. The inset shows a photograph of the device with probes and lensed fibers.

5.1 Test Setup

Figure 5.1 shows the schematic of the test setup. Light is coupled in and out of the device through lensed fibers mounted on a 3-axis piezo stage. Electrical contact is made by probe needles controlled by a 3-axis positioner. The devices were tested in pulsed mode to avoid performance loss due to heating. The devices were also mounted on a thermoelectric cooler to keep operating temperatures below room-temperature. Light from a tunable laser source passes through a polarization controller set to transmit the horizontally polarized component corresponding to the $E_{11}^x$ mode of the ring. The electrical pumping is done in pulsed mode with 5 µs long pulses at 1 ms intervals. The current and voltage at the device is monitored by a gated averager. The optical output is
fed to a photodetector and the output monitored through the gated averager. The measurement timing is illustrated in figure 5.2. The timing and data acquisition for all the instruments is controlled via GPIB by a computer running a LABVIEW program.

The measurement cycle begins with setting the wavelength on the tunable laser source to a specific wavelength. The device is then pulsed electrically through a current source. The optical output is measured through a 10 ns gate delayed from the start of the
pulse by a fixed value. The measurement is averaged over a large number (~ 30) of pulses and read by the controlling program. The next cycle begins by incrementing the wavelength on the tunable laser.

5.2 Amplification in Microrings

Figure 5.3 shows the transfer characteristics of a 20 µm radius microring for increasing currents through the device measured in pulsed mode. Increasing the current through the device raises the round-trip field gain ($a$) in the resonator. As the gain increases, the transfer characteristics change from (i) under-coupled ($\kappa^2 < 1-a^2$) to (ii) critically coupled ($\kappa^2 = 1-a^2$) to over-coupled ($\kappa^2 > 1-a^2$) (iii) transparency ($a = 1$) to (iv) gain ($a > 1$) to (v) half the lasing threshold ($a^2 \approx 0.5*(1- \kappa^2)^{-1}$).

The variation in response across wavelength is primarily the result of two factors: the wavelength dependence of gain from the quantum wells and the variation of the coupling factor with wavelength, with the first factor being largely dominant over the second. Figure 5.4 shows a higher resolution scan of the through-port response and the corresponding theoretical fit over a narrower wavelength range for a device current of 30 mA. From the fitted spectrum, the peak gain at the through-port was estimated to be 8 dB for 30 mA current. This corresponds to a round-trip gain ($a$) of 1.21 and a coupling coefficient ($\kappa$) of 0.77. Gain up to 10 dB was observed for higher currents. The devices were designed to have a high coupling coefficient between the ring and bus waveguides since they are primarily meant to be used as compact optical amplifiers in photonic circuits.

There is a strong polarization dependence that is a result of three factors: 1) the coupling strength between bus and ring waveguide, 2) interaction strength with the
Figure 5.3: Through-port response of a 20 µm radius microring for increasing currents showing transition from (i) under-coupled ($\kappa^2 < 1-a^2$) to (ii) critically coupled ($\kappa^2 = 1-a^2$) to (iii) transparency ($a = 1$) to (iv) gain ($a > 1$) to (v) half the lasing threshold ($a^2 \approx 0.5*(1-\kappa^2)^{-1}$).
quantum wells and 3) waveguide birefringence. The horizontally polarized mode has a lower coupling between the bus and ring waveguides in a vertically coupled structure. Gain or loss in the quantum well is dependent on polarization orientation with respect to the QW plane and is also influenced by stress / strain in the QW [99]. There is some polarization rotation in curved waveguides as the optical modes are no longer purely horizontally or vertically polarized [74, 100]. Also, deviations of the waveguide shape from a perfect rectangular profile cause the optical modes to have cross-polarization components. The net effect is coupling from the horizontally polarized mode in the bus waveguide to more than one mode in the ring waveguide, with the result that additional resonance features are seen in the transfer characteristics.

5.2.1 Resonance tuning by current

Changing the current through the device results in a shift of the resonance peaks.

Figure 5.4: Throughport gain of microring amplifier (R = 20 µm). Higher resolution scan from 1540 to 1550 nm and theoretical fit showing 8 dB gain at I = 30 mA
There are several mechanisms through which this occurs. The first is the increase in free-carrier density in the quantum wells with bias, which results in the blue-shift of the resonances. Secondly, there is a change in loss or gain in the quantum well which affects the refractive index in a way that is determined by the Kramers-Kroenig relations [3, 101, 102]. Also, any rise in temperature (due to ohmic heating) changes the refractive index [103] in addition to the ring circumference due to thermal expansion of the ring material. Both these thermal effects result in a red-shift of the resonances. The net shift in resonance is a result of all these mechanisms occurring at the same time. The variation in resonance frequency with current can be used to tune a microring to a specific frequency. This is especially advantageous as the lithographic tolerances required for tuning by geometry alone is very small.

5.3 Lasing in Microrings

Increasing the current even higher results in lasing. The lasing threshold is determined by the condition that the net round-trip gain be equal to one.

\[ a \cdot \tau = 1 \]  \hspace{1cm} (4.17)

Figure 5.5 shows the light intensity versus driving current (in pulsed mode) for one such microring laser. Devices without anti-reflection coating on the waveguide facets behave as coupled cavity lasers, where the first cavity is the ring resonator and the second cavity is formed by the bus waveguide facets. The lasing spectrum for such devices, shown in the upper part of figure 5.6, appears as multiple peaks for each ring resonance, where the wavelength separation between two adjacent peaks in a bunch corresponds to the waveguide cavity free spectral range (FSR) and the separation between bunches
Figure 5.5: L-I curves (red and blue) for a 20 µm radius microring laser showing effect of anti-reflection coating. The black curve shows the V-I characteristics.

Figure 5.6: Lasing spectrum before and after AR coating. The coating reduces the influence of the waveguide cavity on the ring resonator.
corresponds to the ring cavity FSR. Following the anti-reflection coating, the effect of the waveguide cavity is reduced and lasing is essentially confined to just the ring cavity, as seen in the lower inset for figure 5.6. The rather wide emission spectrum for the devices is a result of inhomogeneous broadening due to non-uniform quantum well thickness and composition, which was confirmed from photo-luminescence measurements on the quantum wells. Threshold currents increased following the anti-reflection coating as the effective Q-factor is lowered.

The V-I characteristic is indicated by the black curve in figure 5.5. The differential resistance was measured to be 53 ohms.

5.4 Thermal Performance

The thermal performance of the device is limited by the heat dissipation from the ring to the carrier substrate through the BCB layer used for wafer bonding. BCB has one of the lowest thermal conductivities \( k_{th} = 0.24 \text{ W/Km} \) amongst common micro-fabrication materials [82, 104].

The temperature in the ring can be deduced from a measurement of the shift in resonances as a function of time following switch-on. The resonance frequencies, besides being dependent on geometry and current through the device, are also determined by the temperature. Thus, if the temperature coefficient of variation of refractive index is known for the InGaAsP/InP system, the resonance shift measurements can be used to infer the temperature change in the microring. The resonance measurements are done as before (figure 5.2), but the gate-delay \( \tau_{delay} \) is increased for successive wavelength scans. This has the effect of measuring the resonance at increasing delays following switch on. Figure 5.7 shows two such scans for different gate-delays. The microring can be assumed
to be at room temperature before switch-on and heats up immediately thereafter. Hence, higher gate-delays correspond to higher temperatures. Figure 5.8 shows the graph of resonance frequency shift as a function of gate-delay. Immediately after switch-on, the resonance is seen to blue-shift rapidly followed by a slower rise thereafter. The blue-shift is due to carrier injection into the ring-core, which results in a refractive index drop and hence the shift in resonances towards the shorter wavelengths. The time for the blue-shift is determined by the pulse rise time and is limited by load impedance. The temperature changes very little during this short period. Following that, the temperature rises in the ring and resonance shifts towards the longer wavelengths. Using the temperature coefficient of refractive index for InP (1.9 x 10^{-4} K^{-1}) [105] and the linear thermal expansion coefficient (4.6 x 10^{-6} K^{-1}), the temperature in the microring following switch-on is calculated. This is indicated on the y-axis on the right. The temperature is seen to rise nearly 20 °C over a very short period of time of about 5 µs.
Figure 5.7: Through-port response of a 20 µm radius microring measured at gate-delays of 100 ns and 200 ns showing effect of temperature on resonance frequency.

Figure 5.8: Resonance shift and corresponding temperature drift for a 20 µm radius microring laser following the application of a 10 mA step-impulse current
5.4.1 Process changes for better thermal response

The device design was modified to allow for better heat conduction from the device. The modifications primarily focused on partially or fully replacing the low thermal conductivity BCB layer used for wafer bonding. While direct wafer bonding would have provided the best solution, the lack of appropriate process and equipment resources forced the development of an approach utilizing high conductivity bonding layers. A review of different bonding techniques can be found in ref. [106].

In the first approach, silicon nitride was used as a substitute for BCB. Silicon nitride has a bulk thermal conductivity ($k_{th} \sim 30 \text{ W/Km}$) over two orders of magnitude larger than BCB [107]. A thick layer of about 1 $\mu$m was deposited on the bus waveguides in an HDPECVD system. This was then planarized by chemical-mechanical polishing to provide for a flat bonding surface. Since direct bonding using silicon nitride requires extremely clean and flat surfaces, a low melting point solder such as Au-Sn (MP 225 °C) eutectic alloy was tried for wafer-bonding [108]. However, the high stress/strain associated with the use of hard-solder such as Au-Sn results in damage to the semiconductor. The bonding interface showing the semiconductor crystal damage and void formation when using a hard-solder such Au-Sn is shown in fig. 4.9a.

In order to avoid the drawbacks of using a hard-solder, a soft-solder such as indium metal (MP 158 °C) was tried as the bonding medium [109]. While the bond itself and associated semiconductor interfaces fare much better, indium is not suitable for subsequent high-temperature processing, such as rapid thermal annealing (400 °C) used to alloy contacts. The melting and reflow of indium during annealing causes the thin epilayers to buckle and warp. Figure 5.9b shows the bond interface using indium as the
A more viable solution was to deposit a thick layer (~1 μm) of silicon nitride on the bus-waveguide side followed by chemo-mechanical planarization and use a very low viscosity grade of BCB as the bonding polymer. The low viscosity produces a very thin bonding layer (~300 to 500 nm), while the high thermal conductivity silicon nitride enables conduction of heat laterally away from the device. This is schematically illustrated in figure 5.10. Test ridge lasers were fabricated using this method to test its efficiency. The threshold current for the control device with just the BCB layer and the modified design with the silicon nitride layer is illustrated in figure 5.11. The lower threshold observed for the second device indicates the effectiveness of the heat sinking. While improved thermal performance is seen in the test lasers, the thick poly-crystalline silicon nitride makes it difficult to produce good quality facets by cleaving.

Figure 5.9: SEM scan of semiconductor-metal interface for wafer-bonding done using (a) Au-Sn eutectic alloy. Hard solder stresses the bonded semiconductors besides producing voids (b) Indium solder. A stress free interface with relatively few voids is obtained.
Figure 5.10: Schematic cross-section of device with improved heat-sinking scheme. The silicon nitride layers help in the lateral conduction of heat away from the ring.

Figure 5.11: Comparison of threshold currents for 1000 µm long, 3 µm wide, test InP ridge lasers with (blue) and without (red) silicon nitride heat spread layer. Both lasers are wafer bonded using BCB. Photodetector power calibration is 16.3 µW/V at λ = 1550 nm.
Chapter 6

OPTICAL SWITCHING IN PSEUDODISK RESONATORS

Vertically coupled active microrings fabricated by polymer wafer bonding have two major disadvantages. The first is poor heat dissipation. The energy generated by ohmic heating has to dissipate mostly through the narrow bottom of the ring, where it can only spread laterally through the thin mid-layer. There is very little heat conducted to the substrate through the BCB wafer bonding layer. At the top, heat conduction through the contacts is limited by the thin (300 nm) metal layers. The other major disadvantage is surface recombination. There are two surfaces, the inner and outer walls of the ring, on which carriers can recombine and generate waste heat. In this chapter, I discuss a novel microdisk resonator scheme which addresses these two issues and present results from non-linear optical switching experiments based on these devices.

6.1 Motivation for Microdisks

In a microdisk, optical waveguiding occurs by total internal reflection along the periphery and hence an inner wall is not necessary. The transfer response of a microdisk is nearly identical with a microring of the same radius for the fundamental mode. The advantages of using a microdisk in place of microring are in improved heat conduction and lowered surface recombination. The large area of a microdisk provides better heat conduction away from the disk periphery, where the optical mode exists. Also, the larger
thermal mass \((C_{tm})\) means smaller temperature rise for the same energy dissipation. By combining the use of a microdisk with a monolithic architecture such as the laterally coupled scheme, where the microdisk is part of the original substrate, heat dissipation can be made much higher than the vertically coupled, polymer bonded, microring scheme.

The other advantage lies in reduced surface recombination as the inner side-wall no longer exists. Consequently, carrier loss to surface recombination is approximately halved. The absence of an inner side-wall and associated surface recombination also means that the carrier density is higher in that region. Thus, the optical mode overlap with the gain producing carriers is also correspondingly higher. This is illustrated in figure 6.1.

One of the disadvantages of using a microdisk is carrier recombination losses away from the periphery. As mentioned before, the optical mode exists mostly along the perimeter of the disk. However, the disk is pumped electrically uniformly throughout its top and bottom surfaces. This results in a large reservoir of carriers in the middle of the disk that do not contribute to the optical gain at the periphery. The carriers in this reservoir undergo wasteful recombination by spontaneous emission as well as non-radiative mechanisms like Auger and mid-band-gap defect recombination. Depending on the recombination rates and diffusivity, a significant percentage of carriers can be lost before they reach the periphery. Thus, for very large radii, it might actually be more efficient to switch to a microring structure. For lower radius microdisks, the increased optical gain and lowered surface recombination can more than compensate for the carrier losses in the middle of the disk. For the range of radii of devices in this study, most of the carriers diffuse to the periphery before recombination and hence a significant advantage
was realized by switching to the disk architecture. The exact critical radius ($R_c$), beyond which rings become more efficient than disks is strongly dependent on the various material recombination and transport properties (Auger, SRH, spontaneous emission, diffusion coefficient), which are determined by growth quality as much as intrinsic material properties.

The other disadvantage of using a microdisk is the large number of lateral modes present unlike a microring structure, where the inner wall reduces the numerical aperture of the waveguide and consequently the number of supported modes. Power from the bus-waveguide and the fundamental mode of the disk couples into the higher order lateral modes resulting in a complex through-port response. The resonances of the higher order modes are at different wavelengths and consequently any optical switching based on resonance wavelength modulation by non-linear optical effects is also affected, especially the on-off contrast ratio. Figure 6.2 shows the simulated fundamental and higher order modes in a 20 µm radius InP microdisk. The higher order modes extend farther into the disk from the periphery than the fundamental mode. This fact is made use of in the present study to design the pseudodisk structure, where the higher order lateral modes are

![Figure 6.1: Schematic comparing optical mode intensity (blue) and carrier concentration profile (red) between microrings and microdisks. Microdisks do not have surface recombination on the inner side-wall unlike microrings.](image-url)
blocked by including a trench or hole etched into the disk at an appropriate location away from the sidewall.

### 6.2 Pseudodisks

In this program, the pseudodisk architecture was developed as an alternative to microdisks to combine the best of microrings and disks. Specifically, the device was designed to retain the superior heat-sinking and lower surface recombination capability of the microdisk with the single-mode capability of the microring. This is accomplished by etching a trench or hole into a laterally coupled microdisk near the junction with the bus waveguide. The trench is sufficiently away from the side-wall to allow for the
fundamental mode to pass through without much attenuation but restricts the passage of the higher order modes. The various schemes are illustrated in figure 6.3. The transition from a disk like optical-mode to a ring-like waveguide needs to be slowly tapered to prevent losses from scattering at an abrupt interface. The tapering can be done by either having a circular hole such as in figs. 6.3c and 6.3d, or a curved trench with rounded corners (fig. 6.3b). Figure 6.4 shows a schematic cross-section of a laterally coupled active pseudo-disk with separately biased bus-waveguides. The lateral coupling scheme greatly simplifies the fabrication.
Figure 6.3: The standard microdisk structure laterally coupled to a bus waveguide. (b), (c), (d) Pseudo-microdisk structures that filter out higher order lateral modes.

Figure 6.4: Schematic cross-section of a laterally coupled pseudodisk showing etched trench and separately biased bus-waveguide. The microdisk is now part of the substrate and hence has better heat-sinking.
6.2.1 Negative gap coupling

Another variation from the standard disk structure developed in this program is negative gap coupling. Normally, there is a small gap (~200 nm) between bus and ring waveguides in laterally coupled schemes that determines the coupling strength. Recently, it was demonstrated that reducing this gap to zero or even below zero (bus-waveguide overlaps with ring-waveguide) still provided good control on the coupling strength [110]. This is a critical difference in that the small gaps are beyond the resolution capability of conventional photo-lithography and hence have to be done via e-beam lithography. However, in negative gap coupling, the fused bus and ring waveguides means that conventional photo-lithography can be used to define the structures. Figure 6.5 is a graph of the calculated coupling as a function of the gap between bus and ring waveguide of radius 10 µm for an ideal junction. Notice how for gaps below zero, there is still good control of the coupling strength with gap. In such fused gap schemes, the junction essentially behaves as a multi-mode interference (MMI) coupler [111]. The coupling of power from one waveguide to another can be analyzed using the multi-mode interference techniques as has been done in MMI couplers. The placement of the trench or hole near the bus-waveguide essentially transforms the microdisk junction region to an MMI type coupler when negative gap coupling is used. In a real junction, the non-ideality arises from the rounding of sharp points due to lithography limits. This results in slightly higher losses due to scattering from the rounded corners.
In this section, I will present results from the numerical analysis of various pseudo-disk designs and optimization. The 2D-FDTD simulations were carried out using APSS (Apollo Photonics Solutions Suite), a commercially available software from Apollo Photonics [112]. The typical simulation takes about 20 to 30 hrs to complete, especially because of the large wavelength range over which the device response has to be calculated. So the range of parameters has to be chosen judiciously to glean as much information as possible with fewer simulations. I am grateful to Dr. Tie-Nan Ding (LPS) for help with the simulations.

Figure 6.5: Coupling between bus and ring waveguide in an ideal junction for negative gap size calculated using 2D FDTD simulations. The waveguides are 1.2 µm wide and the radius of the ring is 10 µm.

6.3 Optical Design of Pseudodisks

In this section, I will present results from the numerical analysis of various pseudo-disk designs and optimization. The 2D-FDTD simulations were carried out using APSS (Apollo Photonics Solutions Suite), a commercially available software from Apollo Photonics [112]. The typical simulation takes about 20 to 30 hrs to complete, especially because of the large wavelength range over which the device response has to be calculated. So the range of parameters has to be chosen judiciously to glean as much information as possible with fewer simulations. I am grateful to Dr. Tie-Nan Ding (LPS) for help with the simulations.
6.3.1 Mode control in pseudodisks

The starting point for the design is a standard microdisk resonator laterally coupled to a bus waveguide. Figure 6.6 is a graph of the through-port response for a 10 \( \mu \text{m} \) radius microdisk with gap of -0.5 \( \mu \text{m} \). Notice how the transmittance has a fairly complex variation with wavelength with multiple sets of resonances due to contributions from many higher order lateral modes. This is a result of power coupling from the bus waveguide to the higher order modes at the junction region. Next, a 2 \( \mu \text{m} \) wide trench is inserted into the microdisk at a distance of 1.2 \( \mu \text{m} \) from the disk wall near the junction. This has the effect of blocking the higher order lateral modes. Figure 6.7 is a graph of the through-port response from a trench type pseudodisk. Notice how the number of higher order resonances is greatly reduced. A similar response is obtained for pseudodisks with a hole or a half-hole instead of a narrow trench.

Figure 6.6: Simulated through-port response of a 10 \( \mu \text{m} \) radius microdisk coupled to a buswaveguide with a negative gap of -0.5 \( \mu \text{m} \). The response has multiple sets of resonances from higher order modes.
In the laterally coupled pseudodisk scheme illustrated in fig. 6.4, the bus-waveguide has an active core too and hence has to be biased separately from the disk to transparency. This increases the current drawn by the devices as well makes the optical signal noisier due to spontaneous emission from the bus waveguides. An alternate scheme was developed, in which the gain producing quantum wells are offset from the center of the core towards the top and then etched away in the bus waveguides to make them passive. Near the pseudo-disks, the waveguides transition from a passive structure to an active one by introducing the upper active sections through a gradual taper as illustrated in figure 6.8. The advantage of this structure is that it allows for the disks to be active while still keeping the bus waveguides passive in a laterally coupled scheme. The laterally coupled structure is much easier to fabricate compared to the vertically coupled one.

Figure 6.7: Simulated response of a 10 µm radius pseudodisk with trench and negative gap of -0.5 µm. The effects of higher order lateral modes are greatly reduced.
Figure 6.8: (a) Layer structure for the laterally coupled active disk, passive bus device scheme. (b) Pseudodisk and waveguide structure showing cross-sections at various points along the bus waveguide. The active region is etched away in the bus-waveguides.
The main disadvantage is the reduced optical mode overlap with the quantum wells. Since the quantum wells are no longer at the peak of the optical mode intensity and the optical confinement layer (core) has to be made thicker to accommodate the bus-core, the fraction of the mode intensity which overlaps with the gain producing quantum wells ($I$) also drops. Thus, net modal gain is lowered. The other disadvantage is that the bus-waveguides now need to be etched very deep to prevent light leaking to the substrate. The effective index of the optical mode in the bus-waveguide is lower than before and hence the light leaks into the high index substrate layer unless separated by a large distance. Also, both the sidewalls and upper surface of the bus-waveguide are defined by a plasma etch, which increases the optical loss due to scattering from etch induced surface roughness.

6.4 Fabrication

The fabrication of the laterally-coupled pseudodisks with separately biased waveguides is much simpler compared to the vertical coupling scheme described in chapter 3.

6.4.1 Epitaxy

The epitaxial structure is similar to the standard layer structure used in InP 1550 nm semiconductor lasers. The layer structure used for these devices is shown in figure 6.9. The epitaxy was done in the solid-source MBE facility at the Laboratory for Physical Sciences, MD and was originally grown for making ridge lasers. The growth begins with a short buffer layer of n-doped InP followed by the optical core. The core is a 150 nm thick undoped InGaAsP quaternary that serves as both the optical and carrier confinement
Four quantum wells and barriers are located at the center of core for providing optical gain. An approximately 1400 nm thick p-doped InP clad layer is grown above the core and serves to keep the contacts away from the core. The contact layer is a 100 nm thick heavily p-doped InGaAs ternary.

6.4.2 Fabrication steps

The major steps in the processing of the laterally coupled pseudodisks are outlined in this section. The details of the procedures are similar to those described in chapter 3.

---

Figure 6.9: Epitaxial layer structure of laterally coupled pseudodisk devices. The layer structure is similar to that used in InP/InGaAsP 1550 nm diode lasers.
• Begin with cleaved-off 15 mm x 15 mm wafer-piece with epitaxial growth.
• Deposit 500 nm of silicon dioxide etch-mask in an HDPECVD system.
• Pattern photoresist on the wafer by photolithography to define the bus and disk structures.
• Transfer resist pattern to silicon dioxide etch mask by reactive ion etching (RIE). Remove resist after etch using acetone and oxygen plasma ‘ashing’.
• Etch the indium phosphide layers in an RIE system in methane-hydrogen-argon plasma using the silicon dioxide pattern as an etch mask. Etch depth is about 3 µm.
• Remove silicon dioxide etch mask in buffered hydrofluoric acid (BHF).
• Passivate the side-walls using Na₂S / Iso-propanol solution.
• Deposit 30 nm of silicon nitride in an HDPECVD system at 120 °C to cap the passivation.
• Planarize by spinning on BCB and cure at 225 °C for 2 hrs in nitrogen ambient. Etch back BCB in an RIE system to expose the top of the disks and waveguides.
• Pattern negative resist by photo-lithography to define the p-contact openings for the disks and waveguides.
• Evaporate Ti-Pt-Au with thicknesses of 100, 500, 3000 Å respectively in an e-beam evaporator to form the p-contacts for both disk and waveguide. Lift-off excess metal in acetone.
• Thin the wafer by mechanical lapping to about 150 µm thickness.
• Evaporate Ni-Ge-Au-Ni-Au with thicknesses of 50, 300, 800, 400, 2500 Å respectively on the backside of the thinned wafer to form the n-contacts to the device.
• Anneal the devices at 400 °C in a rapid thermal annealing system (RTA) for 40
113 seconds to alloy the contacts.

- Scribe the wafer using a laser scribing system and cleave into 800 µm wide bars.
- Mount the bars on a copper heat-sink using silver conducting epoxy.
- Deposit anti-reflection coating of Al₂O₃ on waveguide facets in e-beam evaporator.

Figure 6.10: (a) SEM scans of pseudodisk structures following the indium phosphide RIE etch. On the left is a trench type pseudodisk and on the right is hole type coupled to two bus waveguides (b) Optical microscope pictures of fully processed devices. The left image shows a NOR gate with the disk and waveguides biased separately. The right image illustrates the cascading of individual gates to form photonic circuits.
6.5 Lasing in Pseudodisks and Microdisks

Following fabrication, the devices were tested for lasing in pulsed mode. The test-setup is the same as in figure 4.1. The pulse width was 5 µs at 1 ms intervals. The optical output was measured through a 3 µs gate delayed from the start of the pulse by 1 µs. The devices were cooled to below room-temperature by means of a TE cooler. Only the current through the disk was pulsed. The bus waveguide was biased continuously.

6.5.1 Effect of the bus-waveguide current

The devices were tested for lasing both before and after AR coating the WG facets. The bus-waveguide bias was seen to play a significant role in the lasing characteristics for devices without AR coating. Adjusting the current through the bus has the effect of changing the loss or gain in the waveguide and hence modulates the effect of reflections from the uncoated facets. At low currents, the bus-waveguide is lossy and the effect of the waveguide facets is not seen. The lasing is confined to just the microdisk cavity. As the bus current is increased, the waveguide becomes transparent and the laser becomes a coupled cavity system. Increasing the current even higher introduces gain within the bus-waveguide and consequently the lasing threshold current ($I_{\text{disk}}$) drops to lower values. Figure 6.11 is a graph of the light output versus disk current (L-I) for 20 µm radius microdisk for various bus-waveguide currents ($I_{\text{bus}}$). The light output was collected by a lensed fiber aligned to the waveguide facet and fed to a photodetector. The lasing threshold is seen to drop for bus currents above a certain cut-off value. The cut-off value is determined by when the bus-waveguide approaches transparency. The transparency current was estimated to be around 30 mA for these devices. For bus
currents below the transparency condition, the lasing threshold current of the disks is seen to be almost constant. For devices with AR coating, depending on the effectiveness of the coating, the bus-waveguide current was observed to have a much lower influence on the threshold currents.

6.5.2 CW lasing and lasing spectrum

The improved design for better heat-sinking enabled continuous-wave (CW) operation of the devices without over heating. The L-I characteristic of a 20 µm radius microdisk measured in CW mode is shown in figure 6.12. The bus waveguide was biased at 20 mA, well below the value required for transparency thus minimizing influence of the waveguide facets on lasing characteristics. The TE cooler / heat-sink temperature was
maintained at about 2 °C during the characterization. The output from the microdisk laser was collected using a lensed fiber and fed to an optical spectrum analyzer. Figure 6.13 shows the spectra at different currents. The corresponding current values on the L-I curve are indicated by arrows in figure 6.12.

The V-I characteristic is indicated by the black curve in figure 6.12. The differential resistance was measured to be about 25 ohms.

Figure 6.12: L-I characteristic (blue) measured in CW mode for 20 µm radius microdisk. The lasing spectrum was measured at the points indicated by arrows. The photodetector calibration is 16.3 µW/V at λ = 1550 nm. The black curve shows the V-I characteristic.
Figure 6.13: Lasing spectrum for a 20 µm radius microdisk resonator measured for various values of the device current indicated by arrows on the L-I curve in the figure 6.12.

Microdisk
R = 20 µm
Gap = -0.4 µm
I_{BUS} = 20 mA
T = 2°C
6.6 Optical Non-linearity and Bistability

The non-linear transfer function of the devices was measured using the setup shown in figure 6.14. The goal of the experiment was to test for and characterize any optical non-linearity in the devices. For a linear device, the output optical intensity is related to the input as $I_{out} = k_{opt}I_{in}$, where $k_{opt}$ is a constant and independent of the optical intensity. For a non-linear device, the input – output relation is more complex. The method of testing for this non-linearity is a simple experiment: a sinusoidal or triangular optical pulse is fed to the device under test and the output waveform recorded on an oscilloscope. If the output pulse is a scaled version of the input but with identical shape, then the device exhibits linear behavior. However, if the output pulse shape is distorted or different from the input, then the device exhibits non-linear behavior. In figure 6.13, the function generator modulates the output of a tunable laser to produce a sinusoidal optical waveform. The laser is tuned close to one of the resonances of the micro/pseudo-disk. A polarization controller is used to orient the input polarization horizontally. A small fraction of the input power is tapped just before the input to the device and monitored on an oscilloscope. The output is collected through a lensed fiber and fed to a photodetector, which is also monitored on an oscilloscope.

The devices were biased in CW mode below lasing threshold and the bus waveguides close to transparency. The measurement was carried out on devices with and without AR coating. The measurements were also done for various device currents to gauge the effect of gain on the non-linear characteristics. The measurement is repeated as the wavelength is stepped to scan across a resonance. Figure 6.15 shows the results from a 20 µm radius pseudodisk (hole-type) without any AR coating on the WG facets. The
The disk is biased at 25 mA while the bus is at 30 mA (disk / waveguide area ratio ~ 0.5). The heat-sink / TE cooler temperature was maintained close to 2 °C during the experiment.

The average optical power is about 3.1 mW at the output of the optical amplifier. The actual power in the waveguide near the disk is estimated to be 8 to 10 dB lower. The graph is a plot of the output waveform at different wavelengths. The resonance wavelength is located close to the start of the wavelength axis on the graph at about 1560.27 nm. Three significant features can be noticed on the graph. As the wavelength approaches the resonance (< 1560.43 nm) and till the resonance peak, the output waveform is seen to distort from the sinusoidal form. The distortion consists of a sharp upward transition in intensity when the intensity reaches a certain threshold point,

Figure 6.14: Schematic of test-setup used for optical non-linearity testing of pseudo/micro-disk devices. Optical paths are indicated in blue and electrical paths in black.
Figure 6.15: Optical output waveform from a 20 µm radius pseudodisk for different wavelengths near the resonance peak. The input is a sine wave. The disk is biased at 25 mA and the bus at 30 mA. The resonance peak is located near 1560.29 nm.
Figure 6.16: Through-port optical intensity response at different wavelengths for a 20 µm radius pseudodisk showing a non-linear through-port response. The data and experiment conditions are the same as in figure 6.15.
followed by sharp downward transition a little later when the intensity drops below a second threshold. The second important feature to be noticed is that the threshold points at which the transitions happen occur at lower intensities as the wavelength approaches the resonance peak. Third, the thresholds for the upward and downward transitions are not the same value. Figure 6.16 is a plot of the output intensity plotted as a function of the input intensity using the data in figure 6.15. Two things are apparent from this graph. One is the non-linearity of the transfer response of the pseudodisk. The other is possible bistable operation.

Decreasing the current through the device has the effect of lowering gain in the microdisk. Figure 6.17 shows a plot of the output waveform when the current is just a little above what is required to make the disk transparent. The disk current is 18 mA and the bus current at 30 mA. As the input wavelength approaches the resonance peak, the output intensity is seen to show strong non-linearity. However, instead of making an upward transition, like that in figure 6.15, the output intensity is seen to drop sharply for input intensity above a certain threshold. After a while, as the input intensity reaches a peak and begins to decrease, the output intensity is seen to make a sharp upward transition when the input intensity falls below a second threshold. As before, the two threshold points are seen to be different thus indicating possible bistable operation. Figure 6.18 shows the same data in a different format. Here the output intensity is plotted as a function of the input intensity for different wavelengths. The direction of the bistable operation is seen to be reversed, i.e. the hysteresis loop is oriented in the clockwise direction as opposed to the counter-clockwise operation in figure 6.16.
Figure 6.17: Optical output waveform from a 20 µm radius microdisk for different wavelengths near the resonance peak. The input is a sine wave. The disk is biased at 18 mA and the bus at 30 mA. The resonance peak is located near 1542.20 nm.
Figure 6.18: Through-port optical intensity response at different wavelengths for a 20 µm radius microdisk showing a non-linear through-port response. The data and experiment conditions are the same as in figure 6.17.
While the transfer characteristics are consistent with bistable operation, further experiments need to be done to conclusively establish bistability and attribute it to gain saturation and not thermal effects. Specifically, the transfer characteristics, shown in figures 6.16 and 6.18, need to be shown to be invariant with frequency of the input sinusoidal optical signal. An alternate experiment to confirm non-thermal bistable operation is by using a CW holding beam with intensity in between the two transition points and varying the output state by brief set – reset inputs.

In the next section, I will analyze the mechanism for non-linear switching seen in these devices and develop a model to simulate the switching behavior.

6.7 Modeling Optical Non-linearity and Bistability

The non-linear response indicated in the previous section is seen only when the wavelength is close to a disk resonance and on the long-wavelength side of the resonance. The response can be understood by considering how the gain saturation mechanism interacts with the disk resonances. Consider the case when the input wavelength is slightly red-shifted from the resonance peak. Since it is close to the resonance, the optical intensity in the disk resonator builds up. The disk is biased such that the quantum wells are in inversion and there is optical gain. Consequently the built-up intensity in the resonator undergoes optical amplification by stimulated recombination as it travels around the disk. The effect of the stimulated recombination is to decrease carrier density in the quantum wells, which in turn affects the refractive index. The refractive index increases due to (a) change in the plasma frequency of the electron/hole gas with carrier density (b) change in imaginary part of the refractive index (absorption/gain) and consequent effect on real part through the Kramers-Kroenig
relation [3]. The rising refractive index causes the disk resonances to shift towards the longer wavelength side or closer to the input wavelength. This in turn means that the intensity in the ring builds up even further and there is a net positive feedback. The positive feedback results in the resonance moving all the way to the input wavelength and past, till the input now lies on the shorter wavelength side of the resonance. Once the resonance moves past the input wavelength any further increase in input intensity only causes the resonance to move further away and the intensity amplification factor in the resonator drops. This ‘snapping’ of the resonance to the right is what causes the first sharp transition in the transfer response. When the input intensity begins to drop, the resonance peak begins moving back towards the shorter wavelengths and hence closer to the input wavelength. This has the effect of higher intensity amplification within the disk and hence a negative feedback. Consequently, the intensity in the disk remains more or less constant as the input intensity decreases. Below a certain threshold input intensity, when the resonance is exactly aligned with the input wavelength, the negative feedback effect no longer occurs and the resonance ‘snaps’ back due to positive feedback. This ‘snapping’ to the left is what causes the second sharp transition in the output waveform. To summarize, the positive feedback occurs when the input wavelength is red-shifted with respect to the resonance and negative feedback occurs when blue-shifted.

The whole phenomenon is inverted when absorption saturation is used as the non-linear effect instead of gain-saturation. Consequently, the non-linear transfer response is seen when the input wavelength is on the shorter wavelength side of the disk resonance.

The rest of this section deals with modeling the steady-state non-linear response from first principles and recreating the non-linear transfer function and bistability seen in
the experiments [113]. The starting point for the model is the disk optical intensity relations reproduced here for convenience.

\[
I_t = I_{in} \cdot \frac{\tau^2 + a^2 - 2a \tau \cos(\phi)}{1 + a^2 \tau^2 - 2a \tau \cos(\phi)} \tag{6.18}
\]

\[
I_R = I_{in} \cdot \frac{\kappa^2}{1 + a^2 \tau^2 - 2a \tau \cos(\phi)} \tag{6.19}
\]

Here, \(I_R\), \(I_t\), and \(I_{in}\) are optical intensities in the disk, at the through-port and input respectively. In a linear device, the round-trip gain (\(a\)) and phase (\(\phi\)) are independent of the intensity within the disk. However, for the non-linear system, the round-trip gain is given by:

\[
a = \exp\left(-\left(\Gamma g_L - \alpha_{\text{loss}}\right)/2\right) \tag{6.20}
\]

The optical gain in the quantum wells (\(g\)) is dependent on the optical intensity in the disk and is given by the relation derived in chapter 2 (eqn. 2.26) and reproduced here:

\[
g = \frac{g_0}{1 + I_R / I_{\text{sat}}} \tag{6.21}
\]

Here, \(g_0\) is the unsaturated gain in the quantum well, when there is zero optical intensity.

The round trip phase (\(\phi\)) is also dependent upon intensity in the ring and is given by:

\[
\phi = \phi_0 + \frac{2\pi}{\lambda} \Gamma \cdot \Delta n(I_R) L \tag{6.22}
\]

Here \(\phi_0\) is the initial detuning from resonance. \(\Delta n(I_R)\) is the intensity induced refractive index change in the quantum wells and is given by the relation for gain saturation induced index shift derived in chapter 2 (eqn. 2.29) and reproduced here:
Equations 6.2 through 6.6 form a system of non-linear equations that needs to be solved numerically for a given input optical intensity \( I_{in} \), disk parameters \( \kappa, \varphi_0, \Gamma \), material parameters \( \alpha_H, g_0 \) and wavelength \( \lambda \). Once the solution for intensity in the disk, round-trip gain and phase is obtained, the output power can be calculated from eqn. 6.1. This was implemented in a MATLAB script (software supplement C) and the various parameters such as intensity in disk, output intensity, phase-change and round-trip gain plotted as a function of the input intensity.

Figure 6.19 shows the results from such a calculation. The various parameters used in the calculation are indicated in table 6.1.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wavelength ( (\lambda) )</td>
<td>1550 nm</td>
</tr>
<tr>
<td>Disk radius ( (R) )</td>
<td>20 ( \mu )m</td>
</tr>
<tr>
<td>Coupling coefficient ( (\kappa) )</td>
<td>0.6</td>
</tr>
<tr>
<td>Loss in ring</td>
<td>15 cm(^{-1})</td>
</tr>
<tr>
<td>Linewidth enhancement factor ( (\alpha_H) )</td>
<td>3</td>
</tr>
<tr>
<td>Unsaturated gain ( (g_0) )</td>
<td>1000 cm(^{-1})</td>
</tr>
<tr>
<td>Overlap factor ( (\Gamma) )</td>
<td>0.05</td>
</tr>
<tr>
<td>Initial detuning from resonance ( (\varphi_0) )</td>
<td>-0.2 rad</td>
</tr>
</tbody>
</table>

Table 6.1: Parameters used in the simulation of optical non-linearity and bistability shown in figure 6.19.

All the intensities in the graphs in figure 6.19 are normalized to the saturation intensity \( (I_{sat}) \), estimated at about 64 KW/cm\(^2\) using the values in table 2.1. Figure 6.19a shows the
intensity in the ring as a function of the input intensity. Figure 6.19b show the round-trip gain \((a)\) as a function of the input intensity. The lasing threshold is indicated by a dashed line. Figure 6.19c shows the round-trip phase. It indicates the relative position of the resonance w.r.t. the input wavelength. They are coincident when \(\varphi = 0\) (indicated by a dashed line). The movement of the resonance is seen to corroborate the physical process described earlier in this section. The last figure (6.19d) shows the output intensity as a function of the input. The non-linear transfer characteristics as well as the counter-clockwise hysteresis/bistable operation are seen to qualitatively match the experimental results shown in figure 6.16. The blue curves denote the path taken when the input intensity is increasing and the red curve denotes the path taken on the way down as indicated by the arrows.

The simulation was repeated with lower gain. The parameters used are indicated in table 6.2. Figure 6.20 shows the plot of the various parameters as a function of input intensity for the case of lower gain. As before, figure 6.20a shows the intensity in the disk. The bistable operation and direction have not changed from before. Figure 6.20b shows the round-trip gain as a function of the input intensity. Notice how the gain drops from above unity to below indicating net loss in the round-trip. Figure 6.20c and 6.20d show the round-trip phase and transmitted intensity respectively. The transmitted intensity is seen to drop with increasing input intensity beyond a threshold due to a corresponding drop in the round-trip gain. Also, the direction of bistability is seen to change to clockwise as was observed in the experiment (fig. 6.18).
Figure 6.19: Simulated non-linear response in a microdisk using parameters from table 6.1. All intensities are normalized w.r.t to the saturation intensity ($I_{sat}$). (a) Intensity in disk/ring ($I_R$) (b) Round-trip gain ($a$) (c) Round-trip phase ($\phi$) (d) Transmitted intensity ($I_T$).
### Table 6.2: Parameters used in the simulation of optical non-linearity and bistability shown in figure 6.20.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wavelength (λ)</td>
<td>1550 nm</td>
</tr>
<tr>
<td>Disk radius (R)</td>
<td>20 µm</td>
</tr>
<tr>
<td>Coupling coefficient (κ)</td>
<td>0.4</td>
</tr>
<tr>
<td>Loss in ring</td>
<td>15 cm⁻¹</td>
</tr>
<tr>
<td>Linewidth enhancement factor (α₁₁)</td>
<td>3</td>
</tr>
<tr>
<td>Unsaturated gain (g₀)</td>
<td>550 cm⁻¹</td>
</tr>
<tr>
<td>Overlap factor (Γ)</td>
<td>0.05</td>
</tr>
<tr>
<td>Initial detuning from resonance (φ₀)</td>
<td>-0.3 rad</td>
</tr>
</tbody>
</table>
Figure 6.20: Simulated non-linear response in a microdisk using parameters from table 6.2. All intensities are normalized w.r.t. the saturation intensity (I_{sat}).

- (a) Intensity in disk (I_R)
- (b) Round-trip gain (a)
- (c) Round-trip phase (\phi)
- (d) Transmitted intensity (I_T)

Input Intensity (I_{in}/I_{sat})
6.8 All-Optical Switching in Pseudo / Microdisks

In this section, I will describe the experiment to switch one beam of light using another by means of the non-linear response in a microdisk resonator. The essential idea is to make use of the rapid shift of resonances with optical intensity to modulate a probe beam tuned close to one of the resonances. The scheme is illustrated in figure 6.21. The microdisk resonator is biased into the gain region. A pump-beam is tuned close one of the resonances, resonance A in the figure, and is slightly red-shifted. A low power probe-beam is tuned to another resonance, resonance B in the figure, and is aligned precisely with the peak of the resonance. When the pump beam is off, the low power probe-beam undergoes amplification in the disk and emerges at the output. However, when the higher-power pump-beam is turned on, the resonances undergo a shift to the longer wavelengths (red-shift) as described in the previous section due to the gain saturation non-linearity. As a result, the probe-beam is no longer aligned with the peak of the resonance. Instead, it lies near the foot of the resonance and hence is not amplified through the disk anymore. Consequently, the probe intensity drops at the output. When the pump intensity is switched off or reduced, the resonances shift back and the probe appears at the output again. The bistability of the switching operation results in a Schmitt trigger like response for the NOT gate.

Figure 6.22 shows the experimental setup used. It is similar to that used in the previous section and shown in figure 6.14. The pump signal is a 4 MHz sinusoidal or triangular wave generated by modulating a tunable laser. The wavelength is tuned to align with one of the resonances (1541.95 nm) but red-shifted slightly (1542.12 nm). The probe signal is a CW beam from another tunable laser and is tuned to the next resonance
The microdisk resonator was biased at 20 mA and the bus at 35 mA. The heat sink temperature was maintained at about 2 °C during the experiment. The pump power at the output of the optical amplifier was 5 mW. The probe beam power was 1 mW at the output of the tunable laser. The pump and probe beams are mixed through a coupler and fed to the device under test. A small fraction of the input beam is tapped off to monitor and record on an oscilloscope. The output is collected through a lensed fiber and a fraction (50 %) fed to a photodetector for monitoring the pump waveform. The other fraction passes through a band-pass filter to extract the probe and amplified through an optical amplifier before being measured at a photodetector.

Figure 6.21: Schematic illustrating the pump-probe switch mechanism. (a) Resonance location when the pump beam is off. Probe is tuned to resonance B (b) Resonance shifts to longer wavelengths when the pump is turned on. Probe is no longer aligned with resonance B.

 (~1536.11 nm).
Figure 6.22: Schematic of the pump-probe experiment to demonstrate all-optical switching in active pseudo / microdisk resonators. Optical paths are shown in blue and electrical paths in black.
Figure 6.23 shows the results from the experiment. It is a plot of waveforms for the input pump, output pump and the output probe signals respectively from top to bottom. All powers have been normalized by eliminating the baseline due to amplified spontaneous emission (ASE) from the optical amplifiers by subtracting the DC component and then scaling the range from zero to one. Dotted lines have been added as a guide to the eye to correlate switching transitions between the waveforms. The probe output can be seen to exhibit NOT gate behavior with the pump as the input. Figure 6.24 plots the normalized probe output power as a function of the pump input power. The NOT gate response can be seen to show hysteresis behavior as in a Schmitt gate. The arrows indicate the direction of switching.
Figure 6.23: Waveforms from the pump-probe experiment showing NOT gate operation in a 20 um radius microdisk. The upper most waveform is the pump input. The middle waveform is the pump at the output. The lower most waveform is the probe beam at the output.
Figure 6.24: Probe output intensity plotted as a function of the pump input intensity using the same data as in figure 6.23 showing NOT gate behavior with a Schmitt trigger type of hysteresis.
Chapter 7

CONCLUSION

The goal of this research was to develop a microring or microdisk based all-optical switch that could operate at low optical intensities and be cascaded easily to form small optical circuits. The gain saturation mechanism in electrically pumped quantum wells was identified as the best means to achieve this. The demonstrated devices were seen to switch at optical powers of a few milliwatts, more than two orders of magnitude lower than that in passive microrings. A novel laterally coupled pseudodisk architecture that made use of negative gap coupling was developed, which eased fabrication requirements considerably as well as combined the best of microdisks and microrings in one device. The design combined the superior heat-sinking and lower surface recombination capabilities of the microdisk with the single mode operation capability of the microring. To the best of my knowledge, this is the first demonstration of all-optical switching on the active microdisk platform.

Also, an optical amplifier based on active microrings was demonstrated, whose properties could be adjusted by controlling the current through the device. Up to 10 dB of gain in pulsed mode was seen for these devices. The response of the amplifier could be changed from under-coupled to critically coupled to transparency to gain and finally lasing by varying the current. These amplifiers can be used for providing inter-gate or inter-switch optical amplification to compensate for any insertion losses as well as
convert probe beams to pump beams between stages.

The control of surface recombination was identified as being critical to device performance. A large fraction of injected carriers (> 30 %) are lost to surface recombination on the sidewalls of the rings. A sulfur based passivation scheme was developed that resulted in the surface recombination velocity dropping nearly an order of magnitude.

Two critical factors: power consumption and speed are expected to play a significant role in determining the performance and applications for these devices. While optical power has been reduced by a large margin, the electrical power consumed by these devices can be reduced further. Typically device currents are 15 mA at 2 V of forward bias. Thus the scale of integration of these devices will be limited by the power budget and heat sinking capabilities. The power consumption can be greatly reduced by reducing scattering losses and using slightly higher Q-factor designs for microdisks. Microdisk lasers with sub-milliampere currents have been demonstrated elsewhere [114], so this seems quite feasible.

Speed in these devices is determined by the slowest of three different processes. They are stimulated recombination efficiency, photon lifetime in cavity and carrier transport in the microdisks. The last of these processes is expected to be the limiting factor. Carriers that recombine by stimulated emission in the gain saturation process along the edge of the disk need to be replenished once the light input is turned off. The replenishment occurs by carriers diffusing from the central reservoir to the periphery. Diffusion is much slower compared to drift and hence this might be a limiting factor ultimately.
Appendix A

PROCESS RECIPES

A.1 Lithography

A.1.1 Positive resist – OiR 906-10 (Olin).

Spin on HMDS (hexamethyldisilazane) adhesion promoter at 3000 rpm, 60 s.
Spin on Oir 906-10 at 3000 rpm, 60 s. Pre-bake at 90 °C for 60 s on hot-plate. Expose on projection aligner (GCA 5x). Post-bake at 120 °C for 60 s on hot-plate. Develop in OPD 4262 developer for 60 s. Rinse in DI water for 30 s.

A.1.2 Positive resist – OiR 908-35 (Olin).

Spin on HMDS (hexamethyldisilazane) adhesion promoter at 3000 rpm, 60 s.
Spin on Oir 908-35 at 4000 rpm, 60 s. Pre-bake at 90 °C for 60 s on hot-plate. Expose on projection aligner (GCA 5x). Post-bake at 105 °C for 60 s in furnace. Develop in OPD 4262 developer for 60 s. Rinse in DI water for 30 s.

A.1.3 Negative resist – NR7-1500PY (Shipley) for lift-off.

Spin on NR7-1500PY at 3000 rpm. Pre-bake at 120 °C for 60 s on hot-plate. Expose on projection aligner (GCA 5x). Post-bake at 120 °C for 60 s on hot-plate. Develop in RD6 developer for 8 s. Rinse in DI water for 30 s.
A.1.4 Negative resist – NR7-1500P (Shipley) for dry-etch.

Spin on NR7-1500P at 3000 rpm. Pre-bake at 120 °C for 60 s on hot-plate. Expose on projection aligner (GCA 5x). Post-bake at 120 °C for 60 s on hot-plate. Develop in RD6 developer for 8 s. Rinse in DI water for 30 s.

A.2 Plasma Deposition (HDPECVD)

Oxford Plasmalab 100 HDPECVD.

A.2.1 Silicon dioxide.

3 min temperature stabilization at 120 °C. Adhesion enhancement: 20 sccm NH₃ at 15 mTorr, 150 W RF power, 0 W ICP power, 1 min. Silicon dioxide: 20 sccm N₂O + 4 sccm SiH₄ at 1 mTorr (2 mTorr actual). 4 W RF power, 500 W ICP power. Deposition rate ~ 300 Å/min.

A.2.2 Silicon nitride – passivation cap

3 min temperature stabilization at 120 °C. Adhesion enhancement: 20 sccm NH₃ at 15 mTorr, 150 W RF power, 0 W ICP power, 1 min. Silicon nitride: 10 sccm SiH₄ + 17 sccm N₂ at 10 mTorr. 4 W RF power, 500 W ICP power for 1 min. Approximate thickness ~ 200 Å.

A.2.3 Silicon nitride – heat sink layer

5 min temperature stabilization at 300 °C. Adhesion enhancement: 20 sccm NH₃ at 15 mTorr, 150 W RF power, 0 W ICP power for 5 min. Silicon nitride: 9 sccm SiH₄ + 18 sccm N₂ at 10 mTorr. 4 W RF power, 500 W ICP power for 30 to 60 min.
A.3 Reactive Ion Etching (RIE)

Plasmatherm 790 series RIE.

A.3.1 Silicon dioxide etch

18 sccm CHF$_3$ + 2 sccm O$_2$ at 40 mTorr. 175 W RF power. Etch rate ~ 300 Å/min.

A.3.2 BCB etch back

5 sccm CHF$_3$ + 19 sccm O$_2$ at 300 mTorr. 175 W RF power. Etch rate ~ 6000 Å/min.

A.3.3 Indium phosphide etch

Two stage etch. Stage 1: 8 sccm CH$_4$ + 32 sccm H$_2$ + 10 sccm Ar at 30 mTorr. 440 V DC self-bias. 5 minutes. Stage 2: 16 sccm O$_2$ at 200 mTorr. 200 V DC self-bias. 3 minutes. Anodized aluminum plate electrode. Etch rate ~ 500 Å/min.

A.3.4 Oxygen descum for removing photoresist.

19 sccm O$_2$ at 200 mTorr. 25 W RF power. 15 seconds.

A.4 E-beam Evaporator / Metallization

CHA Inc. Mark-40 e-beam evaporator.

A.4.1 P-contact

20 s dip in 5% H$_2$SO$_4$ for oxide removal. 100 Å titanium, 300 Å platinum, 3000 Å gold in e-beam evaporator.
A.4.2  N-contact

20 s dip in 5% H$_2$SO$_4$ for oxide removal. 50 Å nickel, 400 Å germanium, 800 Å
gold, 300 Å nickel, 3000 Å gold in e-beam evaporator.

A.5  Wet processes

A.5.1  Native oxide removal

5% H$_2$SO$_4$ for 20 s followed by 30 s rinse in DI water.

A.5.2  Indium phosphide selective etch

1:1 of HCl and H$_3$PO$_4$ at room temperature. Selectively etches InP over InGaAs.

A.5.3  Indium gallium arsenide selective etch

1:1:8 of H$_2$SO$_4$, H$_2$O$_2$ and H$_2$O at room temperature. Selectively etches InGaAs
over InP.

A.5.4  Silicon dioxide etch

Buffered hydrofluoric acid (1:7 of HF and NH$_4$F). Selectively etches silicon
dioxide and nitride over III-V compounds.

A.6  Rapid thermal annealing

AG Associates HeatPulse.

A.6.1  N-contact alloying

Ramp from RT to 300 °C at 10 °C/s. Stay at 300 °C for 60 s. Ramp from 300 °C
to 400 °C at 10 °C/s. Stay at 400 °C for 40 s. Natural cool down. Forming gas (H$_2$+N$_2$)
ambient.

A.7 BCB planarization

Spin on AP-3000 (Dow Chemical) adhesion promoter at 3000 rpm for 60 s. Spin on BCB-57 at 4000 rpm for 60 s. Pre-bake on hot-plate at 120 °C for 2 minutes. Cure in tube furnace in N₂ ambient. Ramp to 250 °C from room temperature over 60 min, stay at 250 °C for 2 hrs, natural cool-down.

A.8 Mechanical Lapping

Logitech PM2A polisher.
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