Density-based modeling of visual features is very common in computer vision research due to the uncertainty of observed data; so accurate and simple density representation is essential to improve the quality of overall systems. Even though various methods, either parametric or non-parametric, are proposed for density modeling, there is a significant trade-off between flexibility and computational complexity. Therefore, a new compact and flexible density representation is necessary, and the dissertation provides a solution to alleviate the problems as follows.

First, we describe a compact and flexible representation of probability density functions using a mixture of Gaussians which is called Kernel Density Approximation (KDA). In this framework, the number of Gaussians components as well as the weight, mean, and covariance of each Gaussian component are determined automatically by mean-shift mode-finding procedure and curvature fitting. An original density function estimated by kernel density estimation is simplified into a compact mixture of Gaussians by the proposed method; memory requirements are dramatically reduced while incurring only a small amount of error. In order to adapt to
variations of visual features, sequential kernel density approximation is proposed in which a sequential update of the density function is performed in linear time.

Second, kernel density approximation is incorporated into a Bayesian filtering framework, and we design a Kernel-based Bayesian Filter (KBF). Particle filters have inherent limitations such as degeneracy or loss of diversity which are mainly caused by sampling from discrete proposal distribution. In kernel-based Bayesian filtering, every relevant probability density function is continuous and the posterior is simplified by kernel density approximation so as to propagate a compact form of the density function from step to step. Since the proposal distribution is continuous in this framework, the problems in conventional particle filters are alleviated.

The sequential kernel density approximation technique is naturally applied to background modeling, and target appearance modeling for object tracking. Also, the kernel-based Bayesian filtering framework is applied to object tracking, which shows improved performance with a smaller number of samples. We demonstrate the performance of kernel density approximation and its application through various simulations and experiments with real videos.
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Chapter 1

Introduction

Recently, the development of computer hardwares and camera devices enable us to acquire and collect a large volume of video data. A substantial amount of resources such as CPU, memory and storage is generally required to handle such data, and efficient algorithms to facilitate processing are crucial. Even though various techniques have been developed and used in the wide range of computer vision problems, many traditional techniques are designed for batch processing and controlled environment. However, a variety of applications such as visual surveillance, driving assistant systems, vision-based interfaces, virtual reality, and image-based diagnosis require adaptive control to cope with unexpected variations and achieve real-time capability. Therefore, adaptive real-time algorithms for video data are becoming more important.

Typically, in a real-time environment, all the data are not available before the processing; they are obtained in a sequential manner. Also, it is not usually practical to store all previous data for later use. Instead, some kind of abstract methodology is employed to represent the history of data. Therefore, a powerful representation for data up to the current time step is required; it should be flexible enough to be updated for new data.
In the dissertation, we describe an on-line Kernel Density Approximation (KDA) algorithm which provides a compact and flexible methodology to represent and update a probability density function, and discuss a wide range of applications within computer vision area. Object detection and tracking, background modeling and subtraction, human motion analysis, and dynamic scene modeling are typical examples with real-time constraints, and we illustrate how our adaptive kernel density approximation provides a good theoretical and practical model for those applications.

1.1 Motivation

Visual features such as intensity, color, gradient, texture and motion are commonly modeled using probability density functions. Moreover, a number of real-time tasks such as background subtraction and modeling the appearance of a moving target require sequential density estimation, where new data is incorporated in the model as it becomes available. Nevertheless, current methods either lack flexibility by fixing the number of Gaussians in the mixture, or require large memory amounts by maintaining a non-parametric representation of the density. The underlying probability density of the feature may be described using a parametric (e.g., one Gaussian), semi-parametric (mixture of Gaussians) or non-parametric (e.g., histogram or kernel density-based) representation. These representations create a trade-off between the flexibility of the model and its data summarization property. For example, parametric and semi-parametric model are simple and easy to handle, but are unable or have difficulty to represent multi-modal density effectively. On the other
hand, non-parametric models are very flexible and can accommodate arbitrarily complex densities, but require a large amount of memory and huge computational cost for their implementation, especially for high-dimensional problems. Therefore, we need a new strategy to overcome the limitation of conventional parametric and non-parametric techniques. The following properties are required for a “good” representation.

- **Accuracy:** The density function should be constructed so that it simulates the true density function with incurring minimal error.

- **Flexibility:** An arbitrary density function should be representable without strong assumptions about the true density.

- **Compactness:** A simple density representation method is preferred to save memory space and computation time.

- **Adaptiveness:** For the sequential update of density function, the representation should provide a methodology to efficiently update the density function in an on-line manner given new data.

Kernel density approximation is the new technique we develop to approximate the density function constructed by kernel density estimation with a mixture of Gaussians. In this method, a single Gaussian kernel is assigned to each mode location automatically detected by mean-shift, and the covariance matrix of each Gaussian is estimated by curvature fitting around the mode. The accuracy of this technique
is comparable to kernel density estimation\(^1\), and the density representation is very compact since it uses a small number of Gaussian components. Also, it provides a nice framework for sequential density estimation, so is suitable to be applied to real-time applications. The proposed density representation is memory efficient which is typical for mixture densities, and it inherits the flexibility of non-parametric methods by allowing the number of modes to be adaptive.

In this dissertation, we show how kernel density approximation can be applied effectively and efficiently to various real-time computer vision tasks such as background modeling and subtraction, target appearance modeling, and object tracking. The following sections discuss how density functions can be used in computer vision research and how current techniques can be improved by incorporating kernel density approximation.

1.1.1 Modeling of Visual Features

A Gaussian distribution has been widely used in computer vision applications, but it cannot model multi-modal distributions which are frequently observed in data for visual features. A mixture of Gaussians is a well known approach to describe a multi-modal density function, but it needs a pre-defined number of components as a parameter, which is very difficult to determine before observation. An alternative model, kernel density estimation, has the flexibility to describe the density function

\(^1\)Since kernel density approximation estimates the covariance matrix using the curvature of mode location, the accuracy at the point far from every mode is relatively worse. Also, the approximation error increases when the underlying density function is not based on a Gaussian mixture.
with an arbitrary number of modes, but it suffers from huge memory requirements, especially for high dimensional data.

On the other hand, kernel density approximation is able to preserve all modes found in kernel density estimate, and has a significant advantage in the memory requirement since only a single Gaussian is assigned to each mode. Figure 1.1 illustrates the comparison of densities constructed by kernel density estimation, kernel density approximation, and an EM algorithm. The original density function is created as a mixture of Gaussians, and 200 samples are drawn from it. We reconstructed density functions using those three methods; three different parameters for the number of components are also tested for the EM algorithm. As seen in Figure 1.1, the density constructed by kernel density approximation is very close to the kernel density estimate as well as the original density. Even though the EM algorithm [16] is widely used for the implementation of a Gaussian mixture, this result shows that its performance is sensitive to number of components as well as the initial location of each component.

### 1.1.2 Modeling in State Space

Bayesian filtering [35, 36, 46] is a very popular framework for the state estimation in dynamic systems. Among many variations of Bayesian filtering methods, the particle filter [19, 31] is widely used in computer vision due to its robustness and simplicity. In the particle filter framework, the density function is represented with a set of samples and their weights, but it is difficult to describe the underlying density function precisely with only a limited number of samples. Moreover, it
Figure 1.1: Comparison between kernel density approximation and other methods. (a) original density function (top) kernel density estimation (middle) kernel density approximation (bottom) (b) EM algorithm with 3, 6, and 9 components

often experiences sample depletion caused by the concentration of highly weighted samples in small areas, which is called the *degeneracy* problem [2, 18]. Because of this problem, particle filters generally need many samples or require occasional resampling steps. However, resampling frequently suffers from the *loss of diversity* problem, which also causes the waste of particles.

To overcome this problem, we employ a Gaussian mixture for every relevant density function in a Bayesian filtering. There have been several attempts to implement a Bayesian filtering for non-linear and non-Gaussian systems based on continuous density functions — usually Gaussian mixtures, but they could not provide any principled methodology to avoid the exponential increase of components in the mixture. In our method, kernel density approximation plays an important role to propagate the compact posterior density function to the next time step. A Bayesian
filter based on continuous density functions, which is referred to as a kernel-based Bayesian filter, has the following advantages.

- In a high dimensional state space, kernel density approximation is more efficient and effective in its ability to simulate true density.
- The number of particles for robust performance is reduced by employing kernel-based particles and continuous measurement function.

One-step kernel-based Bayesian filtering is illustrated in Figure 1.2 which shows the density modeling in the state space and its propagation to the next time step.

1.1.3 Sequential Model Update

A special class of learning techniques are needed for real-time processing tasks, where the data is included in the model as it becomes available in a recursive fashion. The updating strategy should accommodate gradual variations, while maintaining a memory efficient representation of the model. For these scenarios, batch processing is not a solution due to the induced processing delay and large amounts of data that need to be stored. Typical examples for this case are target model update for object tracking and adaptive background modeling. As illustrated in Figure 1.3, the initially constructed model for object tracking can quickly become invalid, because of the arbitrary transformation of object or changes of the environment. Therefore, for accurate and reliable modeling, sequential density update is a reasonable solution. For this purpose, a Gaussian mixture model [34, 73] can be employed, but still has the flexibility problem especially in real-time applications. The sequential version of
kernel density estimation, which we call sequential kernel density estimation later, can be utilized, but the addition of new kernels in the current density function is not feasible due to the large memory requirement and tremendous processing time. These problems are alleviated by integrating a sliding window method [23], but it is not satisfactory solution and only has limited ability for maintaining an accurate modeling over time. On the other hand, kernel density approximation provides a convenient methodology to propagate the density over time, and we describe the use of this technique for sequential model update problems.
Figure 1.3: The requirement of adaptive modeling for object tracking.

1.2 Related Work

The simplest density-based modeling methods – a single Gaussian distribution – is incorporated for background subtraction and object tracking [83] and the Gaussian is updated sequentially [25, 52]. However, this method cannot handle multi-modal density functions effectively so the accuracy of modeling is severely damaged in real examples.

Mixture models with a fixed number of components have been utilized in various applications as follows. In [45], the target appearance model based on color is constructed by a mixture of Gaussians which is replaced in each frame. The same
density representation is employed for optical flow estimation by Jepson and Black [33]. Stauffer and Grimson [74] proposed a recursive update of Gaussian mixture model for background modeling. A more elaborate target model is described in [34], where a 3-component mixture for the stable process, the outlier data, and the wandering term is designed to capture rapid temporal variations in the model. This appearance model is adapted over time by an on-line EM algorithm.

The EM algorithm [16, 62] is the main statistical tool for learning density models from incomplete data. Although variants of incremental EM have been employed in practice to deal with real-time adaptation constraints, only recently have they received formal justification and many issues are still open [50]. Most of all, it is generally difficult to add or remove components in the EM framework in a principled way [61]. Therefore, most real-time applications rely on models with a fixed number of mixtures or apply ad-hoc strategies to adapt the number of mixtures in time.

However, all the methods presented above require knowledge of the number of components, which is generally unknown. Especially, it is not appropriate to estimate density with a fixed number of components if there are a large number of modes in the underlying probability density function or the number of modes changes frequently.

On the other hand, Cham and Rehg [5] introduce a piecewise Gaussian representation to specify the modes of the density characterizing a tracker state. The density at a certain location is determined by the Gaussian component providing the largest contribution at the location. This idea is applied to multiple hypothesis
tracking in a high dimensional space body tracker within the particle filter framework, but the sampling and the posterior computation are not straightforward and provide only a crude approximation to the density.

Kernel density estimation [22] is one of the most popular non-parametric techniques to model the density for various applications, because it is very flexible to represent multi-modal densities. But, its very high memory requirements and computational complexity inhibit the use of this method in real-time applications, even though there have been several attempts to improve the computational cost [21, 84].

1.3 Contribution Overview

1.3.1 Density Approximation

In contrast to previous approaches, this dissertation introduces a density approximation algorithm that is an alternative to kernel density estimation, but computationally as simple as parametric methods. We first detect local maxima (modes) based on variable-bandwidth mean-shift [12, 14]. The modes of a density function represent regions with higher local probability; hence, their preservation is important to maintain a low density approximation error. In the proposed algorithm, the density is represented with a weighted sum of Gaussians where each mode is represented with a single Gaussian. The number of Gaussians and the parameters for each Gaussian – weight, and mean – are automatically determined by mode finding procedure. Also, the covariance of each Gaussian is derived from curvature fitting using the Hessian matrix computed at the mode location. By this mode-based representation, the memory requirements are low, similar to all methods that
use mixture densities, but it is possible to add and delete Gaussian components in a principled way.

While the initial density approximation is performed based on a batch mode finding algorithm, where all the data should be processed at a time, we also describe a more efficient method – an incremental density approximation method. In addition, sequential kernel density approximation is proposed for on-line learning that relies on the modeling and propagation of density modes.

Density approximation and mode propagation are tested for the task of background modeling and subtraction, target appearance modeling, and object tracking.

1.3.2 Background Modeling and Subtraction

Background modeling and subtraction is one of the most critical steps for high-level vision applications. Most algorithms are based on pixel-wise density modeling even if there are some other approaches using codebook [38], eigenbackground [55, 77], subspace method [49], and global probability density function [71].

In order to model the variations caused by illumination changes, shadows and dynamic background (wave, rain, tree etc), density-based modeling methods are proposed varying from using a single Gaussian [30, 83], Gaussian mixture [73], to kernel density estimation [23, 48]. The pattern of visual features presented at each pixel is quite different, so the assignment of the same number of Gaussian components for each pixel either wastes memory resource or fails in modeling complicated backgrounds effectively. Since our kernel density approximation technique provides a methodology to determine the proper number of modes by mean-shift mode find-
ing procedure, the minimal number of Gaussian component is used for modeling a background by assigning a single Gaussian to each mode location. The estimated density function by the proposed method is very close to the kernel density estimate. This strategy is utilized in a background modeling algorithm, and we show that the performance of our background subtraction is comparable to the results obtained by kernel density estimation, but using significantly less memory space.

1.3.3 Target Appearance Modeling for Object Tracking

Intensive research has been performed for the object tracking problem, but adaptive target appearance modeling is still a difficult problem. Most trackers employ a fixed appearance model [3, 6, 15, 21, 29, 54, 58], but this strategy is not appropriate for tracking objects over a long term or in conditions when the appearance of the target changes. Several methods to update the target appearance model are proposed: template update [44], histogram update [53], Bayesian filtering [37, 52], on-line EM algorithm [34, 86], incremental subspace update [43], and the adaptation by background/foreground statistics [10, 51]. However, these methods are heuristic, or assume uni-modal or multi-modal appearances with fixed number of components, so they have critical limitations to represent variable multi-modal data. We adopt a pixel-wise density-based modeling in which a variable number of Gaussian components is assigned to each pixel; sequential kernel density approximation is employed to implement this. Originally, sequential kernel density approximation is a quadratic algorithm, but it is improved to a linear-time algorithm which is proved by amortized analysis. Also, Haar-like rectangular feature as well as RGB color (or intensity)
are integrated together for target modeling, and some spatial information around each pixel is encoded. Our target appearance modeling by sequential kernel density approximation for color and rectangular feature improves the overall performance of general trackers, and it is illustrated with various examples.

1.3.4 Bayesian Filtering and Object Tracking

There are two different classes of tracking algorithm; one is deterministic and the other is probabilistic. Deterministic trackers are generally fast but the tracked object may be lost once tracking fails temporarily. On the other hand, probabilistic trackers consumes more system resources, but tracking can be recovered from the failure by multiple hypotheses. Markov Chain Monte Carlo (MCMC) [18] is a method to propagate probability density function to the next step which is usually represented by samples and their weights in the state space. Many variations have been introduced for many practical applications; the CONDENSATION algorithm [31] is the most popular in computer vision.

The MCMC method provides a good solution for non-Gaussian/non-linear model, but it has the following disadvantages. First of all, it suffers from degeneracy problem or loss of diversity in particle locations. This fact causes the waste of particles and requires a large number of samples to obtain reliable performance. Second, even without the degeneracy and lost of diversity problem, a huge number of samples is required in high dimensional problems. In order to address these problems, several methods have been suggested including the improvement of sampling quality [17, 59, 76] or the implementation of the variation of particle filter
We propose a more fundamental methodology as a solution, which is called Kernel-based Bayesian Filtering (KBF). In kernel-based Bayesian filtering, all the relevant probability density functions are continuous Gaussian mixtures, and particles are based on Gaussian kernels. By this strategy, we reduce the number of samples for the same quality of performance as conventional particle filters since each kernel-based particle has a large coverage in the state space and degeneracy (or loss of diversity) problems can be alleviated by adopting continuous proposal distributions.

We demonstrate the performance of our kernel-based Bayesian filtering by various simulations and object tracking in real videos.

1.4 Organization of Dissertation

The dissertation is organized as follows. In Chapter 2, the formal definition and properties of kernel density estimation are described and the method to approximate the density function constructed by kernel density estimation is discussed. Also, the incremental kernel density approximation method is presented. Chapter 3 and 4 describe background modeling and subtraction, and target appearance modeling for object tracking by sequential kernel density estimation. The kernel-based Bayesian filtering framework is described in Chapter 5, and we present how this framework is applied to visual tracking problems.
Chapter 2

Density Approximation

2.1 Kernel Density Estimation

2.1.1 Introduction

Density estimation is a fundamental concept in statistics and broadly used in computer vision research. By definition, density estimation is the construction of an estimate of an unknown density function from observed data, in other words, samples. One approach to density estimation uses parametric methods, whose objective is to fit a known probability density model to the data. Since parametric density estimation relies on model specification, it requires prior knowledge of the underlying density function, which is often unknown. Another problem is the flexibility and accuracy of parametrically estimated density functions. On the other hand, non-parametric methods, such as kernel density estimation, can represent any arbitrary density function since the estimated density is mainly dependent on the structure of data. However, techniques to mitigate the complexity of kernel density estimation are necessary for real-time processing. In this chapter, we first describe the most general non-parametric method, kernel density estimation, and then our proposed method to simulate a density function given by kernel density estimation, kernel density approximation, is discussed.
2.1.2 Kernel Estimator

One of the most general non-parametric density estimation method is kernel density estimation [72]. For a 1-dimensional random variable $x$, a kernel function $K$ which satisfies the condition

$$\int_{-\infty}^{\infty} K(x) dx = 1$$  \hspace{1cm} (2.1)

is employed for each sample, and the kernel density estimation with kernel $K$ is defined by

$$f(x) = \frac{1}{nh} \sum_{i=1}^{n} K\left(\frac{x - x_i}{h}\right)$$  \hspace{1cm} (2.2)

where $h$ is the window width, also called the smoothing parameter or bandwidth.

Since kernel density estimator asymptotically converges to any density function [20, 68], this technique is applicable to many problems where the underlying density function is not known. A variety of kernel functions with different properties have been used in the literature. Typically kernel functions are symmetric and unimodal functions that fall off to zero rapidly away from the center. The size of this window depends on the bandwidth. Table 2.1 shows some of the commonly used kernel functions for univariate data.

2.1.3 Bandwidth Selection

One of the main issues in using kernel density estimation is the choice of the proper bandwidth. Small kernel bandwidth results in a ragged density, while wide bandwidth yields a smoother density function as shown in Figure 2.1.

While, using a fixed bandwidth for all samples reduce the complexity of the
Table 2.1: Some examples of kernel functions

<table>
<thead>
<tr>
<th>Kernel function</th>
<th>Equation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Uniform</td>
<td>$U(-1, 1)$</td>
</tr>
<tr>
<td>Triangle</td>
<td>$1 -</td>
</tr>
<tr>
<td>Epanechnikov</td>
<td>$\frac{3}{4}(1 - x^2)$</td>
</tr>
<tr>
<td>Quadratic</td>
<td>$\frac{15}{16}(1 - x^2)$</td>
</tr>
<tr>
<td>Gaussian</td>
<td>$\frac{1}{2\pi} \exp \left(-\frac{1}{2}x^2\right)$</td>
</tr>
<tr>
<td>Cosinus</td>
<td>$\frac{\pi}{4} \cos \left(\frac{\pi}{2}x\right)$</td>
</tr>
</tbody>
</table>

problem, this strategy causes spurious noise to appear in the tails of the estimates and degrades overall performance.

Obviously, the best choice of kernel bandwidth should depend on the number of samples, and it is reasonable that the bandwidth is inversely proportional to sample size. As the number of samples approaches infinity, the kernel should be as delta function and the bandwidth should approach zero.

For pointwise estimation, the classical measure of the similarity between the estimated density $\hat{f}$ and true density $f$ is the Mean Squared Error (MSE), equal to the sum of the variance and squared bias

$$\text{MSE} = E[\hat{f}(x) - f(x)]^2 = \text{Var}(\hat{f}(x)) + \text{Bias}(\hat{f}(x))^2$$ (2.3)

Using the Taylor theorem, the bias and the variance can be approximated [81], and the trade-off of bias versus variance is observed. The bias is proportional to $h^2$, which means that smaller bandwidth give a less biased estimator. On the other
hand, smaller $h$ implies an increase in the variance which is proportional to $n^{-1}h^{-1}$. Thus, for a fixed bandwidth estimator, we should choose $h$ that achieves an optimal compromise between the bias and variance over all $x$. Ideally, the optimal choice of kernel bandwidth can be achieved by minimizing the Mean Integrated Squared Error (MISE)

$$MISE = E\left(\int [\hat{f}(x) - f(x)]^2dx\right) = \int E[\hat{f}(x) - f(x)]^2dx$$  \hspace{1cm} (2.4)

where $\hat{f}(x)$ and $f(x)$ are estimated density and true density, respectively. However,
the resulting bandwidth [72, 81] is of little practical use, since it depends on knowledge of the unknown true density function being estimated. Therefore, several data-driven methods for bandwidth selection have been proposed, such as plug-in rule, least squares cross validation, and biased cross validation, but there is no generally good method to choose the optimal bandwidth.

2.2 Kernel Density Approximation

2.2.1 Mean-Shift Mode Finding

Suppose that we are given a density function by kernel density estimation based on Gaussian kernel. Denote by \( x_i, i = 1 \ldots n \) a set of points in \( \mathbb{R}^d \) and assume that a symmetric positive definite \( d \times d \) bandwidth matrix \( P_i \) is associated with each data point \( x_i \). The sample point density estimator with a \( d \)-variate normal kernel, computed at the point \( x \) is given by

\[
\hat{f}(x) = \frac{1}{n(2\pi)^{d/2}} \sum_{i=1}^{n} \frac{1}{|P_i|^{1/2}} \exp \left( -\frac{1}{2} D^2(x, x_i, P_i) \right) \quad (2.5)
\]

where

\[
D^2(x, x_i, P_i) \equiv (x - x_i)^\top P_i^{-1} (x - x_i) \quad (2.6)
\]

is the Mahalanobis distance from \( x \) to \( x_i \). As one can see, the density at \( x \) is obtained as the average of Gaussian densities centered at each data point \( x_i \) and having the covariance \( P_i \).

In this section, we discuss an iterative procedure for mode detection based on the variable-bandwidth mean shift. Recall the density function \( \hat{f}(x) \) made by kernel
density estimation where \( i \)-th kernel has the weight \( \kappa_i \).

\[
\hat{f}(x) = \frac{1}{n(2\pi)^{d/2}} \sum_{i=1}^{n} \frac{\kappa_i}{|P_i|^{1/2}} \exp \left( -\frac{1}{2} D^2 (x, x_i, P_i) \right)
\]

(2.7)

By taking the estimate of the density gradient as the gradient of the density estimate, the variable-bandwidth mean shift vector is defined by

\[
m(x) \equiv P_h(x) \sum_{i=1}^{n} \omega_i(x) P_i^{-1} x_i - x
\]

\[
= \left( \sum_{i=1}^{n} \omega_i(x) P_i^{-1} \right)^{-1} \left( \sum_{i=1}^{n} \omega_i(x) P_i^{-1} x_i \right) - x
\]

(2.8)

where

\[
P_h^{-1}(x) = \sum_{i=1}^{n} \omega_i(x) P_i^{-1}
\]

(2.9)

and the weights

\[
\omega_i(x) = \frac{\kappa_i |P_i|^{-1/2} \exp \left( -\frac{1}{2} D^2 (x, x_i, P_i) \right)}{\sum_{i=1}^{n} \kappa_i |P_i|^{-1/2} \exp \left( -\frac{1}{2} D^2 (x, x_i, P_i) \right)}
\]

(2.10)

satisfy \( \sum_{i=1}^{n} \omega_i(x) = 1 \).

It can be shown that by iteratively computing the mean shift (2.8) and translating the location \( x \) by \( m(x) \), a mode seeking algorithm is obtained, which converges to a stationary point of the density (2.5). There are three kinds of stationary points in the density function: local maxima, local minima and saddle points. We are interested in finding mode locations (local maxima) to simplify the original density function, and a formal check for the maxima involves the computation of the Hessian matrix

\[
\hat{H}(x) \equiv (\nabla \nabla^\top) \hat{f}(x)
\]

\[
= \frac{1}{n(2\pi)^{d/2}} \sum_{i=1}^{n} \frac{\kappa_i}{|P_i|^{1/2}} \exp \left( -\frac{1}{2} D^2 (x, x_i, P_i) \right) P_i^{-1} \left( (x_i - x)(x_i - x)^\top - P_i \right) P_i^{-1}
\]

(2.11)
which should be negative definite (having all eigenvalues negative) at the mode location. If this condition is satisfied, all the sample points converged to a location should be merged with a single Gaussian centered at the convergence location. Otherwise, they should be left unchanged since density approximation creates too high error around the location.

Figure 2.2 shows the convergence to the local maximum of each sample by mode-finding algorithm. In each figure, the contour of a 2D density function constructed by KDE with 100 Gaussian kernels – all the weights are equal in this example – is presented, and white circles in Figure 2.2(a) means the initial location of each sample. As illustrated in the following figures, each sample is iteratively converged to a associated mode and four modes are finally detected at the 14th time step. The mean-shift procedure is terminated when the size of mean-shift vector is less than $\epsilon$ (negligibly small number).

### 2.2.2 Covariance Estimation

Suppose that the approximate density has $m$ unique modes $\tilde{x}_j (j = 1, \dots, m)$ with associated weights $\tilde{\kappa}_j$ after mode finding procedure; the weight of each mode $\tilde{\kappa}_j$ is equal to the sum of kernel weights converged to the mode. Then, the covariance matrix associated with each mode $\tilde{P}_j$ is computed by curvature fitting in the neighborhood of the mode location.

The Hessian matrix $\tilde{H}(\tilde{x}_j)$ at a mode $\tilde{x}_j$ of the original density function in equation (2.7) is computed as in equation (2.11). Also, the Hessian matrix at the mean of a Gaussian distribution centered at $\tilde{x}_j$ with weight $\tilde{\kappa}_j$ and covariance $\tilde{P}_j$ is
Figure 2.2: Convergence by mode-finding algorithm

given by

\[ H_j(x_j) = \frac{-\kappa_j}{(2\pi)^{d/2} |P_j|^{1/2}} P_j^{-1}. \]  

(2.12)

Equalizing Hessian matrices in the original density and in the single Gaussian distribution, we solve for the estimated covariance matrix \( \tilde{P}_j \). Specifically, suppose that \( \tilde{P}_j \) is decomposed by Singular Value Decomposition (SVD) as \( \tilde{P}_j = U\Lambda U^T \) and that the Hessian matrix at \( \tilde{x}_j \) in equation (2.11) is represented with a similar form, \( \tilde{H}(x_j) = VTV^T \). Then, the following equation is obtained by the equalization of
two Hessian matrices.

\[ \mathbf{V} \mathbf{\Gamma} \mathbf{V}^T = -\frac{\tilde{\kappa}_j}{(2\pi)^{d/2}} \mathbf{U}^T \Lambda^{1/2} \mathbf{U} \]  

(2.13)

By assuming \( \mathbf{U} = \mathbf{V}^T \) and from equation (2.13), we can compute \( |-\mathbf{\Gamma}| \) which is given by

\[ |-\mathbf{\Gamma}| = -\frac{\tilde{\kappa}_j^d}{(2\pi)^{d^2/2}} |\Lambda|^{-\frac{d+2}{2}}, \]  

(2.14)

and \( \Lambda \) is derived from equation (2.13) and (2.14) as follows.

\[ \Lambda = \frac{\tilde{\kappa}_j^{\frac{d}{2}}}{|2\pi(-\mathbf{\Gamma}^{-1})|^{\frac{d+2}{2}}} \]  

(2.15)

Therefore, the estimated covariance matrix is given by

\[ \tilde{\mathbf{P}}_j = \frac{\tilde{\kappa}_j^{\frac{d}{2}}}{|2\pi(-\tilde{\mathbf{H}}_j^{-1})|^{\frac{d+2}{2}}} \]  

(2.16)

and the approximated density is

\[ \hat{f}(\mathbf{x}) = \frac{1}{(2\pi)^{d/2}} \sum_{i=1}^{m} \frac{\tilde{\kappa}_i}{|\tilde{\mathbf{P}}_i|^{1/2}} \exp \left( -\frac{1}{2} D^2 \left( \mathbf{x}, \tilde{\mathbf{x}}^i_{t+1}, \tilde{\mathbf{P}}^i_{t+1} \right) \right). \]  

(2.17)

where \( m(\ll n) \) is the number of detected modes. The approximation error \( ||\hat{f}(\mathbf{x}) - \tilde{f}(\mathbf{x})|| \) can be evaluated straightforwardly.

### 2.3 Incremental Kernel Density Approximation

The density approximation technique described in Section 2.2 is accurate and memory efficient, but computationally expensive because the mode detection procedure for \( n \) components requires \( O(n^2) \) time. Moreover, for each sample point, a large number of mean-shift iterations might be required to converge. To overcome this
computational costs, we suggest an alternative method, an incremental density approximation, described below.

Usually, a large number of samples are required to estimate the density correctly, but there are only several modes in the underlying density function. The incremental approximation algorithm is an empirical solution exploiting this fact. Suppose $n$ samples are to be used for the density approximation. We will process samples, “one at a time.” If a kernel associated with each sample can be merged incrementally with others in the same mode, then the time to compute the mean-shift vector will be decreased dramatically.

The algorithm proceeds as follows. When the Gaussian kernel for the next sample is added to the current density function, the density will be updated by the variable-bandwidth mean-shift. For example, if the component for the $k$-th sample is added to the current density function $\hat{f}_{(k-1)}$, the density after the insertion is given by

$$
\hat{f}_k(x) = \frac{\kappa_k}{K_k} \left( \frac{1}{(2\pi)^{d/2} |P_k|^{1/2}} \exp \left( -\frac{1}{2} D^2 (x, \hat{x}_k, P_k) \right) \right) + \\
(1 - \frac{\kappa_k}{K_k}) \sum_{i=1}^{n_{k-1}} \frac{\hat{\kappa}_i}{\hat{P}_i} \left( \frac{1}{(2\pi)^{d/2} |\hat{P}_i|^{1/2}} \exp \left( -\frac{1}{2} D^2 (x, \hat{x}_i, \hat{P}_i) \right) \right)
$$

(2.18)

where $K_k = \sum_{i=1}^{k} \kappa_i$, $\hat{\kappa}_i$ and $\hat{P}_i$ are the weight and the covariance associated with $\hat{x}_i$ in the current density respectively, and $n_{k-1}$ is the number of modes after the $(k-1)$-th component insertion. In each step, the mode detection procedure and covariance estimation need to be applied, and the new density function $\hat{f}_k(x)$ is estimated. After $n$ steps, the weight of each sample is adjusted to its original weight, and the
incremental density approximation can be obtained.

During the incremental procedure, two or more modes which are close to each other in the underlying density may be merged, and some of them may be lost by the final iteration. This situation should be avoided since it increases the approximation error. We avoid this problem by using a 2-stage algorithm. In the first stage, the incremental density approximation technique is used with a small bandwidth. This may result in several spurious modes which do not exist in the underlying density. After the final step, let each component in the approximate density be $N(\hat{\kappa}_i, \hat{x}_i, \hat{P}_i)$ ($i = 1 \ldots n$) where $N(\cdot)$ is a Gaussian distribution having a (weight, mean, covariance) triple. In the second stage, the batch density approximation algorithm described in 2.2 is performed with the $\hat{x}_i$’s as starting points. The correct mode locations and their covariance matrices can be computed accurately in the second stage.

The 2-stage incremental algorithm is very efficient since the intermediate and the final density function in the first stage have a small number of modes ($n_k \ll n$) in most cases.

### 2.4 Performance of Approximation

The accuracy of these approximations is demonstrated in Figure 2.3. From a one-dimensional distribution composed of five weighted Gaussians, 200 samples are drawn. Figure 2.3(a) shows the result of kernel density estimation. For the approximation, 200 samples are drawn from the original distribution – $N(0.2, 10, 2)$, $N(0.35, 17, 4)$, $N(0.15, 27, 8)$, $N(0.2, 50, 16)$, and $N(0.1, 71, 32)$. The results of batch
The incremental approximation is presented in Figure 2.3(c) and the number of modes in each incremental step is shown in Figure 2.3(d).

Table 2.2 compares accuracy and speed of the approximations. Three different cases are tested 20 times each, and Mean Integrated Squared Error (MISE) and execution time speedups are calculated. Denote by $E_{kde}$ the error between the
Table 2.2: Performance comparison between batch and incremental approximation

<table>
<thead>
<tr>
<th>case</th>
<th>( E_{kde} \times 10^{-5} )</th>
<th>( E_{bat} \times 10^{-5} )</th>
<th>( E_{inc} \times 10^{-5} )</th>
<th>speedup (batch/incremental)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>5.0772</td>
<td>1.4512</td>
<td>3.1007</td>
<td>8.3502</td>
</tr>
<tr>
<td>2</td>
<td>2.2909</td>
<td>0.5323</td>
<td>1.2463</td>
<td>7.0119</td>
</tr>
<tr>
<td>3</td>
<td>1.0138</td>
<td>0.6900</td>
<td>1.7869</td>
<td>6.2597</td>
</tr>
</tbody>
</table>

- case 1: \( N(0.2, 10, 2), \ N(0.35, 17, 4), \ N(0.15, 27, 8), \ N(0.2, 50, 16), \ N(0.1, 71, 32) \)
- case 2: \( N(0.15, 12, 5), \ N(0.1, 50, 4), \ N(0.35, 70, 8), \ N(0.25, 90, 16), \ N(0.15, 119, 32) \)
- case 3: \( N(0.15, 25, 10), \ N(0.1, 37, 8), \ N(0.15, 65, 16), \ N(0.25, 77, 9), \ N(0.15, 91, 30), \ N(0.2, 154, 15) \)

Both density approximations produce small errors comparable to kernel density estimation, and the incremental approximation is much faster with errors comparable to the batch approximation.

Figure 2.4 shows that both approximation methods are accurate enough to replace kernel density estimation in the multi-dimensional case. In 2D, the incremental approximation also has comparable accuracy to the batch approximation, but it is practically much faster (about 11 times) than the batch approximation when 400 samples are drawn.
Figure 2.4: Comparison between the kernel density estimation and its approximations (2D). (a) kernel density estimation (b) batch approximation (MISE = $1.4889 \times 10^{-8}$) (c) incremental approximation (MISE = $1.2337 \times 10^{-8}$) (d) number of modes in each incremental step
Chapter 3

Background Modeling by Sequential Density Approximation

Automatic detection of objects is critical for security systems and video surveillance applications, since subsequent processing such as tracking, recognition, and high-level estimation techniques depends on the initial detection. In many vision based systems, such detection is carried out by background subtraction methods. These methods build a background model from the scene taken by stationary cameras, and detect the variation of the scene to find foreground regions.

A variety of methods have been proposed, but most of them employ density-based approaches in which visual features in a pixel or block are modeled by a certain density function. The performance of algorithms highly depends on the accuracy and flexibility of the density functions. Also, the management of the density functions is important to adapt to temporal changes of the background.

In this chapter, we show new kernel density approximation technique can be used to update the density function in a sequential manner to model the background adaptively. The proposed method is as flexible as kernel density estimation, and as compact as parametric methods, i.e. mixture of Gaussians. Background in each pixel is modeled by proposed method, and the performance of our background subtraction
is demonstrated.

3.1 Introduction

Stationary cameras are typically used to monitor activities in visual surveillance systems, and background subtraction is the process to detect moving objects by comparing each new frame with the constructed background model.

Background subtraction is the first stage for many high level applications, and it plays a very important roll for the further processing such as object tracking and event recognition.

Pixel-wise density-based modeling is very common for background subtraction vision, either by using non-parametric techniques or through representing the underlying density function as a weighted sum of Gaussians. Like a number of real-time tasks in computer vision area, background modeling requires sequential density estimation, where new data is incorporated in the model as it becomes available. Nevertheless, current methods for updating the density function either lack flexibility, by fixing the number of Gaussians in the mixture, or require large memory amounts, by maintaining a non-parametric representation of the density. This chapter presents an efficient method for recursive density approximation that relies on the propagation of the density modes. At each time step, the modes of the density are re-estimated and a Gaussian component is assigned to each mode. The covariance of each component is derived from the Hessian matrix estimated at the mode location. To detect the modes we employ the variable-bandwidth mean shift. While the proposed density representation is memory efficient (which is typical for
mixture densities), it inherits the flexibility of non-parametric methods, by allowing
the number of modes to adapt in time. We show that the same mode propagation
principle applies for subspaces derived from eigen analysis. Extensive experimental
background modeling results demonstrate the performance of the method.

The chapter is organized as follows. In Section 3.2, various background modeling
and subtraction methods are reviewed. Section 3.3 introduces the employed den-
sity representation and discusses mode detection using the variable-bandwidth mean
shift. Sequential density approximation using mode propagation is introduced and
tested in Section 3.4. Section 3.5 presents mode propagation in subspaces derived
from eigen analysis. Background modeling experiments are given in Section 3.6.

3.2 Related Work

In most of background subtraction algorithms, pixel-wise modeling of visual features
is most popular. Intensity or color are the most commonly used feature in back-
ground modeling, and a Gaussian distribution is the simplest density model. Wren
et al. [83] models the color of each pixel using a single Gaussian, and Kalman up-
date is attempted to adapt the variation of background [39, 63]. Also, more robust
detection algorithm is proposed in [30].

The challenges of background modeling are often found in outdoor scenes due
to illumination change and dynamic background. Due to variations, background
modeling using a single component is not enough for the accurate estimation, the
learning by multiple components is required. A mixture of Gaussians is proposed
to model intensity or color distribution using a fixed number of components in
The adaptation of the Gaussian mixture is achieved by incremental version of EM algorithm. The EM algorithm [16, 62] is the main statistical tool for learning the mixture model. Although variants of incremental EM have been employed in practice to deal with real-time adaptation constraints, it is generally difficult to add or remove components in the EM framework in a principled way [61]. Therefore, most real-time applications rely on models with a fixed number of mixtures or apply ad-hoc strategies to adapt the number of mixtures in time. Therefore, this technique may not be flexible enough to model complex background.

Non-parametric method is initially proposed by Elgammal [22] for more general background modeling, and arbitrary background distribution is simulated by kernel density estimation. Non-stationary background is directly addressed in kernel density estimation framework [48, 60]. Optical flow is modeled by kernel density estimation with color information in [48], and several pixel-wise models based on intensities and spatio-temporal derivatives are proposed in [60].

Another approach to model pixel-wise variations is to represent these variations as discrete states corresponding to modes of the environment. Hidden Markov Model (HMM) is used for this purpose in [64, 75]. In [75], the topology of the HMM representing global image intensity is learned while learning the background. Three state HMM is used to model the intensity of a pixel for traffic monitoring system in which each state corresponds to the background, shadow and foreground, respectively [64].

Also, there are several approaches to employ spatial coherency of given frame for background subtraction. A three-component system – pixel, region and frame
level – for background modeling is proposed in [78], and region and edge information is jointly integrated in [32]. On the other hand, several principal components obtained by eigenanalysis are used to model background in [55, 77]. Recently, on-line auto-regressive model to capture and predict the behavior of dynamic scenes are proposed in [49, 85].

3.3 Kernel Density Estimation and Mode Detection

In this section, we review kernel density estimation with adaptive bandwidth and an iterative procedure for mode detection based on the variable-bandwidth mean shift.

Denote by $x_i, i = 1 \ldots n$ a set of points in $R^d$ and assume that a symmetric positive definite $d \times d$ bandwidth matrix $P_i$ is associated with each data point $x_i$. The sample point density estimator with a $d$-variate normal kernel, computed at the point $x$ is given by

$$
\hat{f}(x) = \frac{1}{n(2\pi)^{d/2}} \sum_{i=1}^{n} \frac{1}{|P_i|^{1/2}} \exp \left( -\frac{1}{2} D^2(x, x_i, P_i) \right)
$$

(3.1)

where

$$
D^2(x, x_i, P_i) \equiv (x - x_i)^\top P_i^{-1} (x - x_i)
$$

(3.2)

is the Mahalanobis distance from $x$ to $x_i$. As one can see, the density at $x$ is obtained as the average of Gaussian densities centered at each data point $x_i$ and having the covariance $P_i$.

The mean-shift is a gradient ascent method to find a local maximum from a
given starting point. The variable-bandwidth mean-shift vector is defined by

\[ m(x) \equiv P_h(x) \sum_{i=1}^{n} \omega_i(x) P_i^{-1} x_i - x \]

\[ = \left( \sum_{i=1}^{n} \omega_i(x) P_i^{-1} \right)^{-1} \left( \sum_{i=1}^{n} \omega_i(x) P_i^{-1} x_i \right) - x \quad (3.3) \]

where

\[ P_h^{-1}(x) = \sum_{i=1}^{n} w_i(x) P_i^{-1} \quad (3.4) \]

and the weights

\[ \omega_i(x) = \frac{|P_i|^{-1/2} \exp \left(-\frac{1}{2} D^2(x, x_i, P_i) \right)}{\sum_{i=1}^{n} |P_i|^{-1/2} \exp \left(-\frac{1}{2} D^2(x, x_i, P_i) \right)} \quad (3.5) \]

satisfy \( \sum_{i=1}^{n} \omega_i(x) = 1. \)

Mode seeking algorithm is obtained by iteratively translating the current location \( x \) by mean-shift vector \( m(x) \), and each sample point converges to a stationary point of the density (3.1). Since the maxima of the density are the only stable points of the iterative procedure, most of the time the convergence occurs at a mode of the underlying density. A formal check for the maximum involves the computation of the Hessian matrix

\[ \hat{H}(x) \equiv (\nabla \nabla^\top) \hat{f}(x) \]

\[ = \frac{1}{n(2\pi)^{d/2}} \sum_{i=1}^{n} \frac{1}{|P_i|^{1/2}} \exp \left(-\frac{1}{2} D^2(x, x_i, P_i) \right) \times \]

\[ P_i^{-1}((x_i - x)(x_i - x)^\top - P_i)P_i^{-1} \quad (3.6) \]

which should be negative definite (having all eigenvalues negative) at the mode location.
Let each Gaussian receive a weight $\kappa_i$, with $\sum_{i=1}^{n}\kappa_i = 1$. The density (3.1) becomes

$$\hat{f}(\mathbf{x}) = \frac{1}{(2\pi)^{d/2}} \sum_{i=1}^{n} \frac{\kappa_i}{|\mathbf{P}_i|^{1/2}} \exp\left(-\frac{1}{2} D^2 (\mathbf{x}, \mathbf{x}_i, \mathbf{P}_i)\right)$$

(3.7)

which represents a mixture of Gaussian components. All the equations from above remain the same except those defining the weights $\omega_i$

$$\omega_i(\mathbf{x}) = \frac{\kappa_i |\mathbf{P}_i|^{-1/2} \exp\left(-\frac{1}{2} D^2 (\mathbf{x}, \mathbf{x}_i, \mathbf{P}_i)\right)}{\sum_{i=1}^{n} \kappa_i |\mathbf{P}_i|^{-1/2} \exp\left(-\frac{1}{2} D^2 (\mathbf{x}, \mathbf{x}_i, \mathbf{P}_i)\right)}$$

(3.8)

where $\sum_{i=1}^{n} \omega_i(\mathbf{x}) = 1$.

Suppose that the approximate density has $m$ unique modes $\tilde{\mathbf{x}}_j$ ($j = 1, \ldots, m$) with associated weights $\tilde{\kappa}_j$ after mode finding procedure; the weight of each mode $\tilde{\kappa}_j$ is equal to the sum of kernel weights converged to the mode. Also, the covariance for each mode is defined by

$$\hat{\mathbf{P}}_j = \frac{\tilde{\kappa}_j^{2/d}}{|2\pi (-\hat{\mathbf{H}}_j^{-1})|^{d/2}} (-\hat{\mathbf{H}}_j^{-1})$$

(3.9)

as shown in Section 2.2.2.

Then, the approximated density is given by

$$\hat{f}(\mathbf{x}) = \frac{1}{(2\pi)^{d/2}} \sum_{i=1}^{m} \frac{\tilde{\kappa}_i}{|\hat{\mathbf{P}}_i|^{1/2}} \exp\left(-\frac{1}{2} D^2 (\mathbf{x}, \tilde{\mathbf{x}}_{i+1}, \hat{\mathbf{P}}_{i+1}^t)\right).$$

(3.10)

and $m(\ll n)$ is the number of detected modes.

In the following section, we will show how to use this framework to propagate the density modes in time.
3.4 Sequential Density Approximation

Assume that at time $t$ the underlying density has $n_t$ modes and that for each mode we have allocated a Gaussian $N(\kappa_i, x_i, P_i)$, according to equation (3.7). For the moment, select a learning rate $\alpha$ and assume that all incoming data become part of the model. Let $N(\alpha, x_t, P_t)$ be a new measurement. With the integration of the new measurement the density at time $t$ is written as

$$
\hat{f}_t(x) = \frac{\alpha}{(2\pi)^{d/2}} \frac{1}{|P_t|^{1/2}} \exp \left( -\frac{1}{2} D^2 (x, x_t, P_t) \right) + \frac{1 - \alpha}{(2\pi)^{d/2}} \frac{\sum_{i=1}^{n_t} \kappa_i}{|P_i|^{1/2}} \exp \left( -\frac{1}{2} D^2 (x, x_i, P_i) \right)
$$

(3.11)

Starting now from the locations $x_t$ and $x_i$ with $i = 1 \ldots n_t$, we perform mean shift iterations and let $x^*_t$ and $x^*_i, i = 1 \ldots n_t$ be the convergence locations. We select first the convergence locations at which more than one procedure converged. Let $y$ be a point in this set and let $x_{ij}, j = 1 \ldots m$ be the starting locations for which the mean shift procedure converged to $y$. If the Hessian $\hat{H}_t(y) = (\nabla \nabla^T) \hat{f}_t(y)$ is negative definite we associate with the mode $y$ a Gaussian component defined by $N(u_y, y, P(y))$ where the weight is

$$
u_y = \sum_{j=1}^{m} u_{ij}
$$

(3.12)

and the covariance is defined by

$$
P(y) = u_y \frac{2}{d+2} |2\pi(-\hat{H}_t(y)^{-1})|^{-\frac{1}{2}} (-\hat{H}_t(y)^{-1})
$$

(3.13)

At time $t+1$ the Gaussian components located at $x_{ij}, j = 1 \ldots m$ will be substituted for by the new Gaussian denoted by $N(u_y, y, P(y))$. It is obtained by fitting a
Gaussian in the neighborhood of the mode \( y \). The detail of the derivation of equation (3.13) is described in Section 2.2.2.

If the Hessian \( \hat{H}_t(y) \) is not negative definite (i.e., the location \( y \) is either a saddle point or a local minimum), all the components associated with \( x_{ij}, j = 1 \ldots m \) are left unchanged since the Gaussian approximation in the neighborhood \( y \) would yield too high error.

For the convergence locations at which only one procedure converged, the weight, mean and covariance of the associated Gaussian component (as given in equation (3.11)) are also left unchanged.

Following the procedure above, we start from expression (3.11) of the density function \( \hat{f}_t(x) \) and derive \( \hat{f}_{t+1}(x) \). The number of Gaussians, \( n_{t+1} \), can increase or decrease with respect to \( n_t \), as a function of the increase/decrease in the complexity of the underlying density at time \( t + 1 \), represented by the number of modes.

In Figure 3.1 we show the mode propagation framework applied in one dimension. We used 500 measurements from a real video stream and a learning rate of \( \alpha = 0.05 \). We have represented in Figure 3.1(a)-(f) both the standard non-parametric estimate of the density and the density computed using mode propagation. Observe the very close resemblance of the two graphs in time, even for very complex density functions. The Mean Integrated Squared Error is drawn in Figure 3.1(g) while the number of modes is shown in Figure 3.1(h).

A two-dimensional experiment with 100 measurements is shown in Figure 3.3. Observe again the close resemblance between the standard kernel density estimate and the density computed through mode propagation, although the later has been
Figure 3.1: One dimensional mode propagation. (a)-(f) Standard non-parametric density estimation (above) vs. density computed through mode propagation (below). Steps 0, 60, 120, 180, 240, and 300 are represented.
approximated with only 10 modes at the 60th step. The amount of memory required to represent this density function non-parametrically is much higher than in the case of mode propagation.

In the next section we extend the mode propagation framework to subspaces obtained from eigen analysis, while the eigenspace updating is implemented through Incremental PCA.

3.5 Propagation in Subspace

3.5.1 Batch PCA

Suppose that we have $p$-dimensional data points, denoted by $m_i$, $i = 1, 2, \ldots, k$, having mean and covariance $m$ and $P$. Without loss of generality, we can assume $m = 0$. Denote by $E$ the matrix of eigenvectors of $P$ which can be derived by the Singular Value Decomposition (SVD).

Select the $q$ largest eigenvalues and the corresponding eigenvectors $e_i$, $i =
Figure 3.3: Two dimensional mode propagation. (a) and (c) Standard non-parametric density estimation. (b) and (d) Density computed through mode propagation. Steps 0 and 60 are represented. (e) Mean Integrated Squared Error. (f) Number of modes.
1, 2, ..., q, reducing the original p dimensional space to q dimensions (q < p). Define $E_q$ to be a $p \times q$ matrix whose columns are eigenvectors, and project the data from the original space into the q dimensional subspace by the simple matrix-vector multiplication as $m_q^i = E_q^T m_i$.

With these projected data $m_q^i$, the mode finding algorithm is performed in the same fashion as in Section 3.3. Using the Hessian computed at the mode location we derive the covariance of each mode in the subspace. In the batch method, we need to perform the same procedure in each time step, so it is computationally expensive and it is not feasible to store all the history of data due to the limited memory space. Therefore, we consider incremental PCA algorithms [27, 82]. In this chapter, we use the method suggested in [82].

### 3.5.2 Incremental PCA (IPCA)

In the incremental PCA, we just need the small amount of additional information, the mean $\hat{m}_i$ ($i = 1, 2, \ldots, n$) of each mode in the original space, other than the currently estimated density function and current basis vectors. Since there is not enough information to re-project all the data into the subspace, we have to formulate a method to transform the data representation in the current subspace to the next subspace. The information we have are the old and new eigenvectors ($E_q$ and $E_q'$, respectively), mean and covariance for the density in the old subspace, the new data $m_{k+1}$, and the mean of each mode $\hat{m}_i$ in the original space. Instead of projecting each mode from the old subspace to the new subspace, we would rather project $\hat{m}_i$.
into the new subspace as

\[ \mathbf{m}_i^{q'} = \mathbf{E}_q^T \hat{\mathbf{m}}_i \]  \hspace{1cm} (3.14)

and the new data can be simply projected to the new subspace using

\[ \mathbf{m}_{k+1}^{q'} = \mathbf{E}_q^T \mathbf{m}_{k+1}. \]  \hspace{1cm} (3.15)

With the means and covariances of re-projected density and the new data, the sequential density approximation algorithm is performed and the modes are propagated to the next step. At this time, we also have to update \( \hat{\mathbf{m}}_i \) in the original space with the learning rate \( \alpha \). Figure 3.4 shows the mode propagation result in a two dimensional subspace.

### 3.6 Background Modeling

In this section, we describe the background modeling and subtraction application based on the kernel density approximation and mode propagation. We consider modeling the background based on each pixel or a fixed size block. The first step for background subtraction is to estimate the feature density of each unit (pixel or block); then, the background model of a unit is composed of a mixture of several Gaussians through the proposed algorithm. The covariance associated with a new component has been computed according to the method suggested in [22], using the median of the magnitude of differences between consecutive measurements. Each dimension is assumed to be independent of each other, and the initial covariance matrix is diagonal. The density function is updated selectively only if the new data is classified as background. We consider a unit as foreground if the feature of the unit
is far (e.g. outside 99.9% confidence ellipsoid) from every mode in the underlying density function. Only when the new data satisfies the background model do we update the model according to the procedure described in Section 3.4 and 3.5.

Two different sequences are used to test and compare the performance of the density approximation and mode propagation algorithm. The first one is from a subway station that contains a lot of pixelwise noise and the second is from a beach with large structural movements caused by waves. The experiments are performed
for gray and color images and for $3 \times 3$ blockwise modeling using the subspace method [69].

Figure 3.5 shows the result of background subtraction for color images with the gradual update of background.

Figure 3.5: Background subtraction using mode propagation for the color density computed in the RGB space.

Figure 3.6 shows that background subtraction using color outperforms the gray scale image in both detection and false alarm. Also, the blockwise method in the subspace shows robust performance. Compare these results with those reported in [56], Figure 1.

A difficult sequence is one taken at the beach, where the waves constitute a
dynamic background and the lighting condition changes a lot. Figure 3.7 shows several images used for initial background modeling containing a lot of movement due to the ocean waves.

Figure 3.8 shows the results for background subtraction in intensity, color and subspace. The large movements of the waves are accurately modeled as background, and the people in the scene are detected correctly.

Another example of dynamic background modeling and subtraction in RGB
space is presented in Figure 3.9.

3.7 Conclusion

We have introduced in this paper mode propagation as a principled method for sequential density approximation. We show the correctness and the effectiveness of this algorithm by various simulations. The new framework has been successfully applied to background modeling and subtraction. We anticipate that our work will be useful for other computer vision applications, especially for tasks involving higher dimensional feature spaces.
Figure 3.7: Sample frames used for background modeling.
Figure 3.8: Background subtraction comparison. (a) Original frame. (b) Subspace. (c) Intensity modeling. (d) Color modeling.
Figure 3.9: Background subtraction for dynamic background. (a) Original frame.
(b) Background subtraction in RGB space
Chapter 4

On-Line Density-Based Target Appearance Modeling

Object tracking is a challenging problems in real-time computer vision due to variations of lighting condition, pose, scale, and view-point over time. However, it is exceptionally difficult to model appearance with respect to all of those variations in advance; instead, on-line update algorithms are employed to adapt to these changes. We present a new on-line appearance modeling technique which is based on sequential density approximation. This technique provides accurate and compact representations using Gaussian mixtures, in which the number of Gaussians is automatically determined. This procedure is performed in linear time at each time step, which we prove by amortized analysis. Features for each pixel and rectangular region are modeled together by the proposed sequential density approximation algorithm, and the target model is updated in scale robustly. We show the performance of our method by simulations and tracking in natural videos.

4.1 Introduction

One of the most critical challenges in creating robust visual trackers is the development of adaptive appearance models that can accommodate unstable lighting
condition, pose variations, scale changes, view-point changes, and camera noise. Many tracking algorithms [13, 21, 58] are based on a fixed target model, and so are unable to track over long time intervals.

Some efforts have been made to overcome these problems. In [44], heuristics regarding the replacement of the target template are suggested; Nummiaro et al. [53] update the model by taking the weighted average of the current and new histograms. A view-based subspace model is implemented in EigenTracking [4], but it requires intensive offline learning before tracking. Recently, Ross et al. [65] propose an adaptive tracking algorithm that updates the models using an incremental update of eigenbasis.

Instead of using a template or a histogram for target modeling, parametric density representations have been used in many tracking algorithms. McKenna et al. [45] suggest Gaussian mixture models created by an EM algorithm for histogram-based trackers, but their method requires knowledge of the number of components, which may not be known in advance. Additionally, it is not appropriate if there are a large number of modes in the underlying density function or the number of modes changes frequently. In [25, 52], a pixel-wise target model based on Gaussian distribution is proposed, and it is updated during tracking. However, this method cannot model multi-modal density functions accurately. A more elaborate target model is described in [34], where a 3-component mixture for the stable process, the outlier data and the wandering term is designed to capture rapid temporal variations in the model. The implementation of that method allowed only a fixed number of components, so, for example, it cannot accommodate multiple stable components.
since only one Gaussian is assigned to the stable component.

An important issue in target model update is the balance between adaptiveness to new observations and resistance to noise. Since the target model may drift away by undesirable updates, only target pixel observations should be integrated into the model. From this point of view, a probability density function of visual features is a good solution for target modeling, because frequently observed data contribute the most significant part while outliers can have limited effects on the integrity of the model.

In this chapter, we present an on-line density-based appearance model for object tracking which is more flexible than previously published parametric methods. The density function is composed of a mixture of Gaussians, where all of the parameters such as the number of modes, means, covariances, and weights are determined by a mean-shift algorithm [11, 12]. The method can represent the density function very accurately with a small amount of memory. Whenever a new observation is incorporated into the current model, the density function is updated in an on-line manner. This procedure is performed in linear time; the time complexity is proved by amortized analysis. Color features at each pixel are modeled by a Gaussian mixture, and color rectangular features are also integrated in the density function to encode the local spatial information of a pixel. We also describe a model update procedure in scale space using density approximation technique, so that the tracker can deal with scale changes robustly.

This chapter is organized as follows. Section 4.2 introduces the linear time sequential density approximation technique, and demonstrates its performance by
intensive simulation. Section 4.3 describes how to construct the appearance model adaptively, and experiments for object tracking in video are presented in Section 4.4.

4.2 On-line Density Approximation

Gaussian mixtures are frequently used to estimate density functions, and several heuristics to determine the number of components have been proposed [42, 61, 79]. However, it is extremely difficult to find the number of Gaussians in a principled way for on-line applications since previous data are not typically available at the current step due to memory constraint. In this section, we present an iterative procedure for sequential density approximation to manage a Gaussian mixture density function adaptively. Then, a more efficient algorithm is presented and its time complexity is discussed.

Section 4.2.1 presents the naive sequential density approximation method, while Section 4.2.2 presents a substantially faster algorithm. In Section 4.2.3, the performance of our sequential density approximation technique is investigated by various simulations.

4.2.1 Sequential Density Approximation

Assume that at time $t$ the underlying density is a mixture of Gaussians having $n_t$ modes and that for each mode we have allocated a Gaussian $N(\mu^i_t, \Sigma^i_t)$, $i = 1, \ldots, n_t$, where $N(\cdot)$ is Gaussian distribution with the parameter (weight, mean, covariance). For the moment, select a learning rate $\alpha$ and assume that all incoming
data become part of the model. Let \( N(\alpha, x_t^{n_t+1}, P_t^{n_t+1}) \) be a new measurement.

With the integration of the new measurement, the density at time \( t + 1 \) is initially written as

\[
\hat{f}_{t+1}(x) = \frac{(1 - \alpha)}{(2\pi)^{d/2}} \sum_{i=1}^{n_t} \frac{\kappa^i_t}{|P^i_t|^{1/2}} \exp \left( -\frac{1}{2} D^2 \left( x, x^i_t, P^i_t \right) \right) + \frac{\alpha}{(2\pi)^{d/2}} \exp \left( -\frac{1}{2} D^2 \left( x, x_{n_t+1}^{n_t+1}, P_{n_t+1}^{n_t+1} \right) \right) \tag{4.1}
\]

where

\[
D^2 \left( x, x^i_t, P^i_t \right) \equiv (x - x^i_t)^\top (P^i_t)^{-1} (x - x^i_t) \tag{4.2}
\]

is the Mahalanobis distance between \( x \) and \( x^i_t \).

To find the new mode locations in \( \hat{f}_{t+1}(x) \), we perform mean-shift iterations until convergence for each \( x^i_t, i = 1 \ldots n_t + 1 \). The variable-bandwidth mean-shift vector at location \( x \) is defined by

\[
m(x) = \left( \sum_{i=1}^{n_t+1} \omega^i(x) (P^i_t)^{-1} \right)^{-1} \left( \sum_{i=1}^{n_t+1} \omega^i(x) (P^i_t)^{-1} x^i_t \right) - x \tag{4.3}
\]

where the weights

\[
\omega^i(x) = \frac{\kappa^i_t |P^i_t|^{-1/2} \exp \left( -\frac{1}{2} D^2 \left( x, x^i_t, P^i_t \right) \right)}{\sum_{i=1}^{n_t+1} \kappa^i_t |P^i_t|^{-1/2} \exp \left( -\frac{1}{2} D^2 \left( x, x^i_t, P^i_t \right) \right)} \tag{4.4}
\]

satisfy \( \sum_{i=1}^{n_t+1} \omega^i(x) = 1 \).

We select first the convergence locations at which more than one procedure or \( x_{n_t+1} \) converged. Let \( y \) be a point in this set and let \( x^j_t, j = 1 \ldots m \) be the starting locations for which the mean shift procedure converged to \( y \). If the Hessian \( \hat{H}(y) = (\nabla \nabla^\top) \hat{f}_{t+1}(y) \) is negative definite, we associate with the mode \( y \) a Gaussian component defined by \( N(\kappa_y, y, P(y)) \) where \( \kappa_y \) is the sum of \( x^j_t \)'s weights \( (j = \ldots) \).
and the covariance matrix $P(y)$ is given by

$$P(y) = \frac{\kappa_y^2}{2\pi(-\hat{H}(y)^{-1})^{1/2}}(-\hat{H}(y)^{-1})$$  \hspace{1cm} (4.5)$$

The basic idea of equation (4.5) is to fit the covariance using the curvature in the neighborhood of the mode. At time $t + 1$, the Gaussian components located at $x_i^j$ $(j = 1 \ldots m)$ will be substituted for by the new Gaussian $N(\kappa_y, y, P(y))$.

If the Hessian $\hat{H}(y)$ is not negative definite (i.e., the location $y$ is either a saddle point or a local minimum), all the components associated with $x_i^j$, $j = 1 \ldots m$ are left unchanged since the Gaussian approximation in the neighborhood of $y$ would yield too high an error. For the convergence locations at which only one procedure converged (except the convergence location for $x_n^t+1$), the weight, mean and covariance of the associated Gaussian component are also left unchanged.

The new parameters in Gaussian mixture $\hat{f}_{t+1}(x)$ are determined by a mode finding algorithm based on mean-shift and covariance estimation method, and the updated density function is then given by

$$\hat{f}_{t+1}(x) = \frac{1}{(2\pi)^{d/2}} \sum_{i=1}^{n_{t+1}} \frac{\kappa_i^{t+1}}{|P_i^{t+1}|^{1/2}} \exp \left( -\frac{1}{2} D^2(x, x_i^{t+1}, P_i^{t+1}) \right)$$  \hspace{1cm} (4.6)$$

where $\kappa_i^{t+1}$, $x_i^{t+1}$, and $P_i^{t+1}$ are weight, mean, and covariance of each component at $t + 1$, respectively.

4.2.2 Linear Time Algorithm for Sequential Approximation

The sequential density approximation technique described in the previous section takes $O(n_t^2)$ time in each step, where $n_t$ is the number of modes at time step $t$. Now, we relax the constraint that the number of Gaussian components is equal to
the number of modes in the density function, and improve the time complexity to linear time. As a result, the number of Gaussian components may be slightly more than the compact representation introduced in Section 4.2.1, but the sequential density approximation is performed much faster asymptotically.

Recall equation (4.1). The previous algorithm runs the mean-shift procedure for all of \( n_t + 1 \) components, and finds convergence points for all of them. Then, it finds the mode associated with the new data, and updates that mode.\(^1\) So, if we could identify those modes that would merge with the new data efficiently, then the execution time can be dramatically reduced. This technique is explained next.

**Algorithm Description**

Given the \( n_t + 1 \) modes in the \( t + 1 \)st step, we first search for the convergence point \( c^{n_t+1} \) of \( x^{n_t+1}_t \) in the density \( \hat{f}_{t+1}(x) \) of equation (4.1). Now, we have to find which other modes converge to \( c^{n_t+1} \) and should be merged with \( x^{n_t+1}_t \). The candidates to converge to \( c^{n_t+1} \) are determined by mean-shift, and this procedure is repeated until the candidate does not converge to \( c^{n_t+1} \) any more. The first candidate mode is the convergence point \( x^i_t \) (\( i = 1 \ldots n_t \)) from \( x^{n_t+1}_t \) in the density function \( \hat{f}'_{t+1}(x) = \hat{f}_{t+1}(x) - N(\alpha, x^{n_t+1}_t, P^{n_t+1}_t) \). Note that all the candidates are one of the components in the previous density function \( \hat{f}_t(x) \). The mean-shift procedure is performed for \( x^i_t \) in \( \hat{f}_{t+1}(x) \), and we check if the convergence point of \( x^i_t \) is equal to \( c^{n_t+1} \). If they are not equal, we conclude that there are no further merges with

\(^1\)Rarely, some merges which do not include the new data may happen. It hardly affects the accuracy of the density functions, but leads to a difference in the number of components between the quadratic and the linear time algorithm.
\( x_t^{n_t+1} \) and create a Gaussian for the updated mode; otherwise, we check the next candidate, which is determined by finding the next convergence point of \( x_t^{n_t+1} \) in the density function \( \hat{f}_{t+1}^1(x) = \hat{f}_{t+1}^1(x) - N(\kappa_i^t, x_i^t, P_i^t) \).

The covariance matrix and the weight of the merged mode should be also updated as proposed in Section 4.2.1. The formal description of this algorithm is given in algorithm 1. In algorithm 1, \textit{MeanShiftModeFinding} is the function to detect the convergence location by the mean-shift algorithm from a point (the second argument) in the density (the first argument).

\begin{algorithm}[h]
\caption{Linear-time sequential density approximation}
\begin{algorithmic}[1]
\State \( S = \{x_{t+1}^{n_t+1}\}, \ k = \alpha \)
\State \( \hat{f}_{t+1}^1(x) = \hat{f}_{t+1}(x) \)
\State \( c^{n_t+1} = \text{MeanShiftModeFinding}\left( \hat{f}_{t+1}^1(x), x_{t+1}^{n_t+1} \right) \)
\State \( \hat{f}_{t+1}^1(x) = \hat{f}_{t+1}^1(x) - N(\alpha, x_{t+1}^{n_t+1}, P_{t+1}^{n_t+1}) \)
\While{1}
\State \( x_i^t = \text{MeanShiftModeFinding}\left( \hat{f}_{t+1}^i(x), x_{t+1}^{n_t+1} \right) \)
\State \( c = \text{MeanShiftModeFinding}\left( \hat{f}_{t+1}^1(x), x_i^t \right) \)
\If{\( c^{n_t+1} \neq c \)}
\State \textbf{break}
\EndIf
\State \( S = S \cup \{x_i^t\}, \ k = k + \kappa_i^t \)
\State \( \hat{f}_{t+1}^1(x) = \hat{f}_{t+1}^1(x) - N(\kappa_i^t, x_i^t, P_i^t) \)
\EndWhile
\State merge all the modes in the set \( S \) and create \( N(\kappa, c, P_c) \) where \( P_c \) is derived by the same method in equation (4.5)
\end{algorithmic}
\end{algorithm}
Analysis of Algorithm

The time complexity of this algorithm is $O(n_{\text{max}})$ by amortized analysis, where $n_{\text{max}}$ is the maximum number of modes in all time steps, and a sketch of the proof is as follows.

Suppose that each of new data has $5n_{\text{max}} + 1$ credits, which is defined to be the reserved number of operations for the Gaussian component corresponding to the new data. For the search for the convergence point (line 3 in algorithm 1), at most $n_{\text{max}} + 1$ operations are performed and the new component consumes $n_{\text{max}} + 1$ credits since the function $\text{MeanShiftModeFinding}$ takes linear time. $2n_{\text{max}}$ credits are required for two mean-shift iterations when the new component fails to merge (the last iteration of while loop). Also, we need $2n_{\text{max}}$ operations (line 6 and 7) whenever the new component is merged with the currently existing mode, but the existing mode is responsible for this cost. So, the remaining $2n_{\text{max}}$ credits are supposed to be used when another mode is merged with it later. After losing all credits, the mode finally disappears.

For $K$ time steps, $K$ new Gaussian components are entered and sequential density approximation is performed. Therefore, the number of operations for all $K$ time steps is at most $O(Kn_{\text{max}})$, and the average time complexity in each step is $O(n_{\text{max}})$. The derived complexity is bounded by $O(n_{\text{max}})$, but practically it is faster than this since the number of components in each step is less than $n_{\text{max}}$ in most cases. The number of components is slightly more than the previous quadratic algorithm, but the improvement of time complexity is the dominating factor for the
4.2.3 Performance of Approximation

The linear time sequential density approximation algorithm, which we will refer to as the fast approximation algorithm, is a variant of the quadratic time algorithm. The performance of the fast approximation algorithm was tested through simulation, and compared with the quadratic algorithm as well as a sequential version of kernel density estimation.

Starting from the initial density function, a new data element is incorporated at each step, and Mean Integrated Squared Error (MISE) with sequential kernel density estimation is employed as a basis of comparison. The weighted Gaussian mixture \(- N(0.15, 80, 15^2), N(0.4, 122, 10^2), \) and \( N(0.45, 122, 100^2) \) – is used as the initial density function, and the new data is sampled from another Gaussian mixture \( N(0.2, 52, 10^2), N(0.5, 100, 10^2), \) and \( N(0.15, 175, 10^2) \) – plus a uniform distribution in \([0, 255]\) with weight 0.15. In this experiment, we expect the initial density function to morph to the new density function from which data samples are drawn.

As seen in Figure 4.1, the fast approximation algorithm accurately simulates the sequential kernel density estimation; the final density function has three major modes which closely correspond to the Gaussian centers in the sampling function. The simulated density function using the quadratic algorithm is very similar to that of the fast approximation algorithm in most steps, so it is not presented separately in this figure. Note that the sequential kernel density estimation has more than 300 Gaussian components at the 300th time step, but the fast approximation algorithm
has only 7 components.

Figure 4.2 shows that the MISE of the fast approximation algorithm is comparable to the quadratic algorithm (and in repeated experiments, the new algorithm is often better) while the increase of the number of components using the fast algorithm is moderate.

We performed the same experiment using the method suggested in [34] in order to compare the performance of our method with that one. The same initial density function is used except that the third Gaussian component with the large variance \((100^2)\) is replaced by a uniform distribution in \([0, 255]\). The first and second Gaussians are assumed to be wandering and stable component, respectively. The sampling density function is identical, and the same input sequence is used. As mentioned earlier, the method from [34] cannot easily deal with complicated models because it requires a fixed number of components in the density and only one Gaussian is assigned to the stable component. During most time steps of the simulation, the number of modes is actually one, and the wandering component has negligible weight. In other words, the multi-modality of the density function is not well preserved, so the 3-component model might not be sufficient on real data. Figure 4.3 shows the sequence of density functions using the method of [34]; a significant difference of the estimated density function from Figure 4.1 can be observed.

Multi-dimensional simulations were also performed, and similar results were observed. Figures 4.4 and 4.5 present the simulation results, showing the comparisons of MISE and number of components, respectively.

To compare the speed between the linear and quadratic time algorithms, the
Figure 4.1: Simulation of fast approximation algorithm and comparison with sequential kernel density estimation. (a)-(f) Fast sequential density approximation (top) vs. sequential kernel density estimation (bottom)
CPU time for the one-step sequential density approximation procedure was measured for density functions with different numbers of components. Since sequential density estimation contains matrix operations, it is also worthwhile to check the performance with respect to dimensionality. So, our experiments are performed by varying the number of modes and the dimensionality. We performed comparisons for two different dimensionalities (2D and 6D), and the results are presented in Figure 4.6. We observe that the running time of the fast approximation algorithm is significantly less than the quadratic algorithm.

Finally, we performed 100-step sequential density estimations in various dimensions, and computed the average CPU time and MISE\(^2\). Figure 4.7 illustrates that the fast approximation algorithm is faster and comparable in accuracy.

\(^2\)The MISE is computed only at sample locations in this case to handle high dimensional examples.
Figure 4.3: Simulation of Jepson et al.’s method [34] (a)-(f) Density function at time 1, 60, 120, 180, 240, and 300.

4.3 On-line Appearance Model

On-line appearance models are important for real-time object tracking, since the target model can change due to many factors. In this section, we present a density based target modeling and on-line model update algorithm to deal with changes in target appearance and size.

4.3.1 Target Modeling

We construct the model of features for each pixel in the target object with a mixture of Gaussians, so the target model is represented as a set of density functions.
Figure 4.4: Simulation of fast sequential density approximation (left) and comparison with sequential kernel density estimation (right)

(a) $t = 1$

(b) $t = 100$
Figure 4.5: Comparison of MISE and number of components in each step of 2D simulation between fast approximation algorithm (top) and quadratic time algorithm (bottom).

Our representation can include an arbitrary number of Gaussian components in the density function, and describes the underlying density accurately.

Using pixel-wise color density modeling has the advantage of describing the details of target region, but does not capture any structural aspects of an object’s appearance. So, we also incorporate rectangular features into our target model. These features are obtained by averaging the intensities of neighbors (e.g., $3 \times 3$ or $5 \times 5$) in each color channel ($r, g, b$) and are computed efficiently with integral images \[80\]. Since rectangular features encode the spatial information around a pixel, they ameliorate some problems caused by non-rigid motions of objects and pixel misregistrations. The performance of such features have previously been investigated in object tracking \[24\] and detection \[80\].

Initially, at time 0, the density function for each pixel $(i, j)$ within a selected
target region has a single Gaussian component \( N(1, \mathbf{x}_0(i, j), \mathbf{P}_0(i, j)) \) whose mean \( \mathbf{x}_0(i, j) \) is the combination of color at \((i, j)\) and average color of its neighborhood. In each time step \( t \), the new data \( \mathbf{x}_t(i, j) \) at the pixel location \((i, j)\) is denoted as

\[
\mathbf{x}_t(i, j) = (r, g, b, \bar{r}, \bar{g}, \bar{b})
\]

where \((\bar{r}, \bar{g}, \bar{b})\) denotes the average intensity of the neighborhood centered at \((i, j)\) for each color channel. Note that \( \mathbf{x}_t(i, j) \) would be a 2D vector composed of intensity and average intensity for gray scale images.

Whenever a new observation is integrated into the current density, the density function is updated as explained in Section 4.2.2. As time progresses, highly weighted Gaussian components are constructed around frequently observed data, and several minor modes may also develop. Using exponential updating, old information is removed gradually if no further observations are around it. So, the representation maintains a history of feature observations for any given pixel.
Figure 4.7: CPU time and MISE with respect to dimensionality in sequential density approximation. (MISE ratio is error ratio of fast approximation algorithm to quadratic time algorithm.)

4.3.2 Update in Scale Space

The target model so constructed is robust to changes of feature values, but is not intended to handle scale change. Tracking may fail in sequences containing large scale changes of target objects, since the observations are severely affected by drastic up- or down-sampling. So, we update the size of the target model at every $\beta\%$ scale change as follows: the pixel location in the new target window is projected into the old target window, and the density function is computed by a weighted sum of neighborhood density functions as

$$
\hat{f}_x^*(i, j) = \sum_{(u, v) \in N(i, j)} w(u, v) \hat{f}_x(u, v)
$$

(4.8)

where $N(i, j)$ is a set of pixels adjacent to $(i, j)$’s projection onto the old target window, $\hat{f}_x(u, v)$ is an estimated density function for feature vector $x$ at $(u, v)$, and $w(u, v)$ is the normalized weight associated with each density function $\hat{f}_x(u, v)$. The
new density function $\hat{f}^x(i, j)$ is also a mixture of Gaussians, and the batch version of our density approximation technique is applied to reduce the number of components for a compact representation.

The modeling error in scale change is fairly small because of the spatial coherence of the target. Also, since the rectangular features for adjacent pixels are based on highly overlapping areas, they are robust to updates in scale space. This appearance model update in scale space is simple, but performs well in experiments; the strategy plays an important role in the examples displaying significant scale change.

4.4 Object Tracking

In this section, the criterion to determine the optimal parameters for object tracking is described, and we present various tracking examples showing the effectiveness of on-line density-based appearance modeling. Comparisons with other appearance modeling methods are also performed.

4.4.1 Maximum Likelihood Parameter Optimization

Let $M(x; p)$ denote the parameterized motion of location $x$, where $p = (v_x, v_y, s)$ is a vector for translations and scaling. Denote by $d(M(x; p))$ the observation at the image of $x$ under motion $p$. Now, the tracking problem involves finding the optimal parameter using the maximum likelihood method.

$$p_t = \arg \max_p \sum_{(i,j) \in R} \log(p(d(M(x^{(i,j)}; p)) \mid p_{t-1}, A_t^{(i,j)}))$$ (4.9)

where $(i, j)$ is the relative location in the target region $R$, and $A_t^{(i,j)}$ the current appearance model at $(i, j)$. A simple gradient-based tracking method is employed
to find the optimal $p$, and the target model is updated as explained in Section 4.3.

### 4.4.2 Experiments

Various sequences are tested to illustrate the performance of our on-line appearance modeling technique. New data is integrated with the weight of $\alpha = 0.05$. Also, the target model is updated in scale space at every $\beta = 10\%$ change of size, and a slightly higher learning rate $\alpha = 0.1$ is used at this time. For the rectangular features, $5 \times 5$ neighborhood pixels are used.

Figure 4.8 shows the results on the tank sequence, in which the target has low contrast and changes its orientation during tracking. Our tracking algorithm succeeds in tracking for 940 frames even with transient severe noise levels due to dust (e.g., Figure 4.8 (b) and (d)).

The results on a person sequence are presented next. In this sequence, a human face is tracked with a large change of face orientation and lighting condition; the results are shown in Figure 4.9. Figure 4.9 (e) illustrates how the appearance of the face changes over time; Figure 4.9 (f) shows the average intensity of the target region over time.

In Figure 4.10, the tracking results for the head of a football player are shown. In this sequence, the target object moves fast in high clutter and is blurred frequently. Also, the changes in orientation and texture of the head make tracking difficult, so the density function for the target model must be able to accommodate those variations for accurate tracking. As shown in Figure 4.10 (f), the average number of modes per pixel (blue solid line) and the standard deviation (black dotted
Figure 4.8: Tracking result of tank sequence

line) varies up to around 6, which suggests that a density function with a fixed number of components may produce a high tracking error compared with our method.

In Figure 4.11, a gray scale image sequence involving a large scale and illumination change is presented, and our appearance model update strategy adapts to this well.

In the last sequence, the appearance of the car changes frequently because of the shadow and its red lights. Also, a person passes in front of the car and the image
Figure 4.9: Tracking results of person sequence
(a) $t = 1$  
(b) $t = 22$  
(c) $t = 47$  
(d) $t = 67$

(e) Target appearance changes  
(f) Num. of components

Figure 4.10: Tracking result of football sequence
is severely shaken several times by camera movement. Figure 4.12 shows that our on-line density-based modeling is successful in spite of occlusion and appearance change.

4.4.3 Comparison with Other Methods

Two different appearance modeling methods are implemented for comparison; one is fixed modeling with a Gaussian distribution and the other is 3-component mixture model based on [34]. For each algorithm, two different feature sets – color only and color with rectangular feature for each pixel – are employed. Using the
same gradient-based tracking, six different cases including two for our algorithm are
tested, and the results are summarized in table 4.1. Also, some examples of failures
are illustrated in Figure 4.13.

As table 4.1 illustrates, our on-line density approximation shows good perfor-

mance compared with other parametric techniques. The only algorithm able to

successfully track through both sequences was our method using both pixel-wise and
rectangular features.
Table 4.1: Comparison of tracking results

<table>
<thead>
<tr>
<th>Modeling method</th>
<th>person (205 frames)</th>
<th>football (80 frames)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fixed Gaussian</td>
<td>C&lt;sup&gt;a&lt;/sup&gt;</td>
<td>fail</td>
</tr>
<tr>
<td></td>
<td>C+R&lt;sup&gt;b&lt;/sup&gt;</td>
<td>fail</td>
</tr>
<tr>
<td>3-component mixture [34]</td>
<td>C</td>
<td>succeed</td>
</tr>
<tr>
<td></td>
<td>C+R</td>
<td>succeed</td>
</tr>
<tr>
<td>Our method</td>
<td>C</td>
<td>succeed</td>
</tr>
<tr>
<td></td>
<td>C+R</td>
<td>succeed</td>
</tr>
</tbody>
</table>

<sup>a</sup>color feature  
<sup>b</sup>color rectangular feature

4.5 Conclusions

We described a sequential density approximation algorithm in which the density function is represented with a mixture of Gaussians whose number, mean, covariance and weight are automatically determined. This algorithm has linear time complexity, and can be used in many real-time applications. We apply this technique to the adaptive target appearance modeling using pixel-wise and rectangular features for object tracking. The effectiveness of the fast approximation algorithm and combined feature is presented by various simulations and tracking results in natural videos.
Figure 4.13: Examples of tracking failure. Tracking for *person* sequence with the fixed Gaussian modeling (C+R, $t = 120$) (left) and for *football* sequence with the 3-component mixture modeling (C, $t = 59$) (right).
Chapter 5

Kernel-Based Bayesian Filtering

Particle filtering provides a general framework for propagating probability density functions in non-linear and non-Gaussian systems. However, the algorithm is based on a Monte Carlo approach and sampling is a problematic issue, especially for high dimensional problems. This chapter presents a new kernel-based Bayesian filtering framework, which adopts an analytic approach to better approximate and propagate density functions. In this framework, the techniques of density interpolation and density approximation are introduced to represent the likelihood and the posterior densities by Gaussian mixtures, where all parameters such as the number of mixands, their weight, mean, and covariance are automatically determined. The proposed analytic approach is shown to perform sampling more efficiently in high dimensional space. We apply our algorithm to real-time tracking problems, and demonstrate its performance on real video sequences as well as synthetic examples.

5.1 Introduction

Particle filtering is a Monte Carlo approach to solve the recursive Bayesian filtering problem. Although it provides tractable solutions to non-linear and non-Gaussian systems, it is faced with practical issues such as sample degeneracy and sample
impoverishment [2]. Moreover, to achieve reliable filtering, the sample size can grow exponentially as the dimension of the state space increases. To overcome these issues, we explore an analytic approach to approximate density functions and introduce a new kernel-based filtering scheme. The main idea of this work is to maintain an analytic representation of relevant density functions and propagate them over time. In this chapter, kernel-based density representation is adopted.

5.1.1 Related Work

There have been many parametric density representations proposed for various applications. In [45, 74], the authors suggest Gaussian mixture models, but their method requires knowledge of the number of components, which is difficult to know in advance. A more elaborate density representation is described in [34], where a 3-component mixture is used for target modeling in object tracking, but this approach cannot overcome the drawback of parametric methods. Kernel density estimation [22] is a widely used non-parametric approach in computer vision. Its major advantage is the flexibility to represent very complicated densities effectively. But its very high memory requirements and computational complexity inhibit the use of this method.

For Bayesian filtering, Cham and Rehg [5] introduce a piecewise Gaussian function to specify the tracker state, in which the selected Gaussian components characterize the neighborhoods around the modes. This idea is applied to multiple hypothesis tracking in a high dimensional space body tracker, but the sampling and the posterior computation are not straightforward. The closest work to ours is
where the posterior is represented with a Gaussian mixture in a particle filter framework. However, this solution may not provide a compact representation for the posterior, and the prediction and the update steps are oversimplified.

5.1.2 Our Approach

In this chapter, we extend our previous work [28] which provides the framework of Kernel-based Bayesian filtering. We introduce density approximation and density interpolation to represent density functions efficiently and effectively. In both techniques, the density function is represented by a Gaussian mixture, where the number of mixands, their weights, means and covariances are automatically determined. The density approximation is based on a mode finding algorithm [12, 14] derived from variable-bandwidth mean-shift which provides the methodology to construct a compact representation with a small number of Gaussian kernels. A density interpolation technique is introduced to obtain a continuous representation of the measurement likelihood function. Unscented transformation (UT) [35, 46] is also adopted to deal with non-linear state transition models. These techniques are integrated into the Bayesian filtering framework. In the new kernel-based Bayesian filtering algorithm, the continuous representations of density functions are propagated over time.

The advantage of maintaining an analytic representation of density functions lies in efficient sampling. This is important for solving high dimensional problems. A multi-stage sampling strategy is introduced in density interpolation for accurate approximation of the measurement likelihood function. The new algorithm is applied
to real-time object tracking, and its performance is demonstrated through various experiments.

This chapter is organized as follows. Section 5.2 introduces the new density propagation technique in the Bayesian filtering framework. Section 5.3 and 5.4 explain the density approximation and the density interpolation method, respectively. Section 5.5 demonstrates its performance by various simulation results with synthetic examples. Finally, it is demonstrated in Section 5.6 how our algorithm can be applied to object tracking in real videos.

5.2 Bayesian Filtering

In this section, we introduce the new Bayesian filtering framework, where the relevant density functions are approximated by kernel-based representations and propagated over time.

5.2.1 Overview

In a dynamic system, the process and measurement model are given by

\[ x_t = g(x_{t-1}, u_t) \]  \hspace{1cm} (5.1)

\[ z_t = h(x_t, v_t) \]  \hspace{1cm} (5.2)

where \( v_t \) and \( u_t \) are the process and the measurement noise, respectively. The state variable \( x_t (t = 0, \ldots, n) \) is characterized by its probability density function estimated from the sequence of measurements \( z_t (t = 1, \ldots, n) \). In the sequential Bayesian filtering framework, the conditional density of the state variable given the
measurements is propagated through prediction and update stages,

\[ p(x_t|z_{1:t-1}) = \int p(x_t|x_{t-1})p(x_{t-1}|z_{1:t-1})dx_{t-1} \]  \hspace{1cm} (5.3)  

\[ p(x_t|z_{1:t}) = \frac{1}{k} p(z_t|x_t)p(x_t|z_{1:t-1}) \]  \hspace{1cm} (5.4)  

where \( k = \int p(z_t|x_t)p(x_t|z_{1:t-1})dx_t \) is a normalization constant independent of \( x_t \).

\( p(x_{t-1}|z_{1:t-1}) \) is the prior probability density function (pdf), \( p(x_t|z_{1:t-1}) \) is the predicted pdf and \( p(z_t|x_t) \) is the measurement likelihood function. The posterior pdf at time step \( t \), \( p(x_t|z_{1:t}) \), is used as the prior pdf in time step \( t + 1 \).

At each time step, the conditional distribution of the state variable \( x \) given a sequence of measurements \( z \) is represented by a Gaussian mixture. Our goal is to retain such a representation through the stages of prediction and update, and to represent the posterior probability in the following step with the same mixture form.

The proposed filtering framework is described as follows. First, unscented transformation (UT) [35, 46] is used to derive a mixture representation of the predicted pdf \( p(x_t|z_{1:t-1}) \). Second, the density interpolation technique with multi-stage sampling is introduced to approximate the likelihood function with a mixture form. By multiplying two mixture functions, the posterior pdf is obtained through equation (5.4). To prevent the number of mixands from growing too large, an algorithm of density approximation based on mode finding is applied to derive a compact representation for the posterior pdf.
5.2.2 Prediction by Unscented Transform

Denote by \( x_i^t (i = 1, \ldots, n_t) \) a set of means in \( R^d \) and by \( P_i^t \) the corresponding covariance matrices at time step \( t \). Let each Gaussian have a weight \( \kappa_i^t \) with \( \sum_{i=1}^{n_t} \kappa_i^t = 1 \), and let the prior density function be given by

\[
p(x_{t-1}|z_{1:t-1}) = \frac{1}{(2\pi)^{d/2}} \sum_{i=1}^{n_t} \kappa_i^t \exp \left( -\frac{1}{2} D^2 \left( x, x_i^{t-1}, P_i^{t-1} \right) \right) \tag{5.5}
\]

The unscented transformation [35, 46] is a method for calculating the statistics of a random variable which undergoes a non-linear transformation.

\[
\begin{align*}
\mathcal{X}_{t-1}^{(i,0)} &= x_i^{t-1} \\
\mathcal{X}_{t-1}^{(i,j)} &= x_i^{t-1} - (\sqrt{(d + \lambda)P_i^{t-1}})_j \quad j = 1, \ldots, d \\
\mathcal{X}_{t-1}^{(i,j)} &= x_i^{t-1} + (\sqrt{(d + \lambda)P_i^{t-1}})_{j-d} \quad j = d + 1, \ldots, 2d \\
W_{(i,0)} &= \lambda/(d + \lambda) \\
W_{(i,j)} &= 1/(2d + \lambda) \quad j = 1, \ldots, 2d \tag{5.6}
\end{align*}
\]

where \( \lambda \) is a scaling parameter and \( (\sqrt{(d + \lambda)P_i^{t-1}})_j \) is the \( i \)-th row or column of the matrix square root of \( (d + \lambda)P_i^{t-1} \). \( W_{(i,j)} \) is the weight associated with the \( j \)-th sigma point where \( \sum_{j=0}^{2d} W_{(i,j)} = 1 \). These sigma vectors are propagated through the non-linear function,

\[
\mathcal{X}_t^{(i,j)} = g(\mathcal{X}_{t-1}^{(i,j)}) \quad i = 0, \ldots, 2d \tag{5.7}
\]

and the mean and covariance for \( \bar{x}_t^i \) are approximated using a weighted sample mean and covariance of the posterior sigma points,

\[
\bar{x}_t^i = \sum_{i=0}^{2d} W_{(i,j)} \mathcal{X}_t^{(i,j)}
\]

83
\[
\tilde{P}_t^i = \sum_{i=0}^{2^d} W_{(i,j)} (\chi^{(i,j)}_t - \bar{x}_t^i)(\chi^{(i,j)}_t - \bar{x}_t^i)^\top + Q
\] (5.8)

where \(Q\) is the covariance matrix for the process noise.

For each mode in the prior, UT is applied independently and the density after prediction is as follows.

\[
p(x_t|z_{1:t-1}) = \frac{1}{(2\pi)^{d/2}} \sum_{i=1}^{n_{t-1}} \frac{\tilde{\kappa}_t^i}{P_t^i} \exp \left( -\frac{1}{2} D^2 (x_t, \bar{x}_t^i, P_t^i) \right) \tag{5.9}
\]

where \(\tilde{\kappa}_t^i = \kappa_{t-1}^i\). This non-linear transformation is guaranteed to be accurate up to the second order of the Taylor expansion.

### 5.2.3 Multi-stage Sampling and Interpolation of Measurement Likelihood

In contrast to various particle filters, we represent the measurement likelihood function in an analytic form. A continuous approximation of the likelihood function is interpolated from discrete samples. A multi-stage sampling scheme is introduced to improve the approximation progressively. The advantage of the analytic representation is that it provides a global view of the landscape of the likelihood function and thus enables efficient sample placement.

**Multi-stage sampling**

Unlike the SIR algorithm [31] which uses the predicted pdf as the proposal distribution, we employ the multi-stage sampling strategy and progressively update the proposal function based on observations. The predicted pdf is used as the initial proposal distribution \(q_0\).

\[q_0(x_t) = p(x_t|z_{1:t-1})\] (5.10)
Assume that, in total, $N$ samples are to be drawn to obtain measurement data. In our multi-stage sampling scheme, $N/m$ samples are drawn in the first stage from the initial proposal distribution (5.10), where $m$ is the number of sampling stages. An initial approximation of the likelihood function $p_1(z_t|x_t)$ is obtained through surface interpolation with Gaussian kernels. Details of the density interpolation algorithm are provided in Section 5.4. The proposal function is then updated by a linear combination of the initial proposal distribution and the current approximation of the likelihood function $p_1(z_t|x_t)$. We repeatedly approximate the likelihood function from available samples and update the proposal distribution.

$$p_j(z_t|x_t) = \sum_{i=1}^{N} \tau_i \exp \left( -\frac{1}{2} D^2(x_t^i, x_t, R^i_t) \right)$$ (5.11)

$$q_j(x_t) = (1 - \alpha_j) q_{j-1}(x_t) + \alpha_j \frac{p_j(z_t|x_t)}{\int p_j(z_t|x_t) dx_t}$$ (5.12)

where $i = 1, \ldots, \frac{N}{m}, j = 1, \ldots, m$, and $\alpha_j \in [0, 1]$ is the adaptation rate.

Since the information of the observation is incorporated into the proposal distribution to guide sampling, the multi-stage sampling strategy explores the likelihood surface more efficiently than conventional particle filters. Thus, it is especially advantageous in dealing with a high dimensional state space.

**Approximation of likelihood function**

As discussed previously, the measurement likelihood is estimated through multi-stage sampling. With samples drawn from the improved proposal distributions, intermediate likelihood functions are constructed and used to update the proposal distributions. After $m$-step repetition of this procedure, the final measurement
distribution is obtained.

**Algorithm 2** Measurement Step

1: $S_t = \phi$
2: $q_0(x_t) = p(x_t|z_{1:t-1})$
3: for $i = 1$ to $m$ do
4:     draw sample $s$ from proposal distribution
        $S_t^i = \{s_{t}^{(j)}|s_{t}^{(j)} \sim q_{i-1}(x_t), j = 1, \ldots, N/m\}$
5:     $S_t = S_t \cup S_t^i$
6:     assign mean and covariance for the element in $S_t^i$
       $m_{(i-1)N^i+j} = s_{t}^{(j)}$
       $Q_{(i-1)N^i+j} = c \text{ diag}(\text{KNN}_1(k) \ldots \text{KNN}_d(k))^2 I$
7:     compute likelihood of each new sample
       $l_{(i-1)N^i+j} = h(m_{(i-1)N^i+j}, v_t)$
8:     compute $A$ and $b$ for every element in $S_t$
9:     $w = nnls(A, b)$
10: $p_i(z_t|x_t) = \sum_{\tau_t^i \neq 0} N(\tau_t^i, x_t^i, R_t^i)$
    where $\tau_t = w$, $x_t = m$, and $R_t = Q$
11: $q_i(x_t) = (1 - \alpha_i)q_{i-1}(x_t) + \alpha_j \frac{p_i(z_t|x_t)}{\int p_i(z_t|x_t)d^2x_t}$
12: end for
13: $p(z_t|x_t) = p_m(z_t|x_t)$

Algorithm 2 presents the complete procedure to compute the likelihood function, and the final measurement function with $m_t$ Gaussians at time $t$ is given by

$$p(z_t|x_t) = \frac{1}{(2\pi)^{d/2}} \sum_{i=1}^{m_t} \frac{\tau_t^i}{|R_t^i|^{1/2}} \exp \left( -\frac{1}{2} D^2 (x_t, x_t^i, R_t^i) \right)$$

(5.13)

where $\tau_t^i$, $x_t^i$ and $R_t^i$ are the weight, mean and covariance matrix of the $i$-th kernel.
5.2.4 Update

Since both the predicted pdf and the measurement functions are represented by Gaussian mixtures, the posterior pdf, as the product of two Gaussian mixtures, can also be represented by a Gaussian mixture. Denote the Gaussian components of the predicted pdf and the likelihood function by $N(\vec{\kappa}_i^t, \bar{x}_i^t, \bar{P}_i^t) (i = 1, \ldots, n_{t-1})$ and $N(\tau_j^t, x_j^t, R_j^t) (j = 1, \ldots, m_t)$ respectively, the product of the two distributions is as follows.

$$
\left(\sum_{i=1}^{n_{t-1}} N(\vec{\kappa}_i^t, \bar{x}_i^t, \bar{P}_i^t)\right) \left(\sum_{j=1}^{m_t} N(\tau_j^t, x_j^t, R_j^t)\right) = \sum_{i=1}^{n_{t-1}} \sum_{j=1}^{m_t} N(\vec{\kappa}_i^t \tau_j^t, m_{ij}^t \Sigma_{ij}^t, \Sigma_{ij}^t)
$$

(5.14)

where

$$m_{ij}^t = \Sigma_{ij}^t ((\bar{P}_i^t)^{-1} \bar{x}_i^t + (R_j^t)^{-1} x_j^t)$$

(5.15)

$$\Sigma_{ij}^t = ((\bar{P}_i^t)^{-1} + (R_j^t)^{-1})^{-1}$$

(5.16)

The resulting density function in (5.14) is a weighted Gaussian mixture. However, the exponential increase in the number of components over time could make the whole procedure intractable. In order to avoid this situation, a density approximation technique is proposed to maintain a compact yet accurate density representation even after density propagation through many time steps. Details of the density approximation algorithm is given in Section 5.3.

After the update step, the final posterior distribution is given by

$$p(x_t|z_{1:t}) = \frac{1}{(2\pi)^{d/2}} \sum_{i=1}^{n_t} \sqrt{\bar{P}_i^t} \exp \left( -\frac{1}{2} D^2 (x, \bar{x}_i^t, \bar{P}_i^t) \right)$$

(5.17)

where $n_t$ is the number of components at time step $t$. 87
5.3 Density Approximation

In this section, we review an iterative procedure of mode detection derived from variable-bandwidth mean-shift [14], and density approximation using the mode detection technique [28].

5.3.1 Mode Detection and Density Approximation

Suppose that \( N(\kappa_i, x_i, P_i) \) \((i = 1 \ldots n)\) is a Gaussian kernel with weight \( \kappa_i \), mean \( x_i \), and covariance \( P_i \) in the \( d \)-dimensional state space, where \( \sum_{i=1}^{n} \kappa_i = 1 \). Then, we define the sample point density estimator computed at point \( x \) by

\[
\hat{f}(x) = \frac{1}{(2\pi)^{d/2}} \frac{1}{\sum_{i=1}^{n} \kappa_i \sqrt{\det{P_i}}} \exp \left( -\frac{1}{2} D^2(x, x_i, P_i) \right) \tag{5.18}
\]

where

\[
D^2(x, x_i, P_i) \equiv (x - x_i)^\top P_i^{-1} (x - x_i). \tag{5.19}
\]

Our purpose is to obtain a compact representation of the density function which is a Gaussian mixture. The mode location and its weight are found by a mean-shift algorithm, and the covariance matrix associated with each mode is computed using the Hessian matrix.

To find the gradient ascent direction at \( x \), the variable-bandwidth mean-shift vector at \( x \) is given by

\[
m(x) = \left( \sum_{i=1}^{n} \omega_i(x) P_i^{-1} \right)^{-1} \left( \sum_{i=1}^{n} \omega_i(x) P_i^{-1} x_i \right) - x \tag{5.20}
\]

where the weights

\[
\omega_i(x) = \frac{\kappa_i \det{P_i}^{-1/2} \exp \left( -\frac{1}{2} D^2(x, x_i, P_i) \right)}{\sum_{i=1}^{n} \kappa_i \det{P_i}^{-1/2} \exp \left( -\frac{1}{2} D^2(x, x_i, P_i) \right)} \tag{5.21}
\]
satisfy $\sum_{i=1}^{n} \omega_i(x) = 1$. By computing the mean-shift vector $m(x)$ and translating the location $x$ by $m(x)$ iteratively, a local maximum of the underlying density function is detected. A formal check for the maximum involves the computation of the Hessian matrix

$$
\hat{H}(x) = \frac{1}{(2\pi)^{d/2}} \sum_{i=1}^{n} \frac{\kappa_i}{|P_i|^{1/2}} \exp \left( -\frac{1}{2} D^2(x, x_i, P_i) \right) \times P_i^{-1}((x - x)(x - x)^\top - P_i)P_i^{-1}
$$

which should be negative definite. If it is not negative definite, the convergence point might be a saddle point or a local minimum. In this case, kernels associated with such modes should be restored and considered as separate modes for further processing.

The approximate density is obtained by detecting the mode location for every sample point $x_i$ and assigning a single Gaussian kernel for each mode. Suppose that the approximate density has $n'$ unique modes of $\tilde{x}_j$ ($j = 1 \ldots n'$) with associated weight $\tilde{\kappa}_j$ which is equal to the sum of the kernel weights converged to $\tilde{x}_j$. The Hessian matrix $\hat{H}_j$ of each mode is used for the computation of $\tilde{P}_j$ as follows.

$$
\tilde{P}_j = \frac{\tilde{\kappa}_j^{d+2}}{|2\pi(-\hat{H}_j^{-1})|^{1/2}}(-\hat{H}_j^{-1})
$$

The basic idea of equation (5.23) is to fit the covariance using the curvature in the neighborhood of the mode. The final density approximation is then given by

$$
f'(x) = \frac{1}{(2\pi)^{d/2}} \sum_{i=1}^{n'} \frac{\tilde{\kappa}_i}{|P_i|^{1/2}} \exp \left( -\frac{1}{2} D^2(x, \tilde{x}_i, \tilde{P}_i) \right)
$$

and $n' \ll n$ is satisfied in most cases. The approximation error $||f'(x) - \tilde{f}(x)||$ can be evaluated straightforwardly.
5.3.2 Performance of Approximation

The accuracy of the density approximation is demonstrated in Figure 5.1. From a one-dimensional distribution composed of five weighted Gaussians, 200 samples are drawn, and the scale parameter is assigned as discussed in Section 5.4.1. Mean Integrated Squared Error (MISE) between the original and the approximated densities is calculated for the error estimation.

![Figure 5.1: Comparisons between kernel density estimation and density approximation (1D).](image)

Figure 5.1: Comparisons between kernel density estimation and density approximation (1D). For the approximation, 200 samples are drawn from the original distribution – \( N(0.2, 10^2) \), \( N(0.35, 17, 4^2) \), \( N(0.15, 27, 8^2) \), \( N(0.2, 50, 16^2) \), and \( N(0.1, 71, 32^2) \). (a) kernel density estimation (b) density approximation (MISE = 5.3234 \( \times \) 10^{-5})

The result in Figure 5.1 shows that the mode finding based on mean-shift and the covariance estimation using the Hessian are very accurate.

Figure 5.2 shows the performance of the density approximation which is accurate enough to replace kernel density estimation in the multi-dimensional case.
Figure 5.2: Comparison between kernel density estimation and density approximations (2D). (a) kernel density estimation (b) density approximation (400 samples, MISE = 1.5237 × 10⁻⁸)

5.4 Density Interpolation

The density approximation presented in Section 5.3 is an algorithm to find a compact representation when the mean, the covariance and the weight for each kernel are given. In the measurement step of Bayesian filtering, the likelihood values are known for a set of samples. In this case, the likelihood surface can be interpolated from sample likelihood. In this section, we describe the density interpolate algorithm.

5.4.1 Initial Scale Selection

One of the limitations of kernel-based algorithms is that they involve the specification of a scale parameter. Various research has been performed for the scale selection problem [1, 57, 70], but it is very difficult to find the optimal scale in general. Below, we explain a strategy to determine the scale parameter for the density estimation based on nearest neighbors.
The basic idea of this method is very simple, and similar approaches are discussed in [8, 9]. Each sample is intended to cover the local region around itself in the d-dimensional state space with its scale. For this purpose, k-nearest neighbors (KNN) is used, and the kernel bandwidth (scale) is determined by the distance to the k-th nearest neighbor of a sample. Define $\text{KNN}_j^i(k)$ $(1 \leq j \leq d)$ to be the distance to k-th nearest neighbor from sample i in the j-th dimension, and then the covariance matrix $P_i$ for i-th sample is given by

$$P_i = c \text{diag}(\text{KNN}_1^i(k) \text{KNN}_2^i(k) \ldots \text{KNN}_d^i(k))^2 I$$

(5.25)

where $c$ is a constant dependent upon the number of samples and the dimensionality, and $I$ is a $d$-dimensional identity matrix.

By this method, samples in dense areas have small scales and the density will be represented accurately, but sparse areas convey only relatively rough information about the density function.

### 5.4.2 Interpolation

A Gaussian kernel is assigned to each sample for which mean and covariance corresponds to the sample location and the scale is initialized by the method in Section 5.4.1, respectively. When the likelihood value on each sample is given, the weight for each kernel can be computed by the Non-Negative Least Square (NNLS) method [41].

Denote $x_i$ as the mean location and $P_i$ as the covariance matrix for the i-th sample $(i = 1, \ldots, n)$. Also, suppose that $l_i$ is the likelihood value of the i-th sample.
The likelihood at \( x_j \) induced by the \( i \)-th kernel is given by

\[
p_i(x_j) = \frac{1}{(2\pi)^{d/2} |\mathbf{P}_i|^{1/2}} \exp \left( -\frac{1}{2} D^2(x_j, x_i, \mathbf{P}_i) \right).
\] (5.26)

Define an \( n \times n \) matrix \( \mathbf{A} \) having an entry \( p_i(x_j) \) in \((i, j)\), and an \( n \times 1 \) vector \( \mathbf{b} \) having \( l_i \) in its \( i \)-th row. Then, the weight vector \( \mathbf{w} \) can be computed by solving the following constrained least square problem,

\[
\min_{\mathbf{w}} ||\mathbf{A}\mathbf{w} - \mathbf{b}||^2
\] (5.27)

subject to \( w_i \geq 0 \) for \( i = 1, \ldots, n \),

and it is denoted by \( \mathbf{w} = \text{nnls}(\mathbf{A}, \mathbf{b}) \). The size of matrix \( \mathbf{A} \) is determined by the number of samples. When the sample size is large, sparse matrix operation methods can be used to solve \( \mathbf{w} \) efficiently.

Usually, many of the weights will be zero and the final density function will be a mixture of Gaussians with a small number of components. The density interpolation simulates the heavy-tailed density function more accurately than the density approximation introduced in Section 5.3, while the density approximation generally produces a more compact representation.

### 5.4.3 Performance of Interpolation

Figure 5.3 shows one-dimensional density interpolation results. For each case, 100 samples are drawn and the initial scale for each sample is given as explained in Section 5.4.1. The estimated density function approximates the original density very accurately as seen in Figure 5.3. Two different Gaussian mixtures –
\( N(0.2, 10, 2^2) \) \( N(0.35, 17, 4^2) \) \( N(0.15, 27, 8^2) \) \( N(0.2, 50, 16^2) \) \( N(0.1, 71, 32^2) \) in example 1, and \( N(0.15, 12, 5^2) \) \( N(0.1, 15, 4^2) \) \( N(0.35, 60, 8^2) \) \( N(0.25, 75, 16^2) \) \( N(0.15, 90, 32^2) \) in example 2 – are tested for the interpolation.

Figure 5.3: Two examples of original density functions and their interpolations. In the interpolation graphs (right), black stars represent the sample locations (100 samples). In case (a) and (b), 22 and 24 components have non-zero weights, respectively.

When 50 independent realizations are performed, MISE and its variance are very small for both examples as shown in Table 5.1.
Table 5.1: Error of density interpolation

<table>
<thead>
<tr>
<th></th>
<th>MISE</th>
<th>VAR</th>
</tr>
</thead>
<tbody>
<tr>
<td>example 1</td>
<td>$3.9479 \times 10^{-5}$</td>
<td>$2.5613 \times 10^{-9}$</td>
</tr>
<tr>
<td>example 2</td>
<td>$2.6871 \times 10^{-5}$</td>
<td>$9.5103 \times 10^{-10}$</td>
</tr>
</tbody>
</table>

Also, a multi-dimensional density function is interpolated in the same manner, and its performance is discussed next. In Figure 5.4, the density interpolation produces a very accurate and stable result when 200 samples are drawn from the original density function ($\text{MISE} = 4.5467 \times 10^{-9}$, $\text{VAR} = 7.3182 \times 10^{-18}$ on average over 50 runs).

Figure 5.4: Comparison between original density function and density interpolation (2D). (a) original density function (b) density interpolation with 30 non-zero weight components

These results show that surface interpolation is a sufficiently accurate method to approximate density function given samples and their corresponding likelihoods.
5.5 Simulation

In this section, synthetic tracking examples are simulated, and the performance of the kernel-based Bayesian filtering is compared with the SIR algorithm [31]. Two different process models – one linear and the other non-linear – are selected, and simulations are performed for various dimensions such as 2D, 3D, 5D, 10D, 12D and 15D. The accumulated Mean Squared Error (MSE) through 50 time steps is calculated in each run, and 50 identical experiments are made based on the same data for accurate error estimation.

The first process model is given by the following equation,

\[
x_t = \frac{x_{t-1}}{2} + \frac{25x_{t-1}^T}{1 + x_{t-1}^T x_{t-1}} + 8 \cos(1.2(t - 1))1 + u_t
\]  

(5.28)

where \(1\) is the vector whose elements are all ones. The process noise \(u_t\) is drawn from a Gaussian distribution \(N(1, 0, (\sqrt{2}I)^2)\) where \(I\) is the identity matrix. The measurement model is given by a non-linear function

\[
z_t = \frac{1}{2}x_t^T x_t + v_t
\]  

(5.29)

where \(v_t\) is drawn from a Gaussian distribution \(N(1, 0, I^2)\). For the estimation of the measurement function, fifty particles (10 particles \(\times\) 5 stages) are drawn, and the posterior is estimated and propagated through the time step \(t\) (\(1 \leq t \leq 50\)).

Figure 5.5 demonstrates simulation results by comparing MSE’s and variances of both algorithms. According to our experiment with the first model, the SIR filter shows better or equivalent performance in low dimensions such as 2D and 3D, but our method starts to outperform in high dimensions – more than 5D.
The second process model is a simple linear model given by

\[ x_t = \frac{x_{t-1}}{2} + 2 \cos(2(t-1))1 + u_t \]  \hspace{1cm} (5.30)

where \( u_t \sim N(1, 0, (\sqrt{2}I)^2) \). The same observation model as equation (5.29) is employed, and fifty samples are drawn for every simulation.

Kernel-based Bayesian filtering yields smaller error in the high dimension as in the previous case, and the detailed results are presented in Figure 5.6.

Two different process models produce almost similar results, and kernel-based Bayesian filtering shows better performance in high dimensional cases as expected.

In order to demonstrate the benefit of kernel-based particles, we run the SIR algorithm with 500 samples, and compare the performance with our kernel-based Bayesian filtering with 50 samples. Surprisingly, the MSE’s of the two cases are almost the same, and our algorithm has smaller variance of MSE than the SIR.
Figure 5.6: MSE and variance of for MSE kernel-based Bayesian filtering with 50 samples (blue star), SIR filter with 50 particles (red circle), and SIR filter with 500 particles (black square) for model 2.

This result suggests that kernel-based Bayesian filtering can be applied effectively to high dimensional applications, especially when many samples are not available and the observation process is very time-consuming.

5.6 Applications to Tracking

Particle filtering provides a convenient method for estimating and propagating the density of state variables regardless of the underlying distribution and the given system in the Bayesian framework. Additionally, our kernel-based Bayesian filtering has an advantage of managing multi-modal density functions with a relatively small number of samples. In this section, we demonstrate the performance of the kernel-based Bayesian filtering by tracking objects in real videos.
5.6.1 1D Simulation

For this experiment, the process model is given by the following equation,

\[
x_t = 1 + \sin(w\pi(t - 1)) + \phi_1 x_{t-1} + u_t
\]  
(5.31)

where \( w = 4e - 2 \), \( \phi_1 = 0.5 \), and \( u_t \sim N(1, 0, 2) \) is the random variable for the process noise. The measurement model is given by a non-linear function

\[
z_t = \phi_2(x_t^2 + x_t) + v_t
\]  
(5.32)

where \( \phi_2 = 0.5 \) and the observation noise \( v_t \) is drawn from a Gaussian distribution \( N(1, 0, 0.1) \). One hundred particles are drawn by the quasi-random sampling method, and the density is estimated and propagated for each time step \( t \) (\( 1 \leq t \leq 150 \)).

As seen in Figure 5.7, the multi-modal densities are effectively represented with the mixture of Gaussians, and the state density is propagated through the measurement and update stages. The same experiment was repeated 100 times, and the Mean Squared Error (MSE) between the true and the estimated target location was computed. The MSE and the variance of our algorithm are 0.284 and 0.136 respectively, which are better than the classical particle filter (MSE = 0.340, variance = 0.294).

5.6.2 Visual Tracking

The overall tracking procedure is equivalent to what is described in Section 5.5, and we explain the process and the measurement models briefly.
Figure 5.7: The sequence of 1D tracking simulation. The top of each figure shows the prior probability, the second is the measurement function, and the last one is the posterior probability. In the posterior pdf, the (red) vertical bar denotes the true location of target.
A random walk is assumed for the process model since it is very difficult to describe the motion before the observation, even though our algorithm can accommodate the general non-linear function by unscented transformation described in Section 5.2.2. This assumption is natural for the motion of objects in video, and simple to manage because it is linear. So, the process model equation (5.1) can be rewritten as follows.

\[
x_t = x_{t-1} + v_t
\]  

(5.33)

where \(v_t\) is a zero mean Gaussian random variable.

5-stage sampling is incorporated as introduced in Section 5.2.3, and the likelihood of each particle is computed by comparing the target and the candidate histograms as suggested in [58]. Supposed that the histogram of the target is denoted by \(c^*(i)\) \((i = 1 \ldots N)\), where \(N\) is the number of bins in the histogram and \(\sum_{i=1}^{N} c^*(i) = 1\). The Bhattacharyya distance in equation (5.34) is used to measure the similarity between two histograms

\[
D[c^*, c(x_t)] = \left(1 - \sum_{i=1}^{N} \sqrt{c^*(i)c(x_t;i)}\right)^{1/2}
\]  

(5.34)

and the measurement function at time \(t\) is given by

\[
p(z_t|x_t) \propto \exp \left(-\lambda D^2[c^*, c(x_t)]\right)
\]  

(5.35)

Based on the likelihood of each particle and the initial covariance matrix derived by the method in Section 5.4.1, the measurement density is constructed by density interpolation.

Two sequences are tested in our experiment. In the first sequence, two objects – a hand carrying a can – are tracked with 200 samples (40 samples × 5 stages).
The state space is described by a 10 dimensional vector, which is the concatenation of two 5 dimensional vectors representing two independent ellipses as follows.

\[(x_1, y_1, lx_1, ly_1, r_1, x_2, y_2, lx_2, ly_2, r_2)\]  

(5.36)

where \(x_i\) and \(y_i\) \((i = 1, 2)\) are the location of ellipses, \(lx_i\) is the length of \(x\)-axis, \(ly_i\) is the length of \(y\)-axis, and \(r_i\) is the rotation variable. The tracking result is shown in Figure 5.8, and our algorithm successfully tracks two objects for the whole sequence except the period that the side of the can is completely occluded around the 470th frame.

![Object tracking result of can sequence.](image)

The bodies of two persons are tracked in the second sequence, in which one occludes the other completely several times. The state vector is constructed by the same method as in the \textit{can} sequence, but two rectangles are used instead of ellipses.
A 8 dimensional vector – \((x, y, w, h)\) for each rectangle – is used to describe the state, and 50 samples (25 samples \(\times\) 2 stages) are used. Figure 5.9 (a) demonstrates the tracking results, and our algorithm shows good performance in spite of severe occlusions.

The tracker based on the SIR filter was also implemented, and compared with our algorithm. As seen in Figure 5.9 (b), the SIR algorithm shows unstable performance for the same sequence. According to experiments, one would need to run the SIR algorithm using about 200 particles to obtain a comparable result with our algorithm using 50 samples.

### 5.7 Discussion and Conclusion

In this chapter, we proposed a new Bayesian filtering framework where analytic representations are used to approximate relevant density functions. Density approximation and interpolation technique are introduced for density propagation. Various simulations and tests on object tracking in real videos show the effectiveness of our density approximation methods and the kernel-based Bayesian filtering. By maintaining analytic representations of the density functions, we can sample in the state space more effectively and more efficiently. This advantage is significant for high dimensional problems. In addition, the approximation error can be monitored and analyzed. Our future work is focused on analyzing the approximation error in the posterior distribution and its propagation over time.
Figure 5.9: Object tracking result of person sequence at $t = 1, 94, 140, 192, 236, 300$. 

(a) Result by our method 

(b) Result by the SIR filter
Appendix A

Robust Observations for Object Tracking

It is a difficult task to find an observation model that will perform well for long-term visual tracking. In this chapter, we propose an adaptive observation enhancement technique based on likelihood images which are derived from multiple visual features. The most discriminative likelihood image is extracted by Principal Component Analysis (PCA) and incrementally updated frame by frame to reduce temporal tracking error. In the particle filter framework, the feasibility of each sample is computed using this most discriminative likelihood image before the observation process. Integral image is employed for efficient computation of the feasibility of each sample. We illustrate how our enhancement technique contributes to more robust observations through demonstrations.

A.1 Introduction

Trackers are based on the some measurement of similarity between the target to be tracked and observations, and various observation methods are used to define this similarity. Intensity or color is natural to use in object tracking, and approaches based on templates [44] and histograms [13, 45, 53, 58] are very common. Also, edges [31] and filter responses [34, 51] are important features for object tracking. Various
observation strategies have been proposed, but there is no generally superior observation method for visual tracking algorithms. So, we instead propose an observation enhancement technique based on likelihood images, which can be incorporated into many tracking algorithms.

A likelihood image represents the contrast information between foreground (target region) and background (its surrounding); it is created by comparing histograms of both areas with respect to some features. It was originally suggested in [10] for tracking problems; there, the most discriminative feature selected from a set of likelihood images is directly used for mean-shift tracking. However, this approach may exhibit poor performance in clutter and can lose the target in spite of its visual salience. Also, the likelihood image can be significantly contaminated by temporary tracking errors. There have been some closely related works [7, 51], but they do not provide an adequate solution to these problems.

In this chapter, we present an observation enhancement technique using likelihood images obtained from two different feature spaces – RGB and normalized RGB (\text{rgb}). Six likelihood images are created, and a most discriminative likelihood image is extracted by PCA. In order to avoid pollution of the extracted likelihood image by tracking error, we update the subspace incrementally on the assumption that the scene around the target changes smoothly. The “brightness” in the most discriminative likelihood image delivers prior information about the target region, and it is employed to compute the feasibility of a sample (to be defined rigorously below) before the measurement step in the particle filter. The feasibility is obtained by the summation of values inside the region in the most discriminative likelihood
image, and an integral image [80] is employed for efficient computation. The final weight of each particle is determined by the product of the feasibility and the likelihood in observation. As a result, several independent features are merged through the likelihood images and the merged features are utilized for robust observation via the feasibility computation.

This chapter is organized as follows. We describe the likelihood images and the feature extraction in Section A.2 and A.3, respectively. In Section A.4, tracking in a particle filter framework and experimental results are demonstrated.

A.2 Likelihood Images

Likelihood images represent the distinctiveness of a target object from background with respect to a given feature or set of features. For the construction of likelihood images, log-likelihood ratios are obtained first from histograms of foreground and background pixels. Then, the salient region in foreground can be detected by identifying high likelihood ratios.

In detail, suppose the foreground is given and the background is regarded as a rectangular region surrounding the foreground. For a given feature, let $\phi_{fg}(i)$ and $\phi_{bg}(i)$ be the frequency of pixels with value $i$ in the foreground and the background, respectively. The log-likelihood ratio for a feature value $i$ is given by

$$L(i) = \max \left( -1, \min \left( 1, \log \frac{\max \left( \phi_{fg}(i), \delta \right)}{\max \left( \phi_{bg}(i), \delta \right)} \right) \right)$$

(A.1)

where $\delta$ is a very small number. The likelihood image for each feature is created by backprojecting the ratio into each pixel in the image.
We construct a likelihood image for each color channel in the RGB and rgb color spaces, so that 6 different likelihood images are generated for feature extraction. Figure A.1 shows example likelihood images derived from each color channel.

A.3 Feature Extraction by PCA

A.3.1 Batch Method

Our objective is to identify the most discriminative likelihood image and measure the feasibility of each particle to improve the observation quality.

There are various feature extraction methods; here, PCA is employed to generate the most discriminative likelihood image. The linear discriminant method may not be appropriate since the histograms of the foreground and the background regions are often multi-modal in the original color image. However, the transformed likelihood image is likely to have positive value pixels in the foreground region while negative value pixels tend to be frequently observed in the background region. Even though the foreground and the background cannot be perfectly separated by a linear hyper-plane, we can expect that most pixels would be classified correctly by it. Also, linear methods are much faster than their non-linear counterparts such as Kernel LDA [47] and Kernel PCA [67].

Suppose that \( S_{fg} \) and \( S_{bg} \) are the set of \( n \)-dimensional vectors sampled from the foreground and background area of \( n \) likelihood images, and that \( \mathbf{m} \) and \( \mathbf{V} \) are the \( n \times 1 \) mean vector and \( n \times n \) covariance matrix of these data, respectively. Let \( \mathbf{e}_i \) (\( i = 1, \ldots, n \)) be the eigenvectors associated with the eigenvalues \( \lambda_i \) which are sorted in non-increasing order. Once \( \mathbf{e}_i \) are obtained, the value \( y \) projected from the
Figure A.1: Likelihood images in RGB (left) and rgb (right) color channel. For this image, the target in rgb space is more distinctive.
original vector $\mathbf{x}$ to the most discriminative feature space is given by $y = e^T_1 (\mathbf{x} - \mathbf{m})$.

The following figure shows an example of the most discriminative likelihood image extracted by PCA.

![Figure A.2: Comparison between original image and the most discriminative likelihood image](image)

The most discriminative likelihood image for the first frame is created by batch processing, but the subsequent ones are constructed by the following incremental method to include previous information.

### A.3.2 Incremental Subspace Update

As described above, the distinctiveness information of the target in likelihood images can be significantly reduced by tracking errors. We alleviate this problem by updating the subspace incrementally rather than using a completely new subspace in each frame.

Since the data added in each frame has as many samples from the foreground or from the background region and the number of dimension is moderate in our
application, the standard incremental PCA [27, 82] is not required and a simpler (but accurate) method can be used. Instead of computing eigenvectors without consideration of the full covariance matrix and the matrix decomposition, we just compute the updated mean and covariance with new observations in the current frame and perform SVD to obtain eigenvectors.

Denote by \((\mathbf{m}_{\text{old}}, \mathbf{V}_{\text{old}})\) and \((\mathbf{m}, \mathbf{V})\) pairs of mean and covariance in the previous and current time step, respectively. Then, the updated mean and covariance \((\mathbf{m}_{\text{new}}, \mathbf{V}_{\text{new}})\) including the new observations are as follows.

\[
\mathbf{m}_{\text{new}} = (1 - \alpha)\mathbf{m}_{\text{old}} + \alpha \mathbf{m} \tag{A.2}
\]

\[
\mathbf{V}_{\text{new}} = (1 - \alpha)\mathbf{V}_{\text{old}} + \alpha \mathbf{V} + \alpha(1 - \alpha)(\mathbf{m}_{\text{old}} - \mathbf{m})(\mathbf{m}_{\text{old}} - \mathbf{m})^T \tag{A.3}
\]

where \(\alpha\) is the learning rate whose value is between 0 and 1. The derivations of the above equations are shown in equation (7) and (8) in [27].

In each time step, an incremental subspace update is performed to obtain the most discriminative likelihood image. This method is more efficient than the batch method since we do not need to store the data from the previous frames; instead, we only need the mean and covariance matrix.

**A.4 Tracking by Particle Filtering**

In this section we will show how to incorporate feature extraction technique for robust observations into the particle filter framework.

The particle filter [31] is a stochastic framework to propagate the conditional
density to the next step. The state variable $x_t (t = 0 \ldots n)$ is characterized by its probability density function estimated from the sequence of measurements $z_t (t = 0 \ldots n)$. The density function is represented with a set of samples and their weights which enable us to describe an arbitrary probability density function effectively.

In our experiments, the state variable is a 3-dimensional vector $(x, y, s)$ where $(x, y)$ is 2D location of an object and $s$ is a scale parameter, and the target is represented with a rectangular region. A random walk is assumed for the process model since it is not desirable to assign any specific motion model before observation. Since we employ SIR filter, the weights of particles are equal until the prediction step; then they are updated twice by the feasibility and the likelihood in observation.

A.4.1 Feasibility for Particle

Feasibility is meant to capture how the region represented by a sample is salient with respect to the background, and it is computed by the summation of values inside the region in the most discriminative likelihood image.

Formally, suppose that the value at $(x, y)$ in the most discriminative likelihood image is $MD(x, y)$. Since we use rectangular regions for the observation, the feasibility $w_f$ is

$$w_f(x_i, y_i, s_i) = \sum_{x_i \leq x \leq x_i + w_i, y_i \leq y \leq y_i + h_i} MD(x, y)$$  (A.4)

where $x_i \leq x \leq x_i + w_i, y_i \leq y \leq y_i + h_i$ is the area associated with the $i$-th particle.

The integral image ($II$) proposed in [80] is defined to be

$$II(x, y) = \sum_{x' \leq x, y' \leq y} MD(x', y'),$$  (A.5)
so that the feasibility can be computed by only 4 table look-up operations using the integral image. After computing the feasibility, the sample weight is updated with this value.

This strategy is reasonable since the regions containing many high likelihood-ratio pixels are selected target candidates based on multiple visual cues and the observation process described below can compensate for the disadvantage of likelihood images – poor performance in clutter.

A.4.2 Observation

Color-based tracking is employed in our experiments. The likelihood of each step is based on the similarity of the RGB histogram between the target and the candidates. The histogram of the target is denoted by $c^*(i) (i = 1 \ldots N)$, where $N$ is the number of bins in the histogram and $\sum_{i=1}^{N} c^*(i) = 1$. The Bhattacharyya distance in equation (A.6) is used to measure the similarity between two histograms

$$D[c^*, c(x_t)] = \left(1 - \sum_{i=1}^{N} \sqrt{c^*(i)c(x_t; i)} \right)^{1/2} \quad (A.6)$$

and the final measurement function including feasibility at time $t$ is given by

$$p(z_t|x_t) \propto w_f(x_t) \exp \left(-\lambda D^2[c^*, c(x_t)] \right) \quad (A.7)$$

where $\lambda$ is a constant.

A.4.3 Results

Two different video sequences were used to test the performance of our tracker – **people** and **vehicle** sequence. In the **people** sequence, the target is not so distinctive
in likelihood images due to clutter, so tracking only with likelihood images is not successful. However, the combination of feasibility and likelihood in observation can track a person for the whole sequence with 100 particles. The tracking results are shown in Figure A.3.

![Tracking results with people sequence](image)

(a) $t = 1$  (b) $t = 100$

(c) $t = 210$  (d) $t = 300$

Figure A.3: Tracking results with *people* sequence

A car is moving in the severe fog in the second video, which is downloaded from Universität Kahlsruhe homepage (http://i21www.ira.uka.de/image_sequences). Even with white pixels due to the fog in the background, the white car in the foreground is identified clearly in the most discriminative feature space as seen in
Figure A.2, and tracking was also successful with 100 particles.

![Tracking results](image)

Figure A.4: Tracking results with *vehicle* sequence

### A.5 Discussion

We described a method to improve the robustness of observations for object tracking using the most discriminative likelihood image. This likelihood image is obtained from the combination of multiple independent features and updated incrementally. This technique is incorporated into a particle filter, and tracking is performed based on the original image as well as the combined likelihood image.

In particle filter tracking, the quality of sampling is critical to its overall...
performance. So, we can achieve better results with a small number of samples if
the particles with low feasibility are rejected and new samples are used. Currently,
only color information is used, and other visual features should be tested in our
framework.
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