ABSTRACT

Title of Dissertation:  LIPID FORCE FIELD PARAMETERIZATION FOR IMPROVED MODELING OF ION-LIPID INTERACTIONS AND ETHER LIPIDS, AND EVALUATION OF THE EFFECTS OF LONG-RANGE LENNARD-JONES INTERACTIONS ON ALKANES

Alison N. Leonard, Doctor of Philosophy, 2019

Dissertation directed by:  Dr. Jeffery B. Klauda
Associate Professor
Department of Chemical and Biomolecular Engineering

Chemical specificity of lipid models used in molecular dynamics simulations is essential to accurately represent the complexity and diversity of biological membranes. This dissertation discusses contributions to the CHARMM36 (C36) family of lipid force fields, including a revised model for the glycerol-ether linkage found in plasmalogens and archaeal membranes; interaction parameters between ions and lipid oxygens; and evaluation of the effects of long-range Lennard-Jones parameters on alkanes.

Long-range Lennard-Jones interactions have a significant impact on structural and thermodynamic properties of systems with nonpolar regions such as membranes. Effects of these interactions on properties of alkanes are investigated. Implementation of the Lennard-Jones particle-mesh Ewald (LJ-PME) method with the C36 additive and Drude polarizable force fields improves agreement with experiment for thermodynamic and kinetic properties of alkanes, with Drude outperforming the additive FF for nearly all quantities. Trends in the temperature dependence of the density and isothermal compressibility are also improved.
Phospholipids containing an ether linkage between the glycerol backbone and hydrophobic tails are prevalent in human red blood cells and nerve tissue. Ab initio results are used to revise linear ether parameters and develop new parameters for the glycerol-ether linkage in lipids. The new force field, called C36e, more accurately represents the dihedral potential energy landscape and improves solution properties of linear ethers. C36e allows more water to penetrate an ether-linked lipid bilayer, increasing the surface area per lipid compared to simulations carried out with the original C36 parameters and improving structural properties.

In addition to modulating membrane structure, lipid-ion interactions influence protein-ligand binding and conformations of membrane-bound proteins. Interaction parameters are introduced describing Be\(^{2+}\) affinity for binding sites on lipids. Experimental binding affinities reveal that Be\(^{2+}\) strongly binds to phosphoryl groups. Revised interaction parameters reproduce binding affinities in solution simulations. In a separate effort, experimental results for the radius of gyration \(R_g\) of polyethylene glycol (PEG) in various concentrations of KCl reveal that, while C36e parameters reproduce experimental \(R_g\) of PEG in the absence of KCl, adding salt results in underestimation of \(R_g\). It is found that the water shell around PEG affects \(R_g\) calculated from neutron scattering experiments, and K\(^+\)-PEG interactions increase the gauche character of PEG.
LIPID FORCE FIELD PARAMETERIZATION FOR IMPROVED MODELING OF ION-LIPID INTERACTIONS AND ETHER LIPIDS, AND EVALUATION OF THE EFFECTS OF LONG-RANGE LENNARD-JONES INTERACTIONS ON ALKANES

by

Alison N. Leonard

Dissertation submitted to the Faculty of the Graduate School of the University of Maryland, College Park, in partial fulfillment of the requirements for the degree of Doctorate of Philosophy, 2019.

Advisory Committee:
Dr. Jeffery B. Klauda, chair
Dr. Christopher Jarzynski
Dr. Silvina Matysiak
Dr. Sergei Sukharev, Dean's representative
Dr. John Weeks
Chapter 1
Alison N. Leonard, Eric Wang, Viviana Monje-Galvan, and Jeffery B. Klauda

Chapter 2

Chapter 3
Alison N. Leonard, Richard W. Pastor, and Jeffery B. Klauda

Chapter 4
Alison N. Leonard, Jeffery B. Klauda, and Sergei Sukharev
Dedication

For Hua Tong, "Alex" Linhe Xu, and Frank Battaglino. Teachers, experts, and leaders begin as students. They ultimately succeed because their compulsion to learn continues beyond the years of formal education.
Acknowledgements

With Jeffery Klauda's patient guidance and technical expertise, I was able to overcome research obstacles, develop the scope of research aims, think critically, take personal responsibility, and avoid or correct mistakes (not a skill to be overestimated). His flexibility with my work schedule enabled me to continue my studies after having children and, over time, to appropriately balance professional and personal responsibilities.

Conversations with Richard Pastor about lipids, numerical methods, the history of molecular dynamics (I once found a punch card in his office!), and the nuances of professionalism in our field have been immeasurably helpful in preparing me for the next step in my pursuit of a career in academia. Additionally, his exploratory approach to developing research aims resulted in well-organized publications that each tell a coherent story.

I was able to expand my skills beyond molecular dynamics by collaborating with experimentalist Sergei Sukharev, who instructed and assisted me in isothermal titration calorimetry and osmolality measurements. His insight into and experience with Be$^{2+}$/DOPS interactions informed research aims in Chapter 4 of this dissertation.

I am grateful for Rick Venable's extensive technical and scientific knowledge of how to properly design and run all-atom molecular dynamics simulations to answer research questions, and for his expertise in scripting and data analysis, some of which he has passed on to me.

I also enjoyed discussions with Andy Simmonet about quantum mechanical calculations and with Andreas Kraemer about mathematical methods and running simulations in GROMACS. I would like to thank Arvind Balijepalli for providing neutron scattering data for polyethylene glycol, and Jochen S. Hub and Milos T. Ivanovic for providing the GROMACS build that computes X-ray and neutron scattering curves from all-atom molecular dynamics simulations with explicit solvent.

I have enjoyed the company and encouragement of my family, especially Gideon, who discusses my work and asks about my posters and slides. I look forward to more in-depth discussions as the children grow.
3.3.1. Parameterization of model linear ethers .........................................................59
3.3.2. Ether-linked bilayer parameterization and comparison with experiment ..........65
3.3.3. Water organization in ether- and ester-linked lipids .......................................72
3.4. Extension of C36e parameters to plasmalogens ..............................................78
3.5. Discussion ...........................................................................................................84

4.1. Introduction .........................................................................................................86
4.2. Methods for Investigating Be$^{2+}$ Interactions with PS ....................................90
  4.2.1. ITC experiments with Be$^{2+}$ and PS components ........................................90
  4.2.2. Molecular dynamics simulations .................................................................91
  4.2.3. Free energy calculations between Be$^{2+}$ and PS components .....................93
  4.2.4. Fitting Lennard-Jones parameters for Be$^{2+}$ in water .................................94
  4.2.5. Adjusting interaction parameters to fit experimental $\Delta G_r$ between Be$^{2+}$ and PS component molecules ..........................................................95
  4.2.6. Analyzing DOPS monolayer trajectories ....................................................95
4.3. Methods for Investigating K$^+$ Interactions with PEG ....................................102
  4.3.1. SANS experiments of PEG in solution with KCl .........................................102
  4.3.2. Comparison of $R_g$ of PEG from experiment and simulation .........................103
  4.3.3. QM and MD calculations of K$^+$/PEG and K$^+$/Cl$^-$ interaction energies ....106
4.4. Results for Be$^{2+}$ Interactions with PS ..........................................................108
  4.4.1. ITC results ....................................................................................................108
  4.4.2. CHARMM LJ parameters for Be$^{2+}$ interactions with water .......................111
  4.4.3. Divalent ion/small molecule interactions and simulation parameters ............113
  4.4.4. DOPS monolayer surface tensions and Be$^{2+}$ coordination .........................119
4.5. Results for K$^+$ Interactions with PEG ..........................................................130
  4.5.1. QM and MD interaction energies between K$^+$ and ether oxygens ..............130
  4.5.2. PEG radius of gyration from SANS experiments and MD simulations .........133
4.6. Discussion .........................................................................................................138

Chapter 5. Conclusions and Impact ...........................................................................143
Funding and Computational Resources ....................................................................151
References ...............................................................................................................152
Tables

Table 1. Simulations of alkanes.................................................................................................................. 24
Table 2. Torsional parameters for alkanes.................................................................................................. 24
Table 3. Hexadecane simulation averages and standard errors................................................................. 34
Table 4. Thermal expansion coefficients $\alpha_V$ calculated for each FF....................................................... 39
Table 5. Hexadecane simulation averages at 393.15 K.................................................................................. 39
Table 6. Parameter b describing temperature dependence of $\beta_T$ for hexadecane................................. 40
Table 7. MD simulations of linear ethers...................................................................................................... 54
Table 8. MD bilayer simulations.................................................................................................................... 57
Table 9. Densities linear ethers (g/mL)........................................................................................................... 63
Table 10. $\Delta G_{\text{hyd}}$ (kcal/mol) of linear ethers............................................................................................... 64
Table 11. Structural parameters of a DHPC bilayer ..................................................................................... 67
Table 12. Compressibility moduli and area per lipid of DHPC (C36e) and DPPC (C36)............................ 76
Table 13. Overall $A_l$ ($\text{Å}^2$) from simulation for POPC/PLAPE mixtures.............................................. 82
Table 14. Values of $r_{ij}^{\text{min}}$ used in FEP simulations....................................................................................... 98
Table 15. Systems of equations to evaluate configuration probabilities for $\text{Be}^{2+}$ interactions ........... 101
Table 16. Thermodynamic parameters of binding obtained from ITC experiments............................... 109
Table 17. $\text{Be}^{2+}$ interactions with bulk water................................................................................................. 112
Table 18. Final $r_{ij}^{\text{min}}$ ($\text{Å}$) interaction parameters with $\text{Be}^{2+}$ ................................................................. 114
Table 19. Configuration states and probabilities. ........................................................................................ 115
Table 20. $\Delta G_r$ from experiment and simulation....................................................................................... 116
Table 21. Comparison of parameters used to find $\Delta G_r$ of $\text{Be}^{2+}$/DMP using two methods.............. 116
Table 22. DOPS monolayer surface tensions. Units of dyn/cm................................................................. 122
Table 23. Ion-oxygen associations in DOPS monolayer simulations......................................................... 126
Table 24. Residence times and expected occupancy for various oxygen-ion associations................. 127
Table 25. Structure of PEG and $\text{K}^+$; ether oxygen/ $\text{K}^+$ interaction parameters varied. .................. 137
Figures

Figure 1. Chemical structures of phospholipid/sphingolipid headgroups and cholesterol. ............................ 3
Figure 2. Influence of lipid structure on leaflet spontaneous curvature .......................................................... 6
Figure 3. Force discontinuities when potential shifting is used .................................................................. 31
Figure 4. Radial distribution functions for hexadecane at 323.15 K .......................................................... 35
Figure 5. NMR spin-lattice relaxation times ($T_1$) from simulation and experiment .......................... 36
Figure 6. Density (top) and surface tension (bottom) of hexadecane vs. rcut ............................................ 37
Figure 7. Hexadecane fluid/vacuum interface for rcut = 8 Å .................................................................. 38
Figure 8. Temperature dependence of $V_{mol}$ of hexadecane ................................................................. 39
Figure 9. Temperature dependence of $\beta_f$ for hexadecane ................................................................. 40
Figure 10. Partial charges for model linear ethers .................................................................................. 60
Figure 11. C36e partial-charge assignments for model linear ethers ...................................................... 61
Figure 12. Potential energy scan about dihedrals of DEOE ................................................................. 62
Figure 13. C36e partial-charge assignments for glycerol-ether linkage .................................................. 66
Figure 14. $\Delta U$ as a function of time for three replicates of DHPC bilayers using C36e .................. 66
Figure 15. X-ray form factors for a DHPC bilayer at 333 K ................................................................. 68
Figure 16. Neutron form factors for a DHPC bilayer at 333 K .............................................................. 69
Figure 17. Electron number densities and volume probabilities for DHPC bilayers ............................ 70
Figure 18. Pair-correlation function for the ether oxygen-water hydrogen pair .................................. 71
Figure 19. SDP of a DHPC bilayer at 333 K ......................................................................................... 72
Figure 20. Water dipole orientation and potential of mean force at 333 K ............................................ 73
Figure 21. Pair-correlation function for various lipid oxygens with water hydrogen ....................... 75
Figure 22. Electrostatic potential drops for DHPC and DPPC bilayers at 333 K ................................. 77
Figure 23. Partial atomic charges for model vinyl ethers from QM ...................................................... 79
Figure 24. Partial charge assignments for vinyl ethers and PLAPE .................................................... 80
Figure 25. Potential energy scan about dihedrals of 1-ethoxypropene ............................................. 81
Figure 26. X-ray form factors for bilayers containing PLAPE ............................................................ 83
Figure 27. Hydration envelope of 29-mer PEG in pure D$_2$O ................................................................. 104
Figure 28. $g(r)$ between PEG oxygen and water hydrogen ................................................................. 105
Figure 29. Structures of acetate, dimethyl phosphate, and DOPS ...................................................... 108
Figure 30. Titration results .................................................................................................................... 110
Figure 31. Radial distribution functions for 5.3-molal BeCl solution ...................................................... 113
Figure 32. Be$^{2+}$ coordination by DMP with adjusted LJ parameters .................................................. 117
Figure 33. $g(r)_{\text{Be}^{2+}-\text{DP}}$ between Be$^{2+}$ and free deprotonated oxygens ........................................... 118
Figure 34. Be$^{2+}$ in solution with DMP ............................................................................................... 119
Figure 35. DOPS surface tension from Langmuir experiments and simulation ....................................... 121
Figure 36. DOPS monolayer with bound Be$^{2+}$ ................................................................................ 122
Figure 37. Pair correlation functions of Be$^{2+}$ with various oxygens .................................................. 123
Figure 38. Pair correlation functions of Be$^{2+}$ with DOPS carboxylate oxygens ............................... 124
Figure 39. Histogram of Be$^{2+}$-phosphate association times ............................................................... 127
Figure 40. Common Be$^{2+}$ binding configurations in DOPS monolayers .......................................... 129
Figure 41. DEOE/K$^+$ interaction energies as a function of separation distance ............................... 132
Figure 42. SANS intensity as a function of wave vector and $\ln I$ vs. $q^2$ .................................................. 134
Figure 43. Configurations of a 29-mer PEG along its long and short axes ........................................... 135
Figure 44. PEG $R_g$ from simulation and experiment ........................................................................... 136
Abbreviations

C22 – CHARMM22
C27 – CHARMM27
C27r – CHARMM27 revised
C36 – CHARMM36
CCSD – Coupled Cluster Single-Double
Cer – ceramide
CHARMM – Chemistry at Harvard Molecular Mechanics
Chol – cholesterol
DBOE - dibutoxyethane
DBOE – dibutoxyethane
DEOE - diethoxyethane
DFFT – Decomposition Fast Fourier Transform
DHPC – 1,2-di-O-hexadecyl-sn-glycero-phosphatidylcholine
DLPC – 1,2-dilauroyl-sn-phosphatidylcholine
DMOE – dimethoxyethane
DMPC – 1,2-dimyristoyl-sn-phosphatidylcholine
DOPC – 1,2-dioleoyl-sn-phosphatidylcholine
DOPS – 1,2-dioleoyl-sn-glycero-phosphatidylserine
DPPC – 1,2-dipalmitoyl-sn-phosphatidylcholine
ESP – electrostatic potential
FEP – Free Energy Perturbation
FF – force field
FFT – Fast Fourier Transform
GROMACS – GROningen MAchine for Chemical Simulations
HM-IE – Hybrid Methods for Interaction Energies

IPS – Isotropic Periodic Sum

ITC – isothermal titration calorimetry

LB – Lorentz-Berthelot

LBS – large basis set

$L_d$ – liquid disordered

LJ – Lennard Jones

$L_o$ – liquid ordered

LPS – liposaccharide

LRC – isotropic long-range correction

MD – molecular dynamics

MP – Moller Plesset perturbation theory

NAMD – Nanoscale Molecular Dynamics

NMR – nuclear magnetic resonance

NPT – constant number, pressure, and temperature

NVT – constant number, volume, and temperature

PA – phosphatidic acid

PC – phosphatidylcholine

PE - phosphatidylethanolamine

PEG – polyethylene glycol

PEG2 – diethylene glycol

PEG3 – triethylene glycol

PG – phosphatidylglyceride
PI – phosphatidylinositol
PLAPE – phosphatidylethanolamine plasmalogen
PME – particle mesh Ewald
POPC – 1-palmitoyl-2-oleoyl-<em>sn</em>-glycero-phosphatidylcholine
POPE – 1-palmitoyl-2-oleoyl-<em>sn</em>-glycero-phosphatidylethanolamine
PS – phosphatidylserine
QM – quantum mechanical
SANS – small angle neutron scattering
SAXS – small angle X-ray scattering
SBS – small basis set
SDP – scattering density profile
SM – sphingomyelin
VMD – Visualize Molecular Dynamics
Chapter 1. Introduction

1.1. Organization of this dissertation.

This dissertation is organized by topic and covers three main areas of research in lipid FF development: evaluation of the effects of long-range Lennard-Jones interactions on alkanes in additive and polarizable force fields (Chapter 2), modeling of ether-linked lipids and model linear ethers (Chapter 3), and improvement of lipid-ion interaction parameters (Chapter 4). The proceeding sections of Chapter 1 introduce lipids and lipid membranes (1.2), and lipid force field use and development (1.3).

Chapters include both previously-published material and new research. Previously-published sections are listed below with the corresponding publications.

Chapter 1: Introduction; Sections 1.2 – 1.3:


Chapter 2: Evaluation of the effects of long-range Lennard-Jones interactions on alkanes


Chapter 3: Parameterization of ether lipids and model linear ethers; Sections 3.1, 3.2, 3.3, and 3.5:

Chapter 4: Investigation of lipid-ion interactions; Sections 4.1, 4.2, 4.4, and 4.6:


Section 3.4 describes the extension of ether linkage parameters to plasmalogens. Sections 4.3 and 4.5 contain preliminary results for the effects of KCl on conformation and $R_g$ of 29-mer PEG.

Conclusions in Chapter 5 summarize the significance of these FF contributions and look to future applications.

1.2. Lipids and lipid membranes.

Phospholipids are the primary constituents of cell membranes. They are amphipathic with hydrophobic tails and a hydrophilic headgroup. This characteristic drives the spontaneous assembly of bilayers, monolayers, micelles, and liposomes, allowing the compartmentalization essential for chemically specific biological processes. Lipid species are widely diverse across organisms, varying in factors such as chain length, chain unsaturation, and headgroup. Common phospholipid headgroups include phosphatidycholine (PC), phosphatidylethanolamine (PE), phosphatidylserine (PS), phosphatidylinositol (PI), phosphatidic acid (PA), and phosphatidylglycerol (PG) (Figure 1). Of these, PC is the most abundant lipid, making PC membranes a topic of frequent
study, including a new model for an ether-linked PC lipid introduced in Chapter 3 of this dissertation. PE has a smaller headgroup than PC and possess an additional hydrogen bond donor. PI has a ring in the headgroup with varying phosphorylations that make these lipids useful in signaling processes. The terminal carboxyl of PS gives it an overall negative charge. In mammalian cells, PS is more abundant in the inner leaflet of the cell membrane, but it flips to the outer leaflet to signal apoptosis. Ionic interactions involved in this signaling process are discussed in Chapter 4.

![Chemical structures of phospholipid/sphingolipid headgroups and cholesterol](image)

**Figure 1. Chemical structures of phospholipid/sphingolipid headgroups and cholesterol.** Headgroups represented are phosphatidylcholine (PC),
phosphatidylethanolamine (PE), phosphatidylserine (PS), phosphatidylinositol (PI), phosphatidic acid (PA), phosphatidylglycerol (PG), sphingomyelin (SM), and ceramide (Cer).

Another distinguishing characteristic of lipids is the length and degree of unsaturation of the hydrocarbon tails. Chain length and unsaturation affect the melting point of single-component bilayers—melting point increases as a function of chain length and decreases with degree of unsaturation. Melting point can be thought of as a measure of thermal order: the higher the melting point, the greater the tendency for order. We would expect bilayers rich in saturated lipids to exhibit more order. A common plumb line for lipid order is the acyl chain order parameter, $S_{CD}$, which is measured in solid state deuterium nuclear magnetic resonance (NMR) and can be calculated from simulation from the angle the C-D vector forms with respect to the bilayer's axis of orientation. Lower $S_{CD}$ is correlated with less chain ordering with respect to the bilayer normal. Unsaturated chains exhibit lower $S_{CD}$ than saturated chains; the acyl chain $S_{CD}$ for the double-unsaturated $sn$-2 chain of 1-palmitoyl-2-isolinoleoyl-PC (PLPC; 16:0/18:2) are lower at each carbon position than DPPC at 40°C, with dramatic drop in $S_{CD}$ seen at the positions of double bonds (acyl chain carbons C6-C7 and C9-C10 in the referenced study).

Lipid chain length and degree of unsaturation affect the mechanical properties of single-component bilayers and monolayers, including area per lipid ($A_l$), area compressibility modulus ($K_A$), and bending constant ($K_C$). Data for $K_A$ for different lipid types is scant, and sampling different temperatures makes trends difficult to discern; however, one experimental study determined that chain length and degree of unsaturation have little effect (<10%) on $K_A$ of diacyl PCs with the number of double bonds varying from 1 – 6. The bending rigidity $K_C$ increased with chain length from $0.56 \times 10^{-19}$ J for
diC13:0 to $1.2 \times 10^{-19}$ J for diC22:1, and dropped significantly when two or more double bonds were present (C18:0/2, diC18:2, diC18:3, diC20:4) to approximately $0.4 \times 10^{-19}$ J. These data indicate that $K_C$ increases with chain length and decreases with unsaturation.

Bilayer properties are also affected by headgroup structure, which contributes to monolayer or leaflet spontaneous curvature $c_0$. $c_0$ can be measured in monolayers that form the inverse hexagonal phase, but cannot be measured in bilayers because a symmetric bilayer will exhibit no net curvature. Monolayers of PE exhibit more negative curvature than their PC counterparts. This means they curve about the headgroup region (Figure 2), which one would expect given the size difference between PE and PC (PC has a terminal choline group). While space-filling effects of headgroup and acyl chains are helpful in visualizing curvature, other factors such as hydrogen bonds and other electrostatic interactions also play a role. Lastly, the linkage between the glycerol backbone and hydrophobic tails of phospholipids also affects mechanical properties; the ether-linked lipid di-hexadecyl-sn-glycero-phosphocholine (DHPC) has a higher $A_l$ and lower water permeability than ester-linked DPPC at the same temperature. (Effects of the ether linkage are discussed in detail in Chapter 3.)
Figure 2. Influence of lipid structure on leaflet spontaneous curvature. (This simplified model does not address effects of molecular interactions.)

The mechanical properties discussed in the preceding paragraphs determine membrane thickness, its ability to compress and expand, and its propensity to curve. But such properties of single-component bilayers are of limited use in describing biological membranes. Discussion of a property as simple as the phase transition temperature of a mixed bilayer involves theoretical nuances when one considers phase separation, lipid clustering, and the existence of raft-like structures. The presence of cholesterol (Chol) and sphingomyelin (Figure 1) affect the order and thermodynamic properties of mixed bilayers. For example, a molecular dynamics (MD) study of DPPC/Chol mixed bilayers showed that Chol results in significant ordering of the DPPC chains, a reduced $A_1$, increased $K_B$, smaller $K_A$, and a reduced lateral diffusion of both DPPC and Chol. It is hypothesized from experiments with detergent-resistant membranes that membrane domains high in both Chol and sphingomyelin exhibit the liquid ordered phase characterized by higher chain order
and packing density.\textsuperscript{10} All-atom MD studies suggest this occurs through preferential hydrogen bonding between sphingomyelin and the rough face of Chol.\textsuperscript{11}

In addition to ester-linked phospholipids with unbranched acyl chains, biological membranes include sterols, sphingolipids, liposaccharides, glycolipids, phospholipids with branched acyl chains, and phospholipids with at least one ether linkage between the glycerol backbone and acyl chain (ether lipids). Membrane lipid composition modulates the structure and mechanical properties of biological membranes,\textsuperscript{12} and for this reason, composition varies among cell and organelle type and influences membrane function. For example, eukaryotic cells exhibit a 5-10-fold enrichment in cholesterol and sphingolipids in the plasma membrane relative to the endoplasmic reticulum;\textsuperscript{13} this contributes to the relative rigidity of the plasma membrane. Phospholipids with at least one ether linkage between the glycerol backbone and an unsaturated acyl chain (plasmalogens) make up 18\% of the total phospholipid mass in humans,\textsuperscript{14} with elevated populations (52\% of phospholipids) in nerve myelin,\textsuperscript{15} and the effects these lipids have on membrane structure are not well characterized in current literature.

The outer and inner leaflets of the plasma membrane in eukaryotic cells are asymmetric in lipid composition,\textsuperscript{16} with choline phospholipids (PC and sphingomyelin) preferring the outer leaflet and aminophospholipids (PE and PS) preferring the inner leaflet. The protein flippase or ATPas II translocates PE and PS from the outer to the inner leaflet against the electrochemical gradient.\textsuperscript{17} Several structural proteins localize to the cytoplasmic side of the membrane through interaction with PS and contribute to membrane structure. Membrane translocation of specific phospholipids is involved in various
signaling pathways and plays a role in membrane restructuring events such as budding and endocytosis.

Lipids interact with membrane-bound proteins to affect protein structure and function. For example, membrane cholesterol has been shown to affect the structure and function of G-protein coupled receptors, the largest class of molecules involved in signal transduction across membranes. Lipid composition also affects protein function indirectly through membrane mechanical properties. The uneven distribution of lipids and membrane proteins gives rise to local curvature that serves to relax chemical stress. Local curvature in turn influences the function of embedded proteins.

Ion-lipid interactions affect membrane properties, structure and function of membrane-bound proteins, and signaling pathways. Positive ions interact with the polar headgroups of phospholipids. As a result, salt concentration has been shown to affect lipid phase transition temperature, transmembrane potential, and diffusion of water in the vicinity of lipid headgroups. Specifically, Ca\(^{2+}\) associations with the phosphate oxygen of PS mediate recognition of PS by macrophages removing apoptotic cells in a non-inflammatory way, and toxic binding of Be\(^{2+}\) to PS in place of Ca\(^{2+}\) may inhibit this process. Exploration of Be\(^{2+}\) interactions with PS can be found in Chapter 4.

1.3. Development of the CHARMM family of lipid force fields

1.3.1. Molecular dynamics simulations of lipids.

Molecular dynamics is a rapidly growing field enabling the description at the atomic scale. While a typical timestep in all-atom MD simulations is 1 or 2 fs, simulations of entire membrane-bound protein-ligand complexes in diverse bilayers have been extended to tens of microseconds. In protein-ligand simulations, such timescales enable the
identification of allosteric pathways\textsuperscript{24} or, for those interested in lipid associations, identifying preferential binding sites for specific lipid types. In simulations of bilayers or fluids, long timescales are needed to characterize dynamic quantities such as diffusion.

The accuracy of data from MD simulations is determined by the FF used to model the system. With its amphipathic nature, the lipid molecule poses a parameterization challenge for chemically-specific FFs. Lipids self-assemble to form various structures depending on temperature and water concentration, e.g., micelles, bicelles, worm-like micelles, and bilayers.\textsuperscript{25} Accurate balance is needed between the hydrophobic acyl chains and hydrophilic headgroups to allow for the assembly of these structures. The phase state of the lipid bilayer can also vary depending on conditions such as lipid composition. At physiological temperatures, bilayers without sterols typically exist in a fluid-like state known as the liquid-crystalline phase that contains disordered lipid acyl chains (mix of \textit{trans} and \textit{gauche} conformations).\textsuperscript{13, 26} At low temperatures, a gel phase can form with ordered acyl chains (mainly in the \textit{trans} conformation), forming a tilt angle with respect to the bilayer normal.\textsuperscript{26} The introduction of sterols can alter phase behavior. Disordered acyl chains with cholesterol in the membrane are known as liquid disordered (L\textsubscript{d}), but cholesterol can increase acyl chain order above the gel phase melting temperature and form ordered acyl chains with a phase called liquid-ordered (L\textsubscript{o}).\textsuperscript{13, 27} An accurate lipid FF must be able to capture the balance of these chemical-specific interactions to represent phase changes.

A molecular FF for lipids must be able to represent the internal molecular structure important for describing the bond distances, angles and dihedral states along with the intermolecular interactions. All-atom FFs, which represent each atom (including
hydrogens) as a specific interaction cite, provide the most chemical detail, but other less detailed models such as united atom (heavy atoms are parameterized to include effects of nonpolar hydrogens) and coarse grained (functional groups of various sizes are modeled as a single interaction cite), are also frequently used because they are less computationally expensive.

Molecular dynamics simulations can currently model a wide variety of lipids, including saturated and unsaturated hydrocarbon chains, PC, PE, PS, and PG headgroups, sphingomyelin (SM), ether and ester linkages between the glycerol backbone and tail, methylated tails, cyclopentene rings, and various sterols. Simulation studies commonly include membrane-bound proteins, peptides, ions, and water.

While mixed lipid bilayers more accurately model biological systems, simulations of single-component bilayers remain useful for FF validation. Such studies compare results from simulation with experimental data, particularly order parameters obtained from NMR, or use single-component systems as initial tests for the development of new analyses such as lipid clustering, permeability, or curvature. The permeability of water, ethanol, and small apolar molecules such as gases can be analyzed in unbiased MD simulations. Sampling the permeability of charged or large molecules requires long timescales or enhanced sampling methods.

Recent parameterization and development of commonly used lipid FFs aim to incorporate high lipid diversity and achieve long simulation trajectories, although these are computationally expensive. Efforts have been made to model diverse mixtures containing three or more components, and simulations have been extended into microsecond ranges, enabling the exploration of membrane dynamics.
1.3.2. The CHARMM family of force fields.

Research included in this dissertation focuses on the development of the CHARMM all-atom additive and CHARMM Drude polarizable FFs. An acronym for Chemistry at HARvard Macromolecular Mechanics, the CHARMM community actively develops a multifunctional simulation package\textsuperscript{32, 33} that originated in the lab of Martin Karplus at Harvard University with a focus on proteins. This community has also developed a set of FFs for the standard building blocks in biology, i.e., lipids,\textsuperscript{34} carbohydrates,\textsuperscript{35-38} and nucleic acids,\textsuperscript{39, 40} while continuing proteins.\textsuperscript{41, 42}

The CHARMM family of lipid FFs includes all-atom and united-atom representation. In the united atom lipid FF, nonpolar hydrogens of lipid acyl chains are not independent interaction sites; instead, the nonbonded parameters of the parent atom are optimized to include the steric effect of hydrogens. Research in this dissertation focuses on the more chemically thorough all-atom FFs, in which hydrogens are explicitly modeled.

Various methods have been used to treat atomic polarizability in the CHARMM FFs over the years. The first method, developed by Patel and Brooks,\textsuperscript{43-46} incorporated fluctuating charges. Due to computational expense, the classical Drude oscillator model was adapted by Roux and MacKerrell\textsuperscript{47, 48} and is now the most commonly-used polarizability model in the CHARMM community. The Drude FF models each heavy atom as an oscillator in which a fixed net atomic charge is distributed between the two sites as a function of separation distance. This creates an atomic dipole moment capable of responding to the ambient electric and magnetic fields.
The remainder of this section will discuss the energy function and parameterization methods of the CHARMM all-atom lipid FF first, followed by additional terms for the Drude polarizable FF.

1.3.3. The CHARMM all-atom additive FF for lipids

In pairwise additive FF, the atomic charge distribution is assumed to be constant and therefore not influenced by environmental changes (such as local electric field). The potential is of the form:

$$U(r_1, r_2, \ldots, r_N) =$$

$$\sum_{bonds} k_{b,ij} (r_{ij} - r_{0,ij})^2 +$$

$$\sum_{angles} k_{\theta,ijk} \left(f(\theta_{ijk}) - f(\theta_{0,ijk})\right)^2 +$$

$$\sum_{cross, improper} U_{cr,im}(r, \phi) +$$

$$\sum_{dihedrals} U_{dih}(\phi_{ijkl}) + \sum_{LJ} U_{LJ}(r_{ij}) +$$

$$\sum_{electrostatic} \frac{q_i q_j}{4\pi\varepsilon_0 r_{ij}}$$

(1)

The first four terms in eq. (1) are bonded terms that describe internal degrees of freedom of neighboring molecules. These approximate the quantum mechanical (QM) description of shared electron orbitals that form chemical bonds. The \textit{bonds} term in eq. (1) is a harmonic approximation of the bonded potential that describes the energy of stretching a bond from its equilibrium distance \((r_{0,ij})\). The \textit{angles} term in eq. (1) describes the energy for scissoring the angle from its equilibrium value \((\theta_{0,ijk})\) and based triplicates of atoms connected by two bonds. For conditions typically observed in biological application, the harmonic approximation is valid as changes from the equilibrium distances are minimal.
and these force fields are not reactive (no bond breaking or making). These two terms are obtained using experimental data on $r_{o,ij}$ and $\theta_{o,ijk}$ with their associated force constants from vibrational spectra, or if unknown, the use of QM to provide these values. The third term in eq. (1) (cross, improper) is added to provide proper description of: 1) out-of-plane orientations of an atom relative to a plane made by three other atoms (improper) and 2) 1-3 interactions between atoms that are not bonded but connected by two bonds (cross). The fourth term in eq. (1) is used to describe the dihedrals in a molecule and best represent torsional energies about a bond. The last two terms describe key non-bonded interactions that represent electrostatic (charge-charge) interactions and repulsion-attraction interactions with a Lennard-Jones (LJ) potential. The electrostatic term follows Coulomb’s Law for charge-charge interaction with vacuum permittivity ($\varepsilon_0$). The charge is a partial charge to represent the QM description of charge distribution on atoms. To increase efficiency in computationally-expensive pairwise calculations for long-range electrostatics, the CHARMM additive FF treats the sum over electrostatic interactions with the particle-mesh Ewald (PME) method.\textsuperscript{49} Within a supplied cutoff distance, interactions between each interaction site are summed directly. Outside the cutoff distance, interactions are approximated with a Fourier transform to provide the electrostatic contribution with no cutoff important for the slowly decaying inverse of distance. In the vicinity of the cutoff, the potential is modulated to maintain continuity.\textsuperscript{49} The LJ term is used to represent both the repulsion (Pauli exclusion) and attraction (dispersion) felt between molecules. The CHARMM additive FF represents this with a 12-6 LJ potential with the attraction represented by a dipole-dipole dispersion term of $C_{\text{dis}}r^{-6}$, where $C_{\text{dis}}$ is a constant. The repulsion term, which should theoretically be exponential, is represented by $C_{\text{rep}}r^{-12}$.
because this is just the square of the term used for the dispersion energy, thus simplifying the need to compute the exponential of a distance. Although this is an approximation, there is minimal loss of accuracy in biological applications that typically do not require an accurate description of unfavorable close contacts of atoms (only seen at very high pressures).

Historically, the FFs to describe proteins and nucleic acids were developed first as these were important targets to drugs and disease-associations. A preliminary lipid FF was tested in 1993 by Richard Pastor and Rick Venable at the 100-ps timescale, followed shortly by the initial CHARMM22 (C22) lipid parameter set and subsequently by CHARMM27 (C27), the first widely-used all-atom lipid FF. As with all FF families, parameterization is tied to a water model, and the CHARMM pairwise additive FF used the modified TIP3P water model. It is not recommended that other water models be used even though these might have superior properties due to issues of charge balance and free energies of solvation that would change.

These initial developments of the lipid FF followed the standard approach in CHARMM to develop FF parameters. The ultimate goal is to use small molecule representations of portions of the lipid molecule (alkanes for the acyl chain, for example) to develop parameters that are transferable to all lipids. The internal degrees of freedom (bond, angle, cross and improper) in eq. (1) were fit to reproduce experimental and ab initio results on geometries and vibrational spectra.

The parameterization of the non-bonded and dihedral terms in C27 followed the standard supramolecular approach used in CHARMM. Structure, electrostatics and energies between select model compounds with water or noble gasses are calculated with
ab initio QM. Partial charges are obtained on the lipid model compounds based on reproducing minimum interaction energies with water. Then, LJ parameters ($r_{ij}^{\text{min}}$ and $\epsilon_i$) using the standard functional form in CHARMM are fit based on interactions of these lipid model compounds with neon or helium:

$$\sum_{LJ} U_{LJ}(r_{ij}) = \sum_{\text{non-bonded pairs}} \epsilon_{ij} \left[ \left( \frac{r_{ij}^{\text{min}}}{r_{ij}} \right)^{12} - 2 \left( \frac{r_{ij}^{\text{min}}}{r_{ij}} \right)^6 \right]$$

The lipid FF was parameterized using force-based cutoffs in which the force is smoothed to zero at the cutoff of 12 Å. Although the LJ forces are zero at the cutoff, the cutoff scheme also influences and changes the overall potential and thus lipid simulations must use this force-based cutoff scheme to conform to the way the CHARMM FF was developed.

Non-bonded pairs for LJ and electrostatics are considered for 1-4 interactions without scaling. Consequently, the dihedral potential parameters will depend on the LJ and electrostatic parameters. Optimization of these coupled parameters typically follows an iterative fashion (obtain LJ/electrostatics, fit dihedrals, and repeat). The dihedral potential is a sum over cosine terms:

$$\sum_{\text{dihedrals}} U_{\text{dih}}(\varphi_{ijkl}) = \sum_{\text{dihedrals}} \sum_{\varphi, n} k_{\varphi, n} \left( 1 + \cos\left( n\varphi_{ijkl} - \delta_n \right) \right)$$

The minimal amount of dihedral terms is selected to best match torsional energies calculated from QM. The force constant $k_{\varphi, n}$ depends on the periodicity $n$, which takes values from 1 to 6.

The most recent comprehensive CHARMM lipid FF is CHARMM36 (C36), which solved a problem with previous versions of the FF; the surface tension for a symmetric bilayer should sum to zero at the natural lipid packing condition. By accurately representing this property, C36 enabled bilayer simulations to be run in the constant number, pressure, and temperature (NPT) ensemble without need of an applied surface
tension. Initial development of C36 focused on common lipids with ample experimental data such as DPPC, 1-palmitoyl-2-oleoylphosphatidylcholin (POPC), 1,2-dimyristoyl-\textit{sn}-phosphatidylcholine (DMPC), 1,2-dilauroyl-\textit{sn}-phosphatidylcholine (DLPC), 1,2dioleoyl-\textit{sn}-phosphatidylcholine (DOPC), and 1-palmitoyl-2-oleoyl-\textit{sn}-phosphatidylethanolamine (POPE). Additional common headgroups were added: PA, PG, PI and PS.\textsuperscript{29, 60, 61} Glycolipids (important in nerve membranes) and lipopolysaccharides (LPS) have also been developed and tested\textsuperscript{61-64} using the existing CHARMM carbohydrate FF.\textsuperscript{35-38} Sphingolipids and ceramides have also been incorporated into the C36 lipid FF for added diversity of lipid headgroups in CHARMM.\textsuperscript{31, 65} Aside from the lipid headgroup, work has also been focused on the varying acyl chains, i.e., polyunsaturated,\textsuperscript{66} branched,\textsuperscript{67} and cyclic-containing (important in certain bacteria membranes),\textsuperscript{68} and varying sterols (cholesterol,\textsuperscript{69} ergosterol,\textsuperscript{70} and plant sterols\textsuperscript{71}), and modeling of the glycerol-ether linkage\textsuperscript{72} (see Chapter 3).

1.3.4. The CHARMM Drude polarizable FF for lipids.

The assumption of constant atomic charge held by pairwise additive FFs distorts interactions between polar and nonpolar species. This is clearly illustrated by calculation of the dielectric constant ($\epsilon$). Accounting for atomic polarizability is known to affect dipole potentials\textsuperscript{73} and dielectric constants ($\epsilon$).\textsuperscript{74} For example, $\epsilon$ of decane in CHARMM27\textsuperscript{r59} (the precursor to C36) is 1.02, approximately half the experimental value of 1.97.\textsuperscript{74} The value of $\epsilon$ for decane in the CHARMM Drude FF is 2.06,\textsuperscript{47} in near-perfect agreement with experiment. Because free energy of solvation scales with $(1 - 1/\epsilon)$, improvement of this quantity should give better energetics of transfer between polar and nonpolar media.
To resolve this issue, there have been varying approaches to account for atomic polarizability and better represent the effect of local environment on molecular electrostatics. CHARMM typically treats atomic polarizability with the classical Drude oscillator model.\textsuperscript{73,75,76} The Drude FF uses a virtual particle, i.e., the Drude particle, that has a charge $q_{D,i}$ and is connected to a polarizable atom $i$ with a harmonic force constant $k_D$. This allows the use of eq. (1) with additional terms to describe the energy associated with the Drude particle:\textsuperscript{74}

$$U_{\text{Drude}}(r_1, \ldots, r_N, r_{D1}, \ldots, r_{Dn}) = \frac{1}{4\pi\varepsilon_0} \left( \sum_{i<j} \frac{q_{D,i}q_j}{\|r_{Di}-r_j\|} + \sum_{i<j} \frac{q_{D,i}q_{D,j}}{\|r_{Di}-r_{Dj}\|} \right) + \frac{1}{2} \sum_{\text{polarizable atoms } i} k_D \|r_{Di} - r_i\|^2$$

(4)

The position of the Drude particle $r_{Di}$ is allowed to fluctuate due to the variation of the electrostatic environment and thus represents the response of the electron cloud to its local environment. The charge on the Drude particle is represented by its polarizability $\alpha_i$ with $q_{D,i} = \sqrt{k_D\alpha_i}$. The Drude particles have a small mass (0.4 amu) taken from the attached real atom.\textsuperscript{75,77} In this approach, the simulation proceeds much like a classical pairwise additive MD simulation with an additional Drude particle on non-hydrogen atoms. The additional Drude particles and the need for a 1fs timestep (vs. 2fs) makes this slower than a pairwise additive FF but faster than fluctuating charge approaches.

In the initial parameterization effort by Anizimov et al.,\textsuperscript{48} which included nucleic acid components, reference values for atomic polarizabilities ($\alpha$) were based on Miller’s atomic hybrid polarizability values.\textsuperscript{78} Determination of $\alpha_i$ can be reduced to the determination of the partial charges of Drude particles, $q_{D,i}$, which were assigned with restrained fitting to quantum mechanical electrostatic potentials (ESP). Drude was
subsequently parameterized to include alkanes,\textsuperscript{74} alcohols,\textsuperscript{79} aromatic compounds,\textsuperscript{80} ethers,\textsuperscript{81,82} nitrogen-containing heteroaromatic compounds,\textsuperscript{83} lipids,\textsuperscript{73,75,76} proteins,\textsuperscript{84} and DNA.\textsuperscript{85}

A Thole damping constant\textsuperscript{86} was implemented to explicitly include dipole-dipole interactions for atoms within three bonds.\textsuperscript{74} In additive FFs, interactions for 1-2 and 1-3 pairs are typically subsumed by the bonded potential energy function and excluded from the electrostatic energy. While electrostatic interactions of Drude oscillators with core charges are excluded for 1-2 and 1-3 atom pairs, Coulomb interactions between Drude oscillators (i.e., dipole-dipole interactions) corresponding to 1-2 and 1-3 atom pairs are included but shielded by a damping function. The magnitude of this shielding is governed by the Thole damping constant, which can now be calculated from parameter assignments for individual atoms.\textsuperscript{87}

In addition to inclusion of dipole-dipole interactions, the Drude FF has a second inherent advantage over C36: It uses the polarizable SWM4-NDP water model, optimized for negatively charged Drude particles.\textsuperscript{88} Relative to TIP3P used with C36, SWM4-NDP shows better agreement with experimental properties of bulk water including vaporization enthalpy, translational diffusion, shear viscosity, and surface tension at the air/water interface. However, it should be noted that SWM4-NDP was optimized near biological temperature and can result in reduced accuracy (water density and likely other properties) outside 290-310K.\textsuperscript{89}

Until recently, the Drude FF was parameterized for only a single lipid: the saturated lipid DPPC.\textsuperscript{73} Parameters were first obtained for model compounds including alkanes, dimethylphosphate, tetramethylammonium, and various esters. Partial charges and atomic
polarizabilities were fit as previously described. LJ parameters were selected to reproduce both QM gas phase interaction energies and liquid molecular volumes. Bonded term force constants were optimized against QM calculations of the vibrational spectra. Lastly, dihedral parameters were optimized against one-dimensional relaxed potential energy scans as well as rotamer energies to balance the local and global QM target data.

A recent parameterization effort by Li et al.\textsuperscript{[76]} improved agreement with structural data for a DPPC bilayer and expanded the Drude FF, adding seven lipid types including saturated and unsaturated forms of PC and PE. The authors began by adjusting parameters for seven torsions located in the polar head and glycerol backbone region to bring G3S and G2 deuterium order parameters of DPPC in closer agreement with experiment than their first effort.\textsuperscript{[73]} This was achieved, and $A_l$ of DPPC was also improved. However, the new FF still underestimates $A_l$ for all PC lipids (except DMPC) by an average of 2.3 Å$^2$/lipid. Additionally, bilayer area compressibility moduli are substantially overestimated, and the lipid self-diffusion coefficient of DPPC is too low by nearly a factor of 10.

2.1. Introduction

The C36 additive FF for lipids has been widely used for MD simulations of pure and complex lipid bilayers since its publication in 2010. It has been extended from the original set of six lipids (five phosphatidylcholines and one phosphatidylethanolamine) to sphingolipids, polyunsaturated lipids, glycolipids, and lipopolysaccharides. While the initial validation of the FF was primarily based on bilayer surface areas and densities (from X-ray and neutron diffraction data), and chain order and dynamics (from deuterium and C NMR data), subsequent comparisons with experiment for headgroup order parameters, bending constants, and spontaneous curvatures have been very positive. The FF has also been tested with lipid mixtures containing cholesterol with glycerophospholipids and/or sphingolipids, and agrees with X-ray form factors and NMR order parameters. This has allowed for accurate interpretations of liquid ordered/disordered phases of lipid mixtures and lipid composition effects on hydrogen bonding and lipid clustering. Although simulations with the C36 lipid FF have been successful, the FF does have inherent flaws. It was appreciated at the time of publication that the surface tensions for bilayers and monolayers are inconsistent with experiment, and that the dipole potential is too large. More recently, after taking periodic boundary conditions into account, it has been demonstrated that diffusion constants are overestimated by a factor of 3 for at least two lipids.

The C36 lipid FF (and other additive lipid FFs) has two attested shortcomings: it was parameterized without accounting for long-range Lennard-Jones (LJ) interactions.
for most parameters, and it is not polarizable. Polarizability is known to affect dipole potentials and dielectric constants ($\epsilon$). For example, $\epsilon$ of decane in CHARMM27 ($\epsilon_{27}$; the precursor to C36) is 1.02, approximately half the experimental value of 1.97. This underestimation of $\epsilon$ increases the interaction of charges on opposite sides of the bilayer. The natural solution here is to use a polarizable FF.

The CHARMM Drude FF accounts for atomic polarizability by implementing the classical Drude oscillator model. The value of $\epsilon$ for decane in the Drude FF is 2.06, in near-perfect agreement with experiment. Because free energy of solvation scales with $(1 - 1/\epsilon)$, improvement of this quantity should give better energetics of transfer between polar and nonpolar media. However, like C36, most of the Drude lipid FF was originally parameterized without inclusion of long-range LJ interactions. The lack of long-range LJ interactions is related to the difficulties of reproducing monolayer surface tensions, given the importance of these terms for alkane/air interfaces.

This chapter sets the groundwork for a reparameterization of the C36 and Drude lipid FFs with explicit inclusion of long-range LJ interactions. Following the strategy used for the development of C36, alkanes, the principal component of saturated lipid chains, are considered first. The main focus is on including the long-range LJ terms in a computationally efficient manner that is applicable anisotropic systems. This has proven to be difficult because most methods for including long-range LJ terms are only applicable to isotropic systems. Fortunately, recent work has refined the particle-mesh Ewald (PME) method for Lennard-Jones interactions. Lennard-Jones PME (LJ-PME) can be used with bilayers, monolayers, and other anisotropic systems in both constant pressure and constant volume ensembles. The implementation of LJ-PME utilized here involves the
calculation of LJ interaction coefficients using geometric combining rules. It can be used in tandem with electrostatic PME, lowering the direct-space cutoff ($r_{cut}$) necessary for accurate calculations and computational efficiency. This paper introduces the implementation of LJ-PME in CHARMM and explores its effects on equilibrium and transport properties of alkanes in the condensed phase.

Section 2.2 provides simulation specifications and describes the implementation of LJ-PME in CHARMM. Section 2.3 presents simulation results. Section 2.4 discusses the effects of LJ-PME and evaluates trends in the temperature dependence of thermodynamic properties.

2.2. Methods

2.2.1. Molecular dynamics simulations and parameters.

Simulations were run using four distinct force fields: C36 without a correction for long-range LJ interactions, C36 with LJ-PME (denoted C36/LJ-PME), Drude without a correction, and Drude with LJ-PME (Drude/LJ-PME).

All simulations were performed in CHARMM. The Nosé-Hoover thermostat was used to maintain system temperature, and a modified Andersen-Hoover barostat to maintain constant pressure. A thermostat coupling constant of 2000 kcal/mole-ps$^2$ and a piston mass of 1200 amu were used to maintain NPT ensemble. All simulations were performed using periodic boundary conditions and SHAKE algorithm to constrain covalent bonds involving hydrogens. Long-range electrostatic interactions were evaluated using PME with a cutoff for real-space calculations $r_{cut} = 12$ Å when LJ-PME was not used and $r_{cut} = 10$ Å with use of LJ-PME, except where dependence on $r_{cut}$ was evaluated.
Sec. 2.6 provides the details on the real-space cutoff scheme for the LJ portion of the FF. The standard errors (se) were estimated as the standard deviation ($\sigma_B$) in block averages divided by the square root of the number of blocks ($n_B$):

$$se = \frac{1}{\sqrt{n_B}}\sigma_B$$

Quantities calculated from simulations were: density ($\rho$), isothermal compressibility ($\beta_T$), viscosity ($\eta$), surface tension ($\gamma$), translational diffusion constant ($D$), Nuclear Magnetic Resonance (NMR) C$^{13}$ spin-lattice relaxation time ($T_1$), coefficient of thermal expansion ($a_V$), and radial distribution function ($g(r)$). Simulations were performed using each FF for each set of simulation specifications in Table 1 using a 1-fs timestep. A separate set of simulations were used to examine the dependence of $\rho$ and $\gamma$ on $r_{\text{cut}}$. In these simulations, 64 molecules of C$_{16}$H$_{34}$ were simulated at 298.15 K for 10 ns using a 2-fs timestep in the NPT ensemble to calculate $\rho$, and in the NVT ensemble to calculate $\gamma$.

For simulations used to calculate $\eta$, $\gamma$, and $D$, initial coordinates were obtained from the equilibrated NPT simulations used to determine $\rho$. A coordinate set representing the average $\rho$ of each simulation was used to start a simulation in the NVT ensemble. Systems for the surface tension simulations consisted of an alkane slab surrounded by vacuum layers, as described previously, with the $x$ and $y$ dimensions matching the equilibrated box size from the NPT simulations used to calculate $\rho$ and the $z$ dimension (normal to the surface) elongated. For example, for hexadecane at 303.15 K in the Drude FF, the dimensions of the box were 50.1197 Å $\times$ 50.1197 Å $\times$ 100 Å.
Table 1. Simulations of alkanes. Species, temperatures (T), number and length of runs (t<sub>run</sub>), ensembles, and quantities evaluated. For each set of specifications, simulations of 256 molecules were performed using C36 and Drude with and without LJ-PME.

<table>
<thead>
<tr>
<th>Species</th>
<th>T (K)</th>
<th>t&lt;sub&gt;run&lt;/sub&gt; (ns)</th>
<th>Ensemble</th>
<th>Use</th>
</tr>
</thead>
<tbody>
<tr>
<td>C&lt;sub&gt;16&lt;/sub&gt;H&lt;sub&gt;34&lt;/sub&gt;</td>
<td>303.15, 310.15, 323.15</td>
<td>1 × 30</td>
<td>NPT</td>
<td>ρ, β&lt;sub&gt;T&lt;/sub&gt;, α&lt;sub&gt;V&lt;/sub&gt;, g(r)</td>
</tr>
<tr>
<td></td>
<td>303.15, 310.15, 323.15</td>
<td>3 × 100 (C36)</td>
<td>NVT</td>
<td>η; D</td>
</tr>
<tr>
<td></td>
<td>303.15, 310.15, 323.15</td>
<td>3 × 100 (Drude)</td>
<td>NVT</td>
<td>γ</td>
</tr>
<tr>
<td>C&lt;sub&gt;16&lt;/sub&gt;H&lt;sub&gt;34&lt;/sub&gt;</td>
<td>312.15</td>
<td>2 × 30</td>
<td>NPT</td>
<td>T&lt;sub&gt;1&lt;/sub&gt;</td>
</tr>
<tr>
<td>C&lt;sub&gt;7&lt;/sub&gt;H&lt;sub&gt;16&lt;/sub&gt;</td>
<td>312.15</td>
<td>2 × 30</td>
<td>NPT</td>
<td>T&lt;sub&gt;1&lt;/sub&gt;</td>
</tr>
</tbody>
</table>

This paper uses standard alkane parameters in C36<sup>34</sup> and Drude.<sup>74</sup> There have been several adjustments to the alkane torsional parameters since publication of C27r.<sup>66</sup> Table 2 lists the parameters used here to avoid confusion. The form of the CHARMM torsion potential, where φ is the dihedral angle, is given in eq. (3), Sec. 1.3.3.

Table 2. Torsional parameters for alkanes.

<table>
<thead>
<tr>
<th>Term</th>
<th>Drude</th>
<th>C36 Lipid FF&lt;sup&gt;34&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>k&lt;sub&gt;ϕ&lt;/sub&gt;</td>
<td>N</td>
</tr>
<tr>
<td>CH&lt;sub&gt;3&lt;/sub&gt;-CH&lt;sub&gt;2&lt;/sub&gt;-CH&lt;sub&gt;2&lt;/sub&gt;-CH&lt;sub&gt;3&lt;/sub&gt;</td>
<td>0.150</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>0.170</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>0.114</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>0.094</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td>0.070</td>
<td>5</td>
</tr>
<tr>
<td>CH&lt;sub&gt;3&lt;/sub&gt;-CH&lt;sub&gt;2&lt;/sub&gt;-CH&lt;sub&gt;2&lt;/sub&gt;-CH&lt;sub&gt;2&lt;/sub&gt;</td>
<td>0.093</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>0.143</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>0.055</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td>0.102</td>
<td>5</td>
</tr>
<tr>
<td>CH&lt;sub&gt;2&lt;/sub&gt;-CH&lt;sub&gt;2&lt;/sub&gt;-CH&lt;sub&gt;2&lt;/sub&gt;-CH&lt;sub&gt;2&lt;/sub&gt;</td>
<td>0.073</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>0.043</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>0.119</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>0.098</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td>0.046</td>
<td>5</td>
</tr>
</tbody>
</table>
2.2.2. Analysis of MD trajectories.

Density was determined by averaging the volume of the simulation box after equilibration. Isothermal compressibility $\beta_T$ was evaluated from

$$\beta_T = \frac{\langle \delta V^2 \rangle}{\langle V \rangle k_B T},$$

where $k_B$ is Boltzmann’s constant, $\langle V \rangle$ is the average volume, $\langle \delta V^2 \rangle$ is the fluctuation in volume, and $T$ is the temperature.\textsuperscript{102}

Shear viscosity was evaluated using the Green-Kubo formula:\textsuperscript{102}

$$\eta = \frac{V}{k_B T} \int_0^\infty \langle P_{\alpha\beta}(t)P_{\alpha\beta}(0) \rangle dt,$$

where $P_{\alpha\beta}$ are the off-diagonal elements of the pressure tensor, and $V$ is the volume of the simulation box. The pressure tensor was assumed to be symmetric ($P_{\alpha\beta} = P_{\beta\alpha}$). CHARMM\textsuperscript{33} was used to compute the correlation function of the three unique off-diagonal elements, average them, and sum the integral.

The surface tensions of the alkane-vacuum interfaces were evaluated from:

$$\gamma = 0.5 \langle L_z [P_{zz} \nonumber - 0.5 (P_{xx} + P_{yy})] \rangle,$$

where $L_z$ is the size of the simulation box normal to the interface,\textsuperscript{110} $P_{zz}$ is the normal component of the internal pressure tensor, and $P_{xx}$ and $P_{yy}$ are the tangential components. A prefactor of 0.5 accounts for the fact that the systems contained two interfaces.

Translational diffusion constants were obtained from the Einstein relation $\langle r^2 \rangle = 6Dt$, where $r$ is the displacement of a molecule at time $t$. The Yeh and Hummer\textsuperscript{111} correction was used to account for periodic boundary conditions:

$$D^\infty = D^{PBC} + \frac{k_B T \xi}{6 \pi \eta L},$$

where $D^\infty$ is the infinite dilution diffusion coefficient, $D^{PBC}$ is the periodic boundary condition diffusion coefficient, $k_B$ is Boltzmann’s constant, $T$ is the temperature, $\xi$ is the correlation length, $\eta$ is the viscosity, and $L$ is the size of the simulation box.
where $D^{PBC}$ is the diffusion constant measured from simulation, $L$ is the box length, $\xi = 2.837297$, $\eta$ is the viscosity of the fluid, and $D^\infty$ is the infinite system result.

NMR spin-lattice relaxation times $T_1$ were calculated using the standard formula for dipolar relaxation from the reorientational correlation function of the CH vectors in the motional narrowing limit:

$$\frac{1}{N T_1} = (1.855 \times 10^{10} \text{s}^{-2}) \int_0^\infty \langle P_2(\hat{\mu}(0))\hat{\mu}(t)\rangle dt,$$

where $N$ is the number of protons bonded to the carbon, $\hat{\mu}$ is the CH vector, and the constant preceding the integral contains an effective CH bond length of 1.117 Å.

2.2.3. Analysis of temperature dependence.

The volumetric coefficient of thermal expansion ($\alpha_V$) describes the dependence of volume, and therefore also of density, on temperature at constant pressure:

$$\alpha_V = \frac{1}{V} \left(\frac{\partial V}{\partial T}\right)_p.$$

The same trajectories used to determine $\rho$ were used to calculate $\alpha_V$ at 313.15 K and to compare with the experimental value of molar volume ($V_{mol}$) at that temperature. A linear dependence of $V_{mol}$ on temperature was assumed.

To find the functional form of the temperature dependence of $\beta_T$, chi-squared statistical values were calculated for regressions of the form $a + bT^c$, with values of $1/3$, $1/2$, 1, 2, 3, 4, and 5 for $c$. The $\chi^2$ statistic is given by:

$$\chi^2 = \sum_{i=1}^N \frac{1}{E_i} (O_i - E_i)^2,$$

where $N$ is the number of data points in the sample, $O_i$ is the value of the $i^{th}$ sample, and $E_i$ is the value predicted by the distribution. Values of $\chi^2/N$ were minimized to determine $c$.  
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2.2.4. Implementation of LJ-PME in CHARMM.

The contributions of long-range dispersion to the energy and pressure that are neglected by cutoff methods were historically accounted for by various correction terms. A popular correction, the isotropic long-range correction (LRC),\textsuperscript{102} is derived by assuming that the radial distribution function $g(r)$ is unity beyond $r_{\text{cut}}$. The isotropic LRC is usually satisfactory for bulk fluids of small molecules, but fails when anisotropy is significant, as is the case for lipid bilayers and other interfacial systems. The pressure-based LRC,\textsuperscript{103} where LJ interactions outside $r_{\text{cut}}$ are approximated with the application of an additional pressure which is periodically calculated from the difference of the instantaneous pressures at the selected $r_{\text{cut}}$ and a very long $r_{\text{cut}}$, is applicable to larger molecules, but not to interfaces. CHARMM also supports the IPS (Isotropic Periodic Sum) method\textsuperscript{114} to approximate long-range LJ interactions. This method defines a local region for each particle, and sums the remaining region (including images) as an integral of virtual images of the local region statistically distributed in an isotropic and periodic manner. The version denoted 3D-IPS is not applicable to interfacial systems. 2D-IPS and the more computationally efficient 3D-IPS/DFFT\textsuperscript{115} do accurately model interfaces.\textsuperscript{101, 116} The IPS methods have not been widely implemented because of assumptions of homogeneity.

The preceding methods are all available in CHARMM. Others\textsuperscript{117-119} have proposed a slab-based correction to specifically address inhomogeneity at interfaces. This method approximates long-range LJ forces with an additive force contribution in the direction perpendicular to the interface. The added force is a function of the density of an isotropic slice within the simulation box. Janeck\textsuperscript{118} shows accurate treatment of surface tensions for Lennard-Jones fluids with an adaptation of this slab-based method.
As is well known, long-range electrostatic forces can be evaluated explicitly and with high computational efficiency, thereby eliminating the need to truncate interactions using a cutoff. The use of cutoffs leads to substantial artifacts for electrostatics,\textsuperscript{120} and the PME\textsuperscript{49} method is widely used for this reason. The PME approach for dispersion has its origins in the 1957 work of Nijboer and de Wette,\textsuperscript{121} who generalized the Coulomb operator partitioning to faster decaying interactions. Williams used this generalized partitioning in 1971 to develop an Ewald-like treatment of dispersion interactions,\textsuperscript{122} which was later expanded by Karasawa and Goddard to include energy derivatives.\textsuperscript{123} Though in 1995 Pedersen and coworkers demonstrated a modification of Ewald dispersion to use the highly efficient PME methodology,\textsuperscript{109} the use of a cutoff on the Lennard-Jones attractive ($r^{-6}$) term has persisted. Recently, a number of workers\textsuperscript{124-127} have increased the computational efficiency of the PME method for $r^{-6}$ potentials, and the method is being incorporated into popular simulation programs.\textsuperscript{104} The repulsive potential term decays much more quickly and is therefore neglected at long range by simply truncating the interaction past $r_{\text{cut}}$. Hence, the name of the method, “LJ-PME,” should not be understood to correct the entire LJ potential.

For the $r^{-6}$ kernel, the Ewald partitioning of the summation over unit cells $\mathbf{n}$ can be expressed as:

$$E_6 = -2 \sum_{\mathbf{n},i,j} \sqrt{\epsilon_i \epsilon_j} \frac{r_{\text{min}}^{3i} r_{\text{min}}^{3j}}{r_{ij}^6} = -2 \sum_{\mathbf{n},i,j} \sqrt{\epsilon_i \epsilon_j} \frac{r_{\text{min}}^{3i} r_{\text{min}}^{3j} f(kr_{ij})}{r_{ij}^6}$$

$$- 2 \sum_{\mathbf{n},i,j} \sqrt{\epsilon_i \epsilon_j} \frac{r_{\text{min}}^{3i} r_{\text{min}}^{3j} [1 - f(kr_{ij})]}{r_{ij}^6},$$ \hspace{1cm} (13)
where we assume geometric mean combination rules:

\[ \varepsilon_{ij} = \sqrt{\varepsilon_i \varepsilon_j}; \quad r_{ij}^{\text{min}} = \sqrt{r_i^{\text{min}} r_j^{\text{min}}} \]  

(14)

and introduce the shorthand notation \( r_{ij} = |r_{ij} + n| \) in addition to the screening function 

\[ f(x) = e^{-x^2} (1 + x^2 + x^4/2), \]

which depends on the attenuation parameter \( \kappa \) (we avoid the often-used \( \beta \) for this quantity to disambiguate it from the isothermal compressibility).

The decomposition of the lattice sum yields two terms. The first is short-ranged and rapidly convergent in a standard pairwise summation, while the second long-range, nonsingular term converges rapidly in reciprocal space and can be treated using Fast Fourier Transforms (FFTs). The attenuation parameter determines the relative computational efforts in real and reciprocal space. For suitably chosen \( r_{\text{cut}} \) and FFT grids, the answer is independent of \( \kappa \), which is chosen to minimize computational cost with the pairwise \( r_{\text{cut}} \) adjusted accordingly.

The multiplicatively separable form assumed above is important for the PME treatment of the long-range term, which proceeds by first discretizing the density due to all particles on a grid, transforming the density to a potential via FFTs, and then probing the potential grid at each atomic center to yield the energy and forces. However, the CHARMM FFs use the Lorentz-Berthelot (LB) combination rule, which defines off-diagonal hard sphere radii in a form incongruous with the multiplicatively separable form described above:

\[ r_{ij}^{\text{min}} = \frac{r_i^{\text{min}} + r_j^{\text{min}}}{2}. \]  

(15)

One potential remedy for this situation is to express the interaction coefficient using a binomial expansion:
\[(r_i^{\text{min}} + r_j^{\text{min}})^6 = \sum_{n=0}^{6} \binom{6}{n} r_i^{\text{min}} r_j^{\text{min}}^{6-n}. \]  

This expansion transforms \( E_6 \) in eq. (13) to a sum of seven terms possessing the requisite separable form. The need for multiple FFTs is avoided using the strategy developed by Wennberg \textit{et al.} Briefly, their approach proceeds by a subtle change to the partitioning introduced above:

\[
E_6 = -2 \sum_{i,j} \sqrt{\varepsilon_i \varepsilon_j} \frac{(r_i^{\text{min}} + r_j^{\text{min}})^6}{64 r_i^6} = -2 \sum_{i,j} \sqrt{\varepsilon_i \varepsilon_j} \left[ \frac{(r_i^{\text{min}} + r_j^{\text{min}})^6}{64 r_i^6} \right] - \frac{r_i^{\text{min}} r_j^{\text{min}}^6 [1-f(\kappa r_{ij})]}{r_i^6} \left[ 2 \sum_{i,j} \sqrt{\varepsilon_i \varepsilon_j} \frac{r_i^{\text{min}} r_j^{\text{min}}^6 [1-f(\kappa r_{ij})]}{r_i^6} \right].
\]  

Again, the first term on the righthand side is treated in real space and the second term in Fourier space. The net effect is that a multiplicatively separable form is used to determine the long-range correction in Fourier space. This approach is also compatible with pair-specific LJ parameters (NBFIX terms) that are often used in FFs, with \( r_i^{\text{min}} + r_j^{\text{min}} \) in eq. (17) replaced by the corresponding NBFIX parameters.

In real space, the exact functional form of the potential is used up to \( r_{\text{cut}} \), and another term is present to partially account for spurious short-range multiplicatively separable terms introduced in reciprocal space. This scheme is no longer rigorously insensitive to the choice of \( r_{\text{cut}} \), but the difference between the two sets of combination rules is small enough at long range that this is a very good approximation. A discontinuity in the potential energy is averted at \( r_{\text{cut}} \) by applying a shift to account for the difference between the treatments at short and long range:

\[
E_{\text{shift}} = -2 \sum_{i,j} \sqrt{\varepsilon_i \varepsilon_j} \left( \frac{(r_i^{\text{min}} + r_j^{\text{min}})^{12}}{2 r_{\text{cut}}^{12}} + \frac{r_i^{\text{min}}^3 r_j^{\text{min}}^3 [1-f(\kappa r_{\text{cut}})]}{r_{\text{cut}}^6} \right). 
\]  

\( E_{\text{shift}} \)
In eq. (18), the first term cancels the repulsive part of the LJ potential at $r_{\text{cut}}$, while the second term ensures a smooth transition from the real-space treatment to the multiplicatively separable regime. Although this correction guarantees a smooth potential, there may still be discontinuities in the forces. Differentiation of eq. (18) yields

$$F_{\text{shift}} = 4 \sum_{n,l} \sqrt{\varepsilon_i \varepsilon_j} \left( \frac{r_{\text{cut}}^{1 \frac{1}{3}}}{12} \left( \frac{r_{\text{cut}}^{1 \frac{1}{3}}}{r_{\text{cut}}^{1 \frac{1}{3}}} \right)^{12} \frac{r_{\text{cut}}^{r_{\text{cut}}^7}}{r_{\text{cut}}^{r_{\text{cut}}^7}} + 6 \frac{r_{\text{cut}}^{r_{\text{cut}}^7}}{r_{\text{cut}}^{r_{\text{cut}}^7}} \left[ 1 - f(r_{\text{cut}}) \right] \right),$$

(19)

where $f'(x) = e^{-x^2} (1 + x^2 + x^4 / 2 + x^6 / 6)$. eq. (19) quantifies the force discontinuity due to the truncation of the repulsive term and the handoff between the two combination rules; the logarithm of the absolute value of this quantity is displayed in Figure 3, for selected pairs of atom types, as a function of $\kappa$ and $r_{\text{cut}}$.

**Figure 3. Force discontinuities when potential shifting is used.** The logarithm of the magnitude of the force discontinuities present when only potential shifting is used to smooth the potential, as a function of $\kappa$ and $r_{\text{cut}}$. Parameters for various atom types are taken from the C36 lipid FF.

As expected, the lowest discontinuity error occurs where $\kappa$ is large, *i.e.*, there are long-range terms present to account for the truncation of the attractive LJ term, and also
where $r_{\text{cut}}$ is large. Assuming a typical force on each atom to be $\sim$10 kcal/mol/Å, the white contour lines in Figure 3 represent an error in the contribution to the forces of about 1 part per million, which will be incurred every time a pairwise interaction crosses $r_{\text{cut}}$. To further quantify the consequences of the force discontinuities, NVE simulations were carried out on n-hexadecane and neat water, demonstrating that the energy drift is within 0.2 kcal/mol/ns, even with $r_{\text{cut}}$ as low as 7 Å; the supporting information contains full details of these tests. Because the microcanonical ensemble is maintained so well, a correction for the force discontinuity is not included in the current CHARMM implementation; there is an option to use potential switching\(^{128}\) for ensuring continuous energies and gradients in free energy calculations.

Finally, the instantaneous virial stress tensor is required to generate constant pressure ensembles. The real-space contribution is exactly analogous to the standard outer-product form, involving forces and positions, that is used to evaluate the LJ virial. The reciprocal-space tensor is obtained by summation over reciprocal space lattice vectors $\mathbf{m}$, with norm $m$,

$$
\Pi_{\alpha\beta} = \frac{\pi^{3/2}}{6V} \sum_{\mathbf{m}} e^{-\frac{\pi^2 m^2}{\kappa^2}} \left( 3\pi^2 \left( \frac{\pi^{3/2} m e^{\frac{\pi^2 m^2}{\kappa^2}} \text{Erfc} \left( \frac{\pi m}{\kappa} \right) - \kappa \right) m_\alpha m_\beta + \delta_{\alpha\beta} \left( 2\pi^{7/2} m^3 e^{\frac{\pi^2 m^2}{\kappa^2}} \text{Erfc} \left( \frac{\pi m}{\kappa} \right) + \kappa^3 - 2\pi^2 \kappa m^2 \right) \right)
$$

and including the $m = 0$ term, in contrast to the Coulombic case.

2.3. Results

2.3.1. Alkanes in C36 and Drude.

Results for $\rho$, $\beta_T$, $\eta$, $\gamma$, and $D$ of hexadecane at biologically relevant temperatures are listed in Table 3. The final column of each table lists the deviation from experiment,
averaged over the temperatures. Table 3 also includes results for $\rho$, $\beta_T$, and $\eta$ for systems simulated using the isotropic LRC with the Drude FF.

The effects of long-range Lennard-Jones interactions are statistically significant for all cases. LJ-PME increases $\rho$ by 2% for C36 and 1% for Drude. As consistent with an increase in density, $\beta_T$ decrease (20% for C36, 10% for Drude), $\eta$ increase (17% for C36, 12% Drude), and $D$ decrease (23% for C36, 11% for Drude).

Results using the isotopic LRC for $\rho$ and $\beta_T$ are 0.3% higher and 4% lower that for LJ-PME, respectively. These are close, but not statistically equivalent. (Statistical errors in $\eta$ are large, so it is not possible to assign statistical significance to the differences.) Recall that the isotropic LRC assumes that $g(r) = 1$ for $r > r_{\text{cut}}$. As is evident from the $g(r)$ for hexadecane plotted in Figure 4, $g(r)$ only becomes constant at approximately 18 Å, well beyond the standard $r_{\text{cut}} = 12$ Å.
Table 3. Hexadecane simulation averages and standard errors for density (\(\rho\)), isothermal compressibility (\(\beta_T\)), sheer viscosity (\(\eta\)), surface tension (\(\gamma\)), and translational diffusion (\(D\)) at various biological temperatures

<table>
<thead>
<tr>
<th></th>
<th>Temperature (K)</th>
<th>Average deviation from Exp.</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>303.15</td>
<td>310.15</td>
</tr>
<tr>
<td>(\rho) [g/mL]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>C36</td>
<td>0.7483 ± 0.0001</td>
<td>0.7416 ± 0.0001</td>
</tr>
<tr>
<td>C36, LJ-PME</td>
<td>0.7654 ± 0.0003</td>
<td>0.7593 ± 0.0001</td>
</tr>
<tr>
<td>Drude</td>
<td>0.7544 ± 0.0002</td>
<td>0.7483 ± 0.0003</td>
</tr>
<tr>
<td>Drude, LJ-PME</td>
<td>0.7620 ± 0.0002</td>
<td>0.7564 ± 0.0001</td>
</tr>
<tr>
<td>Drude, LRC</td>
<td>0.7649 ± 0.0002</td>
<td>0.7591 ± 0.0001</td>
</tr>
<tr>
<td>Exp.,(^{129})</td>
<td>0.7665</td>
<td>0.7617*</td>
</tr>
<tr>
<td>(\beta_T) ([10^{-10} \text{m}^2/\text{N}])</td>
<td></td>
<td></td>
</tr>
<tr>
<td>C36</td>
<td>12.48 ± 0.12</td>
<td>13.16 ± 0.11</td>
</tr>
<tr>
<td>C36, LJ-PME</td>
<td>10.04 ± 0.16</td>
<td>10.48 ± 0.22</td>
</tr>
<tr>
<td>Drude</td>
<td>9.99 ± 0.35</td>
<td>9.99 ± 0.31</td>
</tr>
<tr>
<td>Drude, LJ-PME</td>
<td>8.78 ± 0.14</td>
<td>9.49 ± 0.15</td>
</tr>
<tr>
<td>Drude, LRC</td>
<td>8.51 ± 0.17</td>
<td>9.11 ± 0.23</td>
</tr>
<tr>
<td>Exp.,(^{129})</td>
<td>8.896</td>
<td>9.307*</td>
</tr>
<tr>
<td>(\eta) ([\text{cP}])</td>
<td></td>
<td></td>
</tr>
<tr>
<td>C36</td>
<td>2.16 ± 0.06</td>
<td>1.89 ± 0.14</td>
</tr>
<tr>
<td>C36, LJ-PME</td>
<td>2.55 ± 0.13</td>
<td>2.05 ± 0.12</td>
</tr>
<tr>
<td>Drude</td>
<td>2.37 ± 0.08</td>
<td>2.22 ± 0.11</td>
</tr>
<tr>
<td>Drude, LJ-PME</td>
<td>2.70 ± 0.20</td>
<td>2.52 ± 0.10</td>
</tr>
<tr>
<td>Drude, LRC</td>
<td>3.07 ± 0.32</td>
<td>2.34 ± 0.30</td>
</tr>
<tr>
<td>Exp.,(^{129})</td>
<td>2.766</td>
<td>2.388*</td>
</tr>
<tr>
<td>(\gamma) ([\text{dyn/cm}])</td>
<td></td>
<td></td>
</tr>
<tr>
<td>C36</td>
<td>18.03 ± 0.49</td>
<td>16.86 ± 0.68</td>
</tr>
<tr>
<td>C36, LJ-PME</td>
<td>24.79 ± 0.80</td>
<td>22.77 ± 0.72</td>
</tr>
<tr>
<td>Drude</td>
<td>21.97 ± 0.41</td>
<td>21.89 ± 0.33</td>
</tr>
<tr>
<td>Drude, LJ-PME</td>
<td>27.74 ± 0.56</td>
<td>26.26 ± 0.57</td>
</tr>
<tr>
<td>Exp.,(^{129})</td>
<td>26.7</td>
<td>26.1*</td>
</tr>
<tr>
<td>(D) ([10^{-6} \text{cm}^2/\text{s}])</td>
<td></td>
<td></td>
</tr>
<tr>
<td>C36</td>
<td>5.48 ± 0.03</td>
<td>6.41 ± 0.04</td>
</tr>
<tr>
<td>C36, LJ-PME</td>
<td>4.16 ± 0.04</td>
<td>4.95 ± 0.05</td>
</tr>
<tr>
<td>Drude</td>
<td>4.81 ± 0.03</td>
<td>5.77 ± 0.07</td>
</tr>
<tr>
<td>Drude, LJ-PME</td>
<td>4.30 ± 0.01</td>
<td>5.02 ± 0.05</td>
</tr>
<tr>
<td>Exp.,(^{130})</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

*Experimental values at 310.15 K interpolated with a polynomial fit.

In agreement with previous work,\(^{101,116}\) the influence of long-range LJ terms on surface tensions of alkanes is large. For the cutoffs used here, \(\gamma\) is increased 18–37% for C36 and 20–26% for Drude, depending on the temperature.
Figure 4. Radial distribution functions for hexadecane at 323.15 K. Drude FF without long-range LJ interactions. “C1-C” is between C1 and all other carbons; “C8-C” is between C8 and all other carbons. The first two peaks arising from nearest and next-nearest neighbors are not shown.

C36 without long-range LJ shows the largest differences from experiment for all quantities reported in Table 3. This is expected because the alkanes in C36 were originally parameterized with a pressure-based correction. Both polarizability and the use of LJ-PME improve agreement with experiment in all cases, and in nearly all cases, Drude/LJ-PME achieves results closest to experiment. The agreement with experimental surface tensions is also best for Drude/LJ-PME (an average error of 1.6%).

Figure 5 plots $T_1$ for heptane and pentadecane at 312.15 K. Agreement with experiment for carbons near the center of pentadecane is excellent for all but C36. The terminal carbon (C1) is not as well described as the others in the Drude FF, indicating that a slight adjustment of the C1 torsional parameters should be considered. Differences with experiment are uniformly larger for heptane (approximately 25% lower for Drude/LJ-PME, and 40–65% higher for the others). The reduction in $T_1$ when long-range LJ terms are included is consistent with the increase in $\eta$. This is because rotational diffusion of the
long molecular axis, commonly referred to as tumbling, makes a significant contribution to the reorientational correlation functions of alkanes,\textsuperscript{131} and the rotational correlation time $\tau$ (the integral of the correlation function) is proportional to viscosity. Hence, from eq. (10), an increase in $\tau$ reduces $T_1$. The effect of tumbling on hexadecane $T_1$ is somewhat smaller than for heptane, because the contribution of isomerization is larger. Heptane $T_1$ times are more influenced by rotational diffusion about the long axis (spinning) than those of hexadecane. Spinning of symmetric molecules is relatively insensitive to viscosity but is highly sensitive molecular shape and packing.\textsuperscript{132} The large difference between Drude and Drude/LJ-PME results suggests a modulation of the relaxation associated with spinning.

![Figure 5. NMR spin-lattice relaxation times ($T_1$) from simulation and experiment. Heptane (top) and pentadecane (bottom).](image)
2.3.2. Dependence on $r_{\text{cut}}$ for non-bonded interactions.

To investigate the dependence of $\rho$ and $\gamma$ on $r_{\text{cut}}$, simulations of bulk hexadecane and the hexadecane/vacuum interface were carried out at 298.15 K using C36 and C36/LJ-PME for a range of values for $r_{\text{cut}}$. As Figure 6 indicates, LJ-PME is relatively insensitive to $r_{\text{cut}}$, and a value as low as 9 Å may be used for systems of pure alkanes. Without LJ-PME, $\rho$ does not converge until approximately 24 Å, and $\gamma$ is still increasing at this value of $r_{\text{cut}}$. The snapshots in Figure 7 illustrate the effect of cutoff for C36. The system simulated with LJ-PME has a smooth interface consistent with a surface tension of 25 dyn/cm (left). The surface is borderline unstable for $r_{\text{cut}} = 8$ Å, and a molecule can be seen evaporating (right).

![Figure 6](image)

*Figure 6. Density (top) and surface tension (bottom) of hexadecane vs. $r_{\text{cut}}$. Standard errors are comparable to symbol for density*
2.3.3. Temperature dependence of density and isothermal compressibility.

At 313.15 K, the volumetric coefficient of thermal expansion ($\alpha_V$) for hexadecane is $9.07 \times 10^{-4}$ K$^{-1}$.\textsuperscript{133} This value is compared with simulation by fitting $V_{mol}$ at three or four temperatures using a linear regression (Figure 8). While the trends are qualitatively correct, $\alpha_V$ from simulation overestimate experiment by 20–40% (Table 4). This indicates that the error in $V_{mol}$, and therefore density, will increase if simulations are run at higher temperatures. Slopes of the lines of best fit for Drude and Drude/LJ-PME are nearer to the slope of the experimental line of best fit; however, over the range of temperatures shown, $V_{mol}$ for C36/LJ-PME most closely match the experimental data.
Figure 8. Temperature dependence of $V_{mol}$ of hexadecane. Solid lines show the fit used to calculate values for $\alpha_V$ in Table 4.

Table 4. Thermal expansion coefficients $\alpha_V$ calculated for each FF over the range of biological temperatures tested, found using a linear fit.

<table>
<thead>
<tr>
<th>Force Field</th>
<th>$\alpha_V$ ($K^{-1} \times 10^{-3}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>C36</td>
<td>1.30</td>
</tr>
<tr>
<td>C36 LJ-PME</td>
<td>1.16</td>
</tr>
<tr>
<td>Drude</td>
<td>1.11</td>
</tr>
<tr>
<td>Drude LJ-PME</td>
<td>1.07</td>
</tr>
<tr>
<td>Exp.</td>
<td>0.907</td>
</tr>
</tbody>
</table>

Table 5 lists $\rho$ and $\beta_T$ at 393.15 K for an evaluation of the FFs at an elevated temperature. Deviations from experiment are generally 2–3 times larger than at biological temperatures (Table 3). The best agreement is obtained for Drude/LJ-PME.

Table 5. Hexadecane simulation averages at 393.15 K. $\rho$ and $\beta_T$ with standard errors.

<table>
<thead>
<tr>
<th></th>
<th>Temperature (K)</th>
<th>Avg. Error from Exp.</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>393.15</td>
<td></td>
</tr>
<tr>
<td>$\rho$ [g/mL]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>C36</td>
<td>0.6570 ± 0.0002</td>
<td>−6.6 %</td>
</tr>
<tr>
<td>C36, LJ-PME</td>
<td>0.6775 ± 0.0002</td>
<td>−3.7 %</td>
</tr>
<tr>
<td>Drude</td>
<td>0.6897 ± 0.0002</td>
<td>−2.0 %</td>
</tr>
<tr>
<td>Drude, LJ-PME</td>
<td>0.6896 ± 0.0002</td>
<td>−2.0 %</td>
</tr>
<tr>
<td>Exp.</td>
<td>0.7036</td>
<td></td>
</tr>
<tr>
<td>$\beta_T$ [10^{-16}m^2/N]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>C36</td>
<td>32.98 ± 0.80</td>
<td>103 %</td>
</tr>
<tr>
<td>C36, LJ-PME</td>
<td>20.44 ± 0.14</td>
<td>26 %</td>
</tr>
<tr>
<td>Drude</td>
<td>21.20 ± 0.23</td>
<td>30 %</td>
</tr>
<tr>
<td>Drude, LJ-PME</td>
<td>17.26 ± 0.23</td>
<td>6.0 %</td>
</tr>
<tr>
<td>Exp.</td>
<td>16.24</td>
<td></td>
</tr>
</tbody>
</table>
Experimental $\beta_T$ for hexadecane at temperatures from 298.15–433.15 K, calculated from measurements of the velocity of sound, can be fit with a polynomial regression.\textsuperscript{133} As evident from Figure 9, $a + bT^4$ provides a good fit to the data (Table 6 lists $b$ for each fit), and Drude/LJ-PME again is the best model.

![Figure 9](image-url)  
**Figure 9. Temperature dependence of $\beta_T$ for hexadecane.** Curves show fits to the simulation and experimental data with a regression of the form $a + bT^4$. The exponent of $T$ was chosen using $\chi^2$ analysis of the experimental data.

**Table 6.** Parameter $b$ describing temperature dependence of $\beta_T$ for hexadecane.

<table>
<thead>
<tr>
<th>Force Field</th>
<th>$b$ (K$^{-4}$ m$^2$/N $\times$ 10$^{-10}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>C36</td>
<td>13.6</td>
</tr>
<tr>
<td>C36 LJ-PME</td>
<td>6.81</td>
</tr>
<tr>
<td>Drude</td>
<td>7.38</td>
</tr>
<tr>
<td>Drude LJ-PME</td>
<td>5.41</td>
</tr>
<tr>
<td>Exp.</td>
<td>4.77</td>
</tr>
</tbody>
</table>

2.4. Discussion

Long-range LJ dispersion interactions have a significant impact on numerous properties of alkanes. While they are especially important at the alkane-vacuum interface, they increase $\rho$ and thereby decrease $\beta_T$ and increase $\eta$. This effect is less pronounced in
systems of polar molecules (where long-range electrostatic interactions tend to dominate and are accounted for by PME). For example, increasing $r_{\text{cut}}$ from 8 Å to 25 Å has a substantially smaller effect on the calculated surface tension ($\gamma$) of pure water than of pure hexadecane.\textsuperscript{101} Specifically, water surface tension at 323.15 K for the C27r FF is $41.5 \pm 0.5$ dyn/cm for $r_{\text{cut}} = 8$ Å and $51.3 \pm 0.4$ dyn/cm for $r_{\text{cut}} = 25$ Å; an increase of nearly 25%. For hexadecane, $\gamma = 5.9 \pm 0.2$ and $22.7 \pm 0.4$ dyn/cm at 8 and 25 Å respectively; an increase of nearly 400%. Nevertheless, increasing $r_{\text{cut}}$ to include more long-range LJ interactions brings $\gamma$ closer to experiment in both cases.

The simplest way to include long-range LJ interactions is to use the isotropic correction.\textsuperscript{102} This correction assumes the system is isotropic in pressure, which precludes its use for anisotropic systems. A key assumption in the isotopic LRC is that the $g(r)$ is 1 at distances larger than $r_{\text{cut}}$. The present study shows that fluids of larger molecules like hexadecane have significant structure beyond the usual 10–12 Å cutoffs (Figure 4), indicating that the isotopic LRC is less generally applicable than previously assumed. The pressure-based LRC\textsuperscript{103} is also not applicable to anisotropic systems, while assumptions of homogeneity limit the appeal of the IPS methods.\textsuperscript{101, 114}

The LJ-PME formalism solves a long-standing problem in the simulation field: the rigorous and computationally efficient treatment of long-range LJ interactions. Its recent reformulation permits the use of arbitrary LJ combination rules, making it ideally suited to macromolecular FFs. While the modified LJ-PME method suffers from small discontinuities in the forces at $r_{\text{cut}}$, microcanonical simulations of n-hexadecane and water boxes reveal that these force discontinuities have a negligible impact on simulations, even for $r_{\text{cut}}$ as low as 7 Å. Our implementation defaults to potential shifting, with an option to
use switching to remove force discontinuities. Properties evaluated for alkane systems are consistent for values of $r_{\text{cut}}$ as low as 9 Å (Figure 6).

The present study focuses on alkanes, a natural starting point for parametrization of lipid force fields. In Drude and C27r, which was later slightly modified to become C36, alkanes were originally parameterized using a pressure-based correction to account for long-range LJ interactions.$^{59, 74}$ This correction was needed, among other reasons, to bring the densities of alkanes into satisfactory agreement with experiment. The C36 lipid FF did not include long-range LJ interactions (explicitly or with a correction) for reasons of consistency with other CHARMM FFs.

The results here (Table 3) indicate that use of the new LJ-PME approach to evaluate density and surface tension has an effect similar to earlier methods for estimating the long-range LJ interactions. That is, the densities of both the C36 and the Drude systems increased slightly at all temperatures tested, while the surface tensions increased more significantly, bringing all measurements of these quantities closer to experimental target values. In some cases, the isotropic LRC yielded results nearer to experiment than LJ-PME. For example, Drude densities with the isotropic LRC are nearer to experiment than with LJ-PME. This result is expected because the Drude FF was originally parameterized using a spatially isotropic, pressure-based correction.$^{74}$ However, a distinction must be drawn between similarity with experimental results and accurate treatment of the long-range forces in simulation. Figure 4 shows that use of the isotropic LRC for C$_{16}$H$_{34}$ is not valid with the standard value of $r_{\text{cut}} = 12$ Å because $g(r) \neq 1$. Figure 6 shows that increasing $r_{\text{cut}}$ causes $\rho$ to converge to the value obtained using LJ-PME, indicating that LJ-PME treats the long-range dispersion forces accurately.
In a recent study, Fischer et al.\textsuperscript{134} found a similar increase in the surface tension of 146 organic liquids when LJ-PME is implemented with the C36 general FF,\textsuperscript{135} the general FF systematically underestimates $\gamma$ without a correction, but overestimates $\gamma$ with LJ-PME. In contrast, present results for hexadecane show an approximately 20% underestimate of $\gamma$ even with the use of LJ-PME. This discrepancy can be explained by the use of different correction methods for parameterization. The C36 general FF employed an isotropic correction for long-range LJ interactions,\textsuperscript{135} whereas the parameterization of alkanes for C36 used a more intensive pressure-based correction.\textsuperscript{59, 103} The deviation of $\gamma$ from experiment in both instances suggests a reparameterization of C36 to include LJ-PME would improve results.

Like $\gamma$, isothermal compressibility ($\beta_T$) is significantly affected by long-range Lennard-Jones interactions. The Drude FF consistently over-estimates $\beta_T$, indicting the systems are not sufficiently compact because the long-range attractive LJ interactions are absent. In contrast, use of the isotropic LRC results in consistent under-estimation. With LJ-PME, there is less error in the compressibility measurements and no clear trend of over- or under-estimation in the range of temperatures applicable to biological phenomena.

LJ-PME brings the dynamical properties viscosity and self-diffusion closer to experiment, as consistent with an increase in density. Without LJ-PME, both C36 and Drude underestimate viscosity and overestimate diffusion.

NMR spin lattice relaxation times ($T_1$) for carbons of pentadecane are reasonably described for C36/LJ-PME and the Drude models (Figure 5, bottom), and improvements are likely to be found by modifying the torsion angles. The relatively worse results found for heptane (Figure 5, top) highlight the difficulties of accurately capturing the nuances of
molecule shape on rotational diffusion. It would be of interest to simulate rotational relaxation of highly symmetric molecules such as benzene to refine force field to this level of detail. However, because the primary application of the CHARMM FFs is to biopolymers and membranes, pentadecane is the more important target.

While many MD simulations are run at temperatures near standard or body temperature, simulations at elevated temperatures also yield valuable information for biomolecular systems. Simulations of pure bilayers with higher-than-biological melting temperatures can be compared with experimental data to check for force field accuracy. Furthermore, simulations of large systems, such as membrane-bound proteins, are routinely run at high temperatures to populate the energy landscape using the replica exchange method.

Modeling atomic polarizability provides MD methods with additional degrees of freedom, which should increase the transferability of parameters, allowing polarizable FFs to achieve better temperature dependence trends. Figure 8 and Table 4 show that Drude/LJ-PME obtains the closest agreement with the experimental thermal expansion coefficient of hexadecane. The slope of the linear regression for $V_{\text{mol}}$ vs. $T$ is also nearest to the experimental slope for Drude/LJ-PME; however, the $y$ intercept of the line of best fit is too high, causing $V_{\text{mol}}$ to be slightly higher than experimental values across the temperatures tested. Although C36/LJ-PME has smaller errors from experiment in $V_{\text{mol}}$ over the temperatures represented in the figure, the effective thermal expansion coefficient is not as close to the experimental value. Thus, Drude/LJ-PME obtains densities closer to experiment 393.15 K (Table 5).
Because the dependence on temperature of $\beta_T$ is quartic, errors in temperature dependence are exacerbated at elevated temperatures (Figure 9). The $b$ parameter of C36 without LJ-PME is almost three times larger than experiment (Table 6), causing a greater than 100% overestimation of $\beta_T$ at 400 K. With LJ-PME, this is dramatically improved, but C36/LJ-PME still overestimates $\beta_T$ at 400 K by about 25%. In contrast, Drude/LJ-PME over-estimates $b$ by only 13%. At 393.15 K, Drude/LJ-PME overestimates $\beta_T$ by only 6% and under-estimates density by only 2% (Table 5). While this advantage in temperature dependence could be attributed to parameterization, another possible explanation is the increase in degrees of freedom, allowing increased responsiveness of the polarizable systems to temperature fluctuations. For example, thermal excitation of the Drude oscillators creates a feedback loop in which resulting structural rearrangement affects electrostatic interactions.

Consistent with the second explanation, polarizable force fields have previously been shown to perform better at elevated temperatures in systems of pure water, water/salt solutions, and polypeptides. Jiang et al. found that, for various concentrations of aqueous NaCl, the Drude polarizable FF developed by Kiss and Baranyai, AH/BK3, yields $\rho$ and $\eta$ nearer to experimental values at 373.15 and 473.15 K than the additive SPC/E+SD models. The induced-dipole AMOEBA force field shows close agreement with experimental temperature dependence for $\rho$ of pure water up to 363 K, whereas the additive, five-site TIP5P model underestimates density above 320 K. Polarizability also improves the temperature dependence of spontaneous folding: A study on cooperative helix formation in the (AAQAA)$_3$ peptide indicates that, in events
driven by hydrogen bonding, the temperature dependence of secondary structure is more accurately represented by Drude than by C36.\(^{140}\)

In summary, LJ-PME is a rigorous method for including long-range LJ interactions in simulations. It allows the use of a shorter real-space cutoff for LJ and electrostatic interactions, thereby increasing computational efficiency. The use of LJ-PME improves agreement with experiment for density, isothermal compressibility, viscosity, diffusion constant, and surface tension at all temperatures simulated for both the C36 additive and Drude polarizable FFs. Additionally, LJ-PME improves agreement with experimental trends in temperature dependence for calculations of \(V_{\text{mol}}\) and \(\beta_T\), though results at biological temperatures (303 to 323 K) are better than at 393.15 K. It is now practical and advisable to include long-range LJ interactions in subsequent FF development. While the C36 additive force field with LJ-PME remains a useful model for liquid alkanes, overall, the Drude force field with LJ-PME shows the closest agreement with the experiments considered here.

When applied to simulations of linear ethers in Chapter 3, LJ-PME improves agreement with experimental densities. However, bilayers run with the C36 lipid FF condense when LJ-PME is used. The new Drude lipid FF, discussed in section 1.3.4, yields poor agreement with experimental \(A_l\) for all PC lipids except DMPC, substantially overestimates bilayer area compressibility moduli, and underestimates lipid self-diffusion coefficients by an order of magnitude.\(^{76}\) So while use of LJ-PME and Drude would solve two enduring issues with lipid FFs; force imbalance between polar and nonpolar regions and energetics of transfer from water into the bilayer interior; further parameterization is needed before either atomic polarizability or long-range LJ interactions are included in all-
atom simulations of lipids. The results for alkanes lay the groundwork for future parameterization.
Chapter 3. Parameterization of the CHARMM All-Atom Force Field for Linear Ethers, Ether Lipids, and Plasmalogens.

3.1. Introduction

Compounds containing ether groups are widely used in industry and medicine. Ether groups consist of both a polar oxygen atom capable of participating in hydrogen bonds and a nonpolar aliphatic region. Polyethylene glycol (PEG) is a polyether with industrial and medical applications including use in protein purification, in osmotic laxatives, and cosmetic products. Phospholipids that contain an ether linkage between the glycerol backbone and tail (hereafter referred to as ether lipids) are prevalent in mammalian nerve tissue and blood. Up to 52% of phospholipids in nerve myelin and 15% in human red blood cells are ether-linked. Additionally, ether lipids are predominant in membranes of archaea and are thought to contribute to the resilience of extremophiles over a wide range of temperatures, salinities, pressures, and pHs. Recent experimental findings verify that the ether linkage alters bilayer structure, water permeability and water organization in the bilayer.

MD simulations of ethers and ether lipids have a range of applications. Recently, MD simulations of aqueous PEG have been used to characterize the role of PEG chain length in protein purification, and a study of PEG-grafted membrane interactions with alginate gel foulant investigated the antifouling property of PEG which can inhibit water purification in the process of membrane separation. MD simulations comparing ether- and ester-linked lipids have probed the chemical effects of the ether linkage. However, the surface areas per lipid for ether-linked bilayers in the biologically-relevant constant number, pressure, and temperature (NPT) ensemble have been systematically underestimated. In one such study, Pan et al. modified the C36 FF to model a bilayer
of ether-linked 1,2-di-O-hexadecyl-\textit{sn}-glycerol-3-phosphocholine (DHPC). The partial-charge and dihedral parameters for the ether linkage were adapted from the C36 lipid force field and an earlier study by Shinoda et al.\textsuperscript{156} The partial charge on the ether oxygen was -0.40\textit{e}, similar to the C36 charge on the ether oxygen in PEG (-0.34\textit{e}). The resulting surface area per lipid ($A_l$) of DHPC was too low by over 8 Å\textsuperscript{2}/lipid in the NPT ensemble, and the authors resorted to fixing the volume of the simulation box to avoid condensing.\textsuperscript{155} These results indicate a deficiency in the C36 parameters for linear ethers such as PEG.

C36 partial-charge assignments for the ether oxygen and adjacent carbons in linear ethers were chosen empirically with the goal of reproducing neat liquid properties and hydration energies.\textsuperscript{81} Lennard-Jones parameters were directly transferred from parameterization of cyclic ethers. It was later shown that dihedral parameters for the linear ether dimethoxyethane (C\textsubscript{4}H\textsubscript{10}O\textsubscript{2}; hereafter DMOE) underestimated the \textit{gauche} character of the central O-C-C-O dihedral, resulting in reduced populations of TGT and TGG’ conformations (C-O-C-C, O-C-C-O, and C-C-O-C dihedrals, respectively) in mixtures with water.\textsuperscript{157} In the referenced study, Lee et al. presented revised dihedral parameters but did not reinvestigate the partial-charge assignments for linear ethers. The revised parameters yielded good agreement with experimental persistence lengths of a 27-mer PEG and various lengths of polyethylene oxide in water, but the official C36 release of the FF did not include the revisions.

The present study demonstrates that C36 parameters do not yield accurate densities for small chains of PEG, and the free energy of hydration ($\Delta G_{\text{hyd}}$) of diethoxyethane (C\textsubscript{6}H\textsubscript{14}O\textsubscript{2}; hereafter DEOE), a model for the glycerol-ether linkage in ether lipids, also deviates from experiment. Furthermore, in agreement with the findings of Pan et al.,\textsuperscript{155}
applying C36 parameters for PEG to the glycerol-ether linkage of a DHPC bilayer results in bilayer condensation and $A_l$ that is too low. Comparison of simulated and experimental scattering density profiles (SDP) indicates that water is not penetrating deeply enough into the bilayer, an issue that is likely related to the electronegativity of the ether oxygen and surrounding carbons.

Motivated by the preceding inaccuracies, ab initio results were applied to the development of a new FF for linear ethers and ether lipids, called C36e. Specifically, electrostatic potential (ESP) mapping is used to assign partial charges to linear ethers, and dihedral parameters are fit to reproduce potential energy scans. Resulting densities and $\Delta G_{hyd}$ for linear ethers are compared with experiment. The parameters for linear ethers are then applied to a DHPC bilayer and improve agreement with experimental SDP, $A_l$, and form factors. Results for DHPC bilayers are compared with 1,2-dipalmitoyl-sn-phosphatidylcholine (DPPC), identical to DHPC except having ester linkages between the glycerol backbone and saturated tails. This comparison is used to examine the structural and chemical effects of the ether vs. ester linkage on membrane $A_l$, area compressibility modulus ($K_A$), dipole potential drop ($\Delta \Psi$), and water organization in the headgroup region.

This approach is consistent with previous development of the C36 lipid FF by Klauda et al.\textsuperscript{34} In that study, QM-based charges of DPPC model compounds in the gas phase were compared with AM1-based charges of hydrated lipid bilayers and were found to be very similar, typically differing by 0.05\(e\) or less. Torsional parameters for C36 were assigned from direct fits to vacuum QM-based conformational energies of model compounds. Also consistent with C36 development, the present chapter aims to reproduce
the experimental surface area lipid and density profiles from neutron and X-ray scattering experiments.

The C36e model for DHPC introduces parameters for the glycerol-ether linkage, and study of MD simulations of DHPC lipids are useful for understanding the effects of the ether linkage as a chemical perturbation. But DHPC lipids are not found in the human body. In a later study (in progress), the new C36e FF is applied to an ether lipid prevalent in human brain tissue: ethanolamine plasmalogen. Plasmalogens, which are characterized by an ether bond in position \( sn-1 \) to an alkenyl group, are present in high concentrations in brain, retina and other neural tissues such as gray and white matter.\textsuperscript{158-161} Synaptic vesicles involved in neurotransmitter release have highly heterogenous bilayers enriched in the ethanolamine plasmalogen.\textsuperscript{162-164} Perhaps because the \( sn-2 \) acyl chain tends to be polyunsaturated,\textsuperscript{165} elevated quantities of plasmalogens are found in lipid rafts.\textsuperscript{166, 167}

Phosphatidylethanolamine plasmalogen (PLAPE) investigated here corresponds to an ether phospholipid that has one of its fatty acyl chains linked with a \( cis \)-vinyl-ether bond at the \( sn-1 \) glycerol position and the ethanolamine polar headgroup at \( sn-3 \). The present results introduce CHARMM all-atom FF parameters for PLaPE. Simulations of POPC:PLAPE mixtures in 2:1, 1:1, and 1:2 ratios are compared with experimental low angle x-ray scattering data. Reasonable agreement is found in reproducing form factors indicative of bilayer structure.

Section 3.2 describes the methodology of quantum mechanical (QM) calculations and MD simulations. Section 3.3 presents and discusses new C36e parameters and resulting properties of linear ethers and bilayers, with comparison to a purely ester-linked bilayer.
Section 3.4 provides both small molecule and bilayer results for plasmalogens. Conclusions are summarized in section 3.5.

3.2. Methods

This section describes the methodology used in ab initio calculations (3.2.1), fitting the C36e FF to the QM results (3.2.2), and MD simulations (3.2.3 and 3.2.4).

3.2.1. Quantum mechanical calculations

The NWChem program was used for all ab initio calculations. For the purpose of developing new partial-charge parameters, the ESP best-fit partial charges were found for several linear ether molecules using the optimized geometry of the all-trans state: 1,2-diethoxyethane (DEOE), 1,2-dimethoxyethane (DMOE), diethylene glycol (PEG2), triethylene glycol (PEG3), and 1,2-dibutoxyethane (DBOE); and two linear vinyl ethers for development of plasmalogen parameters: 1-ethoxypropene and diethylene glycol divinyl ether. Charges were computed from the MP2 densities using the CHELPG method. In this method, atomic charges are fit to reproduce the molecular ESP at several points around the molecule.

To develop new dihedral parameters, potential energy scans were computed about the O-C-C-O and C-O-C-C dihedrals of DEOE and DMOE and the C-O=C=C and C-C-O-C(=C) dihedrals of 1-ethoxypropene (for plasmalogens) from \([-180:10:180]\) degrees with other geometries relaxed.

All optimization and ESP fitting was completed at the MP2/cc-pVDZ level using the DRIVER module with a starting structure near the corresponding geometry, and also for DMOE in the all-trans state using the aug-cc-pVDZ basis set to observe the effect of basis size on partial charges.
Conformational energies at the CCSD(T)/aug-cc-pVTZ level were estimated for the optimized configurations using Hybrid Methods for Interaction Energies (HM-IE) developed by Klauda et al.\textsuperscript{170} The HM-IE assume that the effects of electron correlation and basis set size are additive. Energies at the CCSD(T) level of theory with a large basis set (LBS = aug-cc-pVTZ in this case) are estimated by calculating CCSD(T) energies with a smaller basis set (SBS = aug-cc-pVDZ) and a correction is added for the difference between the MP2 energies with a LBS and a SBS as follows:

\[
E_{\text{conf}}^{\text{CCSD(T)}}[\text{LBS}] \approx E_{\text{conf}}^{\text{CCSD(T)}}[\text{SBS}] + \left( E_{\text{conf}}^{\text{MP2}}[\text{LBS}] - E_{\text{conf}}^{\text{MP2}}[\text{SBS}] \right)
\]

\[\equiv E_{\text{conf}}^{\text{MP2: CC}}.\] (21)

Since the MP2 energies are needed to compute the CCSD(T) energies, two sets of calculations were necessary to find \(E_{\text{conf}}^{\text{MP2: CC}}\).

### 3.2.2. C36 potential energy scan and dihedral fitting procedure

Potential energies were computed for various conformations of DMOE and DEOE, and of 1-ethoxypropene (for plasmalogens), using the CHARMM program.\textsuperscript{171}

The initial configuration was set to all trans and then the specified torsion was rotated for successive energy evaluations (other torsions remained trans). At each conformation, the desired torsion was held constant while coordinates were relaxed, and the relative energy was found by subtracting the minimum.

Potential energy scans were performed by rotating the intended dihedral between \([-180: 10: 180]\) degrees with the torsional parameters in eq. (3) \(k_{\varphi,n}\) and \(\delta_n\) set to zero. A script by Guvench and MacKerell\textsuperscript{172} was used to find the final dihedral parameters. The script uses Monte Carlo simulated annealing to minimize mean-squared error between the
MD potential energy and the QM relative conformational energies. To compare the final parameters, scans were completed with C36 and C36e about each fitted dihedral between \([-180: 10: 180]\) degrees with all other geometries relaxed.

### 3.2.3. Molecular dynamics simulations of saturated linear ethers

MD simulations of linear ethers, listed in Table 7, were used to find the densities \((\rho)\) and the free energies of hydration \((\Delta G_{\text{hyd}})\).

**Table 7.** MD simulations of linear ethers. Temperature \((T)\), run time \((t_{\text{run}})\), and number of replicates \((n_{\text{run}})\), of each simulation. PME denotes that long-range interactions are summed for electrostatic, but not Lennard-Jones, interactions; LJ-PME indicates that electrostatic and Lennard-Jones interaction are included.\(^{173}\)

<table>
<thead>
<tr>
<th></th>
<th>(T) (K)</th>
<th>Cutoff Method</th>
<th>(t_{\text{run}}) (ns)</th>
<th>(n_{\text{run}})</th>
<th>Use</th>
</tr>
</thead>
<tbody>
<tr>
<td>DEOE</td>
<td>288.15</td>
<td>PME</td>
<td>30</td>
<td>1</td>
<td>(\rho)</td>
</tr>
<tr>
<td></td>
<td>298.15</td>
<td>PME</td>
<td>30</td>
<td>1</td>
<td>(\rho)</td>
</tr>
<tr>
<td></td>
<td>298.15</td>
<td>LJ-PME</td>
<td>30</td>
<td>2*</td>
<td>(\rho)</td>
</tr>
<tr>
<td></td>
<td>298.15</td>
<td>LJ-PME</td>
<td>30</td>
<td>3</td>
<td>(\Delta G_{\text{hyd}})</td>
</tr>
<tr>
<td>DMOE</td>
<td>288.15</td>
<td>PME</td>
<td>30</td>
<td>1</td>
<td>(\rho)</td>
</tr>
<tr>
<td></td>
<td>298.15</td>
<td>PME</td>
<td>30</td>
<td>1</td>
<td>(\rho)</td>
</tr>
<tr>
<td></td>
<td>298.15</td>
<td>LJ-PME</td>
<td>30</td>
<td>2*</td>
<td>(\rho)</td>
</tr>
<tr>
<td></td>
<td>298.15</td>
<td>LJ-PME</td>
<td>30</td>
<td>3</td>
<td>(\Delta G_{\text{hyd}})</td>
</tr>
<tr>
<td>PEG2</td>
<td>293.15</td>
<td>PME</td>
<td>30</td>
<td>1</td>
<td>(\rho)</td>
</tr>
<tr>
<td></td>
<td>293.15</td>
<td>LJ-PME</td>
<td>30</td>
<td>1</td>
<td>(\rho)</td>
</tr>
<tr>
<td>PEG3</td>
<td>293.15</td>
<td>PME</td>
<td>30</td>
<td>1</td>
<td>(\rho)</td>
</tr>
<tr>
<td></td>
<td>293.15</td>
<td>LJ-PME</td>
<td>30</td>
<td>1</td>
<td>(\rho)</td>
</tr>
</tbody>
</table>

\(^{*}\)Time per run for each value of attenuation parameter.\(^{174}\)

\(\Delta G_{\text{hyd}}\) of DEOE and DMOE were obtained using free energy perturbation (FEP) according to the protocol developed by Deng and Roux.\(^{174}\) This approach involves perturbing the nonbonded potential in 3 stages, decoupling the electrostatic, LJ repulsive, and LJ dispersive interactions between the solute and solvent. The total LJ potential is decoupled into \(U_{ij}^{\text{rep}}\) and \(U_{ij}^{\text{disp}}\):
For the free energy simulations, the potential energy is expressed in terms of three coupling parameters $s$, $\xi$, and $\lambda$:

$$U(X, Y, s, \xi, \lambda) = U_u(X) + U_v(Y) + U_{uv}^{\text{rep}}(X, Y; s) + \xi U_{uv}^{\text{disp}}(X, Y) + \lambda U_{uv}^{\text{elec}}(X, Y) \quad (24)$$

Here, $U_u$ is the internal potential energy of the solute, $U_v$ is the potential energy of the solvent, $U_{uv}$ terms are decoupled interaction energies between solute and solvent, and $X$ and $Y$ are the coordinates of the solute and solvent, respectively. The repulsive LJ term, due to its sharp dependence on separation distance, cannot be accurately treated with a linear perturbation. Instead, a soft-core potential is used:

$$U_{ij}^{\text{rep}}(r_{ij}, s) =$$

$$\begin{cases} 
\varepsilon_{ij} \left[ \left( \frac{r_{ij}^\text{min}}{r_{ij}} \right)^{12} - 2 \left( \frac{r_{ij}^\text{min}}{r_{ij}} \right)^{6} + 1 \right] ; r \leq r_{ij}^\text{min} \\
0 ; r > r_{ij}^\text{min}
\end{cases}$$

The staging parameter $s$ was set to 0.0, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9, and 1.0. For the electrostatic term, the coupling parameter $\lambda$ was increased from [0,1] in increments of 0.05, with a 0.1 window size, such that half of each window overlaps the previous window. The nonbonded free energies from simulations using the different staging or coupling parameters were processed and summed using a combination of Weighted Histogram Analysis Method and thermodynamic integration.
A single molecule was simulated in a vacuum for the initial stage of the thermodynamic cycle, and in the aqueous phase for the final stage. The water boxes used in the aqueous phase were pre-equilibrated and contained between 460 and 470 waters. Production simulations of 2 ns for each staging or attenuation parameter were run using the CHARMM program in the NPT ensemble as described in Sec. 2.2.1. A timestep of 2 fs was used.

Two different cutoff schemes were employed to treat long-range Lennard-Jones (LJ) interactions to determine densities. Both schemes use a cutoff $r_{\text{cut}}$ of 12 Å for evaluating non-bonded interactions directly in real space; outside of $r_{\text{cut}}$, electrostatic interactions are evaluated in reciprocal space with the particle-mesh Ewald method (PME). In the first scheme, a force-switching function was used to modulate LJ interactions near the interface between real and reciprocal space, and outside of $r_{\text{cut}}$ the interactions are neglected. In the second scheme, a potential-switching function modulates LJ interactions near the interface, and outside of $r_{\text{cut}}$ the long-range LJ interactions are computed with the newly-implemented LJ-PME, discussed in Chapter 2.

All small molecule simulations not used for FEP calculations were run using CHARMM with a 1-fs timestep and an initial cubic box length of between 29 – 30 Å. The NPT ensemble was used as described in Sec. 2.2.1. Standard error in $\rho$ was estimated from uncorrelated blocks of data (five 6-ns blocks for each 30-ns simulation), and in $\Delta G_{\text{hyd}}$ from replicates.

### 3.2.4. Molecular dynamics simulations of bilayers

Table 8 lists simulations of pure DHPC and pure DPPC bilayers presented in this study. Structural and mechanical properties calculated include form factors ($|F(q)|$), SDP,
Properties focusing on the interaction of water with the ether and ester linkages are: pair-correlation functions, $g(r)$, of the ether oxygen (in DHPC) and ester and carbonyl oxygens (in DPPC) with water; and $z$-profiles of the electrostatic potential ($\psi$), water potential of mean force ($\text{pmf}_w$), and density-weighted orientation of water dipole, $ho(z) \cos \theta(z)$.

**Table 8.** MD bilayer simulations. Temperature ($T$), run time ($t_{\text{run}}$), number of replicates ($n_{\text{run}}$), and quantities evaluated.

<table>
<thead>
<tr>
<th></th>
<th>$T$ (FF)</th>
<th>$t_{\text{run}} \times n_{\text{run}}$ (ns)</th>
<th>Use</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>DHPC</strong></td>
<td>333 K (C36 and C36e)</td>
<td>100 × 3</td>
<td>$A_i, K_A, \text{SDP}$ $</td>
</tr>
<tr>
<td></td>
<td>321 K (C36e)</td>
<td>100 × 3</td>
<td>$A_i, K_A, \text{SDP}$</td>
</tr>
<tr>
<td></td>
<td>333 K (C36e); 0.15 M NaCl</td>
<td>100 × 3</td>
<td>$A_i, \text{SDP}$</td>
</tr>
<tr>
<td><strong>DPPC</strong></td>
<td>333 K (C36)</td>
<td>100 × 3</td>
<td>$A_i, K_A$ $\rho(z) \cos \theta(z), \psi, \text{pmf}<em>w$ $g(r)</em>{\text{ester-water}}$ $g(r)_{\text{carbonyl-water}}$</td>
</tr>
</tbody>
</table>

Bilayer simulations contained a total of 80 lipids (40 per leaflet) and 30 waters per lipid. Initial coordinates were produced by the CHARMM-GUI\textsuperscript{181} Membrane Builder\textsuperscript{182-184} for DPPC. Necessary atom type substitutions and deletions were made to produce the ether linkage of DHPC. “C36” denotes partial charge assignments based on C36 charges for PEG and unchanged dihedral parameters. “C36e” denotes the new partial-charge and dihedral parameters.

**3.3.1. Parameterization of model linear ethers.** Simulations were run in NAMD\textsuperscript{185} using a 2-fs timestep and Langevin damping coefficient of 1/ps. A LJ force-switching function was
used (10 to 12 Å) to modulate the LJ potential at the cutoff. Long-range electrostatic interactions were evaluated with the Particle mesh Ewald (PME) method. Temperature was held constant by Langevin dynamics with a weak coupling constant of 1 ps\(^{-1}\). Pressure was maintained in constant number, pressure, and temperature (NPT) simulations by a Nosé-Hoover-Langevin piston\(^{186, 187}\) at 1 bar.

Data were analyzed after equilibration, from 30 – 100 ns. Standard errors between replicates were calculated for \(A_l\) and scattering parameters, and from uncorrelated blocks for \(K_A\). “NBFIX” parameters for carboxylate, ester, and phosphate oxygens\(^{188}\) were used in simulations with NaCl.

The scattering densities of functional groups from simulation were obtained with the software package SIMtoEXP.\(^{189}\) For ready comparison with the experimental SDP,\(^{155}\) three Gaussians were used to describe the volume probabilities of the lipid headgroup: one each for the glycerol and ether linkage (G1), the phosphate and CH\(_2\)CH\(_2\)N moiety (G2), and the trimethyl groups of the terminal choline (G3). For calculating the bilayer hydrocarbon thickness (2Dc), the total hydrocarbon region was represented by an error function. Matlab R2016a\(^{190}\) was used to fit the Gaussian and error functions and obtain the difference between electron density maxima (D\(_{HH}\)). X-ray and neutron form factors were calculated using SIMtoEXP\(^{189}\) with a Fourier transform of the total densities.

Area compressibility moduli of DHPC and DPPC bilayers were calculated using fluctuations in area:\(^{191}\)

\[
K_A = \frac{k_B T (A_l)}{\langle \sigma_{A_l}^2 \rangle n_L},
\]

(26)

Here, \(\langle \sigma_{A_l}^2 \rangle\) is the mean square fluctuation in area per lipid and \(n_L\) is the number of lipids per leaflet.
The electrostatic potential profile along the bilayer normal was calculated by integration of the Poisson equation:

$$\psi(z) = -\frac{4\pi}{\epsilon_0} \int_0^{z'} \rho_c(z'')dz''$$

(27)

where $\rho_c$ is the total time-averaged charge density and $\epsilon_0$ is the permittivity of free space. $\psi$ is greater at the center of the membrane than in bulk water. The total dipole potential drop across the membrane, $\Delta\Psi$, is here defined as the difference in the electrostatic potential of bulk water from that inside the membrane, $\psi(0)$:

$$\Delta\Psi = \psi(0) - \psi(z) = -\frac{4\pi}{\epsilon_0} \int_0^{z'} \int_0^{z''} \rho_c(z'')dz''dz'.\quad (28)$$

The upper limit of the inner integral, $z'$, is set to be in bulk water. CHARMM was used to find the water density and dipole orientation with respect to position along the bilayer normal, $\rho(z) \cos \theta(z)$. The software package Visual Molecular Dynamics (VMD) was used to find the pair-correlation functions, $g(r)$, for ether oxygens of DHPC and carbonyl and ester oxygens of DPPC with water hydrogens, and to capture images of the bilayers. Peak positions and integrals of $g(r)$ were computed with Matlab R2016a.

3.3. Results for Linear Ethers and DHPC

Section 3.3.1 presents parameters for linear ethers and simulation results. Section 3.3.2 presents parameters for the ether-linked lipid DHPC and simulation results for DHPC bilayers. Section 3.3.3 has a comparison of DHPC with ester-linked DPPC bilayers.

3.3.1. Parameterization of model linear ethers

Figure 10 shows the partial charges on heavy atoms (and terminal hydrogens in PEG3) obtained from the MP2 densities and averaged for symmetry. DEOE and DBOE were chosen as models for the glycerol-ether linkage in DHPC because of their saturated
hydrocarbon chains. The charges on ether oxygens and surrounding carbons are significantly greater in magnitude than the C36 partial-charge assignments for a PEG monomer. The C36 PEG oxygen has a partial charge of \(-0.34e\) in units of positive elementary charge \((e)\), and \(-0.01e\) for neighboring carbons; QM results indicate PEG oxygens have a charge of approximately \(-0.60\ e\) (depending on chain length), and around \(0.4e\) for neighboring carbons. The longer hydrocarbon tails of DBOE exert a stabilizing effect on the charges of the four neighboring carbons; they range from \((0.38e, 0.44e)\), whereas in the shorter-chained DEOE, the charges on the two central carbons are lesser in magnitude \((0.31e)\) and carbons in positions 2 and 7 carry a greater charge \((0.53e)\). To model the glycerol-ether linkage of phospholipids, the final partial-charge parameters for C36e (Figure 11) were chosen to mimic charges of the longer-chained DBOE. Changes were made to the general FF file and the lipids file. Compatible FF files and a stream file with all updated parameters is available for download at: https://user.eng.umd.edu/~jbklauda/ff.html

**Figure 10. Partial charges for model linear ethers.** MP2/cc-pVDZ and CHELPG method (averaged for symmetry). From top: 1,2-diethoxyethane, 1,2-dibutoxyethane, and triethylene glycol. Charges are in multiples of elementary charge, \(+e\), and are shown for heavy atoms and terminal hydrogens of triethylene glycol.
Figure 11. C36e partial-charge assignments for model linear ethers. 1,2-diethoxyethane (top); triethylene glycol (bottom). Charges are in multiples of elementary charge, $+e$, and are shown for heavy atoms and terminal hydrogens of triethylene glycol.

Figure 12 plots the torsional potential about two dihedrals of DEOE: C-O-C-C and the central O-C-C-O. Of note is the difference between the trans and gauche wells of the two dihedrals. The gauche well of O-C-C-O is only 0.265 kcal/mol higher than the trans; the C-O-C-C gauche well is 1.47 kcal/mol higher. The curvatures also differ. The gauche well of O-C-C-O is well-defined at 70°; the C-O-C-C well reaches a local minimum at 90° and has a large radius of curvature through 50°.
While C36 is well-parameterized for C-O-C-C, it exhibits an elevated gauche well and cis barrier for O-C-C-O (at 70° and 0°, respectively). The elevated gauche well causes an underestimation of the gauche character of DEOE and DMOE. This is corroborated by Lee et al., who reported the TGT, TGG', TTT, TTG, and TGG populations of DMOE at mole fractions of 1.0, 0.6, and 0.3. In C36, all XTX populations are over-estimated, whereas all XGX populations are underestimated, with the exception of slight over-estimation of TGT at 0.3 and TGG at 1.0 mole fraction. At all mole fractions, the TGG' populations were significantly under-estimated. In a DHPC bilayer, where an O-C-C-O chain connects the aliphatic lipid tails to the headgroup, this affects the tilt of the lipids.
C36e improves agreement with experiment for the densities of PEG (Table 9). The newly implemented LJ-PME (discussed in Chapter 2) increases $\rho$ and has a greater effect on nonpolar species. Whereas PME enables swift estimation of long-range electrostatic interactions, CHARMM’s use of Lorentz-Berthelot combination rules inhibited use of this method with long-range LJ interactions until recently.\textsuperscript{180} Newly-implemented LJ-PME is accurate with anisotropic systems such as interfaces and allows use of a lower real-space cutoff for nonbonded interactions. Long-range LJ interactions significantly impact the $\rho$, isothermal compressibility, and liquid-vacuum surface tensions of nonpolar fluids. Recent investigation into liquid hexadecane indicates that use of LJ-PME with C36 improves agreement with experiment for liquid alkanes.\textsuperscript{179} Table 9 shows that it also improves agreement with experimental $\rho$ of ethers, most notably DMOE and DEOE, which have nonpolar, hydrocarbon end groups.

**Table 9.** Densities linear ethers (g/mL). Diethylene glycol (PEG2), triethylene glycol (PEG3), 1,2-diethyloxyethane (DEOE), and 1,2-dimethoxyethane (DMOE). Per cent difference from experiment is indicated to the right of the average and standard error for each entry.

<table>
<thead>
<tr>
<th></th>
<th>Exp. (T)</th>
<th>C36</th>
<th>C36e</th>
<th>C36e, LJ-PME</th>
</tr>
</thead>
<tbody>
<tr>
<td>PEG2</td>
<td>1.1197\textsuperscript{193} (288.15 K)</td>
<td>1.0186 ± 0.0005</td>
<td>-9.02%</td>
<td>1.08376 ± 0.0004</td>
</tr>
<tr>
<td>PEG3</td>
<td>1.1274\textsuperscript{194} (288.15 K)</td>
<td>1.05511 ± 0.0004</td>
<td>-6.41%</td>
<td>1.09005 ± 0.0003</td>
</tr>
<tr>
<td>DEOE</td>
<td>0.8484\textsuperscript{193} (293.15 K)</td>
<td>0.8375 ± 0.0001</td>
<td>-1.28%</td>
<td>0.8192 ± 0.0001</td>
</tr>
<tr>
<td>DMOE</td>
<td>0.8628\textsuperscript{194} (293.15 K)</td>
<td>0.8473 ± 0.0011</td>
<td>-1.80%</td>
<td>0.8331 ± 0.0007</td>
</tr>
</tbody>
</table>
Table 10. $\Delta G_{\text{hyd}}$ (kcal/mol) of linear ethers. 1,2-diethoxyethane and 1,2-dimethoxyethane at 298.15 K. Per cent difference from experiment is indicated to the right of the average and standard error for each entry.

<table>
<thead>
<tr>
<th></th>
<th>Exp.</th>
<th>C36</th>
<th>C36e</th>
</tr>
</thead>
<tbody>
<tr>
<td>DEOE</td>
<td>-3.54(^{195})</td>
<td>-5.08 ± 0.13</td>
<td>-30.3%</td>
</tr>
<tr>
<td>DMOE</td>
<td>-4.83(^{195})</td>
<td>-4.57 ± 0.05</td>
<td>5.80%</td>
</tr>
</tbody>
</table>

C36e also demonstrates the correct trend of increasingly favorable hydration ($\Delta G_{\text{hyd}}$) for the shorter DMOE chain than for the longer DEOE.
Table 10). The original parameterization of DMOE included experimental $\Delta G_{\text{hyd}}$ as a target; thus, C36 agrees well with $\Delta G_{\text{hyd}}$ of DMOE. However, $\Delta G_{\text{hyd}}$ of the longer chain DEOE is far too negative with C36. Experimentally, the longer chain solvates less favorably than the shorter chain, but C36 exhibits the opposite trend. C36e shows the correct trend and improved $\Delta G_{\text{hyd}}$ for DEOE, which is of greater interest as a model compound for the linkage of saturated ether lipids.

### 3.3.2. Ether-linked bilayer parameterization and comparison with experiment

C36e introduces parameters for the saturated ether lipid DHPC. Partial charge parameters, based on those of linear ethers, are shown in Figure 13. A critical comparison with experiment is the area per lipid, and this is considered first. Figure 14 shows the equilibration of $A_l$ during each of three replicates of a DHPC bilayer at 333 K. As is evident from Table 11, $A_l$ for C36e is substantially closer to experiment (+3% error) than C36 (-14%). Compared with C36, C36e exhibits a 13% increase in $A_l$ and a 12% decrease in bilayer thickness. Each functional group comprising the lipid headgroup shifts about 1 Å closer to the bilayer center, and the bilayer hydrocarbon thickness decreases by 3 Å. Table 11 compares the resulting structural parameters of C36e with those of C36 and the experimental SDP.\textsuperscript{155}
Figure 13. C36e partial-charge assignments for glycerol-ether linkage. Partial charges for the ether linkage of DHPC are shown in multiples of elementary charge, +e. Charges not shown for heavy atoms are identical to partial-charge assignments for the corresponding atoms of DPPC.

Figure 14. $A_t$ as a function of time for three replicates of DHPC bilayers using C36e. Mean $A_t$, represented by a dashed line, was calculated after equilibration from 30 – 100 ns. Temperature = 333 K.
**Table 11.** Structural parameters of a DHPC bilayer. SDPs from experimental model and simulation. “C36e, salt” simulations included 0.15 M NaCl.

<table>
<thead>
<tr>
<th>Temp. = 333 K</th>
<th>Temp. = 321 K</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Exp.</strong></td>
<td><strong>C36</strong></td>
</tr>
<tr>
<td>$A_1$ ($\text{Å}^2$)</td>
<td>67.2</td>
</tr>
<tr>
<td>$D_B$ (Å)</td>
<td>36.8</td>
</tr>
<tr>
<td>$2D_C$ (Å)</td>
<td>27.1</td>
</tr>
<tr>
<td>$D_{HH}$ (Å)</td>
<td>38</td>
</tr>
<tr>
<td>$D_{H1}$ (Å)</td>
<td>5.4</td>
</tr>
<tr>
<td>$z_{G1}$ (Å)</td>
<td>14.2</td>
</tr>
<tr>
<td>$\sigma_{G1}$ (Å)</td>
<td>2.4</td>
</tr>
<tr>
<td>$z_{G2}$ (Å)</td>
<td>19.2</td>
</tr>
<tr>
<td>$\sigma_{G2}$ (Å)</td>
<td>2.6</td>
</tr>
<tr>
<td>$z_{G3}$ (Å)</td>
<td>20.1</td>
</tr>
<tr>
<td>$\sigma_{G3}$ (Å)</td>
<td>2.8</td>
</tr>
</tbody>
</table>

* $A_1$ is the area per lipid. $D_B$, $2D_C$, $D_{HH}$, and $D_{H1}$ are the overall bilayer thickness, the bilayer hydrocarbon thickness, the distance between electron density maxima, and the distance between the hydrocarbon surface and the maximum electron density in the same leaflet, respectively. Gaussian parameters (mean $z_{GX}$ and standard deviation $\sigma_{GX}$) are listed for the glycerol-ether linkage (G1), phosphate and CH$_2$CH$_2$N (G2), and the trimethyl groups of the terminal choline (G3).

$A_1$ is the area per lipid. $D_B$, $2D_C$, $D_{HH}$, and $D_{H1}$ are the overall bilayer thickness, the bilayer hydrocarbon thickness, the distance between electron density maxima, and the distance between the hydrocarbon surface and the maximum electron density in the same leaflet, respectively. Gaussian parameters (mean $z_{GX}$ and standard deviation $\sigma_{GX}$) are listed for the glycerol-ether linkage (G1), phosphate and CH$_2$CH$_2$N (G2), and the trimethyl groups of the terminal choline (G3).

Table 11 also lists scattering parameters for DHPC with 0.15 M NaCl (4 NaCl molecules total). While most parameters are not significantly affected by salt, the bilayer hydrocarbon thickness ($2D_C$) increases by almost 2 Å (1 Å per leaflet). The peak position of the ether functional group ($z_{G1}$) also shifts outward along $z$ by 0.66 Å, while other functional groups are not similarly affected. This indicates compaction of the G1 (ether) functional group into the headgroup in the presence of salt, as the hydrocarbon region of the bilayer expands slightly.

C36e exhibits experimental trends in the temperature dependence of $A_1$ and bilayer hydrocarbon thickness ($2D_C$). Table 11 shows that experimental $A_1$ for DHPC increases by 2.1 Å$^2$ when the temperature increases from 321 to 333 K; this is in near quantitative agreement with the 2.2 Å$^2$ obtained with C36e. C36e also matches the 0.5 Å decrease in $2D_C$ observed experimentally.

C36e shows closer agreement with experimental X-ray and neutron scattering factors than does C36 (
Figure 15 and Figure 16, respectively). The minima of the first three lobes of the X-ray form factors nearly match the experimental curve, indicating accurate $A_l$. The shape of the first lobe comports with experiment, and the relative heights of the second two lobes are within error margins. As would be expected from the underestimation of $A_l$, the parameter set based on C36 ethers produces form factors with inaccurate minima; i.e., $|F(q)| = 0$ are shifted to the left. This leftward shift is also found in the neutron form factors (Figure 16), especially at high percentages of D$_2$O. C36e shows excellent agreement with neutron form factors.

While positions of $|F(q)|$ minima are reliable, error in $|F(q)|$ heights are quite large for high values of wave vector $q$. In Figure 15, errors in height of $|F(q)|$ are approximately $0.5|F(q)|_{\text{max}}$ for values of $q > 0.4$ and $0.3|F(q)|_{\text{max}}$ for $0.25 < q < 0.4$.

![Figure 15. X-ray form factors for a DHPC bilayer at 333 K.](image)

Form factors from simulation and experimental form factors ($|F(q)|$) as a function of the total scattering vector $q$. For readability, error bars are not shown for experimental $|F(q)|$; they are approximately $0.5|F(q)|_{\text{max}}$ for values of $q > 0.4$ and $0.3|F(q)|_{\text{max}}$ for $0.25 < q < 0.4$. 
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Figure 16. Neutron form factors for a DHPC bilayer at 333 K. $|F(q)|$ from simulation (solid lines) and experiment (open circles) in 100, 70, and 50 % D$_2$O as a function of the total scattering vector $q$. Form factors at 100 and 50 % D$_2$O are shifted vertically for clarity.

The electron density profiles of water and the G1 ether linkage group (Figure 17, top) indicate that water associates more with the G1 group in C36e: The water density profile intersects the peak of the G1 functional group. This is expected, because the increase in magnitude of the partial charge on the ether oxygen makes it more electronegative. The C36e water volume probability curve (Figure 17, bottom) nearly covers that of the G1 functional group, indicating water penetration to the $z$ position of the ether linkage.
Figure 17. Electron number densities and volume probabilities for DHPC bilayers. Electron number densities (top) and volume probabilities (bottom) of the glycerol-ether linkage (G1) and water in a DHPC bilayer at 333 K.

C36e exhibits more instances of hydrogen bonding between the ether oxygen and water than does C36. Hydrogen bond lengths (oxygen to hydrogen) vary from 1.5 – 2.5 Å. Figure 18 shows the pair-correlation function for the ether oxygen-water hydrogen pair. The first peak positions ($r_p$) and number of waters in the first hydration shell ($n_s$) are $r_p = 1.73$ Å; $n_s = 0.94$ for C36e and $r_p = 1.86$ Å; $n_s = 0.43$ for C36. Thus, in C36e, each ether oxygen binds with a single water on average, whereas this association is less than half as likely with C36 ether parameters.
Figure 18. Pair-correlation function for the ether oxygen-water hydrogen pair. \( T = 333 \, \text{K} \).

The volume probabilities of each functional group (defined in section 3.2.4) are compared in Figure 19. Note the total saturation of the headgroup region with water in C36e vs. the truncation in C36 at the glycerol-ether linkage. This causes \( A_l \) to increase with C36e. The resulting decrease in bilayer thickness is evident from the contraction along \( z \).
Figure 19. SDP of a DHPC bilayer at 333 K. Volume probabilities of selected functional groups.

3.3.3. Water organization in ether- and ester-linked lipids.

The effect of the ether linkage in DHPC, as compared with the more common ester linkage, is of interest as a well-localized chemical perturbation that affects physical properties. Like DHPC, DPPC has two 16-carbon saturated chains attached to the glycerol backbone; the only chemical difference between these two lipids is linkage between the glycerol backbone and hydrocarbon tails. Thus, the ether linkage in DHPC is responsible for its slightly larger $A_l$, lower water permeability, and lower dipole potential.

A recent all-atom MD study by Kruczek et al. compared the organization of water in DHPC and DPPC bilayers. The authors proposed that increased water organization in the headgroup region of DHPC contributes to its relatively lower water permeability.
They found that waters near the DHPC headgroups were less mobile (lower lateral diffusion coefficient) and more ordered (higher autocorrelation times) than in a DPPC bilayer. Additionally, they found $K_A$ to be higher for the DHPC bilayer, indicating it is more rigid. However, the parameterization scheme used in their study resulted in an underestimate of $A_l$ for DHPC (sim. 60.0 Å² at 323 K; exp. 65.1 Å² at 321 K). Furthermore, in contrast to experiment, $A_l$ for the simulated DHPC bilayer was lower than that of a DPPC bilayer at the same temperature. The condensation of the DHPC bilayer is consistent with both greater water organization and higher $K_A$.

**Figure 20. Water dipole orientation and potential of mean force at 333 K.** Orientation of the water dipole with respect to the bilayer normal, scaled by the local water density (top). Water potential of mean force (bottom); region from [-10, 10] is not smooth due to infrequent permeation.
The present study examines water organization as a function of $z$, the position along the bilayer normal, using C36e parameters, which yield a higher $A_l$ for DHPC than for DPPC. Figure 20 plots the density-weighted water dipole orientation, $\rho(z) \cos \theta(z)$, and water potential of mean force ($\text{pmf}_w$). Indeed, waters in the headgroup region of DHPC display greater water dipole organization, particularly around the terminal choline ($z = 20.8$) and ether linkage (vertical black dashes). This is indicated by the greater magnitude of $\rho(z) \cos \theta(z)$. The $\text{pmf}_w$ are nearly identical except for compaction along $z$ observed with DHPC due to its greater $A_l$. The increased organization around the ether linkage is counter-intuitive because the ether oxygen is less electronegative than the carbonyl oxygen of DPPC, as determined from the partial-charge assignments (-0.56e ether oxygen in DHPC, -0.63e carbonyl oxygen in DPPC). However, perhaps due to steric hindrance arising from close proximity with the ester oxygen, the carbonyl oxygen in DPPC does not associate as strongly with water as the ether oxygen in DHPC. Figure 21 plots the pair-correlation functions $g(r)$ of various lipid oxygens with water hydrogens. The peak position ($r_p$) of the correlation function for the DHPC ether oxygen with water is the smallest, indicating the shortest bond association length; the integral of this peak is also the greatest, indicating the greatest number of associations per ether oxygen ($r_p = 1.73$ Å; $n_s = 0.94$). The carbonyl oxygen of DPPC has a comparable but slightly lesser interaction with the water ($r_p = 1.79$ Å; $n_s = 0.85$), and the ester oxygen of DPPC does not appear to associate strongly with water, despite its significant partial charge (-0.49e).
Figure 21. Pair-correlation function for various lipid oxygens with water hydrogen. T = 333 K.

The previously-mentioned MD study by Kruczek et al.\textsuperscript{154} found the artificially condensed DHPC bilayer to have a significantly larger $K_A$ than DPPC (418 dyn/cm for DHPC and 359 dyn/cm for DPPC), but the value found for DPPC at 321 K is considerably larger than the experimental value at a nearly equivalent temperature (231 dyn/cm at 323 K).\textsuperscript{26} Parameterization of DPPC in C36 yields $A_l$ and $K_A$ in good agreement with experiment at 323 K; $A_l$ matches the experimental value of 63.0 and estimates of $K_A$ are 210 and 230 dyn/cm for systems of 648 and 72 lipids, respectively.\textsuperscript{92} C36 DPPC therefore provides a more reliable comparison to DHPC with C36e. Results, listed in Table 12, indicate that $K_A$ of DHPC is not significantly different from that of DPPC (the 95% confidence intervals are approximately twice that of the standard error). Thus, the claim by Kruczek et al.\textsuperscript{154} that increased stiffness of DHPC bilayers relative to DPPC contributes to decreased permeability is not supported here. The increase in $K_A$ observed in that study likely resulted from the relatively low $A_l$. 
The comparable values for $K_A$ listed in Table 12 imply that the ether linkage does not contribute to the increased membrane stiffness of observed in archaea.\textsuperscript{196} In addition to the ether linkage, archaeal membranes contain methylated tails composed of repeating 5-carbon isopranoid or isoprenoid chains. Acyl chains with this structure have been shown to increase bilayer stiffness in simulations with C36 using ester-linked lipids.\textsuperscript{197}

| Table 12. Compressibility moduli and area per lipid of DHPC (C36e) and DPPC (C36) |
|-----------------|-----------------|-----------------|-----------------|-----------------|
|                | Exp.\textsuperscript{199} | Exp.\textsuperscript{150} | Exp.\textsuperscript{155} | Exp.\textsuperscript{151} |
| T (K)           | 323             | 321             | 333             | 333             |
| $K_A$ (dyn/cm)  | 231             | 244 ± 16        | -               | 230 ± 15        |
| $A_l$ (Å$^2$)   | 63 ± 1          | 63.2 ± 0.3      | 65.1            | 65.3 ± 0.2      |

The electrostatic potential drop, $\Delta \Psi$, as a function of the z position along the bilayer normal, is plotted in Figure 22 for DHPC and DPPC at 333 K. $\Delta \Psi$ determines the electric field strength inside the membrane and has been shown to affect the conformation of ion-translocating proteins.\textsuperscript{200} However, precise experimental values of $\Delta \Psi$ for bilayers remain controversial because direct measurement is not currently possible.\textsuperscript{200} Experimental estimates vary significantly depending on methods. Two studies using different methods agree that DHPC bilayers should have a lower $\Delta \Psi$ than DPPC bilayers by about half.\textsuperscript{151, 201}
Figure 22. Electrostatic potential drops for DHPC and DPPC bilayers at 333 K.

As was noted previously, C36 systematically over-estimates $\Delta \Psi$ across lipid bilayers according to consensus of experimental values. Experimental estimates of $\Delta \Psi$ for DPPC range from 220 – 280 mV, while results with C36 are closer to 800 mV from the interleaflet region to water. C36e yields a slightly greater $\Delta \Psi$ for DHPC, contrary to experimental estimates. A previous FF adaptation for ether-DPhPC bilayers, developed by Shinoda et al. for use with CHARMM27, successfully yields lower $\Delta \Psi$ for ether-DPhPC than for ester-DPhPC, but there are some issues with this FF. First, as with C36, the magnitude of $\Delta \Psi$ for both lipids is significantly higher than experimental predictions, with $\Delta \Psi$ of about 500 mV for ether-DPhPC and 1000 mV for ester-DPhPC, over four times higher than the experimental prediction. Secondly, the ether-DPhPC bilayer has lower $A_l$ (74.1 Å$^2$) than the ester-DPhPC bilayer (77.7 Å$^2$). This is likely incorrect, as DPhPC is identical to DPPC except for methylated tails, and the ether linkage is expected to increase $A_l$. Pan et al. adapted these parameters for a DHPC bilayer and found that, indeed, the $A_l$ for DHPC was 9 Å$^2$ too low, precluding use of the biologically-relevant NPT ensemble. Charge parameters for the ether linkage used in these studies were lower in
magnitude for ether oxygens and bonded carbons than C36e assignments. Results for the
C36 PEG-based charge set in Table 11, also with decreased polarity in the ether linkage,
yield DHPC \( A_l \) that is again 10 Å\(^2\) too low. It is reasonable to assume from the poor results
obtained with these alternate charge sets and from QM ESP results for linear ethers (Figure
10) that, while such reduced polarity may achieve a lower dipole potential for DHPC
bilayers, it does not accurately represent the ether linkage. The inability of C36 to produce
accurate \( \Delta \Psi \) more likely results from underestimation of the dielectric constants of
nonpolar liquids (models of lipid tails) in additive force fields.

The present study prioritizes agreement with bilayer structural parameters. While
it is probable that use of a polarizable FF, such as the CHARMM Drude FF,\(^{73, 74, 76}\) would
yield more experimentally-consistent values for \( \Delta \Psi \), adjustments to the Drude FF for lipids
would be necessary to compare DPPC and DHPC.

3.4. Extension of C36e parameters to plasmalogens

DHPC differs from the experimentally ubiquitous DPPC only in the ether linkage.
It serves as a chemical perturbation for investigating effects of the ether linkage; but DHPC
is not found in the human body. In a study not yet published, ether linkage parameters are
applied to a lipid prevalent in human brain tissue: ethanolamine plasmalogen.
Plasmalogens, which are characterized by a vinyl ether bond in position \( sn-1 \) to an alkenyl
group, are present in high concentrations in neural tissues.\(^{158-161}\) This section introduces
parameters for phosphatidylethanolamine plasmalogen (PLAPE).

Linear vinyl ethers are logical models for the vinyl ether linkage in plasmalogens.
QM results for partial atomic charges of linear vinyl ethers are shown in Figure 23. While
carbons bonded to ether oxygens carry substantially positive partial charge if no vinyl
group is present, the presence of a vinyl group reduces the positive charge of the bonded carbon. As with saturated linear ethers,\textsuperscript{72} partial charges on carbons then alternate positive/negative moving outward from the ether oxygen on both ends of 1-ethoxypropene.

![Partial atomic charges for model vinyl ethers from QM](image)

**Figure 23. Partial atomic charges for model vinyl ethers from QM.** Results for (a) 1-ethoxypropene and (b) diethylene glycol divinyl ether. Units of elementary charge, $+e$, averaged for symmetry where applicable.

Partial charge assignments for the vinyl ether moiety of PLAPE and model compound 1-ethoxypropene are shown in Figure 24. The partial charge on the C3 carbon of PLAPE is borrowed from C36 lipid assignment for the glycerol linkage,\textsuperscript{34} and the ether oxygen and bonded carbon of the tail received charges consistent with the recently-published linear ether FF.\textsuperscript{72} In this study, it was found that reducing C3 glycerol charge relative to QM results for linear ethers allows more water to penetrate the bilayer, improving agreement with experimental surface area per lipid. Because the glycerol linkage is branched rather than linear, borrowing partial charge from C36 results tuned specifically to the glycerol region of lipids is chemically consistent.
Figure 24. Partial charge assignments for vinyl ethers and PLAPE. (top) 1-ethoxypropene; (bottom) PLAPE. Units of elementary charge, $+e$. Charges on heavy atoms shown. Other charges for PLAPE are identical to C36 assignments for DOPE. 1-ethoxypropene charges were taken directly from the vinyl region of PLAPE as a model for fitting dihedral parameters, so this should not be considered a stand-alone model.

An alternate charge set was tested for PLAPE in which -0.36 was assigned to the ether oxygen, the attached vinyl carbon was neutral, and the second vinyl carbon of the tail was assigned -0.20, consistent with QM results in Figure 23, but this set did not show good agreement with experimental form factors, so the charge set in Figure 24 was chosen.

The model for 1-ethoxypropene in Figure 24 was used to fit appropriate dihedrals. Therefore, the charges were taken directly from the vinyl region of PLAPE. It should not be considered a stand-alone model for 1-ethoxypropene.
Figure 25. Potential energy scan about dihedrals of 1-ethoxypropene. (top) C-O-C=C; (bottom) C-O-C-C(=C); QM using MP2/cc-pVDZ//E^int[MP2:CC] plotted with results after dihedral fitting. Other torsions remained trans.

Figure 25 plots results for the QM potential energy scan about the C-O-C=C and C-O-C-C(=C) dihedrals of 1-ethoxypropene. The minimum of C-O-C=C occurs at 0°, and inversion of the potential energy landscape of typical C-C-C-C or C-O-C-C dihedrals which have an energy maximum in the same dihedral configuration. Final torsional fits
agree well with the QM minima and local minima for both dihedrals, indicating accurate representation of the torsional energy landscape at biological temperatures.

$A_l$ for different POPC to PLAPE ratios at different temperatures are reported in Table 13, courtesy of Valeria Zoni at Universite de Fribourg (further results for POPC:PLAPE mixtures to be published soon). As expected, with an increase in temperature, the $A_l$ also increases, but irrespective of composition; a 7 degree increase in temperature results in $\sim4\ \text{Å}^2$ increase in $A_l$. At increasing concentration of PLAPE, the overall $A_l$ slightly decreases. This is likely due to the ability of the PE headgroup to form hydrogen bonds and thus have a more tightly packed membrane.

**Table 13.** Overall $A_l$ ($\text{Å}^2$) from simulation for POPC/PLAPE mixtures.

<table>
<thead>
<tr>
<th>Temp.</th>
<th>2:1</th>
<th>1:1</th>
<th>1:2</th>
</tr>
</thead>
<tbody>
<tr>
<td>303 K</td>
<td>61.3±0.5</td>
<td>60.2±0.2</td>
<td>59.5±0.3</td>
</tr>
<tr>
<td>310 K</td>
<td>65.4±0.1</td>
<td>64.5±0.1</td>
<td>63.5±0.1</td>
</tr>
</tbody>
</table>

X-ray form factors from simulation and experiment are compared in Figure 26. The simulation results for the second half of the second lobe, subsequent crossing points, and third lobe are in good agreement with experiment. Crossing points are important metrics for $A_l$ and thus it appears that our estimates in lipid packing are reasonable, although the first crossing point is shifted to the left, indicating slight underestimation of $A_l$. 
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Figure 26. X-ray form factors for bilayers containing PLAPE. Obtained from simulations at 310K (black line) of different POPC/PLAPE mixtures, (A) 2:1, (B) 1:1 and (C) 1:2. The data are compared with experimental results (open circles). The experimental X-ray data are scaled to match the height of the second and third lobes.
3.5. Discussion

Changing the partial-charge assignments and associated dihedral parameters for linear ethers improves agreement with the QM dihedral potential energy landscape for 1,2-diethoxyethane (DEOE), while at the same time bringing free energy of hydration in closer agreement with the experimental value. Applying these new C36e parameters to small chains of polyethylene glycol considerably improves agreement with experimental densities.

Application of C36e parameters to the glycerol-ether linkage of a DHPC bilayer required a reduction in magnitude of partial charge on carbons in the glycerol chain to allow for deeper water penetration. This is consistent with charge assignments for glycerol in the similar, but ester-linked lipid, DPPC. The resulting structure of a DHPC bilayer shows close agreement with experimental scattering factors and improved agreement of scattering density parameters, including surface area per lipid. C36e accurately reproduces the experimental temperature dependence of neutron/X-ray form factors.

Examination of water-lipid associations reveals that water penetrates to the level of the ether linkage (Figure 17). Organization of the water dipole in the vicinity of the ether linkage is higher in a DHPC bilayer than in a DPPC bilayer around its ester linkage (Figure 20, top). Additionally, water associates more strongly with the ether oxygen in DHPC than with either the carbonyl oxygen or the ester oxygen in DPPC (Figure 21). The strong association between the ether oxygen and water, and the tendency of the ether oxygen to orient the water dipole, both increase the organization of water around the ether linkage. This increase in water organization occurs despite the greater surface area per lipid and
comparable area compressibility as compared with the ester-linked DPPC bilayer (Table 12), and is a likely explanation for the lower water permeability of the ether-linked DHPC.

The surface area per lipid decreases only slightly in the presence of 0.15 M NaCl (Table 11). The overall bilayer thickness is not significantly affected, but the bilayer hydrocarbon thickness increases by 1.8 Å, and the position of the glycerol and ether linkage functional group shifts outward from the bilayer center. This indicates compaction of the headgroup region in the presence of sodium ions.

For practical use in modeling mammalian membranes, ether linkage parameters were also adapted for PLAPE plasmalogen with satisfactory reproduction of experimental X-ray scattering factors; however, it is likely $A_l$ of POPC/PLAPE mixtures is slightly underestimated with this parameter set. In simulation, $A_l$ is seen to increase with the ratio of POPC/PLAPE, likely due to hydrogen bond capabilities of the PE headgroup.

Systematic under-estimation of area per lipid in previous MD studies of ether-linked bilayers has undermined comparison of the ester and ether linkages. C36e yields close agreement with experimental scattering factors for a DHPC bilayer in the NPT ensemble, making this comparison possible. The ether linkage is responsible for the experimentally lower water permeability of DHPC relative to DPPC$^{150}$ and is thought to contribute to the resilience of archaeal membranes over a range of pH.$^{196}$ C36e enables modeling of the effects of the ether linkage on membrane water permeability and stability over a range of salinities, pressures, and temperatures.

4.1. Introduction

The electrolyte environment of biomembranes in vivo is characterized by varying concentrations and species of ions. Separating aqueous solutions with different salt concentrations is a primary function of membranes. Ions, in turn, interact with the polar headgroups of lipids to impact membrane assembly and affect structure and dynamics. Ions in solution can influence lipid phase transitions, modify the membrane potential, and alter the dynamics of the hydration layer, to give a few examples.\textsuperscript{203} Sections 4.2 and 4.4 discuss the development of interaction parameters for beryllium with phosphatidylserine. Sections 4.3 and 4.5 discuss potassium interactions with polyethylene glycol.

A published study included\textsuperscript{204} in this chapter investigates interactions between Be\textsuperscript{2+} and the negatively-charged headgroup phosphatidylserine (PS). More prevalent divalent ions such as calcium and magnesium play many functional roles in biological systems. While permanently associated ions are typically involved in catalysis,\textsuperscript{205} weaker and more transient associations of divalent ions (primarily Ca\textsuperscript{2+}) with proteins and lipids play critical roles in cell adhesion,\textsuperscript{206} blood clotting, and calcification\textsuperscript{207} as well as cell recognition and signaling reactions.\textsuperscript{208} Toxicity of some polyvalent ions has been linked to their ability to interfere with calcium-dependent processes. Toxic pro-inflammatory effects of Be\textsuperscript{2+} are proposed to be mediated not only by abnormal binding to specific MHC-II alleles,\textsuperscript{209, 210} but also by its ability to outcompete Ca\textsuperscript{2+} on the surface of PS domains and thus negatively affect recognition of this signaling lipid by macrophages removing apoptotic cells in a non-inflammatory way.\textsuperscript{23} While both Ca\textsuperscript{2+} and Be\textsuperscript{2+} interact strongly with PS, the smaller
atomic radius of Be\(^{2+}\) allows it to outcompete Ca\(^{2+}\) and bind with greater affinity to DOPS liposomes (with equilibrium binding constants \(K_{eq} \sim 3 \cdot 10^4\) M\(^{-1}\) for Ca\(^{2+}\) and \(\sim 3 \cdot 10^5\) M\(^{-1}\) for Be\(^{2+}\)).\(^{23}\) The smaller size of the Be\(^{2+}\) ion also stipulates a small coordination number (n=4)\(^{211}\) which prevents this ion from adequately substituting Ca\(^{2+}\) in physiological reactions between proteins and lipids.\(^{205}\) The use of molecular dynamics simulations for studies of these events is often ineffective due to either imprecision or absence of force field parameters that would predict realistic affinities, ionic competition, and ion coordination by specific chemical groups.

Interactions of divalent ions with polar electronegative groups present a challenge in molecular dynamics simulations because in pairwise additive non-polarizable force fields, electrostatic interactions are effectively magnified at close range by the inability of atomic electron densities to adjust to the ambient electric field. Salt solutions therefore can be simulated in two regimes: near infinite dilution, in which ionic interactions are shielded, and high concentrations in which close-range interactions are common and can result in unnatural clustering.\(^{212-214}\) Special adjustments are required to correct for over-binding artifacts.

The parameters of the LJ potential (eq. 2) for individual ions in additive force fields are developed to reproduce experimental data in concentrations around 0.5 to 5 M.\(^{212, 213}\) Interaction potentials describing cation-anion pair interactions and ionic interactions with polar species can be adjusted for atoms of species \(i\) and \(j\) by changing of the LJ interaction parameters \(r_{ij}^{\text{min}}\) and \(\epsilon_{ij}\). Historically, changing only \(r_{ij}^{\text{min}}\) has been preferred by the CHARMM development community. For example, it has been shown that in sodium acetate solutions of more than 1 M concentration, Na\(^+\) and acetate over-bind unless \(r_{ij}^{\text{min}}\) is
increased. Because ions are more concentrated near a charged surface, they are prone to over-bind to charged lipid headgroups in bilayer and monolayer simulations. The artifacts are more severe when the simulated systems contain ions with strong interaction potentials, such as divalent ions especially with small atomic radii.

With the goal of investigating Be\textsuperscript{2+} binding to PS and its cognate receptors using all-atom molecular dynamics, in this iterative study we first find LJ parameters to describe the interaction of Be\textsuperscript{2+} with water. \textit{Ab initio} data for ion-monohydrate interactions is considered, as well as solution properties including free energy of hydration $\Delta G_{\text{hyd}}$, coordination number, and radial distribution function $g(r)$ peak position. Isothermal titration calorimetry (ITC) experiments are then used to characterize the association of Be\textsuperscript{2+} with model substances emulating ion-binding groups in PS. Solutions of sodium acetate or dimethyl phosphate (DMP) are titrated into Be(SO\textsubscript{4})\textsubscript{2} solutions. Resulting binding parameters are used to fit LJ interaction parameters $r_{ij}^{\text{min}}$ between Be\textsuperscript{2+} and the free carboxylate and phosphate oxygens, yielding improved agreement with experimental free energy of binding.

The $r_{ij}^{\text{min}}$ interaction parameters between Be\textsuperscript{2+} and phosphoryl and carboxylate oxygens are then used in DOPS monolayer simulations. Surface pressures of DOPS monolayers, found from Langmuir experiments, are dependent on salt species and concentration. Relative to Ca\textsuperscript{2+}, which has a larger atomic radius, Be\textsuperscript{2+} has a stronger compacting effect on DOPS monolayers in these experiments. Revised interaction parameters for Be\textsuperscript{2+} with phosphoryl and carboxylate oxygens reproduce experimental surface tensions for DOPS monolayers, verifying the trend of compaction of the monolayer in the presence of Be\textsuperscript{2+} relative to K\textsuperscript{+}. 
A later study (in progress) investigates the effect of K⁺ on the radius of gyration ($R_g$) of PEG. New data from small angle neutron scattering (SANS) experiments, presented in subsection 4.5.2, show that $R_g$ for solutions of 29-mer PEG decreases as a function of KCl concentration. There are multiple possible explanations for this dependence. In high concentrations of KCl, interactions between partially negative ether oxygens and positively charged K⁺ might cause PEG to exhibit more gauche character, as has been demonstrated by the formation of crown ethers in solutions of longer PEG polymers and KCl.²¹⁵ Scattering of associated waters or ions may also affect experimental estimates of $R_g$ in ways that are concentration dependent.

A package developed by Jochen Hub and colleagues computes SANS and small angle X-ray (SAXS) scattering curves from all-atom simulations using a Fourier transform of neutron or electron densities, respectively.²¹⁶, ²¹⁷ In this way, contributions from the hydration shell are included in estimates of $R_g$, allowing direct comparison with experiment. Simulation results presented in section 4.5.2 show that, in the absence of KCl, C36e parameters presented in the previous chapter yield excellent agreement with experimental $R_g$ for 29-mer PEG. However, in 3 M KCl solutions, $R_g$ is underestimated. The separation distances of various atom pairs, including water-water and PEG oxygen/K⁺, are computed and the fraction of gauche dihedrals in PEG is calculated to determine the cause of this discrepancy.

With the goal of investigating new parameterization methods for close lipid-ion interactions, we sought to characterize the interaction energy landscape of K⁺ with the ether oxygen of PEG. Interaction energies were computed using QM calculations in implicit solvent, varying the separation distance between K⁺ and the ether oxygens. The QM data
are compared with simulation results for various LJ ($\varepsilon_{ij}, r_{ij}^{\text{min}}$) pairs. However, resulting K$^+$/ether oxygen interaction parameters do not affect $R_g$ of PEG due to the weak nature of this interaction in solution. Accounting for the gauche character and end-to-end length of PEG reveals that the reduction of $R_g$ in the presence of KCl can be attributed to changes in PEG conformation, perhaps due to charge shielding of the polar ether oxygen.

Section 4.2 describes methods used to investigate Be$^{2+}$-PS interactions; section 4.3 describes methods employed in studying K$^+$ interactions with the ether oxygen in PEG. There is very little overlap in these methods, as each study offers a unique perspective on ion-oxygen interactions. Section 4.4 presents results for Be$^{2+}$-PS interactions and DOPS monolayer simulations, and Section 4.5 for K$^+$ interactions with PEG. Section 4.6 discusses the significance of results and future directions.

4.2. Methods for Investigating Be$^{2+}$ Interactions with PS

4.2.1. ITC experiments with Be$^{2+}$ and PS components.

ITC experiments were used to find the equilibrium binding constants between Be$^{2+}$ and PS component molecules. Solutions of BeSO$_4$, dimethyl phosphate (C$_2$H$_7$O$_4$P, DMP), or sodium acetate (NaCH$_3$COO, NaAc) were prepared in 10 mM KCl buffered with 2 mM Tris-HCl (pH 7.3) as a background electrolyte. Titrations were carried out on a MicroCal VP-ITC microcalorimeter at 30$^\circ$C using injections of 10-15 $\mu$l separated by 200-300 s time intervals. To avoid subtracting large enthalpies associated with dilution of a divalent ion, solutions containing the small molecule were the titrants and the solutions containing Be$^{2+}$ were in the chamber initially in all experiments. 4 mM DMP or 20 mM NaAc were titrated into a 2 or 5 mM BeSO$_4$ solution for DMP or NaAc experiments, respectively. Fitting of the integrated thermograms was done with MicroCal Origin software’s one-site fitting
routine\textsuperscript{218} to extract a single binding constant for each reaction. For each experimental setup, a control was performed in which the titrant was injected into pure buffer and the resulting energy subtracted before fitting was performed. Each experiment was repeated three times, and error estimates were calculated from the standard error among trials.

4.2.2. Molecular dynamics simulations.

Standard C36 parameters were used for DOPS and DMP.\textsuperscript{34} These can be found in the C36 lipid FF files. C36e parameters introduced in the previous chapter\textsuperscript{72} were used for PEG and DEOE. Two sets of parameters were tested for acetate. The first is the standard model for soluble acetate found in the CHARMM CGEN force field files,\textsuperscript{135} referred to hereafter as “acetate, CGEN FF.” Because partial charge assignments for this model differ from those in the DOPS model, a new model for soluble acetate was developed that borrows lipid atom types and partial charges from DOPS, hereafter referred to as “acetate, lipid FF.” Only interaction parameters developed for the lipid FF were tested in DOPS monolayer simulations.

The TIP3P water model\textsuperscript{54} as modified\textsuperscript{55} for CHARMM was used as the solvent. For solution simulations requiring counterions, revised Na\textsuperscript{+} ion LJ interaction parameters for oxygen atoms occurring in carboxylate, carboxylate ester, and phosphate ester groups were employed.\textsuperscript{213}

Simulations of Be\textsuperscript{2+} in solution with the desired small molecule were used to observe and count common configurations. Be\textsuperscript{2+}-small molecule pairs simulated include: Be\textsuperscript{2+} with DMP and Be\textsuperscript{2+} with acetate. Each system contained 60 small molecules, 20 divalent ions, 20 Na\textsuperscript{+} ions to keep the system electroneutral and between 12,500 and 13,500 water molecules. Simulations of Be\textsuperscript{2+} with acetate were run for 40 ns, and of Be\textsuperscript{2+} with
DMP for 330 ns, at 303.15 K in the constant number, pressure, and temperature (NPT) ensemble for comparison with ITC data. Equilibration of the systems, determined by stability of the divalent ion/oxygen pair correlation functions, occurred by 30 and 5 ns for the Be\(^{2+}\)-acetate systems with default and adjusted parameters, respectively; and by 40 and 165 ns for the Be\(^{2+}\)-phosphate systems with default and adjusted parameters, respectively. Only equilibrated segments of trajectories were used to compute configuration probabilities. See supplemental information Figs. S1, S2, and S3 for plots demonstrating stability of the pair correlation functions for systems with revised interaction parameters.

Simulations of aqueous BeCl\(_2\) to obtain the radial distribution functions \(g(r)\) and evaluate coordination numbers and \(g(r)\) peak positions were run at 298.15 K and contained between 570 and 580 TIP3P waters, 55 Be\(^{2+}\), and 110 Cl\(^-\) distributed using random replacement. Resulting 5.3-molal solutions matched the concentration of a comparison X-ray scattering experiment used to generate the total \(g(r)\)\(^{219}\). In the present study, two 30-ns simulations from different starting configurations were run at standard temperature and pressure, with the last 10 ns evaluated and error computed from the standard error in measurements from the two simulations.

Simulations of pure DOPS monolayers contained 40 lipids/leaflet, 40 divalent ions or 80 K\(^+\) ions, and 50 waters/lipid. Initial configurations were assembled using the CHARMM-GUI Membrane Builder\(^{182}\), \(^{220-222}\) which splits a single bilayer into two oppositely-oriented leaflets separated by water. Two replicates each of DOPS monolayers with Be\(^{2+}\) or K\(^+\) at 65.3 and 71.6 Å\(^2\)/lipid were run for 150 ns in NAMD\(^{185}\) using the constant number, volume, and temperature (NVT) ensemble to simulate the Langmuir trough experiment, with \(T = 295.15\) K for comparison with experimental results\(^{23}\). After
30-ns equilibration, monolayer surface tensions ($\gamma_m$), and residence times and pair correlation functions $g(r)$ of Be$^{2+}$ with phosphate, carboxylate, and water oxygens were computed from 30 - 150 ns. To compute $\gamma_m$, pressure output was saved every 1,000 steps.

All solution ion-small molecule simulations and monolayer simulations were run in NAMD$^{185}$ in the NPT ensemble as described in Sec. 3.2.4. The C36 force field$^{34}$ was used with added Lennard-Jones (LJ) parameters for Be$^{2+}$ and LJ interaction parameters between Be$^{2+}$ and the deprotonated oxygen of PS component molecules.

All pair correlation functions $g(r)$ were computed from trajectories using the program Visual Molecular Dynamics (VMD)$^{223}$ Plots of $g(r)$ were normalized in VMD unless indicated otherwise. If not normalized, the raw histogram data was plotted for comparison of relative $g(r)$ peak heights of different species pairs.

4.2.3. Free energy calculations between Be$^{2+}$ and PS components.

FEP simulations (described in Sec. 3.2.3) were used to calculate the free energy of hydration ($\Delta G_{\text{hyd}}$) of Be$^{2+}$, and the free energy of binding between Be$^{2+}$ and small molecules in a given configuration ($\Delta G_c$). To calculate $\Delta G_{\text{hyd}}$, a Be$^{2+}$ ion in a vacuum was simulated for the initial stage of the FEP thermodynamic cycle, and in the aqueous phase for the final stage. When calculating free energies of hydration of highly charged species, the potential arising from crossing the liquid-vacuum interface, called the Galvani potential, is expected to contribute significantly:$^{224-226}$

$$\Delta G_{\text{hyd}} = \Delta G_{\text{intrinsic}} + zF\Phi.$$  \hspace{1cm} (29)

Here, $\Delta G_{\text{intrinsic}}$ is the thermodynamic work required to move an ion from the vacuum state into the interior of pure water, and $zF\Phi$ is the work needed to cross the liquid-vacuum interface; $z$ is the ion's charge, $F$ is Faraday's constant, and $\Phi$ is the Galvani potential.
potential of the liquid, which has been calculated to be -0.51 V for TIP3P at standard temperature and pressure.\textsuperscript{225} Thus, values reported for $\Delta G_{\text{hyd}}$ of Be\textsuperscript{2+} include $\Delta G_{\text{intrinsic}}$ (calculated from FEP simulations) and a correction of -11.76 kcal/mol to account for the Galvani potential.

To calculate $\Delta G_c$ for a given configuration, Be\textsuperscript{2+} in the aqueous phase was simulated for the initial stage, and in an appropriate binding configuration for the final stage. Standard errors between free energies calculated from at least three separate thermodynamic cycles are reported. Initial coordinates of the bound configurations for calculating $\Delta G_c$ were taken from the equilibrated solution simulations used to count probabilities. Water boxes were pre-equilibrated and contained between 350 and 380 waters.

4.2.4. Fitting Lennard-Jones parameters for Be\textsuperscript{2+} in water.

This subsection introduces CHARMM LJ parameters for Be\textsuperscript{2+} based on the structure and energetics of the ion’s interactions with water. Target experimental data for the interaction of Be\textsuperscript{2+} with bulk water included the free energy of hydration,\textsuperscript{227} coordination number,\textsuperscript{211} and peak position of the radial distribution function, $g(r)$.\textsuperscript{219} Additionally, \textit{ab initio} data of ion-monohydrate binding energy and a derivative molecular mechanics model predicting the ion-monohydrate separation distance\textsuperscript{228} were used as target data for ion-monohydrate interaction.

LJ parameters for Be\textsuperscript{2+} were varied and the free energy of hydration ($\Delta G_{\text{hyd}}$) in TIP3P water was calculated using FEP as described in Sec. 3.2.3. The ion-monohydrate interaction energy and separation distance were also calculated using CHARMM directives.\textsuperscript{33} CHARMM LJ parameters $\varepsilon$ and $r_{\text{min}}$ were varied along a grid, with $\Delta G_{\text{hyd}}$ and monohydrate interactions calculated for values of $\varepsilon$ varied from $[-0.0115, -0.0006]$
in increments of $5 \times 10^{-5}$ and $r^{\text{min}}$ varied from $[0.2, 1.3]$ in increments of 0.1. The parameter set that minimized error in all three measurements was chosen.

The chosen $\epsilon$, $r^{\text{min}}$ pair was then used to find the peak position of $g(r)$ and coordination number of a 5.3-molal aqueous solution of BeCl$_2$. The coordination number can be found by integrating over the first peak of the radial distribution function of Be$^{2+}$:

$$n_{\text{coor}} = 4\pi \rho \int_0^{r_1} g(r) r^2 dr.$$ (30)

The integral is computed from a separation distance $r = 0$ to $r = r_1$, where $r_1$ is the minimum after the first peak of $g(r)$. Results for $n_{\text{coor}}$ and $g(r)$ peak position were in satisfactory agreement with experiment.

4.2.5. Adjusting interaction parameters to fit experimental $\Delta G_r$ between Be$^{2+}$ and PS component molecules.

FEP simulations were used to obtain the association energy of each observed configuration from bulk solution simulations of divalent ions with PS components described in Sec. 4.2.2. Decoupling of the nonbonded potential and selection of attenuation parameters for FEP simulations are described in Sec. 3.2.3. The total free energy of the reaction, $\Delta G_r$, depends on the free energy of each binding configuration $\Delta G_c$:\(^{229}\)

$$\Delta G_r = -k_B T \ln \left( \sum_i e^{-\Delta G_i^c / k_B T} \right).$$ (31)

Each $\Delta G_i^c$ is computed from FEP simulations as described in Sec. 3.2.3, and $\Delta G_r$ is an effective free energy representing contributions from all binding configurations. It is related to the equilibrium binding constant of the reaction from ITC ($K_r^\text{eq}$) by:

$$\Delta G_r = -k_B T \ln K_r^\text{eq}.$$ (32)
Because DMP and acetate each present Be\(^{2+}\) with a single binding site at biological pH,\(^{230}\) solution configurations of these molecules were defined as the number of associated small molecules per Be\(^{2+}\) ion. For a given \(\Delta G_c^i\), the initial stage of the thermodynamic cycle included aqueous Be\(^{2+}\) and the final stage included Be\(^{2+}\) bound to a given PS component, with starting coordinates taken from the bulk solution simulations described in Sec. 4.2.2. This cycle was chosen to mimic experimental conditions in which PS components were gradually titrated into solutions containing Be\(^{2+}\). Experimental \(K_r^{\text{eq}}\) are therefore in terms of mols of PS components, requiring division of \(\Delta G_f\) by the computed coordination of Be\(^{2+}\).

Because states with 0, 1, 2, 3, or 4 interacting PS components (representing coordination of 0, 1, 2, 3, or 4 PS components) consistently differed by at least 3 kcal/mol, bulk solution simulations contained two simultaneous states. For example, using adjusted LJ parameters, Be\(^{2+}\) interacts with 1 or 2 molecules of DMP after equilibration. The theoretical relative probability \(p_{\text{rel}}\) of the two relevant states can then be computed from the free energy difference between the states:

\[
-kT \ln p_{\text{rel}} = \Delta G_c^{1 \rightarrow 2},
\]  

and the theoretical probabilities can be solved with a system of linear equations:

\[
p_{\text{rel}} = \frac{p_2}{p_1}; \quad p_1 + p_2 = 1.
\]  

In the case of Be\(^{2+}/\)acetate reactions after adjustment of LJ parameters, Be\(^{2+}\) was seen to coordinate 1 or 0 acetate molecules, allowing simultaneous sampling of these states in a single series of FEP simulations and rendering division by coordination number unnecessary.
In this way, $\Delta G_r$ calculated from simulation was compared with the $K_r^{\text{eq}}$ found from ITC, and simulation parameters adjusted iteratively until $\Delta G_r$ from simulation was in satisfactory agreement with the experimental value.

In the CHARMM force field, interaction energy between nonbonded pairs is the sum of the Columbic and Lennard-Jones (LJ) contributions. The LJ potential (eq. 2) is a function of separation distance $r_{ij}$ between atoms $i$ and $j$; $\epsilon$ is the dielectric constant of the media, and $q_i$ is the partial atomic charge of the $i^{th}$ atom. Energies depend on the LJ interaction parameters $\epsilon_{ij}$ and $r_{ij}^{\text{min}}$, given by:

$$\epsilon_{ij} = \sqrt{\epsilon_i \epsilon_j};$$

$$r_{ij}^{\text{min}} = \frac{r_{i}^{\text{min}} + r_{j}^{\text{min}}}{2}. \quad (36)$$

Use of these combining rules implies lack of empirical, interaction-specific parameterization for a given pair of atom types. In the case of highly charged species, the parameters $r_{ij}^{\text{min}}$ are doubly significant because they affect pair separation and therefore the strength of Coulomb interactions. Additionally, lack of atomic polarizability tends to augment ionic interactions at close range. Historically, pair-specific interactions have been adjusted by increasing $r_{ij}^{\text{min}}$. The value of $r_{ij}^{\text{min}}$ can be supplied for a specific atom pair using the “NBFIX” directive in CHARMM or NAMD.

Values of $r_{ij}^{\text{min}}$ were varied for each Be$^{2+}$/small molecule pair until $\Delta G_r$ from simulation reached satisfactory agreement with the value found from ITC binding experiments. Interacting atom pairs and values of $r_{ij}^{\text{min}}$ tested for each pair are listed in Error! Reference source not found..
Table 14. Values of $r_{ij}^\text{min}$ used in FEP simulations to calculate free energy of association $\Delta G_c$.

<table>
<thead>
<tr>
<th>Small Molecule</th>
<th>CHARMM Atom Types</th>
<th>$r_{ij}^\text{min}$ Tested/ # of Trials</th>
</tr>
</thead>
<tbody>
<tr>
<td>DMP Lipid FF</td>
<td>O2L</td>
<td>2.51*/2</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2.8/2</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2.82/2</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2.84/4</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2.86/3</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2.88/3</td>
</tr>
<tr>
<td>acetate</td>
<td>OG2D2</td>
<td>2.51*/2</td>
</tr>
<tr>
<td>CGEN FF</td>
<td></td>
<td>2.6/2</td>
</tr>
<tr>
<td>acetate</td>
<td>OCL</td>
<td>2.51*/2</td>
</tr>
<tr>
<td>Lipid FF**</td>
<td></td>
<td>3.0/3</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3.07/3</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3.1/4</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3.2/3</td>
</tr>
</tbody>
</table>

*Default values for $r_{ij}^\text{min}$, calculated using eq. (36) and Be$^{2+}$ LJ parameters developed in this study.
**New soluble acetate model for Lipid FF.

In addition to computing theoretical configuration probabilities according to eq. 31, configurations were counted from trajectories of solution simulations for comparison with FEP results. The number of associated small molecules per Be$^{2+}$ ion ($N_{SM}$) was found. Probabilities of configurations with 0, 1, 2, 3, or 4 associated small molecules ($N_{SM} = 0, 1, 2, 3, \text{or} 4$) were counted using the integral of the pair correlation function from Be$^{2+}$/small molecule simulations. For example, it was observed that before adjusting LJ interaction parameters, Be$^{2+}$ could take two possible configurations in association with DMP: It could associate with 2 or 3 molecules of DMP. The $g(r)$ of Be$^{2+}$ with the deprotonated oxygen of DMP ($O_{dp}$) was used to count probabilities of bound configurations.
The number of binding events per $\text{Be}^{2+}$ ion, $N_{\text{Be}^{2+} - \text{O}_{dp}}$, is associated with the integral of the pair correlation function:

$$N_{\text{Be}^{2+} - \text{O}_{dp}} = 4\pi \rho \int_0^{r_{Ni}} g(r)_{\text{Be}^{2+} - \text{O}_{dp}} r^2 dr.$$  

(37)

Here, $g(r)_{\text{Be}^{2+} - \text{O}_{dp}}$ is the pair correlation function of the separation distance between $\text{Be}^{2+}$ and $\text{O}_{dp}$. $N_{\text{Be}^{2+} - \text{O}_{dp}}$ is the average number of $\text{O}_{dp}$ associating with a single $\text{Be}^{2+}$ ion. The average binding distance is the position of the first peak of $g(r)_{\text{Be}^{2+} - \text{O}_{dp}}$, and the integral is computed over the first peak.

From $N_{\text{Be}^{2+} - \text{O}_{dp}}$, the probability of each divalent ion associating with 0, 1, 2, 3, or 4 PS component molecules in solution simulations can be calculated by solving a system of linear equations. The system of equations chosen depends on the possible values of $N_{\text{SM}}$. The sum of all configuration probabilities equals 1:

$$p_0 + p_1 + p_2 + p_3 + p_4 = 1.$$  

(38)

Here, $p_i$ is the probability of a divalent ion associating with $i$ small molecules. To avoid double-counting of free divalent ions, $p_0$ was included with $p_1$ when calculating $\Delta G_r$ ($p_{1/0} = p_1 + p_0$), because dissociation was observed in FEP simulations where $N_{\text{SM}} = 1$ and $p_0 > 1$. Configurations with probabilities less than 0.02 were neglected. Systems of equations used to find configuration probabilities from solution simulations before and after adjustment of $r_{ij}^{\text{min}}$ are listed in
Table 15.
Table 15. Systems of equations to evaluate configuration probabilities for Be^{2+} interactions.*

<table>
<thead>
<tr>
<th>Small Molecule</th>
<th>N_{SM}</th>
<th>System of Equations</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>DMP</strong> Lipid FF</td>
<td>3, 2</td>
<td>[3p_3 + 2p_2 = N_{Be^{2+} - O_{dp}};] [p_2 + p_3 = 1]</td>
</tr>
<tr>
<td>Adjusted</td>
<td>2, 1</td>
<td>[2p_2 + 1p_1 = N_{Be^{2+} - O_{dp}};] [p_1 + p_2 = 1]</td>
</tr>
<tr>
<td><strong>Acetate</strong> CGEN FF</td>
<td>4, 3</td>
<td>[4p_4 + 3p_3 = N_{Be^{2+} - O_{dp}};] [p_4 + p_3 = 1]</td>
</tr>
<tr>
<td>Adjusted</td>
<td>1, 0</td>
<td>[1p_1 = N_{Be^{2+} - O_{dp}};] [p_0 + p_1 = 1]</td>
</tr>
<tr>
<td>Lipid FF**</td>
<td>3, 2</td>
<td>[3p_3 + 2p_2 = N_{Be^{2+} - O_{dp}};] [p_2 + p_3 = 1]</td>
</tr>
<tr>
<td>Adjusted</td>
<td>1, 0</td>
<td>[1p_1 = N_{Be^{2+} - O_{dp}};] [p_0 + p_1 = 1]</td>
</tr>
</tbody>
</table>

*{N_{SM}} = number of associated molecules; {N_{Be^{2+} - O_{dp}}} = number of associated free oxygens; {p_i} = probability of associating with i small molecules.

**New soluble acetate model for Lipid FF.

4.2.6. Analyzing DOPS monolayer trajectories.

Interfacial tensions (γ_m) are calculated from simulation using the diagonal elements of the pressure tensor:231

\[γ_m = 0.5(L_z[P_{zz} - 0.5(P_{xx} + P_{yy})]).\] (40)

Here, \(L_z\) is the size of the simulation box normal to the interface, \(P_{zz}\) is the normal component of the pressure tensor, and \(P_{xx}\) and \(P_{yy}\) are the tangential components. The prefactor of 0.5 is needed to account for the presence of two water-lipid interfaces in the simulation box. For comparison, \(γ_m\) can be calculated from experimental surface pressures (\(π\)) by subtracting \(π\) from the surface tension of pure water (\(γ_0\)): \(γ_m = γ_0 - π\).232 At \(T = 295.15\) K, \(γ_0 = 72.5\) dyn/cm.233 Error in \(γ_m\) from simulation was estimated from the standard deviation of samples computed over 1-ns blocks.
Residence times of divalent ions at DOPS monolayer binding sites were computed from 30 – 120 ns using the CHARMM program and standard errors were computed. From the residence times, expected occupancies were also computed using CHARMM, here defined as the expected number of associations with interacting DOPS oxygen a given time (can be greater than 1). Be\(^{2+}\) and O\(_{DP}\) are considered to associate if they are found within association distance \(r_{\text{cut}}\), which is 2.1 and 2.5 Å for phosphate and acetate oxygens, respectively, for Be\(^{2+}\); and within 3.4 Å for both species with K\(^+\). Water bridging associations were analyzed using the CHARMM directive “ncoor hbond” with “cuthb” set to 2.5 Å between associating species and TIP3P water residues.

4.3. Methods for Investigating K\(^+\) Interactions with PEG

4.3.1. SANS experiments of PEG in solution with KCl.

\(R_g\) of 29-mer PEG in various concentrations of KCl were computed from analysis SANS intensity curves. Various weight/volume of PEG (0.05, 1.0, 2.0, and 2.5 %) were solvated in D\(_2\)O with electrolyte concentrations of 0.0, 0.5, 0.1, 0.5, 1.0, 1.5, 2.5, and 3.0 M KCl. All solutions were buffered with 10 mM tris and titrated using 3 M citric acid to a final pH of 7.0. Sodium azide at 0.1 % w/v was added to the solutions as a bacteriostat. Incoming wave vectors \(q\) as high as 0.3 Å\(^{-1}\) were scattered and baseline intensity subtracted. From resulting scattering curves, \(R_g\) was extrapolated to infinite dilution of PEG at each KCl concentration. Experiments were performed by the Center for Neutron Research at the National Institute of Standards and Technology under the guidance of Arvind Balijepalli.

Guinier analysis was used to find \(R_g\) from scattering intensity curves \(I(q)\). In Guinier analysis, the natural log of the intensity is plotted as a function of the wave vector
\( q \) squared: \( \ln I(q) \) vs. \( q^2 \). From the slope \( m \) of the best-fit line to the low-angle portion of this graph, \( R_g \) can be calculated: \( m = -R_g^2/3 \).\(^{234} \) In experimental estimates, linear extrapolation was made to infinite dilution of PEG.

4.3.2. Comparison of \( R_g \) of PEG from experiment and simulation.

Simulations of a single 29-mer PEG in 0, 1, and 3 M KCl were run at 298.15 K for 150 ns using the C36e FF\(^{72} \) and the modified TIP3P water model.\(^{54, 55} \) The NPT ensemble was maintained and the NAMD\(^{185} \) software package used as described in Sec. 3.2.4. The C36 NBFIX parameters developed by Luo and Roux were used for KCl.\(^{212} \) Twelve simulations were run with six sets (at 1 and 3 M KCl) of LJ (\( \epsilon_{ij}, r_{ij}^{\text{min}} \)) pairs specified between the PEG ether oxygen and \( K^+ \), one simulation in pure water, and 4 simulations with different LJ pairs specified between \( K^+ \) and \( Cl^- \) at 1 M KCl (a total of 17 trajectories). Guinier analysis was used to find \( R_g \) from simulation scattering intensity curves \( I(q) \).

The SANS/SWAXS package for GROMACS developed by Jochen Hub and colleagues was used to compute \( I(q) \) from simulation (citations include SWAXS development whereas SANS addition is not yet published).\(^{216, 217} \) This code allows computation of \( R_g \) in user-specified \( D_2O \)-water mixtures from simulations of water, as the two have different neutron scattering lengths; deuterium has a substantially positive coherent scattering length, whereas that of hydrogen is negative.\(^{235} \) Use of \( D_2O \) with non-deuterated samples can therefore increase contrast between solute and solvent scattering intensity.

Section 4.5.2 includes scattering curves for PEG in pure \( D_2O \) and in \( D_2O/KCl \) mixtures. The SANS code constructs an envelope around the solvent (Figure 27). All molecules within in the envelope are considered to contribute to \( I(q) \). The envelope is
constructed from an icosphere with 5120 triangular faces (recommended from ref. 216, 217). The icosphere is centered at the center of mass of the solute, and the vertices of the envelope are moved radially to reach a distance \( d \) from solute atoms; \( d = 0.7 \) Å. At each analysis step, the icosphere evolves to encompass the solute. For subtraction of base \( I(q) \) of D\(_2\)O, the code also computes intensity from a projection of the envelope onto a trajectory of pure solvent. This procedure was used to compute \( R_g \) in pure water, but not in KCl mixtures.

**Figure 27. Hydration envelope of 29-mer PEG in pure D\(_2\)O.** Waters within 7 nm of PEG were included in the envelope, which evolves to encompass the polymer at each analysis step.

While this method appropriately yielded a slightly higher \( R_g \) of PEG when the hydration envelope was accounted for in pure water simulations, PEG/KCl simulations did not show a change in \( R_g \) when the solvent envelope was included vs. when \( R_g \) was computed from PEG only. We believe this is incorrect and have omitted \( R_g \) results including the hydration envelope in KCl simulations from the results section (4.5.2). Figure 28 plots the pair correlation functions between PEG oxygen and water hydrogen in pure water and in 1 and 3 M KCl with various LJ interaction parameter sets between the ether
oxygen and K\(^+\). While water density is very slightly decreased in the second and third peaks in higher concentrations of KCl (due to ions replacing water), the shape of \(g(r)\) is unchanged, indicating a similar structure for water around PEG in all simulations. The SANS and SWAXS codes Jochen Hub provided compute the background scattering intensity by projecting the solvation envelope onto a separate pure solvent trajectory. This will not provide an accurate estimate of background intensity if differences exist between K\(^+\) or Cl\(^-\) distributions in the PEG simulation vs. the pure solvent simulation. If, for example, PEG doesn't bind tightly to either ion, but is taking up space, it's possible that the pure salt simulation isn't indicative of actual ion density in the PEG simulation. Thus, to account for contributions of solvent in KCl mixtures, further analysis is needed. I intend to use SIMtoEXP\(^{189}\) which subtracts background intensity computed from the same simulation rather than a separate simulation, but adjustments will need to be made to account for SIMtoEXP's use of planar symmetry.

Figure 28. \(g(r)\) between PEG oxygen and water hydrogen. A) first peak; B) \(r > 10\ \text{Å}\). LJ \((\epsilon_{ij}, r_{ij}^{\text{min}})\) interaction parameters shown in key.
4.3.3. QM and MD calculations of K+/PEG and K+/Cl⁻ interaction energies

Quantum mechanical calculations of interaction energies between a single K⁺ ion and diethoxyethane (C₆H₁₄O₂) in water were used to characterize K⁺ interactions with the ether oxygen of PEG. Initial configurations were taken from trajectories of a 29-mer PEG in 3 M KCl solution described above. It was observed that the O-C-C-O dihedral had strong preference for the gauche configuration in these simulations (> 95 % gauche vs. trans), and that K⁺ preferentially oriented in a triangular configuration between two PEG oxygens; starting configurations were chosen accordingly.

Gaussian09 with revision A.02²³⁶ was used to compute QM interaction energies at various ion-DEOE separation distances. The interaction energy is defined as:

\[ E_{\text{interaction}} = E_{\text{system}} - (E_{\text{DEOE}} + E_{K^+}). \]  (41)

Coordinates for the DEOE-only system were taken directly from optimization of the DEOE-K⁺ system; this allowed a more direct comparison to MD interaction energies, which were output directly from solution simulations after minimization (see below).

DEOE-K⁺ calculations were completed at the MP2/def2TZVPP//MP2/def2QVZPP level. The TURBOMOLE triple and quadruple zeta basis sets with additional polarization functions were used,²³⁷ to our knowledge the largest basis sets available for K⁺. While these are typically used with DFT methods, they have been shown to match molecular bond energies with 0.01 to 0.07 eV/atom in MP2 calculations relative to high-performing reference basis sets.²³⁸ For compounds containing third row electrons such as potassium, the inclusion of high-lying core orbitals in the active space can be necessary for accurate correlated treatments. The QZVPP basis sets provide sufficient flexibility to polarize the core in these cases.²³⁷
Because water is assumed to have a shielding effect on interacting charges, the implicit solvation model SMD was used in all QM calculations, where "D" denotes the full solute electron density is used without defining partial charge.\textsuperscript{239} The solvent is represented as a dielectric medium with surface tension at the solute-solvent boundary. SMD achieves mean errors of 0.6–1.0 kcal/mol in the solvation free energies of tested neutrals and 4 kcal/mol for ions; acceptably low when one considers that the hydration free energy of potassium is estimated to be -80 kcal/mol.\textsuperscript{240}

For comparison with MD, an ensemble of water configurations was needed to model the effects of using an implicit solvent. From simulations of DEOE with K\textsuperscript{+} and explicit water, in which restraints were placed on the distance between K\textsuperscript{+} and both ether oxygens and on the OCCO dihedral to maintain gauche character, 100 snapshots were taken. Interaction energy between the DEOE residue and K\textsuperscript{+} was computed for each snapshot and the energies averaged for a given separation $r = (2.48, 2.63, 2.73, 2.77, 2.85, 2.865, 2.885, 3.0, 3.115, 3.215, 3.365)$ Å. Interaction energies were computed for 10 $(\varepsilon_{ij}, r_{ij}^{\text{min}})$ pairs: $\varepsilon_{ij} = (-0.17, -0.17, -0.05, -0.1, -0.08, -0.06, -0.17, -0.25, -0.09327, -0.2)$ and $r_{ij}^{\text{min}} = (3.41375, 3.9, 3.9, 2.9, 2.9, 2.9, 2.9, 3.44, 3.41375, 3.44)$.

MD simulations were run with the CHARMM program\textsuperscript{33} using the NPT ensemble and the C36e FF\textsuperscript{72} as described in Sec. 2.2.1. A 1-fs timestep was used. Snapshots were collected over 5 ns after a 6 ns equilibration. Systems contained 420 waters. Long-range electrostatic interactions were evaluated using PME\textsuperscript{109} with a cutoff for real-space calculations $r_{\text{cut}} = 12$ Å.

Matlab R2016a\textsuperscript{190} was used to find best-fit $(\varepsilon_{ij}, r_{ij}^{\text{min}})$ pair. This was accomplished with the scatteredInterpolant function, which linearly interpolates interaction energies by
triangulating between results from tested \((\varepsilon_{ij}, r_{ij}^{\text{min}})\) pairs using Delaunay triangulation. The resulting mesh was queried along a grid of \((\varepsilon_{ij}, r_{ij}^{\text{min}})\) values to predict the pair that yielded the least mean squared error from the QM results at tested values of \(r\).

4.4. Results for Be\(^{2+}\) Interactions with PS

4.4.1. ITC results

Two possible coordinating atoms for Be\(^{2+}\) in the surface-exposed headgroup of PS are the phosphoryl oxygen (above the glycerol-ester linkage) and the carboxylate oxygen (headgroup terminal). Acetate and DMP, shown in Figure 29, were chosen as model compounds as they carry the same types of cation-coordinating oxygen atoms. DOPS, used in monolayer simulations, is also shown in Figure 29.

![Acetate, Dimethyl Phosphate, and DOPS](image)

**Figure 29. Structures of acetate, dimethyl phosphate, and DOPS.** DOPS with denoted positions of electronegative ion-binding atoms; and structures of small molecules, acetate and dimethyl phosphate, carrying similar types of oxygens and representing separate ion-binding components of PS.

Be\(^{2+}\) is known to interact strongly with phosphate oxygen,\(^{241}\) which is here assumed to prevent Be\(^{2+}\) from penetrating to the carbonyl oxygens located deeper along the bilayer normal. Monolayer simulation results (discussed in Sec. 4.4.4) corroborate this assumption: Be\(^{2+}\) was not seen to interact with ester carbonyls due to strong coordination by phosphate oxygens.
Results in Table 16 indicate that Be\(^{2+}\) binds to DMP with moderate affinity (K\(_a\)~2 uM), and with much weaker affinity to acetate (K\(_a\)~3 mM). \(\Delta G\) is negative and \(\Delta H\) positive, indicating entropically-driven reactions, likely due to liberation of water when ions are dehydrated. The control titrations shown in Figure 30A and C indicate a large heat of dilution for aqueous DMP, but not for acetate. Subtracting the heat of dilution of DMP reverses the sign of \(\Delta H\) for DMP + Be\(^{2+}\) from negative to positive at the experimental pH, temperature, and concentration levels (Figure 30B). Strong association with phosphate comports with a known property of Be\(^{2+}\); above pH 3, Be\(^{2+}\) precipitates in phosphate buffer, even in the presence of chelating ligands such as DHBA.\(^{241}\)

Table 16. Thermodynamic parameters of binding obtained from ITC experiments.

<table>
<thead>
<tr>
<th>Reaction</th>
<th>(K_r^{eq}) (1/M)</th>
<th>(\Delta H) (cal/mol)</th>
<th>N</th>
<th>S (cal/mol(^\circ)C)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Be(^{2+}) + DMP</td>
<td>48050 ± 8800</td>
<td>4530 ± 193</td>
<td>0.19 ± 0.03</td>
<td>36.43 ± 0.26</td>
</tr>
<tr>
<td>Be(^{2+}) + Acetate</td>
<td>320 ± 15</td>
<td>5946 ± 130</td>
<td>0.82 ± 0.02</td>
<td>31.03 ± 0.32</td>
</tr>
</tbody>
</table>
Figure 30. Titration results. Raw titration data for Be$^{2+}$ into DMP solution (A), with control subtracted (B), and into acetate solution (C); integrated heat for Be$^{2+}$ into DMP solution (D) and acetate solution (E). In integrated heat plots, molar ratio is shown for small molecule/Be$^{2+}$ in cell, and control was subtracted from integrated heat. Control in (C) is present but not visible at around 15 kcal/mol.

Figure 30D and E show the fit to the integrated heat of a single trial each of DMP and acetate titration. It is likely that full saturation was not reached in these experiments due to limitations inherent in the systems. This may cause systematic errors in estimates of $\Delta H$ or $n$ not reflected in the standard errors in these measurements. The slopes of each fit
are clearly defined indicating accurate measure of the rate of change of heat with respect to relative concentration. To assure accurate calculation of $K_{r}^{\text{eq}}$, neither $\Delta H$ nor $n$ were fixed during fitting. From these reliably converging fits the $K_{r}^{\text{eq}}$ parameter is extracted.\textsuperscript{218}

### 4.4.2. CHARMM LJ parameters for Be\textsuperscript{2+} interactions with water.

Following the iterative procedure described in Sec. 2.4, in which Be\textsuperscript{2+} with various values of the LJ parameters $r_{i}^{\text{min}}$ and $\varepsilon_{i}$ was evaluated for energetic and structural interactions with water, LJ parameters were chosen which yielded satisfactory agreement with all observables. Final LJ parameters for Be\textsuperscript{2+} are: \[ \frac{1}{2} r_{i}^{\text{min}} = 0.8085 \text{ Å}; \varepsilon_{i} = -0.000825 \text{ kcal/mol}. \] The binding radius is lower in magnitude than other ions\textsuperscript{242} in the CHARMM FF, reflecting the great binding capacity of this small divalent ion. The next-smallest binding radius of 1.18 belongs to Mg\textsuperscript{2+}. The energy well is shallower than that of Li\textsuperscript{+}, which has $\varepsilon_{i} = -0.0023 \text{ kcal/mol,}$\textsuperscript{224, 243} and considerably shallower than that of the larger Ca\textsuperscript{2+} ($\varepsilon_{i} = -0.12 \text{ kcal/mol}$).\textsuperscript{244} The shallower LJ energy well contributes to beryllium’s low coordination number (n=4).

Be\textsuperscript{2+} solution and monohydrate results are listed in Table 17. Final Be\textsuperscript{2+} LJ parameters yield improved agreement with experimental properties of 5.3-molal BeCl\textsubscript{2} solutions, with a $g(r)$ peak position of 1.55 Å and a coordination of 3.94, both within 10% of experimental values (1.66 Å and 4, respectively\textsuperscript{211, 219}). $\Delta G_{\text{hyd}}$ underestimates experiment by 9% at 298.15 K (in magnitude). This is because energetic and structural properties were found to be at odds. For example, use of a lower $r_{\text{min}}$ parameter for Be\textsuperscript{2+} would bring $\Delta G_{\text{hyd}}$ in closer agreement with experiment, but also decrease the $g(r)$ peak position.
Table 17. Be\textsuperscript{2+} interactions with bulk water.

<table>
<thead>
<tr>
<th></th>
<th>Simulation</th>
<th>Target Result from Exp. or QM</th>
<th>Difference</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Delta G_{\text{hyd}}$ (kcal/mol)</td>
<td>-522.0 ± 0.3</td>
<td>-572</td>
<td>8.7 %</td>
</tr>
<tr>
<td>$g(r)$ Peak Position* (Å)</td>
<td>1.55</td>
<td>1.66 – 1.67</td>
<td>-6.60 %</td>
</tr>
<tr>
<td>Coordination Number*</td>
<td>3.94 ± 0.08</td>
<td>4</td>
<td>-1.6 %</td>
</tr>
<tr>
<td>Monohydrate Energy (kcal/mol)</td>
<td>-131.9</td>
<td>-139.4, -146.1</td>
<td>9.3 %</td>
</tr>
<tr>
<td>Monohydrate Separation (Å)</td>
<td>1.37</td>
<td>1.51 Å</td>
<td>-9.27 %</td>
</tr>
</tbody>
</table>

*5.3 molal aqueous BeCl\textsubscript{2} at 298.15 K.

Figure 31 plots $g(r)$ for Be\textsuperscript{2+} in a 5.3-molal solution of BeCl\textsubscript{2}. The pair correlation function between Be\textsuperscript{2+} and water differs from the total $g(r)$ (between Be\textsuperscript{2+} and water/Cl\textsuperscript{-}) in that it has a distinct secondary peak attributable to Be\textsuperscript{2+}-Cl\textsuperscript{-} interactions. In the experimental study by Yamaguchi et al,\textsuperscript{219} $g(r)$ between Be\textsuperscript{2+} and Cl\textsuperscript{-} is not deduced from experiment, but the authors note a decrease in Cl\textsuperscript{-} coordination by water oxygen in the presence of Be\textsuperscript{2+}, indicating association of the two ionic species at this concentration.
Figure 31. Radial distribution functions for 5.3-molal BeCl solution. Total radial distribution function for Be\(^{2+}\) (black; Be\(^{2+}\) with water and Cl\(^{-}\)) and pair correlation function for Be\(^{2+}\) with water (blue).

QM results for ion-mono hydrate interaction energy and separation distance listed in Table 17 are borrowed from a study by Yang et al.\(^{228}\) The ion-mono hydrate separation distance was computed with the atom bond electronegativity equalization method fused with molecular mechanics (ABEEM/MM). ABEEM and van der Waals parameters were fit to the interaction energies. As with solution properties, simulation results from the present study are within 10 % deviation from expected values. Final LJ parameters represent a compromise between accurate interaction energy and separation distance.

4.4.3. Divalent ion/small molecule interactions and simulation parameters.

With the LJ parameters fit to water interactions, Be\(^{2+}\) showed significant overbinding to both DMP and acetate. This is an expected result from a nonpolarizable FF in which close-range ionic interactions are not modulated by adjustment of effective atomic dipole moments.
Increasing the $r_{ij}^{\text{min}}$ interaction parameter between Be$^{2+}$ and interacting oxygens was sufficient to decrease binding probability and bring $\Delta G_r$ within 10% deviation from ITC results. Table 18 lists the adjusted interaction parameters. For all atom type pairs, the default value was 2.51 ($\varepsilon = -0.12$ kcal/mol and $\frac{1}{2}r_{ij}^{\text{min}} = 1.7$ Å for all three oxygen types). The lipid FF required a lesser increase in $r_{ij}^{\text{min}}$ with acetate than the CGEN FF, likely due to the reduced magnitude of charge assigned to OCL relative to OG2D2 (-0.67 and -0.76, respectively).

**Table 18.** Final $r_{ij}^{\text{min}}$ [Å] interaction parameters with Be$^{2+}$.

<table>
<thead>
<tr>
<th>Atom Type</th>
<th>Small Molecule</th>
<th>$r_{ij}^{\text{min}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>O2L</td>
<td>phosphoryl, DMP</td>
<td>2.92</td>
</tr>
<tr>
<td>OG2D2</td>
<td>carboxylate, CGEN FF</td>
<td>3.20</td>
</tr>
<tr>
<td>OCL</td>
<td>carboxylate, Lipid FF</td>
<td>3.07</td>
</tr>
</tbody>
</table>

Table 19 compares configuration states and probabilities calculated from solution simulations before and after adjustment of $r_{ij}^{\text{min}}$. It also gives the integration of the pair correlation function $N_{\text{Be}^{2+}-\text{O}_{\text{dp}}}$, from which the numbers of associated molecules, $N_{\text{SM}}$, are computed. Because configurations are counted by the number of DMP or acetate ions bound to a single Be$^{2+}$ atom, clustering is not reflected. Solution simulations with the original LJ parameters did exhibit clustering, but simulations with the adjusted parameters did not.
Table 19. Configuration states and probabilities.

<table>
<thead>
<tr>
<th>Small Molecule</th>
<th>$N_{\text{Be}^{2+} – \text{apo}}$</th>
<th>$N_{\text{SM}}$</th>
<th>$p_l$</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>DMP</strong></td>
<td>Lipid FF</td>
<td>3.1</td>
<td>4, 3</td>
</tr>
<tr>
<td></td>
<td>Adjusted</td>
<td>1.31</td>
<td>2, 1</td>
</tr>
<tr>
<td><strong>Acetate</strong></td>
<td>CGEN FF</td>
<td>3.5</td>
<td>4, 3</td>
</tr>
<tr>
<td></td>
<td>Adjusted</td>
<td>0.53</td>
<td>1, 0</td>
</tr>
<tr>
<td></td>
<td>Lipid FF*</td>
<td>2.93</td>
<td>3, 2</td>
</tr>
<tr>
<td></td>
<td>Adjusted</td>
<td>0.37</td>
<td>1, 0</td>
</tr>
</tbody>
</table>

*New soluble acetate model for Lipid FF.

**Error! Not a valid bookmark self-reference.** compares resulting $\Delta G_r$ computed with eq. 31 with experiment and shows the extent of overbinding when parameters fit to water interactions are used. Interestingly, binding energies were nearly equivalent for all oxygen species before adjustment. This is significant because, in DOPS bilayers and monolayers, carboxylate sits at the water-lipid interface and encounters solvated $\text{Be}^{2+}$ before phosphate. Overbinding to carboxylates could prevent $\text{Be}^{2+}$ from penetrating deep enough into the headgroup region to bind with phosphate. Final $r_{ij}^{\text{min}}$ parameters yield $\Delta G_r$ that agrees with experiment for all 3 reaction types.
Table 20. $\Delta G_r$ from experiment and simulation. Simulation values use the FEP method described in Sec. 4.2.4 and eqs. 31 and 33 - 34.

<table>
<thead>
<tr>
<th>Small Molecule</th>
<th>Original $r_{ij}^{\text{min}}/\Delta G_r$ (kcal/mol)</th>
<th>Final Fit $r_{ij}^{\text{min}}/\Delta G_r$ (kcal/mol)</th>
<th>Exp. $\Delta G_r$ (kcal/mol)</th>
<th>Error, Fit/Exp.</th>
</tr>
</thead>
<tbody>
<tr>
<td>DMP Lipid FF</td>
<td>2.51/ -18.87 ± 0.27</td>
<td>2.92/ -6.32 ± 0.23</td>
<td>-6.49 ± 0.12</td>
<td>-2.6 %</td>
</tr>
<tr>
<td>Acetate CGEN FF</td>
<td>2.51/ -18.22 ± 0.37</td>
<td>3.20/ -3.38 ± 0.31</td>
<td>-3.47 ± 0.03</td>
<td>-2.6 %</td>
</tr>
<tr>
<td>Lipid FF*</td>
<td>2.51/ -18.10 ± 0.27</td>
<td>3.07/ -3.76 ± 0.44</td>
<td>-3.47 ± 0.03</td>
<td>-7.8 %</td>
</tr>
</tbody>
</table>

*New soluble acetate model for Lipid FF.

To illustrate the difference between calculating $\Delta G_r$ using eq. 31 (FEP only method) or eq. 39 (solution probabilities as published in 204), Table 21 provides $\Delta G_r^c$ from FEP (needed for both methods), and $p_{\text{rel}}$ and $p_i$ computed from these values (needed to use eq. 31), $p_i$ found from solution counting method, resulting reduction factors for each method, and final $\Delta G_r$ found using each method. Most of these values are also reported elsewhere; the table is intended for comparison of the two methods. Full comparison is only possible with adjusted DMP parameters because in unadjusted systems, clustering was seen and is not reflected in FEP values, which are only reported for associations with 3 PS components (requiring no addition method), and adjusted acetate parameters exhibit only a single elevated state which can be sampled in one series of FEP simulations, again requiring no addition method. (However, reduction by coordination number was necessary for the unadjusted systems.)

Table 21. Comparison of parameters used to find $\Delta G_r$ of Be$^{2+}$/DMP using two methods (adjusted parameters only).

<table>
<thead>
<tr>
<th>Configuration</th>
<th>$\Delta G_r^c$ kcal/mol</th>
<th>FEP only (eq. 31)</th>
<th>Sol. counting (eq. 39)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$p_{\text{rel}}$</td>
<td>$p_i$</td>
<td>reduction factor</td>
</tr>
<tr>
<td>2</td>
<td>-12.63</td>
<td>6E5</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>-4.59</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>
While solution simulations were seen to reach equilibration of Be$^{2+}$ coordination, configuration probabilities for adjusted DMP (computed from solution simulations using systems of equations in Table 15) did not match the theoretical prediction from the free energies alone (computed with eqs. 31 and 33–34). Figure 32 shows the equilibration of Be$^{2+}$ coordination by DMP in the bulk solution simulation with final adjusted LJ interaction parameters to be 1.3, whereas FEP results indicate nearly exclusive coordination by 2 DMP molecules.

![Figure 32. Be$^{2+}$ coordination by DMP with adjusted LJ parameters.](image)

In Figure 32, equilibration is seen around 160 ns. The discrepancy between the two methods of calculating Be$^{2+}$ coordination may reflect the need for a longer solution simulation if the plateau seen at 160 ns does not represent true equilibration. Alternately, it may indicate the need to explore different methods of FEP to accurately reflect the solution environment and nature of the interaction. If $\Delta G_r$ is computed assuming a coordination of 1.3 DMP and additivity of the extrinsic Gibbs free energy as in eq. 39, one obtains $\Delta G_r = -5.45$ kcal/mol (reported in Table 21), a difference of only 0.85 kcal/mol from the value reported in Table 20 from FEP energies only.
Figure 33 compares $g(r)_{\text{Be}^{2+}\text{-O}_{\text{dp}}}$ before and after adjustment of lipid FF parameters. Note the adjustment of the LJ interaction parameters increased the separation distance between bound $\text{Be}^{2+}$ and $\text{O}_{\text{dp}}$, and decreased the height of the first peak of $g(r)_{\text{Be}^{2+}\text{-O}_{\text{dp}}}$, both indicating weaker binding after adjustment of the LJ interaction parameters. Additionally, $g(r)_{\text{Be}^{2+}\text{-O}_{\text{dp}}}$ are very similar before parameter adjustment; the curves overlap but DMP peak is slightly higher. Coordination number, determined by integration of the first peak of $g(r)$, is greater for DMP than acetate after adjustment, and coordination is tighter, as can be seen from the closer $g(r)$ peak position.

Figure 33. $g(r)_{\text{Be}^{2+}\text{-O}_{\text{dp}}}$ between $\text{Be}^{2+}$ and free deprotonated oxygens. Blue: DMP. Red: acetate. Solid: initial $r_{ij}^{\text{min}}$. Dashed: final $r_{ij}^{\text{min}}$. Lipid FF parameters used.

Figure 34 shows sample configurations of $\text{Be}^{2+}$ in solution with DMP (lipid FF). Water and $\text{Na}^+$ ions are present but not shown. Default parameters show extensive clustering with DMP, but the resulting $\Delta G_r$ is too favorable, indicating these configurations are not realistic. Less clustering is seen with default acetate interaction parameters. In both DMP and acetate systems, adjustment of $r_{ij}^{\text{min}}$ reduces clustering.
Figure 34. Be$^{2+}$ in solution with DMP Default (top) and adjusted (bottom) LJ interaction parameters. Colors: Be$^{2+}$, pink; O, red; C, blue; H, gray; P, gold. Water and Na$^+$ ions not shown.

4.4.4. DOPS monolayer surface tensions and Be$^{2+}$ coordination.

Surface tensions of DOPS monolayers ($\gamma_m$) calculated from simulation agree with experiment for both Be$^{2+}$ with adjusted interaction parameters and K$^+$. $A_l = 65.3 \text{ Å}^2$/lipid is of interest because it is the experimental $A_l$ for DOPS membranes at 303.15 K. $\gamma_m$
for the sample trajectory fluctuates between 40 and 70 dyn/cm, with a mean of 52.8 dyn/cm calculated from 30 to 150 ns.

As has been demonstrated experimentally,\textsuperscript{23} $\gamma_m$ and $A_l$ are directly related along a pressure-area isotherm; $\gamma_m$ is higher at greater $A_l$. Figure 35 plots the experimental data (provided by Ermakov et al.\textsuperscript{23}) for DOPS monolayers in solutions of 1 mM Be$^{2+}$ or K$^+$. In the Langmuir experiments, the subphase solution contained 10 mM KCl as a background electrolyte and buffered with 2 mM Tris-HCl (pH 7.3). DOPS monolayers with Be$^{2+}$ exhibit a greater $\gamma_m$ than with K$^+$. At equal $\gamma_m$, DOPS monolayers in the presence of Be$^{2+}$ have a lesser $A_l$, indicating that Be$^{2+}$ has a compacting effect on the monolayer. This can be attributed to both strong ionic interactions with the divalent ion and the smaller radius of Be$^{2+}$ relative to K$^+$. While not as strong as direct ion-oxygen associations, our findings also indicate that Be$^{2+}$ is able to associate with phosphoryl and carboxylate oxygens through water bridging (see below).
Table 22 compares simulation results for $\gamma_m$, calculated using eq. (40), with experimental results. Because experimental concentrations were too low to match with the simulation box size used, enough ions were added to equilibrate the system (40 Be$^{2+}$ and 80 K$^+$. In Be$^{2+}$-DOPS systems, Be$^{2+}$ saturated the monolayer and, due to long residence times, dissociated infrequently. The bulk concentration of Be$^{2+}$ in these simulations therefore accurately represents the experimental concentration, in which Be$^{2+}$ freely saturated the DOPS monolayers and existed in solution in concentrations too low to simulate. Experimental values for $\gamma_m$ at 65.3 and 71.6 Å$^2$/lipid are reproduced in simulation using the adjusted interaction parameters. A snapshot for the distribution of Be$^{2+}$ in an equilibrated monolayer simulation can be seen in Figure 36.

Figure 35. DOPS surface tension from Langmuir experiments and simulation. Bulk ion concentration in experiment: 1mM.$^{23}$
Table 22. DOPS monolayer surface tensions. Units of dyn/cm.

<table>
<thead>
<tr>
<th></th>
<th>65.3 Å²/lipid</th>
<th>71.6 Å²/lipid</th>
<th>80 Å²/lipid</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Be²⁺</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sim.</td>
<td>52.8 ± 5.8</td>
<td>58.9 ± 4.7</td>
<td>-</td>
</tr>
<tr>
<td>Exp.²¹</td>
<td>51.2</td>
<td>57.9</td>
<td>-</td>
</tr>
<tr>
<td><strong>K⁺</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sim.</td>
<td>35.9 ± 6.3</td>
<td>46.6 ± 5.4</td>
<td>53.5 ± 6.1</td>
</tr>
<tr>
<td>Exp.²¹</td>
<td>41.3</td>
<td>47.5</td>
<td>54.7</td>
</tr>
</tbody>
</table>

Figure 36. DOPS monolayer with bound Be²⁺. $A_l = 65.3$ Å². Be²⁺: pink sphere, C: teal licorice, O, red licorice, P:, gold licorice, N: blue licorice, water: blue dashed.

Figure 37 compares pair correlation functions $g(r)$ for Be²⁺ with various oxygens in DOPS monolayer simulations at 65.3 Å²/lipid. The carboxylate peak below 2 Å is too small to be visible in $g(r)$ for all oxygens (black line), but the phosphate peak is clearly visible. From $g(r)$ for all oxygens, it is evident that more associations occur with water oxygens than with phosphate oxygens (the integral of this peak is greater).
Figure 37. Pair correlation functions of Be$^{2+}$ with various oxygens. $A_l = 65.3$ Å$^2$/lipid. For comparison, $g(r)$ are not normalized.

Preferential association with phosphate relative to acetate is not seen in K$^+$ simulations, although K$^+$ has not been specifically parameterized for these interactions. Solubility data of acetate and phosphate salts indicate that phosphate associates more strongly with ions in general, and with potassium in particular: Potassium acetate is about 17 times as soluble as potassium dihydrogen phosphate at standard temperature and pressure.$^{246}$ Additionally, the bond dissociation energy of potassium from trimethyl phosphate as determined by threshold collision-induced dissociation (CID) is similar to that of potassium with acetone and greater than with methanol (135, 140, and 92 kcal/mol, respectively).$^{247}$ Dissociation energies reveal that sodium binds more favorably to trimethyl phosphate than both acetone and methanol (171, 145, and 111 kcal/mol, respectively). Therefore, even fully methylated phosphate associates strongly with ions in solution, with equal or greater affinity than acetate binding sites. However, specific binding affinities of potassium with acetate and dimethyl phosphate are not known.
While $g(r)$ for $\text{Be}^{2+}$ with lipid and water oxygens is similar at 71.6 and 65.3 Å$^2$/lipid, there is one notable difference: The more condensed monolayer shows close association with carboxylates, as can be seen from the pair correlation function of $\text{Be}^{2+}$ with carboxylate oxygens in Figure 38. The $g(r)$ for the condensed monolayer has a sharp first peak at 1.85 Å, which is lacking in the monolayer with 71.6 Å$^2$/lipid. Both monolayers have secondary peak around 3.5 Å due to the proximity of the carboxylate oxygens to phosphate oxygens, which sit an average of 3.5 Å apart in these simulations.

![Figure 38. Pair correlation functions of $\text{Be}^{2+}$ with DOPS carboxylate oxygens. Averaged over last 60 ns of trajectory for DOPS monolayer simulations with 65.3 and 71.6 Å$^2$/lipid. $A_l = 65.3$ Å$^2$/lipid. For consistency with Figure 37, $g(r)$ are not normalized.](image)

Table 23 and
Table 24 quantify the associations between Be$^{2+}$ or K$^+$ and various oxygens in DOPS monolayer simulations. Ion-oxygen associations in

Table 23, computed from pair correlation functions, confirm that Be$^{2+}$ only associates with carboxylate oxygen in the more condensed monolayer (65.3 Å$^2$/lipid). As would be expected, Be$^{2+}$ associated with more lipid oxygens overall at 65.3 than at 71.6 Å$^2$/lipid; 1.84 and 1.64 associations, respectively. Each K$^+$ ion associates with about 1 lipid oxygen, and some K$^+$ is solvated.
Table 24 lists the average oxygen-ion residence times and occupancies computed from time series of bond distances. For example, the 0.42 expected occupancy for phosphoryl oxygen and $\text{Be}^{2+}$ signifies that a given phosphoryl oxygen will coordinate an average of 0.42 $\text{Be}^{2+}$ ions at a given time. While the residence time for $\text{Be}^{2+}$ associations with phosphoryl oxygens in DOPS monolayers is significant (about 1/4 of the trajectory length used in the calculation), dissociations do occur. The residence time for associations with carboxylate oxygens, which only occur at higher $A_1$, is much shorter. This is expected given the greater magnitude of $\Delta G_r$ between $\text{Be}^{2+}$ and phosphoryl oxygen found from ITC experiments. Residence times for $\text{K}^+$ associations are three orders of magnitude smaller than those for $\text{Be}^{2+}$-phosphate interactions and are similar for phosphoryl and carboxylate oxygens. $\text{K}^+$ expected occupancies are higher with carboxylate than phosphoryl oxygen, but parameterization of the relevant interaction parameters for potassium is needed to infer physical significance of this difference.

Table 23. Ion-oxygen associations in DOPS monolayer simulations.

<table>
<thead>
<tr>
<th></th>
<th>Phosphate</th>
<th>Carboxylate</th>
<th>Water</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Be$^{2+}$</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>65.3 Å$^2$/lipid</td>
<td>1.69</td>
<td>0.15</td>
<td>2.22</td>
<td>4.05</td>
</tr>
<tr>
<td>71.6 Å$^2$/lipid</td>
<td>1.64</td>
<td>0.00</td>
<td>2.35</td>
<td>4.00</td>
</tr>
<tr>
<td><strong>K$^+$</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>65.3 Å$^2$/lipid</td>
<td>0.34</td>
<td>0.75</td>
<td>5.67</td>
<td>6.76</td>
</tr>
<tr>
<td>71.6 Å$^2$/lipid</td>
<td>0.27</td>
<td>0.70</td>
<td>5.89</td>
<td>6.86</td>
</tr>
</tbody>
</table>
Table 24. Residence times and expected occupancy for various oxygen-ion associations in DOPS monolayer simulations. Computed from 30 – 120 ns. Associations through water bridging included only for Be$^{2+}$. (Residence times are given in ps or ns timescale.)

<table>
<thead>
<tr>
<th></th>
<th>65.3 Å$^2$/lipid</th>
<th>71.6 Å$^2$/lipid</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Phosphoryl</td>
<td>Carboxyl</td>
</tr>
<tr>
<td>Be$^{2+}$ Residence time</td>
<td>23.7 ± 1.2 ns</td>
<td>4.4 ± 0.5 ns</td>
</tr>
<tr>
<td>Occupancy</td>
<td>0.42</td>
<td>0.04</td>
</tr>
<tr>
<td>K$^+$ Residence time</td>
<td>22.8 ± 0.6 ps</td>
<td>30.5 ± 0.1 ps</td>
</tr>
<tr>
<td>Occupancy</td>
<td>0.18</td>
<td>0.39</td>
</tr>
</tbody>
</table>

Figure 39. Histogram of Be$^{2+}$-phosphate association times. $A_t = 65.3$ Å$^2$, computed from 30 – 120 ns. Associations < 20 ps not shown.

Figure 39 is a histogram of residence times for Be$^{2+}$-phosphate associations with $A_t = 65.3$ Å, disregarding association times < 20 ps. Binding events can be separated into three regimes by duration of association. Twenty-one associations endured for the length of trajectory analyzed (90 ns), and another large group dissociated in less than 20 ns. A third regime of 15 associations were stable, but not as long, lasting between 20 and 60 ns.
The total number of associations is 67, 1.67 times the number of \( \text{Be}^{2+} \) ions in the simulation. Adding associations in the middle regime and the group that did not dissociate yields \( 21 + 15 = 36 \), nearly the number of \( \text{Be}^{2+} \) ions in the simulation. Thus, each \( \text{Be}^{2+} \) ion is coordinating an average of one or two lipids, and while some of these associations are weak, most \( \text{Be}^{2+} \) ions tightly coordinate a single phosphoryl oxygen. Figure 40 shows sample \( \text{Be}^{2+} \)-ion coordination by DOPS headgroups and snapshot bond distances.

Where \( \text{Be}^{2+} \) associates with water, it can form water bridges with both phosphoryl and carboxylate oxygens.
Table 24 reports bridging residence times and expected occupancies ("+ water" columns). Decreased association times (ps rather than ns scale) for bridging events indicate the expected weakness of bridged hydrogen bonding relative to direct associations. Bridging between Be\(^{2+}\) and carboxylate oxygens was more common than with phosphoryl oxygens. This is because direct association between Be\(^{2+}\) and phosphoryl oxygen positions carboxylate oxygen at an appropriate distance for a bridging event. Figure 40D. shows an example configuration of Be\(^{2+}\) directly coordinating phosphoryl oxygen and coordinating carboxylate oxygen through a water bridge. Bridging events were not significantly influenced by \(A_l\).

![Figure 40. Common Be\(^{2+}\) binding configurations in DOPS monolayers. DOPS headgroups and Be\(^{2+}\) shown. Snapshot bond lengths (Å) in parentheses. A. Be\(^{2+}\) (pink sphere) coordinating 2 phosphate oxygens (1.68 and 2.7) and 2 water oxygens (avg. 1.48). B. Coordinating 1 phosphate oxygen (1.75) and 3 waters (avg. 1.51). C. Coordinating 1 acetate oxygen (2.5), 1 phosphate oxygen (1.77), and 3 waters (avg. 1.78). D. Water bridge with acetate (3.4 between Be\(^{2+}\) and acetate O; 2.0 between acetate O and water H; 1.5 between Be\(^{2+}\) and water O). Colors: C: teal licorice, O, red licorice, P:, gold licorice, N: blue licorice, water: red dashed interior. \(A_l = 65.3\) Å\(^2\).}
4.5. Results for K⁺ Interactions with PEG

4.5.1. QM and MD interaction energies between K⁺ and ether oxygens.

It is well-known that default LJ interaction parameters computed using combining rules (eqs. 30 and 31) result in poor representation of ionic interactions in solution. The simplest explanation for this is that combining rules are "filler" for missing pair-specific parameters and, in an empirically derived FF, accurate represent of pair-specific interactions is not likely to follow. In addition to the previously mentioned deficiency of using a single experimental observable, osmotic pressure, to fit NBFIX parameters for ion-ion interactions, the CHARMM community has historically fit only \( r_{ij}^{\text{min}} \) and not \( \epsilon_{ij} \) for ionic interactions, although from \( U_{\text{LJ}} \) in eq. (2) it is clear that these parameters affect the potential in different ways. This has been justified as follows: Increasing \( r_{ij}^{\text{min}} \) as little as 0.1 Å results in a decrease of the favorability of ionic interactions in solution at separation distances \( r \) greater than the energy minimum, while \( \epsilon_{ij} \) affects the depth of the LJ potential well. Thus, the longer-range ionic interactions were treated by changing only \( r_{ij}^{\text{min}} \).

In one study, Na⁺/Cl⁻ interaction parameters for the Drude polarizable FF were fit to experimental osmotic pressures by changing \( r_{ij}^{\text{min}} \), and the \textit{ab initio} Na⁺/Cl⁻ potential energies in a vacuum as a function of \( r \) were compared with simulation results using both the new parameter set and the default parameters. While improvement was seen with the parameter set fit to osmotic pressure, the resulting energy well remains too deep relative to the QM results and the repulsion barrier is too steep, issues that could possibly be solved by fitting both \( \epsilon_{ij} \) and \( r_{ij}^{\text{min}} \) to the interaction energy landscape. The authors note that \textit{ab}
*initio* net energies computed in a vacuum are a poor representation of the energy landscape in solution.

To investigate the effects of $\varepsilon_{ij}$ and $r_{ij}^{\text{min}}$ on the interaction energy landscape in solution, QM interaction energies between and K$^+$/DEOE were computed in implicit solvent and compared with MD results in explicit water using various $(\varepsilon_{ij}, r_{ij}^{\text{min}})$ sets. Interaction energy rather than absolute energy was chosen because relative energy allows for more direct comparison to MD.

Figure 41 plots results for K$^+$ interactions with DEOE. Values for $(\varepsilon_{ij}, r_{ij}^{\text{min}})$ are: default C36e and C36 = -0.09327, 3.41365; fit = -0.2474, 3.341. I will discuss C36 results last, as these have different electrostatic parameters and cannot be used to compare LJ parameters.

The default C36e interactions are too favorable at short range; the interaction energy well is too deep and the close-range repulsion is shifted to the left and not as steep as the QM curve. Interactions at higher values of separation distance are dominated by electrostatics and not affected by changes in LJ parameters. The parameter $\varepsilon_{ij}$ is very different in the two parameter sets, and as one would expect analytically, the larger absolute value of $\varepsilon_{ij}$ used in the fit (~-0.25 fit vs. -0.093 default) increases short-range repulsion. While this would also result in a deeper LJ potential well, the interaction energy well is shallower for the fit compared to the default parameter set. The discrepancy can be explained by the fact that the interaction energies in Figure 41 are total interaction energies, not only LJ contributions. Except at very close range, electrostatic interactions are a greater contribution to the total energy than LJ interactions. Additionally, the supplied $r_{ij}^{\text{min}}$ values do not correspond to the position of the well minimum. This is again because electrostatic
interactions dominate except at very short separation distances. While the fit shows much improvement, perhaps more would be seen with a more negative value of $\varepsilon_{ij}$; the lowest value tested was -0.25, near the final fit value.

![Graph showing DEOE/K+ interaction energies as a function of separation distance. QM energies computed at MP2/def2TZVPP//MP2/def2QVZPP level using SMD implicit solvent model. MD energies represent an average over an ensemble of 100 minimized snapshots. Values for $(\varepsilon_{ij}, r_{ij}^{\text{min}})$ are: default C36e and C36 = -0.09327, 3.41365; fit = -0.2474, 3.341. Interestingly, C36 parameters show poor long-range agreement with QM interaction energies (Figure 41, red), and because the LJ interaction energies are the same as with C36e, this difference is attributable to different partial charge assignments. It would not be possible to fit the QM interaction energy landscape with C36 partial charge parameters because electrostatic interactions dominate at large separation distances.](image)

Figure 41. DEOE/K+ interaction energies as a function of separation distance. QM energies computed at MP2/def2TZVPP//MP2/def2QVZPP level using SMD implicit solvent model. MD energies represent an average over an ensemble of 100 minimized snapshots. Values for $(\varepsilon_{ij}, r_{ij}^{\text{min}})$ are: default C36e and C36 = -0.09327, 3.41365; fit = -0.2474, 3.341.

Interestingly, C36 parameters show poor long-range agreement with QM interaction energies (Figure 41, red), and because the LJ interaction energies are the same as with C36e, this difference is attributable to different partial charge assignments. It would not be possible to fit the QM interaction energy landscape with C36 partial charge parameters because electrostatic interactions dominate at large separation distances.
4.5.2. PEG radius of gyration from SANS experiments and MD simulations.

Theoretical dependence of solution conformations on salt concentration has been developed for polyelectrolytes\textsuperscript{250,251} and applied successfully to the interpretation of SAXS results for short nucleic acids in NaCl solutions from 12.5 mM to 1 M,\textsuperscript{252} and to study the charge and salt dependence of dynamics of the charged polymer polyethylenimine (PEI).\textsuperscript{253} The wormlike chain model predicts a decrease in $R_g$ as a function of salt concentration at all protonation states for PEI caused by screening of the charges in the backbone as salt concentration increases, allowing the charged amines to be closer together and the polymer to exhibit more gauche character. This is quantified by a reduced electrostatic persistence length in the presence of electrolyte. Increase in the protonation state of PEI augments this effect.

Because PEG has zero net charge, this theory is not directly applicable to PEG in KCl solutions. However, recent QM results for linear ethers indicate significant polarity of the ether oxygens in PEG,\textsuperscript{72} and one can conjecture that charge screening in concentrated salt solutions would result in a less pronounced decrease in PEG $R_g$. Indeed, $R_g$ computed from SANS curves decreases from 12.7 to 11.3 Å in pure D$_2$O vs. 3 M KCl. SANS $I(q)$ curves are shown in Figure 42 along with the log curves used to compute $R_g$, which corresponds to the slope the best-fit line to the log curves.

Scattering curves computed from MD simulations with the C36e FF\textsuperscript{72} are also shown in Figure 42. While the scattering curves do not agree quantitatively with experiment, the correct trend is seen: the slope of the curve for $q < 0.1$ Å is steeper in pure D$_2$O, indicating a larger $R_g$. Experimental curves in Figure 42 are for 0.05 w/vol. of PEG, and $R_g$ was shown to decrease with increasing PEG concentration. Thus, the MD curve in
Figure 42 (top) is steeper than the experimental curve because PEG concentration is lower (yielding a more precise estimate of $R_g$). The MD curve in 3 M KCl is not steep enough, indicating underestimation of $R_g$.

Figure 42. SANS intensity as a function of wave vector and $\ln(I)$ vs. $q^2$. Experimental curves are at 0.05 w/vol. of PEG, whereas simulation curves represent infinite dilution. Curves are an average of three replicates. Simulations used C36e FF\textsuperscript{72} and default LJ interaction parameters.

Figure 43 illustrates the geometry of PEG in pure water and 3 M KCl by comparing images formed from the superposition of 20 frames (snapshots collected over 40 ns). The 29-mer PEG is shown aligned along its short and long axes. Consistent with the larger $R_g$,
PEG has a longer end-to-end distance in pure water (22.56 Å) than in 3 M KCl (16.94 Å). As these measurements are of the polymer, not the polymer + water envelope, it is clear that KCl reduces the radius of gyration by changing PEG conformation. Indeed, in the "long axis" images, the polymer exhibits less density at each extremity in 3 M KCl than in pure water, and the "short axis" 3 M image is more spherical than the pure water image consistent with compaction of PEG in the presence of KCl.

**Figure 43. Configurations of a 29-mer PEG along its long and short axes.** 20 superimposed frames in water and 3 M KCl, snapshots collected over 40 ns. End-to-end distances are listed. Axes determined by geometric distribution of atoms.

Figure 44 plots the experimental and MD $R_g$ of a 29-mer PEG as a function of KCl concentration. Experimental values are linearly extrapolated to infinite dilution of PEG. $R_g$ decreases slightly as KCl concentration increases. While the C36$^{81}$ and newer, QM-based C36e FF$^{72}$ both agree with experiment in pure D$_2$O, both FFs underestimate $R_g$ in the presence of KCl with no statistical difference. Accounting for the hydration shell of PEG significantly increases the calculated $R_g$ in the pure D$_2$O simulation, and based on PEG
O/water $g(r)$ in Figure 28, can be expected to increase $R_g$ in simulations with KCl as well. This would bring simulation $R_g$ in 1 M KCl very near the experimental value; however, $R_g$ at 3 M KCl will likely be underestimated even with the hydration envelope included.

As indicated in Sec. 4.3.2, further analysis is needed to calculate $R_g$ with inclusion of the hydration shell in simulations with KCl.

![Figure 44. PEG $R_g$ from simulation and experiment.](image)

Table 25 compares results for different ether oxygen/K$^+$ LJ parameter sets. $R_g$ is underestimated in all cases, and no clear trend in $R_g$ results from changing either $\varepsilon_{ij}$ or $r_{ij}^{\text{min}}$. Rather, $R_g$ for the solute only ranges from 9.68 – 10.2 Å in 1 M KCl and from 8.06 – 8.49 Å in 3 M KCl with nearly overlapping error bars. However, in all cases, the fraction of COCC gauche dihedrals is greater in 3 M than in 1 M KCl, and $R_g$ is consequentially lower in 3 M KCl. The OCCO dihedrals strongly exhibit gauche conformation regardless of parameter set or salt concentration. Changing ether oxygen/K$^+$ parameters does not have a discernable effect on $R_g$. This can be explained by the low coordination of ether oxygens.
with K$^+$ ions, indicated by the integral of the first peak of the ether oxygen/K$^+$ \( g(r) \). For example, using the C36e default parameters (one of the most highly interacting sets), each ether oxygen coordinates only 0.002 nearest-neighbor K$^+$ ions on average in 1 M KCl. Direct binding between ether oxygen and potassium, which has a large atomic radius, is not common in solution.

Table 25. Structure of PEG and K$^+$; ether oxygen/ K$^+$ interaction parameters varied. Each entry contains results for 1 M KCl (top) and 3 M (bottom). Columns from left to right: 1) LJ interaction parameters; 2) \( R_g \) (Å) including water envelope; 3) \( R_g \) (Å) including only PEG; 4) fraction of OCCO and 5) COCC dihedrals in PEG presenting gauche conformation. Dihedrals were assigned to be gauche if they were greater than 125°, the position of the transition barriers in DEOE. 6) \( g(r) \) peak positions (Å) and integrals for ether oxygen/ K$^+$ interactions.

| \((\varepsilon_{ij}, r^\text{min}_{ij})\) | \( R_g \) & \( R_g^*, \) & Fraction \( \text{OCCO gauche}^* \) & Fraction \( \text{COCC gauche}^* \) & \( g(r) \), ether oxygen/ K$^+$ |
|------------------------------------------|-----------------|-----------------|-----------------|-----------------|-----------------|
| -0.0932, 3.413                         | 1M KCl: 9.9 ± 0.40 | 10.20 ± 0.31 | 0.949 | 0.320 | 2.87; .002 |
| C36e default                            | 3M KCl: 7.80 ± 0.34 | 8.38 ± 0.34 | 0.956 | 0.338 | 2.67; .012 |
| -0.2474, 3.341                         | 9.68 ± 0.21 | 0.957 | 0.318 | 2.81; .002 |
| -0.2474, 3.9                           | 8.49 ± 0.08 | 0.956 | 0.339 | 2.85; .007 |
| -0.17, 3.341                           | 9.76 ± 0.09 | 0.957 | 0.328 | 3.37; .0002 |
| -0.17, 3.9                             | 8.38 ± 0.10 | 0.957 | 0.333 | 3.37; .0006 |
| Experiment                             | 10.01 ± 0.21 | 0.958 | 0.319 | 2.75; .0040 |
|                                        | 8.46 ± 0.05 | 0.956 | 0.326 | 2.73; .0099 |
|                                        | 9.82 ± 0.12 | 0.954 | 0.329 | 3.37; .0002 |
|                                        | 8.06 ± 0.07 | 0.955 | 0.339 | 3.37; .0009 |

The experimental decrease of \( R_g \) as a function of KCl concentration can therefore best be explained by charge shielding, not by the formation of crown-ether like structures or folding induced by ionic bonding. As KCl crowds PEG, which has highly polar oxygens carrying a partial charge of around \(-0.60e\) in vacuum \textit{ab initio} calculations,\textsuperscript{72} it shields these partial charges, allowing for shorter distances between ether oxygens accomplished by increased folding of PEG, exhibited by a greater fraction of COCC gauche dihedrals.

The water-water \( g(r) \) peak position was found to be 2.79 Å for waters inside the solvation envelope of all simulations regardless of KCl concentration or the parameter set.
used, identical to the peak position for modified TIP3P water in bulk.\textsuperscript{254} Additionally, the PEG O/water $g(r)$ in Figure 28 show similar water structure in all simulations regardless of KCl concentration or parameter set. This indicates that changes in the local water shell in the presence of KCl do not contribute to the decrease in $R_g$.

4.6. Discussion

Previous attempts to parametrize ionic interactions for MD simulations focused primarily on ion solvation by water.\textsuperscript{242,255} More recently, a study by Lou and Roux\textsuperscript{212} used osmotic pressure results for sodium and potassium chloride solutions at concentrations from 1 to 5 M to obtain the relevant $r_{ij}^{\text{min}}$ parameters. This range of concentrations is a factor of 10 greater than physiologically-relevant concentrations and the question of how well these parameters represent dilute solutions remains. Additionally, such atom pair-specific adjustments were applied only to the CHARMM parameter $r_{ij}^{\text{min}}$ and not to $\varepsilon_{ij}$.

Results reported by Venable et al.\textsuperscript{213} indicate that $r_{ij}^{\text{min}}$ interaction parameters for Na\textsuperscript{+} and K\textsuperscript{+} ions with lipid oxygens based on osmotic pressure data are reasonably transferable to simulations of anionic lipid bilayers. They found that use of osmotic pressure data to correct sodium and potassium overbinding to carboxylates in palmitoyloleoyl phosphatidylserine (POPS) membranes reduced deuterium order parameters of the palmitate chains, bringing MD results in closer agreement with NMR results. However, they consider interactions of lower affinity. Experimental affinities of Be\textsuperscript{2+} with anionic phospholipids are in the micromolar range, which is most suitable for ITC.\textsuperscript{256}

New LJ parameters for Be\textsuperscript{2+} improve agreement with solution and monohydrate properties obtained from experiment and QM, including free energy of hydration,
coordination number, and ion-monohydrate separation distance and interaction energy. While agreement in all measurements is within 10%, structural and energetic results are at odds, indicating the need for a more complex force field to describe solubility of this strongly-interacting ion. A study by Yang and Li\textsuperscript{228} used QM calculations of ionic interactions with 1 – 7 water molecules to develop LJ parameters for Be\textsuperscript{2+}, Mg\textsuperscript{2+}, and Ca\textsuperscript{2+} to accompany their seven-site flexible water model with fluctuating charges. While results for Be\textsuperscript{2+} interaction energies and separation distances agreed well with QM results, the hydration shell for Be\textsuperscript{2+} was larger than expected in solution (5.8 water molecules), causing the authors to echo the conclusion that Be\textsuperscript{2+} requires a more complex treatment of nonbonded potential. Azam et al.\textsuperscript{257} obtain accurate first hydration shell bond averages and coordination numbers using QM charge field molecular dynamics (QMCF/MD) to model a single hydrated Be\textsuperscript{2+} ion. QMCF/MD utilizes a partitioning scheme in which the system is divided into two parts. The chemically most relevant region, in this case the ion and first and second hydration shells, are treated by \textit{ab initio} quantum mechanics. The remaining part of the system evolves under an empirical potential. This is computationally expensive relative to all-atom MD and restricts the focus of the simulation to the immediate vicinity of a particular reaction. The authors do not report solution energetics.

Use of the new Be\textsuperscript{2+} LJ parameters (given in Sec. 3.2) in solution simulations with components of PS result in initial overbinding to both acetate and dimethyl phosphate, causing clustering. The CGEN FF model for soluble acetate\textsuperscript{135} exhibits the most overbinding to Be\textsuperscript{2+} before parameter adjustment, binding even more tightly than to DMP. The carboxylate model based on the lipid FF, which carries a lesser partial charge on the
free oxygen (-0.67 rather than -0.76), still exhibits overbinding. Adjustment of the LJ interaction parameter $r_{ij}^{\text{min}}$ sufficiently reduces binding to all small molecules in solution.

Pair correlation functions directly reflect association probabilities and together with free energy calculations provide a statistical accounting for the free energy of binding in solution. The free energies of Be$^{2+}$ interaction with water and dimethyl phosphate in solution are similar; free energy of hydration is -572 kcal/mol, and binding to dimethyl phosphate is -6.49 kcal/mol more favorable. Parameterization of Be$^{2+}$-oxygen interactions is therefore a fine-tuning of two reactions with similar affinities, hydration and binding in solution. We found that even in a saturated solution, a single Be$^{2+}$ ion associates with only one or two dimethyl phosphate molecules and maintains associations with water. Associations with acetate in solution are considerably weaker. A Be$^{2+}$ ion may associate with a single acetate molecule, and dissociations are frequent. Final LJ interaction parameters describing Be$^{2+}$-phosphate and -acetate binding agree well with the equilibrium constants for these reactions found from ITC experiments.

Surface tensions of DOPS monolayers, recorded in Langmuir experiments, depend on salt species and concentration in the subphase. Relative to Ca$^{2+}$, which has a larger atomic radius, and to monovalent K$^+$, Be$^{2+}$ has a compacting effect on DOPS monolayers in these experiments. Revised interaction parameters for Be$^{2+}$ with phosphate and carboxylate oxygens reproduce experimental surface tensions for DOPS monolayers and show compaction relative to monolayers equilibrated with K$^+$. In these simulations, Be$^{2+}$ preferentially associates with phosphate oxygens and maintains associations with water, which penetrates the monolayer. While some associations between Be$^{2+}$ and carboxylates
are present in simulations with 65.3 Å²/lipid (equivalent to experimental $A_t$ at 303.15 K),\textsuperscript{245} less condensed monolayers (71.6 Å²/lipid) show no associations with carboxylates.

The new parameters for Be$^{2+}$ developed in this chapter open possibilities of realistic modeling of multiple biochemical processes where we expect interference of this small dication underlying its toxicity. This includes competition between Ca$^{2+}$ and Be$^{2+}$ at the surface of phosphatidylserine-containing membranes and domains, Be$^{2+}$ interference with phosphatidylserine recognition by its receptors on macrophages, components of coagulation cascade, and Ca$^{2+}$-dependent membrane fusion machinery. A few more steps will be required for full parametrization of this cation for simulations with proteins.

Continuing investigation into pair-specific interaction parameters, we found QM interaction energies for K$^+$ with ether oxygens of DEOE. Comparison with interaction energies from MD simulations using the default LJ interaction parameters indicate that the shape of the energy landscape is poorly represented if only $r_{ij}^{\text{min}}$ is adjusted; perhaps quantities like binding energies or osmotic pressures can be reproduced in this manner, but specific balance of near and far field interaction energies can be accomplished by fitting both $(\epsilon_{ij}, r_{ij}^{\text{min}})$ LJ interaction parameters simultaneously.

The $R_g$ of 29-mer PEG in varying concentrations of KCl was found from SANS experiments. The new C36e parameter set for linear ethers introduced in Chapter 3\textsuperscript{72} shows quantitative agreement with experimental $R_g$ in pure D$_2$O if the hydration envelope is considered. Inclusion of the hydration envelope is expected to bring estimates of $R_g$ near to experimental values in KCl solutions up to 1 M. Examination of water-water $g(r)$ peak position in the vicinity of PEG and the gauche character and end-to-end distances of the polymer indicate that KCl dependence of $R_g$ is caused by increased folding, not by altered
water structure in the presence of KCl. $R_g$ in KCl solutions is not directly affected by changing K$^+$/ether oxygen interaction parameters; no significant change was found in $R_g$ in simulations with different $(\varepsilon_{ij}, r_{ij}^{\min})$ parameters for K$^+$/ether oxygen, perhaps because this interaction is weak.

Future analysis will include the quantification of the contribution of bound water to the computed scattering intensity $I(q)$ in MD simulations at 1 and 3 M KCl; calculation of the electrostatic persistence length of the PEG in water, 1, and 3 M KCl to determine whether persistence length is reduced by KCl; and application of new C36e ether parameters to the Drude polarizable FF to see if treatment of atomic polarizability improves PEG/ion interactions.
Chapter 5. Conclusions and Impact

This dissertation addresses three impactful issues in current lipid FF development: lipid diversity, lipid-ion interactions, and treatment of long-range LJ forces. Current lipid FF development aims to increase lipid diversity so that membrane simulations can model biological compositions. Accurate representation of lipid-ion interactions is essential to capture biological processes, such as ion-mediated signaling pathways and cell adhesion. The presence of ions also affects bilayer properties such as the bilayer dipole potential, which in turn affects protein folding. Long-range LJ interactions significantly impact the surface tension and compressibility of apolar liquids and can therefore be assumed to affect structure and dynamics of hydrophobic lipid tails; however, inclusion of long-range LJ interactions has been theoretically difficult because of bilayer anisotropy. Each of these FF development issues presents a parameterization challenge arising from the unique chemical properties of phospholipids, which contain polar headgroups and apolar, highly flexible tails.

The body of research contained in this dissertation therefore addresses each issue with chemical specificity. Accurate representation of the dihedral energy landscape of DEOE from QM calculations, for example, increases the transferability of the dihedral parameters compared to parameters derived from a limited set of experimental results (although FF validation is obtained by reproducing experimental results). QM interaction energies were considered in fitting Be\(^{2+}\) LJ parameters, and the effects of atomic polarizability on properties of hexadecane were investigated in the validation of LJ-PME for Drude vs. the C36 additive FF.
The availability of LJ-PME to the CHARMM community and the validation of this method presented in Chapter 2 is an initial step in the reparameterization of the C36 and Drude lipid FFs to include long-range LJ interactions. The current C36 FF achieves accurate properties with zero surface tension for symmetric bilayers, but consistently underestimates surface tensions of monolayers. For example, at a monolayer coverage of 64 Å²/lipid C36 predicts 26.4±1.0 dyn/cm for DPPC, whereas experiment is 40.9 dyn/cm. Including long-range LJ interactions, the agreement with experiment is within statistical error. This result is not satisfactory because one should not require different methods to represent long-range LJ forces when simulating a bilayer versus a monolayer. This suggests there is an inherent dependence on cutoff with the C36 lipid FF (and other FFs similarly parameterized). Reparameterization of lipids with LJ-PME would eliminate this dependence. Data from MD simulations presented in Chapter 2 validate the use of LJ-PME in systems of pure alkanes, but preliminary results indicate the bilayers condense when long-range LJ interactions are included. Reparameterization with LJ-PME is needed to achieve consistency in modeling monolayers and bilayers.

LJ-PME brings the dynamical properties of viscosity and diffusion closer to experiment, as consistent with an increase in density. Without LJ-PME, both C36 and the polarizable Drude FF underestimate viscosity and overestimate diffusion. Inclusion of long-range LJ forces also improves the temperature dependence of molar volume and area compressibility of alkanes, achieving better agreement with experiment at and above 330 K, important for simulations using enhanced sampling at higher temperatures such as replica exchange. Use of the polarizable Drude FF further increases agreement at higher temperatures. This advantage in temperature dependence is consistent with previous
results: polarizable FF generally perform better than additive FF at elevated temperatures in systems of pure water, water/salt solutions, and polypeptides. A likely explanation for this is the increase in degrees of freedom, allowing greater responsiveness of the polarizable systems to temperature fluctuations.

In addition to improving agreement with the experimental properties evaluated for alkanes, LJ-PME robustly calculates long-range LJ interactions for anisotropic systems such as an alkane-air interface. Figure 6 shows that increasing $r_{\text{cut}}$ causes $\rho$ to converge to the value obtained using LJ-PME, indicating that LJ-PME treats the long-range dispersion forces accurately.

The new FF for linear ethers and ether lipids resulting from research presented in Chapter 3, called C36e, expands the lipid repertoire of the C36 FF to include the biologically prevalent ether linkage. Ether-linked lipids in the human body are typically plasmalogens, characterized by an ether bond in position sn-1 to an alkenyl group. Ethanolamine plasmalogens such as PLAPE (also introduced in Chapter 3) present in high concentrations in brain, retina and other neural tissues.

Recent experimental findings verify that the ether linkage alters bilayer structure, water permeability, and water organization in the bilayer. For example, ether-linked DHPC has a higher $A_l$ than its ester-linked counterpart, DPPC. However, previous attempts to model the glycerol-ether linkage resulted in underestimation of $A_l$ and otherwise inaccurate representation of the scattering density profile. The new C36e FF appropriately yields a higher $A_l$ for DHPC than for DPPC and improved agreement with the experimental scattering density profile.
An interesting result from QM calculations of linear ethers in the same study is that in longer chained polyethers such as PEG, the ether oxygen carries substantial negative partial charge (~-0.6\(e\)) and bonded carbons carry notable positive charge (~0.4\(e\)). It is the polar nature of the ether oxygen that enables PEG's many uses in industry and medicine. C36e accurately models the partial charges and dihedral landscape of linear ethers, a distinct improvement over C36. An important next step is to apply these parameters to the Drude polarizable FF, which ascribes nearly neutral partial charges to linear ethers such as DMOE (originally parameterized with purely empirical targets).

While the C36e FF improves agreement with experimental structural properties for a pure DHPC bilayer, it does not reproduce the experimental trend of reduced dipole potential across the ether bilayer relative to a DPPC bilayer. Arguably the only way to reproduce this sensitive value is to include atomic polarization. FF models based on a nonpolarizable energy function, such as fixed-charge models, have the inherent limitation of underestimating the dielectric constants of nonpolar systems. For example, using the C27r FF, the dielectric constant of decane at its boiling point is 1.02, whereas with the Drude polarizable force field it is 2.06, very near to the experimental value of 1.97. A likely result of the improved dielectric constant of alkanes, the original Drude model for DPPC showed a reduction in membrane dipole potential to a value of 380 mV (relative to ~800 mV in C36 vs. experimental estimates of 220 – 280 mV\(^{200}\)). The primary contribution to the decrease in dipole potential can be attributed to improved representation of interfacial electrostatic interactions modulated by the dielectric constant of the hydrophobic tails. However, the improvement seen in the dipole potential of the original Drude DPPC model\(^{73}\) is lost with the updated lipid Drude model, which yields a potential drop of 560
While the Drude FF for lipids may in the future be able to more accurately represent electrostatic potential, further parametrization is needed to bring this FF in closer agreement with experimental values for these properties.

Chapter 4 uses various experimental and QM techniques to characterize lipid-ion interactions. Lipid-ion interactions are thought to affect many properties of bilayers, including dipole potential drop, water dipole orientation, and charge distribution. In addition to ion-water interactions, which are optimized in selection of atom-type LJ parameters to reproduce interactions with water, specific ion-lipid interactions should be considered. The CHARMM community has used osmotic pressure data to prescribe interaction parameters. This method has been successful in parameterizing nonbonded ionic interactions in bulk. While the application of osmotic pressure data to Na\(^+\) interactions with lipids resulted in improvement of deuterium order parameters for DMPG membranes, in the case of the POPS membrane, which presents two binding sites to Na\(^+\) (phosphate and acetate oxygen), resulting order parameters leave room for improvement. This suggests the need for further investigation in ion-lipid parameterization.

One approach is to include more experimental data as parameterization targets. The use of isothermal titration calorimetry to find binding affinities of Be\(^{2+}\) with PS component molecules introduces a novel method to characterize nearest-neighbor interactions as would be expected between this highly interacting divalent ion and PS binding sites. Theoretical advances in ITC data interpretation enable the extension of this method to competition and low-affinity reactions. While the fitting procedure used in Chapter 4 to develop LJ interaction parameters involves accounting for the ensemble of binding configurations in simulation and can require many iterations, use of model compounds with
a single binding site simplifies fitting. While not investigated here, other experimental data exhibiting ion dependence or ion binding could potentially be used as target data for fitting LJ interaction parameters, such as partial molar volumes of interacting species in solution.

Results for Be\(^{2+}\) LJ parameters presented in Chapter 4 agree well with both QM and experimental results for interactions with water (Table 17). Additionally, LJ interaction parameters between Be\(^{2+}\) and PS components reproduce experimental binding constants. ITC results show overwhelming preference of Be\(^{2+}\) to bind with dimethyl phosphate relative to acetate. Use of the new interaction parameters in DOPS monolayer simulations reproduce Be\(^{2+}\) concentration dependence of monolayer surface tensions and experimental compaction of DOPS monolayers in solution with BeSO\(_4\) relative to KCl.

Sections 4.3 and 4.5, investigation of PEG interactions with K\(^+\) in solution, make use of the new ether FF introduced in Chapter 3. Experimental SANS data for a 29-mer PEG in KCl solution show that, while the C36e FF agrees with experiment for the \(R_g\) of PEG in pure D\(_2\)O including the water envelop, \(R_g\) is underestimated in 3 M KCl. Local water structure is unaffected by KCl, and K\(^+\) does not associate closely enough with the ether oxygen to form crown-ether like structures. The dependence of \(R_g\) on KCl concentration can be attributed to increased gauche character of the COCC dihedral (whereas the OCCO dihedral exhibited overwhelming gauche character regardless of KCl concentration). A possible explanation for the KCl dependence of PEG \(R_g\) is charge shielding. The polar nature of the ether oxygen may maintain more COCC trans configurations unless shielded by K\(^+\) ions in solution.

Due to the polar nature of PEG and the importance of electron density distributions in ionic interactions, this problem could be treated with a polarizable FF. Future efforts
will include introducing a Drude model for PEG adapted from the C36e FF and quantitatively accounting for the effect of the hydration shell around PEG in simulations with KCl.

The anisotropic nature of phospholipids presents many challenges to FF development. Achieving chemical specificity consistent with both polar and hydrophobic interactions requires a balance of electrostatic and entropic forces. For best transferability, parameterization should be as chemically specific as possible, incorporating QM results for close interactions and torsions when possible and multiple experimental observables to characterize solution and bilayer properties. Accurate calculation of long-range LJ interactions not only improves thermodynamic properties such as compressibility and surface tension of alkanes, but also increases transferability: much improvement is seen in temperature dependence of molar volumes and isothermal compressibilities of hexadecane. The Drude FF, which accounts for atomic polarizability and thereby increases a system's degrees of freedom, also improves temperature dependence of these quantities for alkanes and shows promise of improving agreement with experimental estimates of bilayer dipole potential drop.

Bilayers have both polar and apolar regions requiring accurate treatment of LJ interactions to ensure proper force balance (electrostatic vs. hydrophobic) and inclusion of atomic polarizability to achieve proper energetics of transfer between polar and apolar regions. Research in this dissertation demonstrates the need for a careful reparameterization of the Drude lipid FF to include LJ-PME. Chemical specificity in both parameterization and treatment of forces improves FF accuracy and transferability. While ever-increasing FF diversity and time and length scales of simulations enable MD
simulations to model biological membranes, chemical specificity becomes increasingly important to ensure these complex systems accurately represent molecular interactions.
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