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#### Abstract

The Gauss-Jackson multi-step predictor-corrector method is widely used in numerical integration problems for astrodynamics and dynamical astronomy. The U.S. space surveillance centers have used an eighth-order Gauss-Jackson algorithm since the 1960s. In this paper, we explain the algorithm including a derivation from first principals and its relation to other multi-step integration methods. We also study its applicability to satellite orbits including its accuracy and stability.


## Introduction

Determination and prediction of orbits requires an orbit propagator that finds the phase space state of a satellite at one time based on its state at another time. This function has traditionally been performed by an analytical computation such as Hamiltonian normalization (general perturbations). While numerical integration (special perturbations) can provide a wider range of force models, until recent years the computation time required made it prohibitive for routine use in space surveillance. With greatly increased computation speeds now widely available, the daily processing of 10,000 or more satellites routinely tracked by space surveillance centers can conceivably be based on numerical integration, and a significant fraction of this number are processed numerically now.

The Gauss-Jackson integrator [1] is a fixed-step predictor-corrector method. The Gauss-Jackson software used in space surveillance originated in the 1960s as part

[^0]of the Advanced Orbit/Estimation Subsystem (AOES) [2]. Over the years, AOES has given rise to a family of astrodynamics applications used in the various space surveillance centers whose integrators are essentially unchanged, including a system known as SpecialK [3]. SpecialK has been used by Naval Network and Space Operations Command for special perturbations catalog maintenance for the last six years. Another member of the family is Astrodynamics Support Workstation (ASW) [4], used in Cheyenne Mountain to support the special perturbations catalog and in support of conjunction assessment for NASA. We have chosen to use SpecialK as the implementation on which to focus, but our analysis has broad applicability to all Gauss-Jackson integrators, including the one in ASW. This paper presents a study of the theory upon which the integrator is based, how it is implemented, and its accuracy and stability.

After an overview of multi-step integrators, we start with an explanation of difference tables and operators that form the core of the derivation of all the multi-step methods. We apply these to differentiation in the next section, followed by single integration where we derive the nonsummed Adams methods. The Adams method has a summed form which is presented in the succeeding section. The next section, on the Störmer-Cowell integrator for second-order differential equations, makes use of the Adams results. The summed form of the Störmer-Cowell integrator, called the Gauss-Jackson integrator, is presented next. Having avoided the issue of how to start the integrator when backpoints are unavailable, we next address this issue, in which the concept of a mid-corrector is introduced. To this point, the formulation is in terms of the difference operators; for computational efficiency, the ordinate form sums like terms but makes the result order-specific. The details are included in the next section.

With the derivation of the integrators complete, we finish with two sections. The first is a detailed description of implementation complete with pseudo-code that should suffice for a reasonably skilled programmer to implement in any generalpurpose programming language. The second shows the effect of step size and order of the Gauss-Jackson integrator on accuracy and stability.

## Multi-Step Integrators

An ordinary differential equation (ODE) is an equation of the form

$$
\begin{equation*}
\frac{\mathrm{d} y}{\mathrm{~d} t}=f(t, y) \tag{1}
\end{equation*}
$$

in which the derivative of a dependent variable $y$ is a function $f$ of that variable and the independent variable $t$. In order to find a specific solution of a differential equation the initial conditions $\left(t_{0}, y\left(t_{0}\right)\right)$ must be given. A given differential equation along with initial conditions is known as an initial value problem. The solution to an initial value problem, $y(t)$, can be found analytically for some differential equations. However, most differential equations must be solved numerically. Algorithms that numerically solve initial value problems are known as numerical integrators. Numerical integrators give an approximate solution at distinct values of $t$, known as mesh points. The numerical solution at a mesh point $t_{n}$ is denoted $y_{n}$, and due to error in the numerical method will likely be different from the exact solution, $y\left(t_{n}\right)$.

The differential equation in (1) is called a first-order differential equation because the equation is for the first derivative. Differential equations may have a higher order

$$
\begin{equation*}
\frac{\mathrm{d}^{n} y}{\mathrm{~d} t^{n}}=f\left(t, y, y^{\prime}, \ldots, y\right)^{(n-1)} \tag{2}
\end{equation*}
$$

where $n$ is the order of the differential equation. Initial value problems involving higher-order ODEs require initial conditions for each derivative through $y^{(n-1)}$. Though higher-order ODEs may be rewritten as a system of first order equations and solved with a standard numerical integrator, some numerical integrators are designed to directly solve higher-order ODEs. Integrators that solve second-order ODEs are called double-integration methods, while integrators that solve first-order ODEs are called single-integration methods.

Multi-step integrators integrate forward from a particular time to the next mesh point using function values at the current point as well as several previous mesh points. The set of the previous points used as well as the current point is called the set of backpoints. One disadvantage of multi-step integrators is that the initial set of backpoints must be found through some startup procedure, which complicates the method. The methods develop a Taylor series in the time separation between mesh points, and this series must be truncated after some number of terms, which thereby gives the order of the method. The order is one less than the number of backpoints, and is not related to the order of the differential equation.

Multi-step integrators are known as predictor-corrector methods. The algorithms first predict a $y$ value for the next mesh point and the function $f(t, y)$ is evaluated at the predicted point. That predicted function value is added to the set of backpoints, and a corrector formula is used with this revised set of backpoints to refine the predicted $y$ value.

This procedure offers several variations on the implementation. First, when adding the predicted value to the set of backpoints, the farthest backpoint from the current point may or may not be dropped. If it is not dropped, the corrector is of higher order than the predictor because the corrector uses one more backpoint than the predictor. Otherwise, the predictor and corrector are of the same order. Also, a second evaluation may or may not be performed after the corrector. A second evaluation improves the accuracy of the method, because improved function values are used in the set of backpoints in the subsequent steps. However, the additional evaluation causes an increase in run time. Methods that use one evaluation per step are known as Predict-Evaluate-Correct, or PEC, methods, and methods that perform a second evaluation are called PECE methods. Some implementations perform additional iterations of the corrector to meet some tolerance, and are called $\mathrm{P}(\mathrm{EC})^{n}$ or $\operatorname{PE}(\mathrm{CE})^{n}$ methods.

The methods can be derived in a variety of ways, but the fixed-step methods can be derived in a simplified form by using backward difference operators, which are described in the next section. The derivations of the Adams, summed-Adams, Störmer-Cowell, and Gauss-Jackson methods follow. These derivations follow the derivations presented by Maury and Segal [5], and the NORAD document known as TP008 [6].

The function $f(t, y)$ must be continuous and smooth through the set of backpoints. If there are any discontinuities in $f$, for example going through eclipse when solar radiation pressure is considered, the integration must either be restarted, or modified to handle the discontinuity [7].

In this paper we do not address variable step or error control, including $s$-integration, in numerical integration. The interested reader is referred to [8] and [9] for information on this topic.

## Tables and Operators

Predictor-corrector integrators can be defined in terms of difference tables. For a fixed-step method, assume that solution values $y_{n}$ are known on a discrete set of equally-spaced mesh points, $\ldots, t_{0}-2 h, t_{0}-h, t_{0}, t_{0}+h, t_{0}+2 h, \ldots$, where $h$ is the step. As shorthand, these values are referred to as $t_{n}=t_{0}+n h$, so this set of five values is $t_{-2}, t_{-1}, t_{0}, t_{1}, t_{2}$. The corresponding function values are $f_{n}=f\left(t_{n}, y_{n}\right)$, where $y_{n}$ is the numerical solution at the mesh point $t_{n}$ (not the exact solution $y\left(t_{n}\right)$ ).

The differential equations are solved by taking differences of the function values. There are three kinds of differences, represented by different operators:

$$
\begin{array}{ll}
\text { forward difference } & \Delta f_{i}=f_{i+1}-f_{i} \\
\text { backward difference } & \nabla f_{i}=f_{i}-f_{i-1} \\
\text { central difference } & \delta f_{i}=f_{i+1 / 2}-f_{i-1 / 2}
\end{array}
$$

Note that first central differences cannot be calculated directly, as the half-step points are not in the sequence of points, though the second central differences (see below for definition of second differences) can be calculated. As previous authors ([10], [11]) have recognized, conversion between series in these operators is straightforward. The backward difference derivation is used here, because when one is predicting or correcting, i.e., any time other than startup, it is the most natural. Derivations using other difference operators give algebraically equivalent methods, though differences in their implementation may give slightly different results due to round-off error.

Not only can the differences of the function $f$ be computed, the differences of the differences, or second differences, can be computed, and so on. For instance, the square of the backward difference operator is the operator applied to the first difference

$$
\begin{align*}
\nabla^{2} f_{i} & =\nabla \nabla f_{i}=\nabla\left(f_{i}-f_{i-1}\right) \\
& =f_{i}-f_{i-1}-\left(f_{i-1}-f_{i-2}\right)=f_{i}-2 f_{i-1}+f_{i-2} \tag{3}
\end{align*}
$$

The relationships of the backward differences are illustrated in Table 1. The arrows in the table point towards the difference; the upper component is always subtracted from the lower. For example, $\nabla^{2} f_{1}=\nabla f_{1}-\nabla f_{0}$.

In addition to the three difference operators, there is also a displacement operator $E$. The displacement operator is defined as

$$
\begin{equation*}
E f_{i}=f_{i+1} \tag{4}
\end{equation*}
$$

Powers of this operator act as expected; e.g., $E^{2} f_{i}=f_{i+2}$. The backward difference operator can be defined in terms of the displacement operator

$$
\begin{equation*}
\nabla=1-E^{-1} \tag{5}
\end{equation*}
$$

and alternatively the displacement operator can be defined in terms of the backward difference operator

$$
\begin{equation*}
E=\frac{1}{1-\nabla} \tag{6}
\end{equation*}
$$

The summed integration formulas (see Summed Adams Method section), contain negative powers of the operators; e.g., $\nabla^{-2}$. The backward difference table

TABLE 1. Backward Difference Table

| $i$ | $f_{i}$ | $\nabla f_{i}$ |
| :--- | :--- | :--- |
|  | $f_{-3}$ | $\nabla f_{-3}$ |

(Table 1) can be extended to the left to get negative powers of the backward difference operator, as in Table 2. Extending the differencing to the left gives $f_{i}=\nabla^{-1} f_{i}-\nabla^{-1} f_{i-1}$. This relation can be changed into a recursion formula that defines the inverse operator

$$
\begin{equation*}
\nabla^{-1} f_{i}=f_{i}+\nabla^{-1} f_{i-1} \tag{7}
\end{equation*}
$$

Note that the initial $(i=0)$ term in the sum is arbitrary; the difference relation holds no matter what this value is. This value is effectively an integration constant $C_{1}$. Thus, if the inverse operator is defined as a sum

$$
\nabla^{-1} f_{1}= \begin{cases}C_{1}+\sum_{j=1}^{i} f_{j}, & \text { if } i \geq 1  \tag{8}\\ C_{1}-\sum_{j=i+1}^{0} f_{j}, & \text { if } i \leq-1\end{cases}
$$

TABLE 2. Inverse Backward Differences

| $i$ | $\nabla^{-2} f_{i} \quad \nabla^{-1} f_{i} \quad f_{i} \quad \nabla f_{i}$ |
| :---: | :---: |
| -2 | $C_{2}-2 C_{1}+f_{0} \quad C_{1}-f_{0}-f_{-1} \quad f_{-2} \quad f_{-2}-f_{-3}$ |
| $-1$ | $C_{2}-C_{1} \longrightarrow C_{1}-f_{0} \longrightarrow f_{-1} \longrightarrow f_{-1}-f_{-2}$ |
| 0 | $C_{2} \longrightarrow C_{1} \longrightarrow f_{0} \longrightarrow f_{0}-f_{-1}$ |
| 1 | $C_{2}+C_{1}+f_{1} \longrightarrow C_{1}+f_{1} \longrightarrow f_{1} \longrightarrow f_{1}-f_{0}$ |
| 2 | $C_{2}+2 C_{1}+2 f_{1}+f_{2} \longrightarrow C_{1}+f_{1}+f_{2} \longrightarrow f_{2} \longrightarrow f_{2}-f_{1}$ |

the difference relation holds. The constant $C_{1}$ is discussed further in the Implementation section.

Powers of the summation $\nabla^{-1}$ are understood to be multiple sums, analogous to multiple differences. The presence of the operator $\nabla^{-2}$ in the Gauss-Jackson formulas sometimes gives rise to the name second sum integration formula. The second sum has an integration constant $C_{2}$, analogous to $C_{1}$.

## Differentiation

Differentiation $D=\mathrm{d} / \mathrm{d} t$ is the operator that turns a function into its derivative function. The differentiation operator $D$ can be represented in terms of $E$ by noting that

$$
\begin{align*}
E^{p} f\left(t_{0}\right) & =f\left(t_{0}+p h\right) \\
& =f\left(t_{0}\right)+p h D f\left(t_{0}\right)+\frac{(p h)^{2}}{2!} D^{2} f\left(t_{0}\right)+\frac{(p h)^{3}}{3!} D^{3} f\left(t_{0}\right)+\ldots \\
& =e^{p h D} f\left(t_{0}\right) \tag{9}
\end{align*}
$$

for any real number $p$, using a Taylor series expansion. The exponential of an operator is to be interpreted as its ordinary Taylor expansion

$$
\begin{equation*}
e^{t}=1+t+\frac{t^{2}}{2!}+\frac{t^{3}}{3!}+\ldots \tag{10}
\end{equation*}
$$

with powers of the operator well-defined. Thus we may identify the two operators

$$
\begin{equation*}
E^{p}=e^{p h D} \tag{11}
\end{equation*}
$$

or taking the logarithm

$$
\begin{equation*}
p h D=p \log E \tag{12}
\end{equation*}
$$

This expression can be written in terms of the backward difference operator (6)

$$
\begin{equation*}
h D=\log E=-\log (1-\nabla) \tag{13}
\end{equation*}
$$

The integration methods can now be derived by taking the inverse of the differentiation operator. The Adams method is derived first, and the other methods are derived from it.

## Adams Method

Indefinite integration is the operator inverse of differentiation

$$
\begin{equation*}
\int \mathrm{d} t=D^{-1} \tag{14}
\end{equation*}
$$

so its action on an arbitrary function is to give the antiderivative

$$
\begin{equation*}
F(t)=D^{-1} f(t) \tag{15}
\end{equation*}
$$

The single-integration operator $D^{-1}$ is computed as the inverse of the differentiation operator (13)

$$
\begin{equation*}
D^{-1}=-\frac{h}{\log (1-\nabla)} \tag{16}
\end{equation*}
$$

With this operator Adams integration can be developed. The focus here is satellite orbits, so the function $f$ is replaced with acceleration $\ddot{\mathbf{r}}$.

The definite integral is computed by using the displacement operator on the indefinite integral

$$
\begin{equation*}
\left(E^{p}-1\right) D^{-1} \ddot{\mathbf{r}}_{\mathrm{n}}=\left(E^{p}-1\right) \dot{\mathbf{r}}_{\mathrm{n}}=\int_{t_{n}}^{t_{n}+p h} \ddot{\mathbf{r}} \mathrm{~d} t \tag{17}
\end{equation*}
$$

For one step, $p$ is 1 . This integration corresponds to a predictor in a multi-step numerical integration, because the equation finds a value of $\dot{\mathbf{r}}$ at a future time. If $p=1$, the predictor operator $J$ can be written in terms of the backward difference operator as

$$
\begin{align*}
J & =\frac{1}{h}(E-1) D^{-1}=\frac{1}{h}\left[(1-\nabla)^{-1}-1\right] D^{-1}=\frac{1}{h} \frac{\nabla}{(1-\nabla)} D^{-1} \\
& =-\frac{\nabla}{(1-\nabla) \log (1-\nabla)} \tag{18}
\end{align*}
$$

To integrate from $t_{n}-h$ to $t_{n}$, shift backward using the displacement operator (6)

$$
\begin{equation*}
E^{-1} J=(1-\nabla) J=-\frac{\nabla}{\log (1-\nabla)} \tag{19}
\end{equation*}
$$

This operation corresponds to the corrector in a multi-step numerical integration, because it assumes that the $n^{\text {th }}$ velocity is already known and uses the corresponding acceleration to recalculate a new, better, velocity. It is on this expression that we focus initially because the operator has the simplest expansion.

The coefficients of the operators may be developed using a recursion relation [12]. For convenience in developing expansions, we define an operator $L$ and its Taylor expansion with coefficients $c_{i}$ as

$$
\begin{equation*}
L=E^{-1} J=-\frac{\nabla}{\log (1-\nabla)}=c_{0}+c_{1} \nabla+c_{2} \nabla^{2}+c_{3} \nabla^{3}+\ldots \tag{20}
\end{equation*}
$$

We shall develop the expansion of $L$ recursively through the standard Taylor series of the logarithm

$$
\begin{equation*}
\log (1-\nabla)=-\nabla-\frac{1}{2} \nabla^{2}-\frac{1}{3} \nabla^{3}-\frac{1}{4} \nabla^{4} \ldots \tag{21}
\end{equation*}
$$

which can be substituted in the definition of $L$

$$
\begin{equation*}
L=-\frac{\nabla}{\log (1-\nabla)}=\frac{1}{1+\frac{1}{2} \nabla+\frac{1}{3} \nabla^{2}+\frac{1}{4} \nabla^{3}+\ldots}=\sum_{i=0}^{\infty} c_{i} \nabla^{i} \tag{22}
\end{equation*}
$$

and then expanded in the unknowns $c_{i}$

$$
\begin{equation*}
\left(c_{0}+c_{1} \nabla+c_{2} \nabla^{2}+c_{3} \nabla^{3}+\ldots\right)\left(1+\frac{1}{2} \nabla+\frac{1}{3} \nabla^{2}+\frac{1}{4} \nabla^{3}+\ldots\right)=1 \tag{23}
\end{equation*}
$$

Expanding and grouping by powers of $\nabla$

$$
\begin{align*}
c_{0} & +\left(\frac{1}{2} c_{0}+c_{1}\right) \nabla+\left(\frac{1}{3} c_{0}+\frac{1}{2} c_{1}+c_{2}\right) \nabla^{2} \\
& +\left(\frac{1}{4} c_{0}+\frac{1}{3} c_{1}+\frac{1}{2} c_{2}+c_{3}\right) \nabla^{3}+\ldots=1 \tag{24}
\end{align*}
$$

allows for the development of a recursion relation for the coefficients

$$
\begin{align*}
& 1=c_{0}  \tag{25a}\\
& 0=\frac{1}{2} c_{0}+c_{1}  \tag{25b}\\
& 0=\frac{1}{3} c_{0}+\frac{1}{2} c_{1}+c_{2} \tag{25c}
\end{align*}
$$

or, in general

$$
\begin{equation*}
c_{n}=-\sum_{i=0}^{n-1} \frac{c_{i}}{n+1-i} \tag{26}
\end{equation*}
$$

for $n \geq 1$ with $c_{0}=1$. The first few coefficients are

| $i$ | 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $c_{i}$ | 1 | $-\frac{1}{2}$ | $-\frac{1}{12}$ | $-\frac{1}{24}$ | $-\frac{19}{720}$ | $-\frac{3}{160}$ | $-\frac{863}{60480}$ | $-\frac{275}{24192}$ | $-\frac{33953}{3628800}$ |

With the coefficients $c_{i}$ known, integration from $t_{n}-h$ to $t_{n}$ may be written in terms of $L$ as

$$
\begin{equation*}
\int_{t_{n}-h}^{t_{n}} \ddot{\mathbf{r}} \mathrm{~d} t=h E^{-1} J \ddot{\mathbf{r}}_{\mathrm{n}}=h L \ddot{\mathbf{r}}_{\mathrm{n}} \tag{28}
\end{equation*}
$$

A formula for the corrected value can be found by performing the integration and using the coefficients $c_{i}$

$$
\begin{equation*}
\dot{\mathbf{r}}_{\mathrm{n}}=\dot{\mathbf{r}}_{\mathrm{n}-1}+h\left(1-\frac{1}{2} \nabla-\frac{1}{12} \nabla^{2}-\frac{1}{24} \nabla^{3}-\frac{19}{720} \nabla^{4}-\frac{3}{160} \nabla^{5}+\ldots\right) \ddot{\mathbf{r}}_{\mathrm{n}} \tag{29}
\end{equation*}
$$

This formula is the Adams-Moulton corrector formula in difference form. This form is called the difference form because it uses the differences $\nabla^{i}$. An alternate form, called the ordinate form, in which the differences are rewritten in terms of the function values, is described in the Ordinate Forms section.

Returning to the predictor (18), the expansion of $J$ can be computed by noting that

$$
\begin{equation*}
J=(1-\nabla)^{-1} L=\left(1+\nabla+\nabla^{2}+\ldots\right)\left(c_{0}+c_{1} \nabla+c_{2} \nabla^{2}+\ldots\right)=\sum_{i=0}^{\infty} \gamma_{i} \nabla^{i} \tag{30}
\end{equation*}
$$

Each coefficient $\gamma_{i}$ can be expressed as the sum of the coefficients $c_{k}, k \leq i$

$$
\begin{equation*}
\gamma_{i}=\sum_{k=0}^{i} c_{k} \tag{31}
\end{equation*}
$$

so they may be computed directly from (27)

| $i$ | 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\gamma_{i}$ | 1 | $\frac{1}{2}$ | $\frac{5}{12}$ | $\frac{3}{8}$ | $\frac{251}{720}$ | $\frac{95}{288}$ | $\frac{19087}{60480}$ | $\frac{5257}{17280}$ | $\frac{1070017}{3628800}$ |

and the integral is then

$$
\begin{equation*}
\int_{t_{n}}^{t_{n}+h} \ddot{\mathbf{r}} t=h J \ddot{\mathbf{r}}_{\mathrm{n}} \tag{33}
\end{equation*}
$$

or

$$
\begin{equation*}
\dot{\mathbf{r}}_{n+1}=\dot{\mathbf{r}}_{\mathrm{n}}+h\left(1+\frac{1}{2} \nabla+\frac{5}{12} \nabla^{2}+\frac{3}{8} \nabla^{3}+\frac{251}{720} \nabla^{4}+\frac{95}{288} \nabla^{5}+\ldots\right) \ddot{\mathbf{r}}_{\mathrm{n}} \tag{34}
\end{equation*}
$$

This formula is the Adams-Bashforth predictor formula in difference form, so called because when applied to the velocity and acceleration at $t_{n}$ it finds the velocity at the next mesh point $t_{n+1}$.

In practice, given $m$ known accelerations

$$
\begin{equation*}
\ddot{\mathbf{r}}_{\mathrm{n}-\mathrm{m}+1}, \ldots, \ddot{\mathbf{r}}_{\mathrm{n}} \tag{35}
\end{equation*}
$$

the backward difference table (Table 1) for the derivatives can be computed through $\nabla^{m-1}$, a predicted value for $\dot{\mathbf{r}}_{\mathrm{n}+1}$ is made based on (34), then that value is corrected with (29).

Although our purpose in deriving the nonsummed Adams-Bashforth and AdamsMoulton coefficients is to use these results in the Gauss-Jackson method, these formulae stand on their own as a widely-used numerical integration method of first-order differential equations. For greater accuracy, summed methods may be preferable, and we treat the summed form of the Adams method next.

## Summed Adams Method

An alternative form of single integration, called the summed form, can be developed using the summation operator $\nabla^{-1}$. The Adams-Moulton corrector formula (29) may be written so both velocity terms are on the left side

$$
\begin{equation*}
\dot{\mathbf{r}}_{\mathrm{n}}-\dot{\mathbf{r}}_{\mathrm{n}-1}=h\left(1-\frac{1}{2} \nabla-\frac{1}{12} \nabla^{2}-\frac{1}{24} \nabla^{3}-\frac{19}{720} \nabla^{4}-\frac{3}{160} \nabla^{5}+\ldots\right) \ddot{\mathbf{r}}_{\mathrm{n}} \tag{36}
\end{equation*}
$$

The difference of the two velocity terms may be written using the backward difference operator

$$
\begin{equation*}
\nabla \dot{\mathbf{r}}_{\mathrm{n}}=h\left(1-\frac{1}{2} \nabla-\frac{1}{12} \nabla^{2}-\frac{1}{24} \nabla^{3}-\frac{19}{720} \nabla^{4}-\frac{3}{160} \nabla^{5}+\ldots\right) \dot{\mathbf{r}}_{\mathrm{n}} \tag{37}
\end{equation*}
$$

The corrected value of the velocity can be found by applying $\nabla^{-1}$ to both sides of (37), [5]

$$
\begin{equation*}
\dot{\mathbf{r}}_{\mathrm{n}}=h\left(\nabla^{-1}-\frac{1}{2}-\frac{1}{12} \nabla-\frac{1}{24} \nabla^{2}-\frac{19}{720} \nabla^{3}-\frac{3}{160} \nabla^{4}+\ldots\right) \ddot{\mathbf{r}}_{\mathrm{n}} \tag{38}
\end{equation*}
$$

This expression is the summed Adams corrector formula. The summed form uses the same coefficients as the Adams-Moulton corrector, but they have been shifted by one place. The formula is called the summed form because of the presence of the summation operator.

A similar process can be performed on the Adams-Bashforth predictor formula (34)

$$
\begin{equation*}
\dot{\mathbf{r}}_{\mathrm{n}+1}=h\left(\nabla^{-1}+\frac{1}{2}+\frac{5}{12} \nabla+\frac{3}{8} \nabla^{2}+\frac{251}{720} \nabla^{3}+\frac{95}{288} \nabla^{4}+\ldots\right) \ddot{\mathbf{r}}_{\mathrm{n}} \tag{39}
\end{equation*}
$$

giving the summed Adams predictor. The summed form gives the predicted or corrected value by integrating directly from epoch, while the nonsummed form integrates from point to point. According to Henrici ([13], p. 327) the summed form is preferred for reducing the propagation of roundoff error.

## Störmer-Cowell

To find a corrector formula for position, the corrector may be applied to the Adams-Moulton corrector (28)

$$
\begin{equation*}
h L \int_{t_{n}-h}^{t_{n}} \ddot{\mathbf{r}} \mathrm{~d} t=h L\left(\dot{\mathbf{r}}_{\mathrm{n}}-\dot{\mathbf{r}}_{\mathrm{n}-1}\right)=h^{2} L^{2} \ddot{\mathbf{r}}_{\mathrm{n}} \tag{40}
\end{equation*}
$$

Application of the corrector to both velocity terms, e.g., $h L \dot{\mathbf{r}}_{\mathrm{n}}=\mathbf{r}_{\mathrm{n}}-\mathbf{r}_{\mathrm{n}-1}$, gives an expression for position

$$
\begin{equation*}
\mathbf{r}_{\mathrm{n}}=2 \mathbf{r}_{\mathrm{n}-1}-\mathbf{r}_{\mathrm{n}-2}+h^{2} L^{2} \ddot{\mathbf{r}}_{\mathrm{n}} \tag{41}
\end{equation*}
$$

To find the coefficients in the expansion of $L^{2}$

$$
\begin{equation*}
L^{2}=q_{0}+q_{1} \nabla+q_{2} \nabla^{2}+\ldots \tag{42}
\end{equation*}
$$

in terms of the Adams coefficients $c$ (26), note that (42) is the square of (20)

$$
\begin{equation*}
q_{i}=\sum_{k=0}^{i} c_{k} c_{i-k} \tag{43}
\end{equation*}
$$

so the first nine coefficients are

| $i$ | 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $q_{i}$ | 1 | -1 | $\frac{1}{12}$ | 0 | $-\frac{1}{240}$ | $-\frac{1}{240}$ | $-\frac{221}{60480}$ | $-\frac{19}{6048}$ | $-\frac{9829}{3628800}$ |

These are the Cowell corrector coefficients. The corrector formula is given by using these coefficients in (41)

$$
\begin{equation*}
\mathbf{r}_{\mathrm{n}}=2 \mathbf{r}_{\mathrm{n}-1}-\mathbf{r}_{\mathrm{n}-2}+h^{2}\left(1-\nabla+\frac{1}{12} \nabla^{2}-\frac{1}{240} \nabla^{4}-\frac{1}{240} \nabla^{5}+\ldots\right) \ddot{\mathbf{r}}_{\mathrm{n}} \tag{45}
\end{equation*}
$$

This formula is the Cowell corrector formula [5]. It is a double-integration formula, since it computes the position given acceleration.

As with single integration, the predictor formula is found by shifting the step at which the operator is applied, in other words applying the displacement operator $E$ to both sides of (41)

$$
\begin{equation*}
\mathbf{r}_{\mathrm{n}+1}=2 \mathbf{r}_{\mathrm{n}}-\mathbf{r}_{\mathrm{n}-1}+h^{2} E L^{2} \ddot{\mathbf{r}}_{\mathrm{n}} \tag{46}
\end{equation*}
$$

Writing the displacement operator $E$ in terms of $\nabla$, (6), and applying to $L^{2}$

$$
\begin{equation*}
E L^{2}=(1-\nabla)^{-1} L^{2}=\left(1+\nabla+\nabla^{2}+\ldots\right)\left(q_{0}+q_{1} \nabla+q_{2} \nabla^{2}+\ldots\right)=\sum_{i=1}^{\infty} \lambda_{i} \nabla^{i} \tag{47}
\end{equation*}
$$

shows that the predictor coefficients $\lambda_{i}$ can be written as a sum of the corrector coefficients, just as with single integration. The predictor coefficients can be computed from (44)

| $i$ | 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\lambda_{i}$ | 1 | 0 | $\frac{1}{12}$ | $\frac{1}{12}$ | $\frac{19}{240}$ | $\frac{3}{40}$ | $\frac{863}{12096}$ | $\frac{275}{4032}$ | $\frac{33953}{518400}$ |

Using these coefficients in (46)

$$
\begin{equation*}
\mathbf{r}_{\mathrm{n}+1}=2 \mathbf{r}_{\mathrm{n}}-\mathbf{r}_{\mathrm{n}-1}+h^{2}\left(1+\frac{1}{12} \nabla^{2}+\frac{1}{12} \nabla^{3}+\frac{19}{240} \nabla^{4}+\frac{3}{40} \nabla^{5}+\ldots\right) \ddot{\mathbf{r}}_{\mathrm{n}} \tag{49}
\end{equation*}
$$

gives the Störmer predictor formula [5].

## Gauss-Jackson

The Gauss-Jackson method is the summed form of the Störmer-Cowell method. According to Herrick ([10], p. 12), the method was named Gauss-Jackson because of its appearance in a 1924 paper by Jackson [1]. The Gauss-Jackson method is also referred to as the second-sum method. Sometimes, the name is associated with a central difference derivation, because that is how Jackson showed it. However, as we mentioned, the derivation by any of the difference operators are equivalent; what is unique about Gauss-Jackson is the presence of the second sum.

The Gauss-Jackson corrector can be derived from the Cowell corrector by noting that the position terms in (45) may be combined using a second backward difference

$$
\begin{equation*}
\nabla^{2} \mathbf{r}_{\mathrm{n}}=h^{2}\left(1-\nabla+\frac{1}{12} \nabla^{2}-\frac{1}{240} \nabla^{4}-\frac{1}{240} \nabla^{5}-\frac{221}{60480} \nabla^{6}+\ldots\right) \ddot{\mathbf{r}}_{\mathrm{n}} \tag{50}
\end{equation*}
$$

Applying the second sum $\nabla^{-2}$ to both sides gives an equation for position [5]

$$
\begin{equation*}
\mathbf{r}_{\mathrm{n}}=h^{2} \nabla^{-2}\left(1-\nabla+\frac{1}{12} \nabla^{2}-\frac{1}{240} \nabla^{4}-\frac{1}{240} \nabla^{5}-\frac{221}{60480} \nabla^{6}+\ldots\right) \ddot{\mathbf{r}}_{\mathrm{n}} \tag{51}
\end{equation*}
$$

Note that $(1-\nabla) \ddot{\mathbf{r}}_{\mathrm{n}}=E^{-1} \ddot{\mathbf{r}}_{\mathrm{n}}=\ddot{\mathbf{r}}_{\mathrm{n}-1}$, so the first two terms can be simplified to

$$
\begin{equation*}
\mathbf{r}_{\mathrm{n}}=h^{2}\left[\nabla^{-2} \ddot{\mathbf{r}}_{\mathrm{n}-1}+\left(\frac{1}{12}-\frac{1}{240} \nabla^{2}-\frac{1}{240} \nabla^{3}-\frac{221}{60480} \nabla^{4}+\ldots\right) \ddot{\mathbf{r}}_{\mathrm{n}}\right] \tag{52}
\end{equation*}
$$

This expression is the Gauss-Jackson corrector formula.
A similar process on the Störmer predictor (49) gives a summed predictor

$$
\begin{equation*}
\mathbf{r}_{\mathrm{n}+1}=h^{2}\left[\nabla^{-2} \ddot{\mathbf{r}}_{\mathrm{n}}+\left(\frac{1}{12}+\frac{1}{12} \nabla+\frac{19}{240} \nabla^{2}+\frac{3}{40} \nabla^{3}+\ldots\right) \ddot{\mathbf{r}}_{\mathrm{n}}\right] \tag{53}
\end{equation*}
$$

which is the Gauss-Jackson predictor formula. Note that for the predictor the second sum operators acts on $\ddot{\mathbf{r}}_{\mathrm{n}}$, while for the corrector it acts on $\ddot{\mathbf{r}}_{\mathrm{n}-1}$.

## Startup Formulas

In order to calculate the differences $\nabla^{i}$, the difference table (Table 1 ) must be calculated, which depends on having values of acceleration at the backpoints. To calculate the $N^{\mathrm{th}}$ difference $N+1$ points must be known. The initial value problem
only gives the initial conditions at epoch, so a startup procedure is required to find position and velocity, and then acceleration, at the other backpoints. One possible method is to use a single-step integrator, such as Runge-Kutta, to find the values at the initial set of backpoints. Alternatively, one may use the two-body motion solution, which may be computed analytically. In the latter case particularly, we use an iterative method that takes an initial guess of the backpoints and refines them with corrector formulas. These corrector formulas, which correct a value using not only previous points, but also future known points, may be called mid-corrector formulas.

Where two-body motion is close to the actual motion modeled, the initial set of guess values can be found by using the analytic two-body solution. In other cases, a good analytic approximation of the full motion would be necessary. For a method that uses the $N^{\text {th }}$ difference, $N+1$ total points are needed, so $N$ points in addition to epoch must be found. To reduce the error that comes from the two-body solution, instead of propagating $N$ steps forward, $N / 2$ steps are taken both forward and backward. These points are numbered using a symmetric index, from $-N / 2$ to $N / 2$, with epoch numbered 0 . This system requires that $N$ be even, as it is for the integrators in this study. If $N$ were odd an additional point would be needed either before or after epoch.

After the set of guess values is found, each value other than epoch is corrected with a mid-corrector formula, except for the last value, which uses the corrector formula. The formulas are numbered using the letter $j$ as an index with symmetric index numbers. So the mid-correctors are numbered $j=-N / 2$ to $j=N / 2-1$, and the corrector is numbered $j=N / 2$. Similarly the predictor can be considered the $j=N / 2+1$ formula.

The mid-correctors are found from the corrector by applying the inverse displacement operator $E^{-1}=1-\nabla$ repeatedly. Using the corrector operator $L$ as an example, the relation of operators to coefficient sets can be seen on the diagram for an eighth-order method $(N=8)$ :

$$
\text { mid-correctors }\left\{\begin{array}{ccc}
j=-4 & (1-\nabla)^{8} L & \\
j=-3 & (1-\nabla)^{7} L & \\
\vdots & \vdots & \uparrow \text { apply } 1-\nabla \\
j=2 & (1-\nabla)^{2} L & \downarrow \text { apply }(1-\nabla)^{-1} \\
j=3 & (1-\nabla) L & \\
\text { corrector } & j=4 & L \\
\text { predictor } & j=5 & \frac{L}{1-\nabla}
\end{array}\right.
$$

The coefficients for each mid-corrector may be computed from the next one by application of the operator $1-\nabla$. For an arbitrary power series in $\nabla$ with coefficients $d$, multiply the series

$$
\begin{equation*}
\left(d_{0}+d_{1} \nabla+d_{2} \nabla^{2}+\ldots\right)(1-\nabla)=d_{0}+\left(d_{1}-d_{0}\right) \nabla+\left(d_{2}-d_{1}\right) \nabla^{2}+\ldots \tag{54}
\end{equation*}
$$

In other words, the coefficients for a particular value of $j$ are just the differences of coefficients of adjacent values of powers of $\nabla$ for the next higher value of $j$. As shown in the derivation of the Adams and Störmer-Cowell predictors from their
correctors, the coefficients are also the sums of all the coefficients of the next lower $j$, through the particular power of $\nabla$

$$
\begin{align*}
& \left(m_{0}+m_{1} \nabla+m_{2} \nabla^{2}+\ldots\right) \frac{1}{1-\nabla} \\
& \quad=\left(m_{0}+m_{1} \nabla+m_{2} \nabla^{2}+\ldots\right)\left(1+\nabla+\nabla^{2}+\nabla^{3}+\ldots\right) \\
& \quad=\sum_{k}\left(\sum_{i=0}^{k} m_{i}\right) \nabla^{k} \tag{55}
\end{align*}
$$

All the coefficients, mid-correctors, corrector, and predictor, taken together may be viewed as an array, with the rows indexed by $j$, and the columns by the exponent $i$ of $\nabla$. For an $N^{\mathrm{th}}$-order integrator, there are $N+1$ terms in the series expansion of the operator for each $j$, and there are $N+2$ values of $j$; therefore, the full array of coefficients has $(N+1)(N+2)$ elements. For example, the eighth-order integrator has $9 \times 10=90$ coefficients.

The summed Adams corrector formula (38) can be written using the coefficient array $\beta$

$$
\begin{equation*}
\dot{\mathbf{r}}_{\mathrm{n}}=h\left(\nabla^{-1} \dot{\mathbf{r}}_{\mathrm{n}}+\sum_{i=0}^{N} \beta_{\frac{N}{2}, i} \nabla^{i} \ddot{\mathbf{r}}_{\mathrm{n}}\right) \tag{56}
\end{equation*}
$$

From this, the last mid-corrector formula $\left(j=\frac{N}{2}-1\right)$ is obtained from the coefficient differences (54) of the corrector

$$
\begin{align*}
\dot{\mathbf{r}}_{\frac{N}{2}-1} & =E^{-1} \dot{\mathbf{r}}_{\frac{N}{2}} \\
& =E^{-1} h\left[\nabla^{-1} \ddot{\mathbf{r}}_{\frac{N}{2}}+\left(-\frac{1}{2}-\frac{1}{12} \nabla-\frac{1}{24} \nabla^{2}-\frac{19}{720} \nabla^{3}-\frac{3}{160} \nabla^{4}+\ldots\right) \ddot{\mathbf{r}}_{\frac{N}{2}}\right] \\
& =h\left[\nabla^{-1} \dot{\mathbf{r}}_{\frac{V^{2}}{}-1}+\left(-\frac{1}{2}+\frac{5}{12} \nabla+\frac{1}{24} \nabla^{2}+\frac{11}{720} \nabla^{3}+\frac{11}{1440} \nabla^{4}+\ldots\right) \ddot{\mathbf{r}}_{\frac{N}{2}}\right] \tag{57}
\end{align*}
$$

The general mid-corrector formulas can be written as

$$
\begin{equation*}
\dot{\mathbf{r}}_{\mathrm{n}}=h\left(\nabla^{-1} \dot{\mathbf{r}}_{\mathrm{n}}+\sum_{i=0}^{N} \beta_{n i} \nabla^{\dot{\dot{r}_{\frac{N}{2}}}}\right) \tag{58}
\end{equation*}
$$

where $-\frac{N}{2} \leq n \leq \frac{N}{2}-1$. The coefficients $\beta_{j i}$ for each value of $j$ are obtained by taking differences of the coefficients for $j+1$. The mid-corrector coefficients are thus computed recursively

$$
\beta_{j i}= \begin{cases}\beta_{j+1, i}-\beta_{j+1, i-1} & \text { if } i>0  \tag{59}\\ \beta_{j+1, i} & \text { if } i=0\end{cases}
$$

for $-\frac{N}{2} \leq j \leq \frac{N}{2}-1$.
The predictor formula (39) may be rewritten in terms of the coefficient array $\beta$

$$
\begin{equation*}
\dot{\mathbf{r}}_{\mathrm{n}+1}=h\left(\nabla^{-1} \dot{\mathbf{r}}_{\mathrm{n}}+\sum_{i=0}^{N} \beta_{\frac{\mathrm{z}}{+}+1, i} \nabla^{\dot{\prime}} \dot{\mathbf{r}}_{\mathrm{n}}\right) \tag{60}
\end{equation*}
$$

The eighth-order coefficients $\beta_{j i}$ are presented in Table 3.

TABLE 3. Eighth-Order Summed-Adams Difference Coefficients, $\boldsymbol{\beta}_{j i}$

|  |  |  |  |  | $i$ |  |  |  |  |  |  | 6 | 7 | 8 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 0 | 1 | 2 | 3 | 4 | 5 | 6 |  |  |  |  |  |  |  |
| -4 | $-\frac{1}{2}$ | $\frac{47}{12}$ | $-\frac{107}{8}$ | $\frac{18701}{720}$ | $-\frac{45083}{1440}$ | $\frac{1445281}{60480}$ | $-\frac{1354079}{120960}$ | $\frac{10468447}{3628800}$ | $-\frac{25713}{89600}$ |  |  |  |  |  |
| -3 | $-\frac{1}{2}$ | $\frac{41}{12}$ | $-\frac{239}{24}$ | $\frac{11531}{720}$ | $-\frac{22021}{1440}$ | $\frac{520399}{60480}$ | $-\frac{11603}{4480}$ | $\frac{1070017}{3628800}$ | $\frac{8183}{1036800}$ |  |  |  |  |  |
| -2 | $-\frac{1}{2}$ | $\frac{35}{12}$ | $-\frac{169}{24}$ | $\frac{6461}{720}$ | $-\frac{1011}{160}$ | $\frac{138241}{60480}$ | $-\frac{5257}{17280}$ | $-\frac{33953}{3628800}$ | $-\frac{425}{290304}$ |  |  |  |  |  |
| -1 | $-\frac{1}{2}$ | $\frac{29}{12}$ | $-\frac{37}{8}$ | $\frac{3131}{720}$ | $-\frac{2837}{1440}$ | $\frac{19087}{60480}$ | $\frac{275}{24192}$ | $\frac{7297}{3628800}$ | $\frac{7}{12800}$ |  |  |  |  |  |
| 0 | $-\frac{1}{2}$ | $\frac{23}{12}$ | $-\frac{65}{24}$ | $\frac{1181}{720}$ | $-\frac{95}{288}$ | $-\frac{863}{60480}$ | $-\frac{13}{4480}$ | $-\frac{3233}{3628800}$ | $-\frac{2497}{7257600}$ |  |  |  |  |  |
| 1 | $-\frac{1}{2}$ | $\frac{17}{12}$ | $-\frac{31}{24}$ | $\frac{251}{720}$ | $\frac{3}{160}$ | $\frac{271}{60480}$ | $\frac{191}{120960}$ | $\frac{2497}{3628800}$ | $\frac{2497}{7257600}$ |  |  |  |  |  |
| 2 | $-\frac{1}{2}$ | $\frac{11}{12}$ | $-\frac{3}{8}$ | $-\frac{19}{720}$ | $-\frac{11}{1440}$ | $-\frac{191}{60480}$ | $-\frac{191}{120960}$ | $-\frac{3233}{3628800}$ | $-\frac{7}{12800}$ |  |  |  |  |  |
| 3 | $-\frac{1}{2}$ | $\frac{5}{12}$ | $\frac{1}{24}$ | $\frac{11}{720}$ | $\frac{11}{1440}$ | $\frac{271}{60480}$ | $\frac{13}{4480}$ | $\frac{7297}{3628800}$ | $\frac{425}{290304}$ |  |  |  |  |  |
| 4 | $-\frac{1}{2}$ | $-\frac{1}{12}$ | $-\frac{1}{24}$ | $-\frac{19}{720}$ | $-\frac{3}{160}$ | $-\frac{863}{60480}$ | $-\frac{275}{24192}$ | $-\frac{33953}{3628800}$ | $-\frac{8183}{1036800}$ |  |  |  |  |  |
| 5 | $\frac{1}{2}$ | $\frac{5}{12}$ | $\frac{3}{8}$ | $\frac{251}{720}$ | $\frac{95}{288}$ | $\frac{19087}{60480}$ | $\frac{5257}{17280}$ | $\frac{1070017}{3628800}$ | $\frac{25713}{89600}$ |  |  |  |  |  |

Analogously, the Gauss-Jackson corrector (52) can be written using a coefficient array $\alpha$

$$
\begin{equation*}
\mathbf{r}_{\mathrm{n}}=h^{2}\left(\nabla^{-2} \ddot{\mathbf{r}}_{\mathrm{n}-1}+\sum_{i=0}^{N} \alpha_{\frac{N}{2}, i} \nabla^{i} \ddot{\mathbf{r}}_{\mathrm{n}}\right) \tag{61}
\end{equation*}
$$

The mid-correctors are then written

$$
\begin{equation*}
\mathbf{r}_{\mathrm{n}}=h^{2}\left(\nabla^{-2} \ddot{\mathbf{r}}_{\mathrm{n}-1}+\sum_{i=0}^{N} \alpha_{n i} \nabla^{i} \ddot{\mathbf{r}}_{\frac{\mathrm{N}}{2}}\right) \tag{62}
\end{equation*}
$$

where $-\frac{N}{2} \leq n \leq \frac{N}{2}-1$. The coefficients of the mid-correctors are computed as the difference (54) of the corrector coefficients; the entire set of coefficients are thus computed recursively

$$
\alpha_{j i}= \begin{cases}\alpha_{j+1, i}-\alpha_{j+1, i-1} & \text { if } i>0  \tag{63}\\ \alpha_{j+1, i} & \text { if } i=0\end{cases}
$$

for $-\frac{N}{2} \leq j \leq \frac{N}{2}-1$. Finally the predictor is included in the array

$$
\begin{equation*}
\mathbf{r}_{\mathrm{n}+1}=h^{2}\left(\nabla^{-2} \ddot{\mathbf{r}}_{\mathrm{n}}+\sum_{i=0}^{N} \alpha_{\frac{N}{2}+1, i} \nabla^{i} \dot{\mathbf{r}}_{\mathrm{n}}\right) \tag{64}
\end{equation*}
$$

The eighth-order coefficients $\alpha_{j i}$ are presented in Table 4.
Note that the sum introduced by the $\nabla^{-2}$ term in the mid-correctors or corrector is accumulated through the point before the point being corrected; this is given by the $\ddot{\mathbf{r}}_{\mathrm{n}-1}$ term in (52).

TABLE 4. Eighth-Order Gauss-Jackson Difference Coefficients, $\boldsymbol{\alpha}_{j i}$

|  | $i$ |  |  |  |  |  |  |  |  |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 |
| -4 | $\frac{1}{12}$ | $-\frac{2}{3}$ | $\frac{559}{240}$ | $-\frac{371}{80}$ | $\frac{347539}{60480}$ | $-\frac{45601}{10080}$ | $\frac{7965611}{3628800}$ | $-\frac{427487}{725760}$ | $\frac{3250433}{53222400}$ |
| -3 | $\frac{1}{12}$ | $-\frac{7}{12}$ | $\frac{419}{240}$ | $-\frac{347}{120}$ | $\frac{172651}{60480}$ | $-\frac{20191}{12096}$ | $\frac{1908311}{3628800}$ | $-\frac{8183}{129600}$ | $-\frac{330157}{159667200}$ |
| -2 | $\frac{1}{12}$ | $-\frac{1}{2}$ | $\frac{299}{240}$ | $-\frac{79}{48}$ | $\frac{73111}{60480}$ | $-\frac{6961}{15120}$ | $\frac{33953}{518400}$ | $\frac{407}{172800}$ | $\frac{45911}{159667200}$ |
| -1 | $\frac{1}{12}$ | $-\frac{5}{12}$ | $\frac{199}{240}$ | $-\frac{49}{60}$ | $\frac{23719}{60480}$ | $-\frac{275}{4032}$ | $-\frac{9829}{3628800}$ | $-\frac{641}{1814400}$ | $-\frac{3499}{53222400}$ |
| 0 | $\frac{1}{12}$ | $-\frac{1}{3}$ | $\frac{119}{240}$ | $-\frac{77}{240}$ | $\frac{863}{12096}$ | $\frac{19}{6048}$ | $\frac{1571}{3628800}$ | $\frac{289}{3628800}$ | $\frac{317}{22809600}$ |
| 1 | $\frac{1}{12}$ | $-\frac{1}{4}$ | $\frac{59}{240}$ | $-\frac{3}{40}$ | $-\frac{221}{60480}$ | $-\frac{31}{60480}$ | $-\frac{289}{3628800}$ | 0 | $\frac{317}{22809600}$ |
| 2 | $\frac{1}{12}$ | $-\frac{1}{6}$ | $\frac{19}{240}$ | $\frac{1}{240}$ | $\frac{31}{60480}$ | 0 | $-\frac{289}{3628800}$ | $-\frac{289}{3628800}$ | $-\frac{3499}{53222400}$ |
| 3 | $\frac{1}{12}$ | $-\frac{1}{12}$ | $-\frac{1}{240}$ | 0 | $\frac{31}{60480}$ | $\frac{31}{60480}$ | $\frac{1571}{3628800}$ | $\frac{641}{1814400}$ | $\frac{45991}{159667200}$ |
| 4 | $\frac{1}{12}$ | 0 | $-\frac{1}{240}$ | $-\frac{1}{240}$ | $-\frac{221}{60480}$ | $-\frac{19}{6048}$ | $-\frac{9829}{3628800}$ | $-\frac{407}{172800}$ | $-\frac{33015}{159667200}$ |
| 5 | $\frac{1}{12}$ | $\frac{1}{12}$ | $\frac{19}{240}$ | $\frac{3}{40}$ | $\frac{863}{12096}$ | $\frac{275}{4032}$ | $\frac{33953}{518400}$ | $\frac{8183}{129600}$ | $\frac{3250433}{53222400}$ |

## Ordinate Forms

The formulas given above all involve multiple differences and sums. In order to compute these formulas to a particular order, all the elements of the appropriate difference tables need to be computed. Calculating the differences can be timeconsuming and is unnecessary because the formulas can be re-expressed in terms of the function values themselves.

As shown above in equation (3), powers of the difference operators can be reduced to linear combinations of the original function values. The backward difference operator raised to any power can be expressed as a linear combination of the function value at the mesh points using binomial coefficients

$$
\begin{equation*}
\nabla^{i} \ddot{\mathbf{r}}_{\mathrm{n}}=\sum_{m=0}^{i}\binom{i}{m}(-1)^{m} \dot{\mathbf{r}}_{\mathrm{n}-\mathrm{m}} \tag{65}
\end{equation*}
$$

for $i \geq 0$. A sum over arbitrary coefficients $\zeta_{i}$ of the backward difference operator can thus be written in terms of the values of the function

$$
\begin{align*}
\sum_{i=0}^{N} \zeta_{i} \nabla^{i} \ddot{\mathbf{r}}_{\mathrm{n}} & =\sum_{\mathrm{i}=0}^{\mathrm{N}} \zeta_{i} \sum_{m=0}^{i}\binom{i}{m}(-1)^{m} \ddot{\mathbf{r}}_{\mathrm{n}-\mathrm{m}} \\
& =\sum_{m=0}^{N}(-1)^{m} \ddot{\mathbf{r}}_{\mathrm{n}-\mathrm{m}} \sum_{i=m}^{N} \zeta_{i}\binom{i}{m}  \tag{66}\\
& =\sum_{m=0}^{N} z_{N m} \ddot{\mathbf{r}}_{\mathrm{n}-\mathrm{m}}
\end{align*}
$$

with the ordinate coefficients defined as

$$
\begin{equation*}
z_{N m}=(-1)^{m} \sum_{i=m}^{N} \zeta_{i}\binom{i}{m} \tag{67}
\end{equation*}
$$

Notice that these coefficients, unlike the difference coefficients $\zeta$, depend on $N$, the order of the integration method. Thus a variation of order to control errors while integrating is feasible in difference form, but is more difficult in ordinate form. Here the index $m$ numbers the backpoints so the current point is $m=0$ and each previous point has a higher positive value of $m$.
As an example, consider the summed Adams corrector (38). For a fourth-order method, $N=4$, the difference coefficients $\zeta_{i}$ and the ordinate coefficients $z_{4 m}$ are

| $m$ | 0 | 1 | 2 | 3 | 4 |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $\zeta_{i}$ | $-\frac{1}{2}$ | $-\frac{1}{12}$ | $-\frac{1}{24}$ | $-\frac{19}{720}$ | $-\frac{3}{160}$ |
| $z_{4 m}$ | $-\frac{193}{288}$ | $\frac{77}{240}$ | $-\frac{7}{30}$ | $\frac{73}{720}$ | $-\frac{3}{160}$ |

An alternative formulation includes the $\nabla^{0}$ term $-\frac{1}{2} \ddot{\mathbf{r}}_{n}$ with the sum rather than with the coefficients. The example summed Adams-Moulton corrector (38) is now written

$$
\begin{equation*}
\dot{\mathbf{r}}_{\mathrm{n}}=h\left[\nabla^{-1} \dot{\mathbf{r}}_{\mathrm{n}}-\frac{1}{2} \ddot{\mathbf{r}}_{\mathrm{n}}+\left(-\frac{1}{12} \nabla-\frac{1}{24} \nabla^{2}-\frac{19}{720} \nabla^{3}-\frac{3}{160} \nabla^{4}+\ldots\right) \dot{\mathbf{r}}_{\mathrm{n}}\right] \tag{69}
\end{equation*}
$$

With this formulation the $m=0$ coefficients are different from (68)

| $m$ | 0 | 1 | 2 | 3 | 4 |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $\zeta_{i}$ | 0 | $-\frac{1}{12}$ | $-\frac{1}{24}$ | $-\frac{19}{720}$ | $-\frac{3}{160}$ |
| $z_{4 m}$ | $-\frac{49}{288}$ | $\frac{77}{240}$ | $-\frac{7}{30}$ | $\frac{73}{720}$ | $-\frac{3}{160}$ |

All the single-integration corrector and mid-corrector coefficients are computed this way; however, the $\nabla^{0}$ term is included in the coefficients for the predictor. The eighth-order summed Adams coefficients in ordinate form $b_{j k}$ are shown in Table 5, and the Gauss-Jackson coefficients $a_{j k}$ are shown in Table 6. For Gauss-Jackson, the $\nabla^{0}$ term $\frac{1}{12} \ddot{\mathbf{r}}_{\mathrm{n}}$, is included with the coefficients and not the sum $\nabla^{-2}$. Although this alternate formulation is not necessary, it makes the programming easier, as described in the next section. Both the Gauss-Jackson and the summed Adams coefficients may be compared with [6], Table III (pages 25-26) and [12] Appendix C.3. Ordinate forms for the Adams, summed Adams, Störmer-Cowell, and Gauss-Jackson predictors and correctors for orders between 1 and 14 may also be found in [5].

In this section, the $\zeta$ are generic difference coefficients such as $\alpha$ and $\beta$, and the $z$ are the corresponding ordinate coefficients, which have an extra subscript to indicate the order. The actual eighth-order ordinate coefficients $a$ or $b$ do not have an order subscript even though they are dependent on the order, the two subscripts are the point of integration $j$ and the point of reference $k$.
TABLE 5. Eighth-Order Summed-Adams Coefficients in Ordinate Form, $\boldsymbol{b}_{j k}$

|  | $k$ |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $j$ | -4 | $-3$ | $-2$ | $-1$ | 0 | 1 | 2 | 3 | 4 |
| -4 | $\frac{19087}{89600}$ | $-\frac{427487}{725760}$ | $\frac{3498217}{3628800}$ | $-\frac{500327}{403200}$ | $\frac{6467}{5670}$ | $-\frac{2616161}{3628800}$ | $\frac{24019}{80640}$ | $-\frac{263077}{3628800}$ | $\frac{8183}{1036800}$ |
| $-3$ | $\frac{8183}{1036800}$ | $\frac{57251}{403200}$ | $-\frac{1106377}{3628800}$ | $\frac{218483}{725760}$ | $-\frac{69}{280}$ | $\frac{530177}{3628800}$ | $-\frac{210359}{3628800}$ | $\frac{5533}{403200}$ | $-\frac{425}{290304}$ |
| $-2$ | $-\frac{425}{290304}$ | $\frac{76453}{3628800}$ | $\frac{5143}{57600}$ | $-\frac{660127}{3628800}$ | $\frac{661}{5670}$ | $-\frac{4997}{80640}$ | $\frac{83927}{3628800}$ | $-\frac{19109}{3628800}$ | $\frac{7}{12800}$ |
| $-1$ | $\frac{7}{12800}$ | $-\frac{23173}{3628800}$ | $\frac{29579}{725760}$ | $\frac{2497}{57600}$ | $-\frac{2563}{22680}$ | $\frac{172993}{3628800}$ | $-\frac{6463}{403200}$ | $\frac{2497}{725760}$ | $-\frac{2497}{7257600}$ |
| 0 | $-\frac{2497}{7257600}$ | $\frac{1469}{403200}$ | $-\frac{68119}{3628800}$ | $\frac{252769}{3628800}$ | 0 | $-\frac{252769}{3628800}$ | $\frac{68119}{3628800}$ | $-\frac{1469}{403200}$ | $\frac{2497}{7257600}$ |
| 1 | $\frac{2497}{7257600}$ | $-\frac{2497}{725760}$ | $\frac{6463}{403200}$ | $-\frac{172993}{3628800}$ | $\frac{2563}{22680}$ | $-\frac{2497}{57600}$ | $-\frac{29579}{725760}$ | $\frac{23173}{3628800}$ | $-\frac{7}{12800}$ |
| 2 | $-\frac{7}{12800}$ | $\frac{19109}{3628800}$ | $-\frac{83927}{3628800}$ | $\frac{4997}{80640}$ | $-\frac{661}{5670}$ | $\frac{660127}{3628800}$ | $-\frac{5143}{57600}$ | $-\frac{76453}{3628800}$ | $\frac{425}{290304}$ |
| 3 | $\frac{425}{290304}$ | $-\frac{5533}{403200}$ | $\frac{210359}{3628800}$ | $-\frac{530177}{3628800}$ | $\frac{69}{280}$ | $-\frac{218483}{725760}$ | $\frac{1106377}{3628800}$ | $-\frac{57251}{403200}$ | $-\frac{8183}{1036800}$ |
| 4 | $-\frac{8183}{1036800}$ | $\frac{263077}{3628800}$ | $-\frac{24019}{80640}$ | $\frac{2616161}{3628800}$ | $-\frac{6467}{5670}$ | $\frac{500327}{403200}$ | $-\frac{3498217}{3628800}$ | $\frac{427487}{725760}$ | $-\frac{19087}{89600}$ |
| 5 | $\frac{25713}{89600}$ | $-\frac{9401029}{3628800}$ | $\frac{5393233}{518400}$ | $-\frac{9839609}{403200}$ | $\frac{167287}{4536}$ | $-\frac{135352319}{3628800}$ | $\frac{10219841}{403200}$ | $-\frac{40987771}{3628800}$ | $\frac{3288521}{1036800}$ |

TABLE 6. Eighth-Order Gauss-Jackson Coefficients in Ordinate Form, $a_{j k}$

|  | $k$ |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $j$ | -4 | -3 | -2 | -1 | 0 | 1 | 2 | 3 | 4 |
| -4 | $\frac{325043}{5322400}$ | $\frac{572741}{5702400}$ | $-\frac{8701681}{39996800}$ | $\frac{4026311}{13305600}$ | $-\frac{917039}{3193344}$ | $\frac{7370669}{39916800}$ | $-\frac{1025779}{13355600}$ | $\frac{754331}{39916800}$ | $-\frac{330157}{159667200}$ |
| -3 | $-\frac{330157}{159667200}$ | $\frac{530113}{6652800}$ | $\frac{518887}{19958400}$ | $-\frac{27631}{623700}$ | $\frac{44773}{106448}$ | $-\frac{531521}{19958400}$ | $\frac{109343}{9979200}$ | $-\frac{1261}{475200}$ | $\frac{45911}{159667200}$ |
| -2 | $\frac{45911}{159667200}$ | $-\frac{185839}{39916800}$ | $\frac{171137}{1900800}$ | $\frac{73643}{39916800}$ | $-\frac{25775}{3113344}$ | $\frac{77597}{13305600}$ | $-\frac{98911}{399916800}$ | $\frac{24173}{399916800}$ | $-\frac{3499}{5322400}$ |
| -1 | $-\frac{3499}{5322400}$ | $\frac{4387}{4989600}$ | $-\frac{35039}{4999600}$ | $\frac{90817}{950400}$ | $-\frac{20561}{3193344}$ | $\frac{2117}{9999200}$ | $\frac{2059}{6652800}$ | $-\frac{317}{2851200}$ | $\frac{317}{22809600}$ |
| 0 | $\frac{317}{22809000}$ | $-\frac{2539}{13305000}$ | $\frac{55067}{39916800}$ | $-\frac{326911}{39916800}$ | $\frac{14797}{152064}$ | $-\frac{326911}{39916800}$ | $\frac{55067}{39996800}$ | $-\frac{2539}{13355000}$ | $\frac{317}{22809600}$ |
| 1 | $\frac{317}{22809000}$ | $-\frac{317}{2851200}$ | $\frac{2059}{6652800}$ | $\frac{2117}{9979200}$ | $-\frac{20561}{3193344}$ | $\frac{90817}{950400}$ | $-\frac{35039}{4989600}$ | $\frac{4387}{4989600}$ | $-\frac{3499}{53222400}$ |
| 2 | $-\frac{3499}{53222400}$ | $\frac{24173}{39916800}$ | $-\frac{98911}{39916800}$ | $\frac{77597}{1330500}$ | $-\frac{25775}{3193344}$ | $\frac{73643}{39916800}$ | $\frac{171137}{1900800}$ | $-\frac{185839}{39916800}$ | $\frac{45911}{159667200}$ |
| 3 | $\frac{45911}{159667200}$ | $-\frac{1261}{475200}$ | $\frac{109343}{9979200}$ | $-\frac{531521}{19958400}$ | $\frac{44773}{1064418}$ | $-\frac{27731}{623700}$ | $\frac{519887}{19958400}$ | $\frac{530113}{6652800}$ | $-\frac{330157}{159667200}$ |
| 4 | $-\frac{330157}{159667200}$ | $\frac{75433}{39916800}$ | $-\frac{1025779}{13305600}$ | $\frac{737069}{39916800}$ | $-\frac{917039}{3193344}$ | $\frac{4206311}{1335500}$ | $-\frac{8701681}{39996800}$ | $\frac{572741}{5702400}$ | $\frac{3250433}{5322400}$ |
| 5 | $\frac{3250433}{53222400}$ | $-\frac{1101481}{19958400}$ | $\frac{632573}{2851200}$ | $-\frac{8660609}{1663200}$ | $\frac{25162927}{3193344}$ | $-\frac{159314453}{19958400}$ | $\frac{18071351}{3326400}$ | $-\frac{24115843}{9979200}$ | $\frac{103798439}{159667200}$ |

## Implementation

To find both position and velocity given a function for acceleration, either a single-integration method must be used once for velocity and the method used again for position, or a single-integration method must be used along with a double-integration method. Assuming that summed and nonsummed forms are not used together, the four integrators derived above offer four implementations: two Adams, two summed Adams, Adams and Störmer-Cowell, or summed Adams and Gauss-Jackson integration. For convenience, Gauss-Jackson integration is understood to mean Gauss-Jackson and summed Adams integration, and Störmer-Cowell integration is understood to mean Störmer-Cowell and Adams integration. Because Gauss-Jackson integration involves sum terms, its implementation is somewhat complicated, and so is described in detail in this section.

## Overview

In order to use the predictor-corrector formulas to integrate forward in time with an $N^{\text {th }}$ order method, $N+1$ points must already be known. To preserve the order of the method, these $N+1$ points must have also been found using an $N^{\text {th }}$ order method. Since initially only one point, epoch, is known, a startup procedure is necessary. If $N+1$ initial estimated points are given, the mid-corrector and corrector formulas can be used to refine them. By applying the mid-correctors iteratively until the points converge, the resulting points are accurate through $N^{\text {th }}$ order.

For the eighth-order methods used in this study, a Taylor expansion of the twobody solution to fifth order ( $f$ and $g$ series, [14] equation (4-68)) is used for the initial estimate, though a single-step integrator, such as Runge-Kutta could be used. The analytic solution generates eight positions and velocities in addition to epoch: four before and four after epoch. The accelerations at all nine points are then found from the positions and velocities with full perturbations, and corrector and midcorrector formulas are applied to the eight non-epoch accelerations, which generates corrected positions and velocities. These corrected positions and velocities are used to find corrected accelerations, and the cycle repeats, until the accelerations converge, i.e., on two successive iterations, the absolute difference is less than a specified tolerance. This process is denoted SECECE...CE, where " S " is startup estimate, " $E$ " is evaluate, and "C" is correct. This process is done for the eight initial points other than epoch.

Once the startup points have been corrected to satisfactory accuracy, the regular predictor-corrector process can start. First the predictor equation is used to find the position and velocity of the first point after startup, and the force model is evaluated to find the acceleration of that point. This predicted acceleration is then used in the corrector formula to find a corrected position and velocity. The corrected position and velocity may be compared to the predicted values, and if they do not match to some tolerance, another acceleration is evaluated, which is then used in the corrector. Note that the procedure is different from startup, where convergence of acceleration is checked. This cycle would then be repeated until the position and velocity converge, or until some specified maximum number of iterations is reached. This process gives a $\mathrm{P}(\mathrm{EC})^{n}$ implementation, with a maximum value of $n$ specified.

## Single Integration

The first step in startup of single integration is to use the mid-corrector formulas to correct the eight estimated velocities around epoch. In difference form, these
formulas are (58); using the ordinate coefficients $b$, the formulas are

$$
\begin{equation*}
\dot{\mathbf{r}}_{\mathrm{n}}=h\left(\nabla^{-1} \ddot{\mathbf{r}}_{\mathrm{n}}-\frac{\ddot{\mathbf{r}}_{\mathrm{n}}}{2}+\sum_{k=-4}^{4} b_{n k} \ddot{\mathbf{r}}_{\mathrm{k}}\right) \tag{71}
\end{equation*}
$$

with $-4 \leq n \leq 4$. Note the term $-\frac{\ddot{r}_{n}}{2}$ is excluded from the coefficient sum in anticipation of its inclusion in the acceleration term, as in (69). The integration constant $\mathbf{C}_{1}$ (see Tables and Operators) may be determined by making sure that the initial conditions $(n=0)$

$$
\begin{equation*}
\dot{\mathbf{r}}_{0}=h\left(\nabla^{-1} \ddot{\mathbf{r}}_{0}-\frac{\ddot{\mathbf{r}}_{0}}{2}+\sum_{k=-4}^{4} b_{0 k} \ddot{\mathbf{r}}_{\mathrm{k}}\right) \tag{72}
\end{equation*}
$$

are satisfied; solving for $\mathbf{C}_{1}=\nabla^{-1} \ddot{\mathbf{r}}_{0}$

$$
\begin{equation*}
\mathbf{C}_{1}=\frac{\dot{\mathbf{r}}_{0}}{h}-\sum_{k=-4}^{4} b_{0 k} \ddot{\mathbf{r}}_{\mathrm{k}}+\frac{\ddot{\mathbf{r}}_{0}}{2} \tag{73}
\end{equation*}
$$

The acceleration term may be included with the sum to make software implementation easier. Define the term $\mathbf{s}_{\mathrm{n}}=\nabla^{-1} \ddot{\mathbf{r}}_{\mathrm{n}}-\frac{1}{2} \ddot{\mathbf{r}}_{\mathrm{n}}$, which replaces the first two terms in (71), and define a new integration constant $\mathbf{C}_{1}^{\prime}=\mathbf{C}_{1}-\frac{\ddot{\mathbf{r}}_{0}}{2}$. Then (71) may be rewritten

$$
\begin{equation*}
\dot{\mathbf{r}}_{\mathrm{n}}=h\left(\mathbf{s}_{\mathrm{n}}+\sum_{k=-4}^{4} b_{n k} \ddot{\mathbf{r}}_{\mathrm{k}}\right) \tag{74}
\end{equation*}
$$

where $n$ ranges from -4 to 4 , with

$$
\mathbf{s}_{\mathrm{n}}= \begin{cases}\mathbf{s}_{\mathrm{n}-1}+\frac{\ddot{\mathbf{r}}_{\mathrm{n}-1}+\ddot{\mathbf{r}}_{\mathrm{n}}}{2} & \text { if } n>0  \tag{75}\\ \mathbf{C}_{\mathbf{1}}^{\prime} & \text { if } n=0 \\ \mathbf{s}_{\mathrm{n}+1}-\frac{\ddot{\mathbf{r}}_{\mathrm{n}+1}+\ddot{\mathbf{r}}_{\mathrm{n}}}{2} & \text { if } n<0\end{cases}
$$

Table 7 shows the relationship between the summed accelerations and $\mathbf{s}_{\mathrm{n}}$ near epoch. For a given value of $n$, notice the symmetry of the formulas in the last column; changing the sign of $n$ merely changes the sign of the term added to $\mathbf{C}_{1}^{\prime}$. This formulation makes programming simpler and is the reason that the term $-\ddot{\mathbf{r}}_{0} / 2$ is moved from the coefficients to the sum. The $\mathbf{s}_{\mathrm{n}}$ are computed successively in order to compute the startup velocities. While the formulas are correct for $n=0$, no correction is performed on epoch.

TABLE 7. Relationship Between Summation Term and $\mathrm{s}_{\mathrm{n}}$

| $n$ | $\ddot{\mathbf{r}}_{n}$ | $\nabla^{-1} \ddot{\mathbf{r}}_{n}$ | $\mathbf{s}_{\mathrm{n}}=\nabla^{-1} \ddot{\mathbf{r}}_{n}-\frac{1}{2} \ddot{\mathbf{r}}_{\mathrm{n}}$ |
| :--- | :---: | :---: | :---: |
| -2 | $\ddot{\mathbf{r}}_{-2}$ | $\mathbf{C}_{1}-\ddot{\mathbf{r}}_{0}-\ddot{\mathbf{r}}_{-1}$ | $\mathbf{C}_{1}^{\prime}-\frac{1}{2} \ddot{\mathbf{r}}_{0}-\ddot{\mathbf{r}}_{-1}-\frac{1}{2} \ddot{\mathbf{r}}_{-2}$ |
| -1 | $\ddot{\mathbf{r}}_{-1}$ | $\mathbf{C}_{1}-\ddot{\mathbf{r}}_{0}$ | $\mathbf{C}_{1}^{\prime}-\frac{1}{2} \ddot{\mathbf{r}}_{0}-\frac{1}{2} \ddot{\mathbf{r}}_{-1}$ |
| 0 | $\ddot{\mathbf{r}}_{0}$ | $\mathbf{C}_{1}$ | $\mathbf{C}_{1}^{\prime}$ |
| 1 | $\ddot{\mathbf{r}}_{1}$ | $\mathbf{C}_{1}+\ddot{\mathbf{r}}_{1}$ | $\mathbf{C}_{1}^{\prime}+\frac{1}{2} \ddot{\mathbf{r}}_{0}+\frac{1}{2} \ddot{\mathbf{r}}_{1}$ |
| 2 | $\ddot{\mathbf{r}}_{2}$ | $\mathbf{C}_{1}+\ddot{\mathbf{r}}_{1}+\ddot{\mathbf{r}}_{2}$ | $\mathbf{C}_{1}^{\prime}+\frac{1}{2} \ddot{\mathbf{r}}_{0}+\ddot{\mathbf{r}}_{1}+\frac{1}{2} \ddot{\mathbf{r}}_{2}$ |

Once the startup points have been corrected, integration may proceed forward with application of the predictor, followed by one or more applications of the corrector. The predictor finds the velocity $\dot{\mathbf{r}}_{\mathrm{n}+1}$ from the coefficients in row 5 of the $b$ array, and the nine most recent accelerations $\ddot{\mathbf{r}}_{\mathrm{n}-8} \ldots \ddot{\mathbf{r}}_{\mathrm{n}}$. The formula also includes a $\nabla^{-1}$ term which is the sum of all the accelerations since epoch and $\mathbf{C}_{1}$

$$
\begin{equation*}
\dot{\mathbf{r}}_{\mathrm{n}+1}=h\left(\nabla^{-1} \ddot{\mathbf{r}}_{\mathrm{n}}+\sum_{k=-4}^{4} b_{5 k} \ddot{\mathbf{r}}_{\mathrm{n}+\mathrm{k}-4}\right) \tag{76}
\end{equation*}
$$

with $n \geq 4$. This expression differs from the difference form given in (60). For programming, the predictor can be written using $\mathbf{S}_{n}$

$$
\begin{equation*}
\dot{\mathbf{r}}_{\mathrm{n}+1}=h\left(\mathbf{s}_{\mathrm{n}}+\frac{\ddot{\mathbf{r}}_{\mathrm{n}}}{2}+\sum_{k=-4}^{4} b_{5 k} \ddot{\mathbf{r}}_{\mathrm{n}+\mathrm{k}-4}\right) \tag{77}
\end{equation*}
$$

The Adams-Moulton corrector formula in difference form (69), for any point $n>4$ after startup, can be rewritten using the eighth-order ordinate coefficients $b$. These coefficients are applied to the eight previous accelerations and the current predicted acceleration

$$
\begin{equation*}
\dot{\mathbf{r}}_{\mathrm{n}}=h\left(\nabla^{-1} \ddot{\mathbf{r}}_{\mathrm{n}}-\frac{\ddot{\mathbf{r}}_{\mathrm{n}}}{2}+\sum_{k=-4}^{4} b_{4 k} \ddot{\mathbf{r}}_{\mathrm{n}+\mathrm{k}-4}\right) \tag{78}
\end{equation*}
$$

with $n \geq 4$. Note that (78) is the same as (71) for $n=4$. The corrector can be written using $\mathbf{S}_{\mathrm{n}}$

$$
\begin{equation*}
\dot{\mathbf{r}}_{\mathrm{n}}=h\left(\mathbf{s}_{\mathrm{n}}+\sum_{k=-4}^{4} b_{4 k} \ddot{\mathbf{r}}_{\mathrm{n}+\mathrm{k}-4}\right) \tag{79}
\end{equation*}
$$

Depending on the implementation, this equation may be applied through several evaluate and correct (EC) iterations, but only the last acceleration, $k=4$, changes, so the summation for the first eight need only be done once, then saved through the iterations.

Note that when applying the predictor, the first formula in (75) uses one half of the corrected acceleration and one half of the predicted acceleration in the sum. If the acceleration term is not shifted, then the entire acceleration comes from the predicted value. Therefore, the shift has a presumed advantage of using half the corrected acceleration and half the predicted, rather than all predicted acceleration. A possible further improvement would be to use $\nabla^{-1} \ddot{\mathbf{r}}_{\mathrm{n}-1}$ instead of $\nabla^{-1} \dot{\mathbf{r}}_{\mathrm{n}}$ in (78) with $b$ redefined appropriately. Then this summation would have only corrected values.

## Double Integration

The mid-correctors, predictor, and corrector for the second integration ordinate form are respectively

$$
\begin{align*}
\mathbf{r}_{\mathrm{n}} & =h^{2}\left(\nabla^{-2} \ddot{\mathbf{r}}_{\mathrm{n}-1}+\sum_{k=-4}^{4} a_{n k} \ddot{\mathbf{r}}_{\mathrm{k}}\right) & -4 \leq n \leq 4  \tag{80}\\
\mathbf{r}_{\mathrm{n}+1} & =h^{2}\left(\nabla^{-2} \ddot{\mathbf{r}}_{\mathrm{n}}+\sum_{k=-4}^{4} a_{5 k} \ddot{\mathbf{r}}_{\mathrm{n}+\mathrm{k}-4}\right) & n \geq 4  \tag{81}\\
\mathbf{r}_{\mathrm{n}} & =h^{2}\left(\nabla^{-2} \ddot{\mathbf{r}}_{\mathrm{n}-1}+\sum_{k=-4}^{4} a_{4 k} \ddot{\mathbf{r}}_{\mathrm{n}+\mathrm{k}-4}\right) & n \geq 4 \tag{82}
\end{align*}
$$

corresponding to the difference form (62), (64), (61). To find the integration constant for double integration, $\mathbf{C}_{2}$, use $n=0$ in (80)

$$
\begin{equation*}
\mathbf{r}_{0}=h^{2}\left(\nabla^{-2} \ddot{\mathbf{r}}_{-1}+\sum_{k=-4}^{4} a_{0 k} \ddot{\mathbf{r}}_{\mathrm{k}}\right) \tag{83}
\end{equation*}
$$

Table 2 shows that the second sum on the point immediately before epoch is the difference of the two constants of integration

$$
\begin{equation*}
\nabla^{-2} \ddot{\mathbf{r}}_{-1}=\mathbf{C}_{2}-\mathbf{C}_{1} \tag{84}
\end{equation*}
$$

which than allows us to solve for $\mathbf{C}_{2}$, because $\mathbf{C}_{1}$ is known (73)

$$
\begin{equation*}
\mathbf{C}_{2}=\frac{\mathbf{r}_{0}}{h^{2}}-\sum_{k=-4}^{4} a_{0 k} \ddot{\mathbf{r}}_{\mathrm{k}}+\mathbf{C}_{1} \tag{85}
\end{equation*}
$$

For software implementation, a term $\mathbf{S}_{\mathrm{n}}=\nabla^{-2} \ddot{\mathbf{r}}_{\mathrm{n}-1}$ is defined recursively

$$
\mathbf{S}_{\mathrm{n}}= \begin{cases}\mathbf{S}_{\mathrm{n}-1}+\mathbf{s}_{\mathrm{n}-1}+\frac{\ddot{\mathbf{r}}_{\mathrm{n}-1}}{2} & \text { if } n>0  \tag{86}\\ \mathbf{C}_{2}-\mathbf{C}_{1} & \text { if } n=0 \\ \mathbf{S}_{\mathrm{n}+1}-\mathbf{s}_{\mathrm{n}+1}+\frac{\ddot{\mathbf{r}}_{\mathrm{n}+1}}{2} & \text { if } n<0\end{cases}
$$

The mid-correctors, predictor, and corrector can now be written in terms of $\mathbf{S}_{\mathrm{n}}$

$$
\begin{align*}
\mathbf{r}_{\mathrm{n}} & =h^{2}\left(\mathbf{S}_{\mathrm{n}}+\sum_{k=-4}^{4} a_{n k} \ddot{\mathbf{r}}_{\mathrm{k}}\right) & -4 \leq n \leq 4  \tag{87}\\
\mathbf{r}_{\mathrm{n}+1} & =h^{2}\left(\mathbf{S}_{\mathrm{n}+1}+\sum_{k=-4}^{4} a_{5 k} \ddot{\mathbf{r}}_{\mathrm{n}+\mathrm{k}-4}\right) & n \geq 4  \tag{88}\\
\mathbf{r}_{\mathrm{n}} & =h^{2}\left(\mathbf{S}_{\mathrm{n}}+\sum_{k=-4}^{4} a_{4 k} \ddot{\mathbf{r}}_{\mathrm{n}+\mathrm{k}-4}\right) & n \geq 4 \tag{89}
\end{align*}
$$

As with first integration, the summation in the corrector may be split, because the first eight accelerations do not change during the EC iteration.

## Procedure

A step-by-step procedure for the operation of the integrator can now be written:

## Startup

1. Use $f$ and $g$ series to calculate eight positions and velocities surrounding epoch labelled $\mathbf{r}_{-4} \ldots \mathbf{r}_{4}$ with $\mathbf{r}_{0}$ epoch.
2. Evaluate nine accelerations from these positions and velocities, and those of epoch labelled $\ddot{\mathbf{r}}_{-4 \ldots} \ldots \ddot{\mathbf{r}}_{4}$.
3. While the accelerations have not converged:
(a) Calculate $\mathbf{s}_{0}$ (75) and $\mathbf{S}_{0}$ (86).
(b) For each point $n=-4 \ldots 4, n \neq 0$ :
i. Calculate $\mathbf{s}_{\mathrm{n}}(75)$ and $\mathbf{S}_{\mathrm{n}}(86)$.
ii. Calculate $\sum_{k=-4}^{4} b_{n k} \ddot{\mathbf{r}}_{\mathrm{k}}$ using Table 5.
iii. Calculate $\sum_{k=-4}^{4} a_{n k} \ddot{\mathbf{r}}_{\mathrm{k}}$ using Table 6.
iv. Calculate $\dot{\mathbf{r}}_{\mathrm{n}}$ (74) and $\mathbf{r}_{\mathrm{n}}$ (87).
v. Evaluate the updated acceleration $\ddot{\mathbf{r}}_{\mathrm{n}}$ using the appropriate force model.
(c) Test convergence of the accelerations.

## Predict

4. Calculate $\mathbf{S}_{\mathrm{n}+1}$ (86).
5. Calculate $\sum_{k=-4}^{4} b_{5 k} \ddot{\mathbf{r}}_{\mathrm{n}+\mathrm{k}-4}$.
6. Calculate $\sum_{k=-4}^{4} a_{5 k} \dot{\mathbf{r}}_{\mathrm{n}+\mathrm{k}-4}$.
7. Calculate $\dot{\mathbf{r}}_{\mathrm{n}+1}$ (77) and $\mathbf{r}_{\mathrm{n}+1}$ (88).

## Evaluate-Correct

8. Evaluate the acceleration $\ddot{\mathbf{r}}_{\mathrm{n}+1}$.
9. Increment $n$.
10. While $\dot{\mathbf{r}}_{\mathrm{n}}$ and $\mathbf{r}_{\mathrm{n}}$ have not converged and the maximum number of corrector iterations is not exceeded:
(a) Calculate $\mathbf{s}_{\mathrm{n}}(75)$.
(b) If first iteration:
i. Calculate $\sum_{k=-4}^{3} b_{4 k} \ddot{\mathbf{r}}_{\mathrm{n}+\mathrm{k}-4}$.
ii. Calculate $\sum_{k=-4}^{3} a_{4 k} \ddot{\mathbf{r}}_{\mathrm{n}+\mathrm{k}-4}$.
(c) Calculate $b_{4 k} \ddot{\mathbf{r}}_{\mathrm{n}}$ and $a_{4 k} \ddot{\mathbf{r}}_{\mathrm{n}}$.
(d) Sum the results of 10 (a), 10(b), and 10 (c) to obtain $\dot{\mathbf{r}}_{\mathrm{n}}(79)$ and $\mathbf{r}_{\mathrm{n}}$ (89).
(e) Test convergence of $\dot{\mathbf{r}}_{\mathrm{n}}$ and $\mathbf{r}_{\mathrm{n}}$; if not converged, and this is not the last allowable corrector iteration, evaluate $\ddot{\mathbf{r}}_{\mathrm{n}}$.
11. Go to Step 4 unless this is the final time desired.

Similar procedures are used for implementing two Adams, two summed Adams, or Adams with Störmer-Cowell.

## Effects of Step Size and Order on Accuracy and Stability

In general, the accuracy of a numerical integrator improves as the step size is reduced and the order of the method is increased. One exception to this rule is that round-off error can occur if the step size becomes too small. Another exception occurs when the integrator becomes unstable. Increasing the order may cause instability because higher-order methods are susceptible to instability at large step sizes [15] (pp. 139, 146).

To assess the effect of step size and order on accuracy, we compare ephemeris generated using step sizes of $30,60,120$, and 240 seconds, with 6th, 8th, 10th, 12th, and 14th order Gauss-Jackson integrators. The integrators follow the procedure given in the Procedure section, modified for the order of the integrator. The tests compare ephemeris generated at one minute intervals over 72 hours. For step sizes greater than one minute, a fifth-order Hermitian interpolator ([16], p. 28) is used to find the intermediate points. The perturbation forces include $24 \times 24$ WGS- 84 geopotential [17], Jacchia 70 [18] drag, and lunar and solar forces. Note that all of these perturbations are continuous forces. To simplify this study, discontinuous forces such as solar radiation pressure are not considered. The two test cases used are the International Space Station (ISS, catalog number 25544), with a period
of 92.05 min . and eccentricity of 0.001 , and CRRES (20712), with a period of 607.28 min . and eccentricity of 0.716 .

In the tests, a metric for integration accuracy is defined using an error ratio defined in terms of the RMS error of the integration [19]. First define position errors as

$$
\begin{equation*}
\Delta r=\left|r_{\text {computed }}-r_{\text {reference }}\right| \tag{90}
\end{equation*}
$$

The RMS position error can be calculated

$$
\begin{equation*}
\Delta r_{\mathrm{RMS}}=\sqrt{\frac{1}{N} \sum_{i=1}^{N}\left(\Delta r_{i}\right)^{2}} \tag{91}
\end{equation*}
$$

The RMS position error is normalized by the apogee distance and the number of orbits to find the position error ratio

$$
\begin{equation*}
\rho_{r}=\frac{\Delta r_{\mathrm{RMS}}}{r_{A} N_{\mathrm{orbits}}} \tag{92}
\end{equation*}
$$

The error ratios for ISS are given in Table 8, and the error ratios for CRRES are given in Table 9. In the comparison the ephemeris generated by the 14th order method with 30 second step size is considered to be the reference. The tables show that step size affects accuracy more than the order of the method does. The trend is similar for both the circular and the eccentric objects. In Table 8 the asterisk denotes that the integration has become unstable. It is obvious when instability has occurred because the eccentricity of the integrated ephemeris starts to grow to the point of the orbit becoming hyperbolic. The instability at a large step size for high orders shows that if computation time is a higher priority than accuracy, a lower order method is preferable, because a larger step size can be used without the threat of instability.

Herrick [10] claims that the corrector is not usually required in Gauss-Jackson integration. This saves computation time, because only one evaluation is required (PE) per step. A predictor-only form of Gauss-Jackson can be created by skipping steps $10(\mathrm{~b})-10(\mathrm{e})$ of the procedure above. Tables 10 and 11 list error ratios for predictor-only results for ISS and CRRES, respectively. Once again, the 14th order, 30 second step size results, with the corrector, are considered to be the reference. Comparing Table 10 to Table 8, we see that for the circular satellite the results with and without the corrector are similar for smaller step sizes and lower orders.

TABLE 8. Error Ratios for ISS $(\boldsymbol{e}=\mathbf{0} .001)$

|  | Order |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Step Size <br> $(\mathrm{sec})$ | 6 | 8 | 10 | 12 | 14 |
| 30 | $1.0 \times 10^{-11}$ | $1.5 \times 10^{-12}$ | $3.8 \times 10^{-13}$ | $1.5 \times 10^{-13}$ | - |
| 60 | $2.4 \times 10^{-9}$ | $1.5 \times 10^{-9}$ | $1.1 \times 10^{-9}$ | $9.7 \times 10^{-10}$ | $9.0 \times 10^{-10}$ |
| 120 | $9.7 \times 10^{-8}$ | $1.1 \times 10^{-7}$ | $1.1 \times 10^{-7}$ | $8.8 \times 10^{-8}$ | $1.1 \times 10^{-7}$ |
| 240 | $1.1 \times 10^{-4}$ | $1.3 \times 10^{-4}$ | $1.2 \times 10^{-4}$ | $*$ | $*$ |

TABLE 9. Error Ratios for CRRES $(\boldsymbol{e}=\mathbf{0 . 7 1 6})$

|  | Order |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Step Size <br> $(\mathrm{sec})$ | 6 | 8 | 10 | 12 | 14 |
| 30 | $1.4 \times 10^{-11}$ | $2.5 \times 10^{-13}$ | $9.4 \times 10^{-14}$ | $1.1 \times 10^{-14}$ | - |
| 60 | $5.3 \times 10^{-9}$ | $3.9 \times 10^{-11}$ | $1.2 \times 10^{-10}$ | $1.6 \times 10^{-10}$ | $1.6 \times 10^{-10}$ |
| 120 | $1.1 \times 10^{-7}$ | $7.6 \times 10^{-7}$ | $2.2 \times 10^{-7}$ | $2.6 \times 10^{-8}$ | $8.7 \times 10^{-8}$ |
| 240 | $9.3 \times 10^{-4}$ | $1.9 \times 10^{-5}$ | $4.0 \times 10^{-4}$ | $2.0 \times 10^{-4}$ | $9.0 \times 10^{-5}$ |

However, when the corrector is not used instability occurs at lower orders and smaller step sizes than when the corrector is used. For the eccentric satellite, shown in Table 11, there is a somewhat more noticeable loss in accuracy when the corrector is not applied. However, the integration of the eccentric satellite remains stable in more cases than the circular case.

In general, when the corrector is applied at least two evaluations are performed (PECE). This means that a predictor-only implementation (PE) has roughly half the computation time as a predictor-corrector implementation, because evaluations account for most of the computation time when using a realistic force model. Computation time is also related to the step size; when the step size is doubled the computation time is halved. Comparing Table 8 to Table 10, and Table 9 to Table 11, we see that 30 second predictor-only results are more accurate than 60 second predictor-corrector results, though these have roughly the same computation time. This justifies Herrick's claim that the corrector is not necessary; however, if it is not used, care must be taken to avoid instability. The inclusion of the corrector (PEC) with no final evaluation gives an improvement in accuracy over the predictor-only method, with little cost in computation time, since there are no extra evaluations. However this method has the same stability problems as the predictor-only method.

An alternate method performs a second evaluation in which only the two-body force is re-evaluated; the perturbation force from the first evaluation is re-used. Because the two-body evaluation is a simple calculation, this method has essentially the same run-time as performing only one evaluation per step. However, in most

TABLE 10. Error Ratios for ISS, Predictor only ( $e=0.001$ )

|  | Order |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Step Size <br> $(\mathrm{sec})$ | 6 | 8 | 10 | 12 | 14 |
| 30 | $1.4 \times 10^{-11}$ | $1.9 \times 10^{-12}$ | $3.5 \times 10^{-13}$ | $1.5 \times 10^{-12}$ | $*$ |
| 60 | $4.7 \times 10^{-9}$ | $1.6 \times 10^{-9}$ | $9.2 \times 10^{-10}$ | $*$ | $*$ |
| 120 | $1.3 \times 10^{-6}$ | $1.2 \times 10^{-7}$ | $*$ | $*$ | $*$ |
| 240 | $4.9 \times 10^{-4}$ | $*$ | $*$ | $*$ | $*$ |

TABLE 11. Error Ratios for CRRES, Predictor only ( $e=0.716$ )

|  | Order |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Step Size <br> $(\mathrm{sec})$ | 6 | 8 | 10 | 12 | 14 |
| 30 | $3.5 \times 10^{-10}$ | $6.6 \times 10^{-12}$ | $1.8 \times 10^{-13}$ | $2.1 \times 10^{-13}$ | $5.4 \times 10^{-13}$ |
| 60 | $8.8 \times 10^{-8}$ | $2.0 \times 10^{-9}$ | $1.9 \times 10^{-9}$ | $1.4 \times 10^{-9}$ | $5.8 \times 10^{-7}$ |
| 120 | $4.2 \times 10^{-5}$ | $2.3 \times 10^{-5}$ | $2.0 \times 10^{-6}$ | $4.3 \times 10^{-6}$ | $*$ |
| 240 | $1.3 \times 10^{-2}$ | $1.0 \times 10^{-2}$ | $1.4 \times 10^{-3}$ | $*$ | $*$ |

cases this method has the same stability advantage as performing two full evaluations, though the partial evaluation is not as accurate as a full evaluation. Results using a partial evaluation are available in [9].

## Summary

This paper derives the Gauss-Jackson integration method widely used in special perturbations software for space surveillance. Both single and double integration are derived from difference tables. The ordinate form simplifies the calculations because it avoids the need to calculate tables of differences; however, it requires new sets of coefficients. We show how the theory is actually implemented in the software. Finally, there is a discussion of stability and accuracy which shows that step size has more of an effect on accuracy than the order of the method does, and that higher orders are subject to instability at large step sizes.

Coefficients may be computed to any order with code that is available at the permanent link http://hdl.handle.net/1903/2202.
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