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Deep learning based visual recognition and localization is one of the pillars of computer vision and is the driving force behind applications like self-driving cars, visual search, video surveillance, augmented reality, to name a few. This thesis identifies key bottlenecks in state-of-the-art visual recognition pipelines which use convolutional neural networks and proposes effective solutions to push their limits. A few shortcomings of convolutional neural networks are, lack of scale invariance which poses a challenge for tasks like object detection, fixed structure of the network which restricts their usage when presented with new class labels, and difficulty in modeling long range spatial/temporal dependencies. We provide evidence of these problems and then design effective solutions to overcome them.

In the first part, an analysis of different techniques for recognizing and detecting objects under extreme scale variation is presented. Since small and large objects are difficult to recognize at smaller and larger scales of an image pyramid respectively, we present a novel training scheme called Scale Normalization for Image Pyramids (SNIP) which selectively back-propagates the gradients of object instances of different sizes as a function of the image scale. As SNIP ignores gradients of objects at extreme resolutions, following up on this idea, we developed SNIPER (Scale Normalization for Image Pyramids with Efficient
Re-sampling), an algorithm for performing efficient multi-scale training for instance level visual recognition tasks. Instead of processing every pixel in an image pyramid, SNIPER processes context regions (512x512 pixels) around ground-truth instances at the appropriate scale. For background sampling, these context-regions are generated using proposals extracted from a region proposal network trained with a short learning schedule. Hence, the number of chips generated per image during training adaptively changes based on the scene complexity. SNIPER brings training of instance level recognition tasks like object detection closer to the protocol for image classification and suggests that the commonly accepted guideline that it is important to train on high resolution images for instance level visual recognition tasks might not be correct.

Next, we present a real-time large-scale object detector (R-FCN-3000) for detecting thousands of classes where objectness detection and classification are decoupled. To obtain the detection score for an RoI, we multiply the objectness score with the fine-grained classification score. We show that the objectness learned by R-FCN-3000 generalizes to novel classes and the performance increases with the number of training object classes - supporting the hypothesis that it is possible to learn a universal objectness detector. Because of generalized objectness, we can train object detectors for new classes, just with classification data, without even requiring bounding boxes.

Finally, we present a multi-stream bi-directional recurrent neural network for action detection. This was the first deep learning based system which could perform action localization in long videos and it could do it just with RGB data, without requiring any skeletal models or performing intermediate tasks like pose-estimation. Our system uses a tracking algorithm to locate a bounding box around the person, which provides a frame of reference for appearance and motion while suppressing background noise that is not within the bounding box. We train two additional streams on motion and appearance cropped to the tracked bounding box, along with full-frame streams. To model long-term temporal dy-
namics within and between actions, the multi-stream CNN is followed by a bi-directional Long Short-Term Memory (LSTM) layer. We show that our bi-directional LSTM network utilizes about 8 seconds of the video sequence to predict an action label and outperforms state-of-the-art methods on multiple benchmarks.
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Chapter 1: Introduction

Visual recognition is a fundamental problem in computer vision and has wide ranging applications like autonomous driving, visual search, surveillance, augmented reality, to name a few. Modern recognition pipelines primarily rely on data driven model based approaches, which are instantiated in the form of convolutional neural networks \([54]\). These networks distill information from high dimensional input spaces by applying multiple non-linear operators in an iterative fashion to compress the input to a low dimensional semantic space. For different problems like object detection, semantic segmentation, action detection, problem specific architectural changes are made to enable appropriate information flow through the network cascade for generating meaningful semantic representations towards the end.

A major bottleneck in convolutional neural networks is that they are not invariant to scale. For example, if we change the input size of the image or video, the semantic features which will be generated at the end of the network would be different. Another bottleneck is that the models are not flexible. By flexible, it means that after training the network on 1,000 classes if we want to add another class, we need to re-train the network again. This makes it impractical to use them in many applications where online learning is needed. Another failure mode arises while modeling long range spatial/temporal dependencies. This is because these networks aggregate contextual information by applying successive convolution and pooling operations to increase their receptive field. Although in theory their receptive field grows, in practice it does not happen \([65]\). This is similar to the visual cor-
tex and if we want to focus on two small objects which are far away simultaneously, it gets very difficult. In our mind, we retain information about other parts of the image or video in our memory cells which helps us in processing long term contextual information. In this thesis, we provide evidence of these problems by designing controlled experiments and then propose effective solutions to alleviate them.

In the first part of this thesis, we show that convolutional neural networks are brittle and do not even generalize to minor changes, like upsampling artifacts. Therefore, it is essential to ensure that the data distribution during training and inference is as close as possible. By performing an empirical analysis on tasks like object detection, we also show that convolutional neural networks have a limited receptive field, just like our visual cortex or depth of field in a camera because of which they have difficulty in recognizing objects of different sizes. Based on this observation, we propose a novel training algorithm called scale normalization for image pyramids, which selectively back propagates gradients of objects of different sizes as a function of the image scale. Since we can ignore gradients at extreme resolutions of the image pyramid, we can also process the image pyramid much more efficiently during training.

In the second part, to generalize convolutional neural network based object detectors to novel classes, we propose to decouple detection and classification. The idea is to learn a generalized objectness measure which is trained on thousands of classes and can be used to localize objects agnostic of their class. To perform detection, we multiply the generalized objectness measure with the boundary agnostic classification scores. As the classification layer can be trained without bounding boxes and deep features learned from the large bank of classes can be used as a feature representation for classification, we only need to learn a linear classifier for novel classes which can be trained in seconds.

Finally, we propose to employ LSTM layers to model long term temporal dependencies for tasks like actions detection. These layers have an explicit memory cell which helps in
retaining contextual information efficiently. To model long term spatial dependencies, we propose a multi-stream network which captures object centric and contextual information. We show that the memory cells and the multi-stream structure are indeed effective via well designed ablation studies on action detection benchmarks. Finally, we quantitatively evaluate the extent of temporal information retained by LSTM layers for performing action detection.
Chapter 2: An Analysis of Scale Invariance in Object Detection - SNIP

An analysis of different techniques for recognizing and detecting objects under extreme scale variation is presented. Scale specific and scale invariant design of detectors are compared by training them with different configurations of input data. By evaluating the performance of different network architectures for classifying small objects on ImageNet, we show that CNNs are not robust to changes in scale. Based on this analysis, we propose to train and test detectors on the same scales of an image-pyramid. Since small and large objects are difficult to recognize at smaller and larger scales respectively, we present a novel training scheme called Scale Normalization for Image Pyramids (SNIP) which selectively back-propagates the gradients of object instances of different sizes as a function of the image scale. On the COCO dataset, our single model performance is 45.7% and an ensemble of 3 networks obtains an mAP of 48.3%. We use off-the-shelf ImageNet-1000 pre-trained models and only train with bounding box supervision. Our submission won the Best Student Entry in the COCO 2017 challenge.

2.1 Introduction

Deep learning has fundamentally changed how computers perform image classification and object detection. In less than five years, since AlexNet [51] was proposed, the top-5 error on ImageNet classification [17] has dropped from 15% to 2% [41]. This is super-human level performance for image classification with 1000 classes. On the other hand,
the mAP of the best performing detector[44] (which is only trained to detect 80 classes) on COCO[60] is only 62% – even at 50% overlap. Why is object detection so much harder than image classification?

Large scale variation across object instances, and especially, the challenge of detecting very small objects stands out as one of the factors behind the difference in performance. Interestingly, the median scale of object instances relative to the image in ImageNet (classification) vs COCO (detection) are 0.554 and 0.106 respectively. Therefore, most object instances in COCO are smaller than 1% of image area! To make matters worse, the scale of the smallest and largest 10% of object instances in COCO is 0.024 and 0.472 respectively (resulting in scale variations of almost 20 times!); see Fig. 2.1. This variation in scale which a detector needs to handle is enormous and presents an extreme challenge to the scale invariance properties of convolutional neural networks. Moreover, differences in the scale of object instances between classification and detection datasets also results in a large domain-shift while fine-tuning from a pre-trained classification network. In this chapter, we first provide evidence of these problems and then propose a training scheme called

Figure 2.1: Fraction of RoIs in the dataset vs scale of RoIs relative to the image.
Scale Normalization for Image Pyramids which leads to a state-of-the-art object detector on COCO.

To alleviate the problems arising from scale variation and small object instances, multiple solutions have been proposed. For example, features from the layers near to the input, referred to as shallow(er) layers, are combined with deeper layers for detecting small object instances [4, 32, 57, 63, 93]. Dilated/deformable convolution is used to increase receptive fields for detecting large objects [14, 15, 82, 114]. Independent predictions at layers of different resolutions are used to capture object instances of different scales [6, 55, 113], context is employed for disambiguation [24, 117, 118], training is performed over a range of scales [14, 15, 34] or, inference is performed on multiple scales of an image pyramid and predictions are combined using non-maximum suppression [5, 14, 15, 83].

While these architectural innovations have significantly helped to improve object detection, many important issues related to training remain unaddressed:

- Is it critical to upsample images for obtaining good performance for object detection? Even though the typical size of images in detection datasets is 480x640, why is it a common practice to up-sample them to 800x1200? Can we pre-train CNNs with smaller strides on low resolution images from ImageNet and then fine-tune them on detection datasets for detecting small object instances?

- When fine-tuning an object detector from a pre-trained image classification model, should the resolution of the training object instances be restricted to a tight range (from 64x64 to 256x256) after appropriately re-scaling the input images, or should all object resolutions (from 16x16 to 800x1000, in the case of COCO) participate in training after up-sampling input images?

We design controlled experiments on ImageNet and COCO to seek answers to these questions. In Section 2.3 we study the effect of scale variation by examining the perfor-
mance of existing networks for ImageNet classification when images of different scales are provided as input. We also make minor modifications to the CNN architecture for classifying images of different scales. These experiments reveal the importance of up-sampling for small object detection. To analyze the effect of scale variation on object detection, we train and compare the performance of scale-specific and scale invariant detector designs in Section 2.5. For scale-specific detectors, variation in scale is handled by training separate detectors - one for each scale range. Moreover, training the detector on similar scale object instances as the pre-trained classification networks helps to reduce the domain shift for the pre-trained classification network. But, scale-specific designs also reduce the number of training samples per scale, which degrades performance. On the other hand, training a single object detector with all training samples makes the learning task significantly harder because the network needs to learn filters for detecting object instances over a wide range of scales.

Based on these observations, in Section 2.6 we present a novel training paradigm, which we refer to as Scale Normalization for Image Pyramids (SNIP), that benefits from reducing scale-variation during training but without paying the penalty of reduced training samples. Scale-invariance is achieved using an image-pyramid (instead of a scale-invariant detector), which contains normalized input representations of object instances in one of the scales in the image-pyramid. To minimize the domain shift for the classification network during training, we only back-propagate gradients for RoIs/anchors that have a resolution close to that of the pre-trained CNN. Since we train on each scale in the pyramid with the above constraint, SNIP effectively utilizes all the object instances available during training. The proposed approach is generic and can be plugged into the training pipeline of different problems like instance-segmentation, pose-estimation, spatio-temporal action detection - wherever the “objects” of interest manifest large scale variations.

Contrary to the popular belief that deep neural networks can learn to cope with large
variations in scale given enough training data, we show that SNIP offers significant improvements (3.5%) over traditional object detection training paradigms. Our ensemble with a Deformable-RFCN backbone obtains an mAP of 69.7% at 50% overlap, which is an improvement of 7.4% over the state-of-the-art on the COCO dataset.

2.2 Related Work

Scale space theory [61, 109] advocates learning representations that are invariant to scale and the theory has been applied to many problems in the history of computer vision [7, 9, 33, 53, 57, 64, 77]. For problems like object detection, pose-estimation, instance segmentation etc., learning scale invariant representations is critical for recognizing and localizing objects. To detect objects at multiple scales, many solutions have been proposed.

The deeper layers of modern CNNs have large strides (32 pixels) that lead to a very coarse representation of the input image, which makes small object detection very challenging. To address this problem, modern object detectors [9, 14, 82] employ dilated/atrous convolutions to increase the resolution of the feature map. Dilated/deformable convolutions also preserve the weights and receptive fields of the pre-trained network and do not suffer from degraded performance on large objects. Up-sampling the image by a factor of 1.5 to 2 times during training and up to 4 times during inference is also a common practice to increase the final feature map resolution [14, 15, 34]. Since feature maps of layers closer to the input are of higher resolution and often contain complementary information (wrt. conv5), these features are either combined with shallower layers (like conv4, conv3) [4, 57, 78, 78] or independent predictions are made at layers of different resolutions [6, 63, 113]. Methods like SDP [113], SSH [69] or MS-CNN [6], which make independent predictions at different layers, also ensure that smaller objects are trained on higher resolution layers (like conv3) while larger objects are trained on lower resolution layers (like
conv5). This approach offers better resolution at the cost of high-level semantic features which can hurt performance.

Methods like FPN, Mask-RCNN, RetinaNet [32, 57, 59], which use a pyramidal representation and combine features of shallow layers with deeper layers at least have access to higher level semantic information. However, if the size of an object was 25x25 pixels then even an up-sampling factor of 2 during training will scale the object to only 50x50 pixels. Note that typically the network is pre-trained on images of resolution 224x224. Therefore, the high level semantic features (at conv5) generated even by feature pyramid networks will not be useful for classifying small objects (a similar argument can be made for large objects in high resolution images). Hence, combining them with features from shallow layers would not be good for detecting small objects, see Fig. 2.2. Although feature pyramids efficiently exploit features from all the layers in the network, they are not an attractive alternative to an image pyramid for detecting very small/large objects.
Recently, a pyramidal approach was proposed for detecting faces [42] where the gradients of all objects were back-propagated after max-pooling the responses from each scale. Different filters were used in the classification layers for faces at different scales. This approach has limitations for object detection because training data per class in object detection is limited and the variations in appearance, pose etc. are much larger compared to face detection. We observe that adding scale specific filters in R-FCN for each class hurts performance for object detection. In [83], an image pyramid was generated and max-out [29] was used to select features from a pair of scales closer to the resolution of the pre-trained dataset during inference. A similar inference procedure was also proposed in SPPNet and Fast-RCNN [26][33]: however, standard multi-scale training (described in Section 5) was used. We explore the design space for training scale invariant object detectors and propose to selectively back-propagate gradients for samples close to the resolution of the pre-trained network.

2.3 Image Classification at Multiple Scales

In this section we study the effect of domain shift, which is introduced when different resolutions of images are provided as input during training and testing. We perform this analysis because state-of-the-art detectors are typically trained at a resolution of 800x1200 pixels, but inference is performed on an image pyramid, including higher resolutions like 1400x2000 for detecting small objects [5][14][15].

**Naïve Multi-Scale Inference:** Firstly, we obtain images at different resolutions, 48x48, 64x64, 80x80, 96x96 and 128x128, by down-sampling the original ImageNet database. These are then up-sampled to 224x224 and provided as input to a CNN architecture trained on 224x224 size images, referred to as CNN-B (see Fig. 2.3). Fig. 2.4 (a) shows the top-1
Figure 2.3: Both CNN-B and CNN-B-FT are provided an upsampled low resolution image as input. CNN-S is provided a low resolution image as input. CNN-B is trained on high resolution images. CNN-S is trained on low resolution images. CNN-B-FT is pre-trained on high resolution images and fine-tuned on upsampled low-resolution images. ResNet-101 architecture is used.

Figure 2.4: All figures report accuracy on the validation set of the ImageNet classification dataset. We upsample images of resolution 48,64,80 etc. and plot the Top-1 accuracy of the pre-trained ResNet-101 classifier in figure (a). Figure (b,c) show results for different CNNs when the original image resolution is 48,96 pixels respectively.
accuracy of CNN-B with a ResNet-101 backbone. We observe that as the difference in resolution between training and testing images increases, so does the drop in performance. Hence, testing on resolutions on which the network was not trained is clearly sub-optimal, at least for image classification.

**Resolution Specific Classifiers:** Based on the above observation, a simple solution for improving the performance of detectors on smaller objects is to pre-train classification networks with a different stride on ImageNet. After-all, network architectures which obtain best performance on CIFAR10 [50] (which contains small objects) are different from ImageNet. The first convolution layer in ImageNet classification networks has a stride of 2 followed by a max pooling layer of stride 2x2, which can potentially wipe out most of the image signal present in a small object. Therefore, we train ResNet-101 with a stride of 1 and 3x3 convolutions in the first layer for 48x48 images (CNN-S, see Fig. 2.3), a typical architecture used for CIFAR. Similarly, for 96x96 size images, we use a kernel of size 5x5 and stride of 2. Standard data augmentation techniques such as random cropping, color augmentation, disabling color augmentation after 70 epochs are used to train these networks. As seen in Fig. 2.4 these networks (CNN-S) perform significantly better than CNN-B. Therefore, it is tempting to pre-train classification networks with different architectures for low resolution images and use them for object detection for low resolution objects.

**Fine-tuning High-Resolution Classifiers:** Yet another simple solution for small object detection would be to fine-tune CNN-B on up-sampled low resolution images to yield CNN-B-FT (Fig. 2.3). The performance of CNN-B-FT on up-sampled low-resolution images is better than CNN-S, Fig. 2.4. This result empirically demonstrates that the filters learned on high-resolution images can be useful for recognizing low-resolution images as well. Therefore, instead of reducing the stride by 2, it is better to up-sample images 2 times and then fine-tune the network pre-trained on high-resolution images.
While training object detectors, we can either use different network architectures for classifying objects of different resolutions or use the a single architecture for all resolutions. Since pre-training on ImageNet (or other larger classification datasets) is beneficial and filters learned on larger object instances help to classify smaller object instances, up-sampling images and using the network pre-trained on high resolution images should be better than a specialized network for classifying small objects. Fortunately, existing object detectors up-sample images for detecting smaller objects instead of using a different architecture. Our analysis supports this practice and compares it with other alternatives to emphasize the difference.

2.4 Background

In the next section, we discuss a few baselines for detecting small objects. We briefly describe the Deformable-RFCN [15] detector which will be used in the following analysis. D-RFCN obtains the best single model results on COCO and is publicly available, so we use this detector.

Deformable-RFCN is based on the R-FCN detector [14]. It adds deformable convolutions in the conv5 layers to adaptively change the receptive field of the network for creating scale invariant representations for objects of different scales. At each convolutional feature
map, a lightweight network predicts offsets on the 2D grid, which are spatial locations at which spatial sub-filters of the convolution kernel are applied. The second change is in Position Sensitive RoI Pooling. Instead of pooling from a fixed set of bins on the convolutional feature map (for an RoI), a network predicts offsets for each position sensitive filter (depending on the feature map) on which Position Sensitive RoI (PSRoI)-Pooling is performed.

For our experiments, proposals are extracted at a single resolution (after upsampling) of 800x1200 using a publicly available Deformable-RFCN detector. It has a ResNet-101 backbone and is trained at a resolution of 800x1200. 5 anchor scales are used in RPN for generating proposals [5]. For classifying these proposals, we use Deformable-RFCN with a ResNet-50 backbone without the Deformable Position Sensitive RoIPooling. We use Position Sensitive RoIPooling with bilinear interpolation as it reduces the number of filters by a factor of 3 in the last layer. NMS with a threshold of 0.3 is used. Not performing end-to-end training along with RPN, using ResNet-50 and eliminating deformable PSRoI filters reduces training time by a factor of 3 and also saves GPU memory.

2.5 Data Variation or Correct Scale?

The study in section 2.3 confirms that differences in resolutions between the training and testing phase leads to a significant drop in performance. Unfortunately, this difference in resolution is part of the current object detection pipeline - due to GPU memory constraints, training is performed on a lower resolution (800x1200) than testing (1400x2000) (note that original resolution is typically 640x480). This section analyses the effect of image resolution, the scale of object instances and variation in data on the performance of an object detector. We train detectors under different settings and evaluate them on 1400x2000 images for detecting small objects (less than 32x32 pixels in the COCO dataset) only to
tease apart the factors that affect the performance. The results are reported in Table 2.1.

**Training at different resolutions:** We start by training detectors that use all the object instances on two different resolutions, 800x1400 and 1400x2000, referred to as 800\textsubscript{all} and 1400\textsubscript{all}, respectively, Fig 2.5.1. As expected, 1400\textsubscript{all} outperformed 800\textsubscript{all}, because the former is trained and tested on the same resolution i.e. 1400x2000. However, the improvement is only marginal. Why? To answer this question we consider what happens to the medium-to-large object instances while training at such a large resolution. They become too big to be correctly classified! Therefore, training at higher resolutions scales up small objects for better classification, but blows up the medium-to-large objects which degrades performance.

**Scale specific detectors:** We trained another detector (1400\textsubscript{<80px}) at a resolution of 1400x2000 while ignoring all the medium-to-large objects (> 80 pixels, in the original image) to eliminate the deleterious-effects of extremely large objects, Fig 2.5.2. Unfortunately, it performed significantly worse than even 800\textsubscript{all}. What happened? We lost a significant source of variation in appearance and pose by ignoring medium-to-large objects (about 30% of the total object instances) that hurt performance more than it helped by eliminating extreme scale objects.

**Multi-Scale Training (MST):** Lastly, we evaluated the common practice of obtaining scale-invariant detectors by using randomly sampled images at multiple resolutions during training, referred to as MST\textsuperscript{2}, Fig 2.5.3. It ensures training instances are observed at many different resolutions, but it also degraded by extremely small and large objects. It performed similar to 800\textsubscript{all}. We conclude that it is important to train a detector with appropriately scaled objects while capturing as much variation across the objects as possible. In the next section we describe our proposed solution that achieves exactly this and show that it outperforms current training pipelines.

\textsuperscript{2}MST also uses a resolution of 480x800
<table>
<thead>
<tr>
<th></th>
<th>1400&lt;80px</th>
<th>800&lt;all</th>
<th>1400&lt;all</th>
<th>MST</th>
<th>SNIP</th>
</tr>
</thead>
<tbody>
<tr>
<td>mAP on Small Objects (smaller than 32x32 pixels) under different training protocols.</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MST denotes multi-scale training as shown in Fig. 2.5.3. R-FCN detector with ResNet-50 (see Section 4).</td>
<td>16.4</td>
<td>19.6</td>
<td>19.9</td>
<td>19.5</td>
<td>21.4</td>
</tr>
</tbody>
</table>

Figure 2.6: SNIP training and inference is shown. Invalid RoIs which fall outside the specified range at each scale are shown in purple. These are discarded during training and inference. Each batch during training consists of images sampled from a particular scale. Invalid GT boxes are used to invalidate anchors in RPN. Detections from each scale are rescaled and combined using NMS.

2.6 Object Detection on an Image Pyramid

Our goal is to combine the best of both approaches i.e. train with maximal variations in appearance and pose while restricting scale to a reasonable range. We achieve this by a novel construct that we refer to as Scale Normalization for Image Pyramids (SNIP). We also discuss details of training object detectors on an image pyramid within the memory limits of current GPUs.

2.6.1 Scale Normalization for Image Pyramids

SNIP is a modified version of MST where only the object instances that have a resolution close to the pre-training dataset, which is typically 224x224, are used for training.
the detector. In multi-scale training (MST), each image is observed at different resolutions therefore, at a high resolution (like 1400x2000) large objects are hard to classify and at a low resolution (like 480x800) small objects are hard to classify. Fortunately, each object instance appears at several different scales and some of those appearances fall in the desired scale range. In order to eliminate extreme scale objects, either too large or too small, training is only performed on objects that fall in the desired scale range and the remainder are simply ignored during back-propagation. Effectively, SNIP uses all the object instances during training, which helps capture all the variations in appearance and pose, while reducing the \textit{domain-shift} in the scale-space for the pre-trained network. The result of evaluating the detector trained using SNIP is reported in Table 2.1 - it outperforms all the other approaches. This experiment demonstrates the effectiveness of SNIP for detecting small objects. Below we discuss the implementation of SNIP in detail.

For training the classifier, all ground truth boxes are used to assign labels to proposals. We do not select proposals and ground truth boxes which are outside a specified size range at a particular resolution during training. At a particular resolution $i$, if the area of an RoI $ar(r)$ falls within a range $[s^i_c, e^i_c]$, it is marked as valid, else it is invalid. Similarly, RPN training also uses all ground truth boxes to assign labels to anchors. Finally, those anchors which have an overlap greater than 0.3 with an invalid ground truth box are excluded during training (i.e. their gradients are set to zero). During inference, we generate proposals using RPN for each resolution and classify them independently at each resolution as shown in Fig 2.6. Similar to training, we do not select detections (not proposals) which fall outside a specified range at each resolution. After classification and bounding-box regression, we use soft-NMS [5] to combine detections from multiple resolutions to obtain the final detection boxes, refer to Fig. 2.6.

The resolution of the RoIs after pooling matches the pre-trained network, so it is easier for the network to learn during fine-tuning. For methods like R-FCN which divide RoIs
into sub-parts and use position sensitive filters, this becomes even more important. For example, if the size of an RoI is 48 pixels (3 pixels in the conv5 feature map) and there are 7 filters along each axis, the positional correspondence between features and filters would be lost.

2.6.2 Sampling Sub-Images

Training on high resolution images with deep networks like ResNet-101 or DPN-92 [10] requires more GPU memory. Therefore, we crop images so that they fit in GPU memory. Our aim is to generate the minimum number of chips (sub-images) of size 1000x1000 which cover all the small objects in the image. This helps in accelerating training as no computation is needed where there are no small objects. For this, we generate 50 randomly positioned chips of size 1000x1000 per image. The chip which covers the maximum number of objects is selected and added to our set of training images. Until all objects in the image are covered, we repeat the sampling and selection process on the remaining objects. Since chips are randomly generated and proposal boxes often have a side on the image boundary, for speeding up the sampling process we snap the chips to image boundaries. We found that, on average, 1.7 chips of size 1000x1000 are generated for images of size 1400x2000. This sampling step is not needed when the image resolution is 800x1200 or 480x640 or when an image does not contain small objects. Random cropping is not the reason why we observe an improvement in performance for our detector. To verify this, we trained ResNet-50 (as it requires less memory) using un-cropped high-resolution images (1400x2000) and did not observe any change in mAP.
<table>
<thead>
<tr>
<th>Method</th>
<th>AP</th>
<th>AP₃</th>
<th>AP₅</th>
<th>AP₇</th>
</tr>
</thead>
<tbody>
<tr>
<td>Single scale</td>
<td>34.5</td>
<td>16.3</td>
<td>37.2</td>
<td>47.6</td>
</tr>
<tr>
<td>MS Test</td>
<td>35.9</td>
<td>19.5</td>
<td>37.3</td>
<td>48.5</td>
</tr>
<tr>
<td>MS Train/Test</td>
<td>35.6</td>
<td>19.5</td>
<td>37.5</td>
<td>47.3</td>
</tr>
<tr>
<td>SNIP</td>
<td>37.8</td>
<td>21.4</td>
<td>40.4</td>
<td>50.1</td>
</tr>
</tbody>
</table>

Table 2.2: MS denotes multi-scale. Single scale is (800,1200). R-FCN detector with ResNet-50 (as described in Section 4).

2.7 Datasets and Evaluation

We evaluate our method on the COCO dataset. COCO contains 123,000 images for training and evaluation is performed on 20,288 images in test-dev. Since recall for proposals is not provided by the evaluation server on COCO, we train on 118,000 images and report recall on the remaining 5,000 images (commonly referred to as minival set). Unless specifically mentioned, the area of small objects is less than 32x32, medium objects range from 32x32 to 96x96 and large objects are greater than 96x96.

2.7.1 Training Details

We train Deformable-RFCN [15] as our detector with 3 resolutions, (480, 800), (800, 1200) and (1400,2000), where the first value is for the shorter side of the image and the second one is the limit on the maximum size of a side. Training is performed for 7 epochs for the classifier while RPN is trained for 6 epochs. Although it is possible to combine RPN and RCN using alternating training which leads to slight improvement in accuracy [57], we train separate models for RPN and RCN and evaluate their performance independently. This is because it is faster to experiment with different classification architectures after proposals are extracted. We use a warmup learning rate of 0.0005 for 1000 iterations after which it is increased to 0.005. Step down is performed at 4.33 epochs for RPN and
5.33 epochs otherwise. For our baselines which did not involve SNIP, we also evaluated their performance after 8 or 9 epochs but observed that results after 7 epochs were best. For the classifier (RCN), on images of resolution (1400, 2000), the valid range in the original image (without up/down sampling) is [0, 80], at a resolution of (800, 1200) it is [40, 160] and at a resolution of (480, 800) it is [120, ∞]. We have an overlap of 40 pixels over adjacent ranges. These ranges were design decisions made during training, based on the consideration that after re-scaling, the resolution of the valid RoIs does not significantly differ from the resolution on which the backbone CNN was trained. Since in RPN even a one pixel feature map can generate a proposal we use a validity range of [0, 160] at (800, 1200) for valid ground truths for RPN. For inference, the validity range for each resolution in RCN is obtained using the minival set. Training RPN is fast so we enable SNIP after the first epoch. SNIP doubles the training time per epoch, so we enable it after 3 epochs for training RCN.

2.7.2 Improving RPN

In detectors like Faster-RCNN/R-FCN, Deformable R-FCN, RPN is used for generating region proposals. RPN assigns an anchor as positive only if overlap with a ground truth bounding box is greater than 0.7. We found that when using RPN at conv4 with 15 anchors (5 scales - 32, 64, 128, 256, 512, stride 16, 3 aspect ratios), only 30% of the ground truth boxes match this criterion when the image resolution is 800x1200 in COCO. Even if this threshold is changed to 0.5, only 58% of the ground truth boxes have an anchor which matches this criterion. Therefore, for more than 40% of the ground truth boxes, an anchor which has an overlap less than 0.5 is assigned as a positive (or ignored). Since we sample the image at multiple resolutions and back-propagate gradients at the relevant resolution

\(^{3}\)If there does not exist a matching anchor, RPN assigns the anchor with the maximum overlap with ground truth bounding box as positive.
Table 2.3: For individual ranges (like 0-25 etc.) recall at 50% overlap is reported because minor localization errors can be fixed in the second stage. First three rows use ResNet-50 as the backbone. Recall is for 900 proposals, as top 300 are taken from each scale.

<table>
<thead>
<tr>
<th>Method</th>
<th>AR</th>
<th>AR^{50}</th>
<th>AR^{75}</th>
<th>0-25</th>
<th>25-50</th>
<th>50-100</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baseline</td>
<td>57.6</td>
<td>88.7</td>
<td>67.9</td>
<td>67.5</td>
<td>90.1</td>
<td>95.6</td>
</tr>
<tr>
<td>+ Improved</td>
<td>61.3</td>
<td>89.2</td>
<td>69.8</td>
<td>68.1</td>
<td>91.0</td>
<td>96.7</td>
</tr>
<tr>
<td>+ SNIP</td>
<td>64.0</td>
<td>92.1</td>
<td>74.7</td>
<td>74.4</td>
<td>95.1</td>
<td>98.0</td>
</tr>
<tr>
<td>DPN-92</td>
<td>65.7</td>
<td>92.8</td>
<td>76.3</td>
<td>76.7</td>
<td>95.7</td>
<td>98.2</td>
</tr>
</tbody>
</table>

Table 2.4: Comparison with state-of-the-art detectors. (seg) denotes that segmentation masks were also used. We train on train+val and evaluate on test-dev. Unless mentioned, we use 3 scales and DPN-92 proposals. Ablation for SNIP in RPN and RCN is shown.

<table>
<thead>
<tr>
<th>Method</th>
<th>Backbone</th>
<th>AP</th>
<th>AP^{50}</th>
</tr>
</thead>
<tbody>
<tr>
<td>D-RFCN [5, 15]</td>
<td>ResNet-101</td>
<td>38.4</td>
<td>60.1</td>
</tr>
<tr>
<td>D-RFCN [5, 15]</td>
<td>ResNet-101 (6 scales)</td>
<td>40.9</td>
<td>62.8</td>
</tr>
<tr>
<td>G-RMI [44]</td>
<td>Ensemble</td>
<td>41.6</td>
<td>62.3</td>
</tr>
<tr>
<td>D-RFCN</td>
<td>DPN-98</td>
<td>41.2</td>
<td>63.5</td>
</tr>
<tr>
<td>D-RFCN + SNIP (RCN)</td>
<td>DPN-98</td>
<td>44.2</td>
<td>65.6</td>
</tr>
<tr>
<td>D-RFCN + SNIP (RCN+RPN)</td>
<td>DPN-98</td>
<td>44.7</td>
<td>66.6</td>
</tr>
<tr>
<td>Faster-RCNN + SNIP (RPN)</td>
<td>ResNet-101</td>
<td>43.1</td>
<td>65.3</td>
</tr>
<tr>
<td>Faster-RCNN + SNIP (RPN+RCN)</td>
<td>ResNet-101</td>
<td>44.4</td>
<td>66.2</td>
</tr>
<tr>
<td>D-RFCN + SNIP</td>
<td>ResNet-101 (ResNet-101 proposals)</td>
<td>43.4</td>
<td>65.5</td>
</tr>
<tr>
<td></td>
<td>DPN-98 (with flip)</td>
<td>45.7</td>
<td>67.3</td>
</tr>
<tr>
<td></td>
<td>Ensemble</td>
<td>48.3</td>
<td>69.7</td>
</tr>
</tbody>
</table>

only, this problem is alleviated to some extent. We also concatenate the output of conv4 and conv5 to capture diverse features and use 7 anchor scales. A more careful combination of features with predictions at multiple layers like [32, 57] should provide a further boost in performance.

2.7.3 Experiments

First, we evaluate the performance of SNIP on classification (RCN) under the same settings as described in Section 4. In Table 2.2, performance of the single scale model,
multi-scale testing, and multi-scale training followed by multi-scale testing is shown. We use the best possible validity ranges at each resolution for each of these methods when multi-scale testing is performed. Multi-scale testing improves performance by 1.4%. Performance of the detector deteriorates for large objects when we add multi-scale training. This is because at extreme resolutions the receptive field of the network is not sufficient to classify them. SNIP improves performance by 1.9% compared to standard multi-scale testing. Note that we only use single scale proposals common across all three scales during classification for this experiment.

For RPN, a baseline with the ResNet-50 network was trained on the conv4 feature map. Top 300 proposals are selected from each scale and all these 900 proposals are used for computing recall. Average recall (averaged over multiple overlap thresholds, just like mAP) is better for our improved RPN, as seen in Table 3.1. This is because for large objects (> 100 pixels), average recall improves by 10% (not shown in table) for the improved baseline. Although the improved version improves average recall, it does not have much effect at 50% overlap. Recall at 50% is most important for object proposals because bounding box regression can correct minor localization errors, but if an object is not covered at all by proposals, it will clearly lead to a miss. Recall for objects greater than 100 pixels at 50% overlap is already close to 100%, so improving average recall for large objects is not that valuable for a detector. Note that SNIP improves recall at 50% overlap by 2.9% compared to our improved baseline. For objects smaller than 25 pixels, the improvement in recall is 6.3%. Using a stronger classification network like DPN-92 also improves recall. In last two rows of Table 3.3, we perform an ablation study with our best model, which uses a DPN-98 classifier and DPN-92 proposals. If we train our improved RPN without SNIP, mAP drops by 1.1% on small objects and 0.5% overall. Note that AP of large objects is not affected as we still use the classification model trained with SNIP.

Finally, we compare with state-of-the-art detectors in Table 3.3. For these experiments,
we use the deformable position sensitive filters and Soft-NMS. Compared to the single scale deformable R-FCN baseline shown in the first line of Table 3.3, multi-scale training and inference improves overall results by 5% and for small objects by 8.7%! This shows the importance of an image pyramid for object detection. Compared to the best single model method (which uses 6 instead of 3 scales and is also trained end-to-end) based on ResNet-101, we improve performance by 2.5% overall and 3.9% for small objects. We observe that using better backbone architectures further improves the performance of the detector. When SNIP is not used for both the proposals and the classifier, mAP drops by 3.5% for the DPN-98 classifier, as shown in the last row. For the ensemble, DPN-92 proposals are used for all the networks (including ResNet-101). Since proposals are shared across all networks, we average the scores and box-predictions for each RoI. During flipping we average the detection scores and bounding box predictions. Finally, Soft-NMS is used to obtain the final detections. Iterative bounding-box regression is not used. All pre-trained models are trained on ImageNet-1000 and COCO segmentation masks are not used. Faster-RCNN was not used in the ensemble. On 100 images, it takes 90 seconds for to perform detection on a Titan X GPU using a ResNet-101 backbone. Speed can be improved with end-to-end training (we perform inference for RPN and RCN separately).

We also conducted experiments with the Faster-RCNN detector with deformable convolutions. Since the detector does not have position-sensitive filters, it is more robust to scale and performs better for large objects. Training it with SNIP still improves performance by 1.3%. Note that we can get an mAP of 44.4% with a single head faster-RCNN without using any feature-pyramid!
2.8 Conclusion

We presented an analysis of different techniques for recognizing and detecting objects under extreme scale variation, which exposed shortcomings of the current object detection training pipeline. Based on the analysis, a training scheme (SNIP) was proposed to tackle the wide scale spectrum of object instances which participate in training and to reduce the domain-shift for the pre-trained classification network. Experimental results on the COCO dataset demonstrated the importance of scale and image-pyramids in object detection. Since we do not need to back-propagate gradients for large objects in high-resolution images, it is possible to reduce the computation performed in a significant portion of the image. We would like to explore this direction in future work.
Chapter 3: SNIPER: Efficient Multi-Scale Training

We present SNIPER, an algorithm for performing efficient multi-scale training in instance level visual recognition tasks. Instead of processing every pixel in an image pyramid, SNIPER processes context regions around ground-truth instances (referred to as chips) at the appropriate scale. For background sampling, these context-regions are generated using proposals extracted from a region proposal network trained with a short learning schedule. Hence, the number of chips generated per image during training adaptively changes based on the scene complexity. SNIPER only processes 30% more pixels compared to the commonly used single scale training at 800x1333 pixels on the COCO dataset. But, it also observes samples from extreme resolutions of the image pyramid, like 1400x2000 pixels. As SNIPER operates on resampled low resolution chips (512x512 pixels), it can have a batch size as large as 20 on a single GPU even with a ResNet-101 backbone. Therefore it can benefit from batch-normalization during training without the need for synchronizing batch-normalization statistics across GPUs. SNIPER brings training of instance level recognition tasks like object detection closer to the protocol for image classification and suggests that the commonly accepted guideline that it is important to train on high resolution images for instance level visual recognition tasks might not be correct. Our implementation based on Faster-RCNN with a ResNet-101 backbone obtains an mAP of 47.6% on the COCO dataset for bounding box detection and can process 5 images per second during inference with a single GPU.
3.1 Introduction

Humans have a foveal visual system which attends to objects at a fixed distance and size. For example, when we focus on nearby objects, far away objects get blurred [12]. Naturally, it is difficult for us to focus on objects of different scales simultaneously [84]. We only process a small field of view at any given point of time and adaptively ignore the remaining visual content in the image. However, computer algorithms which are designed for instance level visual recognition tasks like object detection depart from this natural way of processing visual information. For obtaining a representation robust to scale, popular detection algorithms like Faster-RCNN/Mask-RCNN [32, 82] are trained on a multi-scale image pyramid [62, 96]. Since every pixel is processed at each scale, this approach to processing visual information increases the training time significantly. For example, constructing a 3 scale image pyramid (e.g. scales=1x,2x,3x) requires processing 14 times the number of pixels present in the original image. For this reason, it is impractical to use multi-scale training in many scenarios.

Recently, it was proposed that while performing multi-scale training, it is beneficial to ignore gradients of objects which are of extreme resolutions [96]. For example, when constructing an image pyramid of 3 scales, we should ignore gradients of large objects at large resolutions and small objects at small resolutions. If this is the case, an intuitive question which arises is, do we need to process the entire image at a 3x resolution? Wouldn’t it suffice to sample a much smaller RoI (chip) around small objects at this resolution? On the other hand, if the image is already high resolution, and objects in it are also large in size, is there any benefit in upsampling that image?

While ignoring significant portions of the image would save computation, a smaller chip would also lack context required for recognition. A significant portion of background would also be ignored at a higher resolution. So, there is a trade-off between computa-
tion, context and negative mining while accelerating multi-scale training. To this end, we present a novel training algorithm called Scale Normalization for Image Pyramids with Efficient Resampling (SNIPER), which adaptively samples chips from multiple scales of an image pyramid, conditioned on the image content. We sample positive chips conditioned on the ground-truth instances and negative chips based on proposals generated by a region proposal network. Under the same conditions (fixed batch normalization), we show that SNIPER performs as well as the multi-scale training method proposed in [96] while reducing the number of pixels processed by a factor of 3 during training on the COCO dataset. Since SNIPER is trained on 512x512 size chips, it can reap the benefits of a large batch size and training with batch-normalization on a single GPU node. In particular, we can use a batch size of 20 per GPU (leading to a total batch size of 160), even with a ResNet-101 based Faster-RCNN detector. While being efficient, SNIPER obtains competitive performance on the COCO detection dataset even with simple detection architectures like Faster-RCNN.

3.2 Background

Deep learning based object detection algorithms have primarily evolved from the R-CNN detector [27], which started with object proposals generated with an unsupervised algorithm [101], resized these proposals to a canonical 224x224 size image and classified them using a convolutional neural network [54]. This model is scale invariant (with the assumption that CNNs can classify images of a fixed resolution), but the computational cost for training and inference for R-CNN scales linearly with the number of proposals. To alleviate this computational bottleneck, Fast-RCNN [26] proposed to project region proposals to a high level convolutional feature map and use the pooled features as a semantic representation for region proposals. In this process, the computation is shared for the con-
volutional layers and only lightweight fully connected layers are applied on each proposal. However, convolution for objects of different sizes is performed at a single scale, which destroys the scale invariance properties of R-CNN. Hence, inference at multiple scales is performed and detections from multiple scales are combined by selecting features from a pair of adjacent scales closer to the resolution of the pre-trained network [26, 33]. The Fast-RCNN model has since become the de-facto approach for classifying region proposals as it is fast and also captures more context in its features, which is lacking in RCNN.

It is worth noting that in multi-scale training, Fast-RCNN upsamples and downsamples every proposal (whether small or big) in the image. This is unlike R-CNN, where each proposal is resized to a canonical size of 224x224 pixels. Large objects are not upsampled and small objects are not downsampled in R-CNN. In this regard, R-CNN more appropriately does not up/downsample every pixel in the image but only in those regions which are likely to contain objects to an appropriate resolution. However, R-CNN does not share the convolutional features for nearby proposals like Fast-RCNN, which makes it slow. To this end, we propose SNIPER, which retains the benefits of both these approaches by generating scale specific context-regions (chips) that cover maximum proposals at a particular scale. SNIPER classifies all the proposals inside a chip like Fast-RCNN which enables us to perform efficient classification of multiple proposals within a chip. As SNIPER does not upsample the image where there are large objects and also does not process easy background regions, it is significantly faster compared to a Fast-RCNN detector trained on an image pyramid.

The recently proposed scale normalized training scheme in [96] is also trained on almost all the pixels of the image pyramid (like Fast-RCNN), although gradients arising from objects of extreme resolutions are ignored. In particular, 2 resolutions of the image pyramid (480 and 800 pixels) always engage in training and multiple 1000 pixel crops are sampled out of the 1400 pixel resolution of the image in the finest scale. SNIPER takes this crop-
ping procedure to an extreme level by sampling 512 pixels crops from 3 scales of an image pyramid. At extreme scales (like 3x), SNIPER observes less than one tenth of the original content present in the image! Unfortunately, as SNIPER chips generated only using ground-truth instances are very small compared to the resolution of the original image, a significant portion of the background does not participate in training. This causes the false positive rate to increase. Therefore, it is important to generate chips for background regions as well. In SNIPER, this is achieved by randomly sampling a fixed number of chips (maximum of 2 in this chapter) from regions which are likely to cover false positives. To find such regions, we train a lightweight RPN network with a very short schedule. The proposals of this network are used to generate chips for regions which are likely to contain false positives (this could potentially be replaced with unsupervised proposals like EdgeBoxes [121] as well). After adding negative chip sampling, the performance of SNIPER matches the scale normalized training scheme in [96], but it is 3 times faster! Since we are able to obtain similar performance by observing less than one tenth of the image, it implies that very large context during training is not important for training high-performance detectors but sampling regions containing hard negatives is.

3.3 SNIPER

We describe the major components of SNIPER in this section. One is positive/negative chip mining and the other is label assignment after chips are generated. Finally, we will discuss the benefits of training with SNIPER.

3.3.1 Chip Generation

SNIPER generates chips $C_i$ at multiple scales $\{s_1, s_2, \ldots, s_i, \ldots s_n\}$ in the image. For each scale, the image is first resized to width ($W_i$) and height ($H_i$). On this canvas, $K \times K$ pixel
3.3.2 Positive Chip Selection

For each scale, there is a desired area range $R_i = [r_{i_{min}}^i, r_{i_{max}}^i], i \in [1,n]$ which determines which ground-truth boxes/proposals are participate in training for each scale $i$. The valid list of ground-truth bounding boxes which lie in $R_i$ are referred to as $G_i$. Then, chips are greedily selected so that maximum number of valid ground-truth boxes ($G_i$) are covered. A ground-truth box is said to be covered if it is completely enclosed inside a chip. All the positive chips from a scale are combined per image and are referred to as $C_{pos}^i$. For each ground-truth bounding box, there always exists a chip which covers it. Since consecutive $R_i$ contain overlapping intervals, a ground-truth bounding box may be assigned to multiple chips at different scales. It is also possible that the same ground-truth bounding box may be in multiple chips from the same scale. Ground-truth instances which have a partial overlap
with a chip are cropped. All the cropped ground-truth boxes (valid or invalid) are retained in the chip and are used in label assignment.

In this way, every ground-truth box is covered at the appropriate scale. Since the crop-size is much smaller than the resolution of the image (i.e. more than 10x smaller for high-resolution images), SNIPER does not process most of the background at high-resolutions. This leads to significant savings in computation and memory requirement while processing high-resolution images. We illustrate this with an example shown in Figure 3.1. The left side of the figure shows the image with the ground-truth boxes represented by green bounding boxes. The colored dotted rectangles show the chips generated by SNIPER in the original image resolution which cover all objects. These chips are illustrated on the right side of the figure with the same border color. Green and red bounding boxes represent the valid and invalid ground-truth objects corresponding to the scale of the chip. As can be seen, in this example, SNIPER efficiently processes all ground-truth objects in an appropriate scale by forming 4 low-resolution chips.

3.3.3 Negative Chip Selection

Although positive chips cover all the positive instances, a significant portion of the background is not covered by them. Incorrectly classifying background increases the false positive rate. In current object detection algorithms, when multi-scale training is performed, every pixel in the image is processed at all scales. Although training on all scales reduces the false positive rate, it also increases computation. We posit that a significant amount of the background is easy to classify and hence, we can avoid performing any computation in those regions. So, how do we eliminate regions which are easy to classify? A simple approach is to employ object proposals to identify regions where objects are likely to be present. After all, our classifier operates on region proposals and if there are no region
proposals in a part of the image, it implies that it is very easy to classify as background. Hence, we can ignore those parts of the image during training.

To this end, for negative chip mining, we first train RPN for a couple of epochs. No negative chips are used for training this network. The task of this network is to roughly guide us in selecting regions which are likely to contain false positives, so it is not necessary for it to be very accurate. This RPN is used to generate proposals over the entire training set. We assume that if no proposals are generated in a major portion of the image by RPN, then it is unlikely to contain an object instance. For negative chip selection, for each scale \( i \), we first remove all the proposals which have been covered in \( C_{pos}^i \). Then, for each scale \( i \), we greedily select all the chips which cover at least \( M \) proposals in \( R^i \). This generates a set of negative chips for each scale per image, \( C_{neg}^i \). During training, we randomly sample a fixed number of negative chips per epoch (per image) from this pool of negative chips which are generated from all scales, i.e. \( \bigcup_{i=1}^n C_{neg}^i \). Figure 3.2 shows examples of the generated negative chips by SNIPER. The first row shows the image and the ground-truth boxes. In the bottom row, we show the proposals not covered by \( C_{pos}^i \) and the corresponding negative chips generated (the orange boxes). However, for clarity, we represent each proposal by a red circle in its center. As illustrated, SNIPER only processes regions which likely contain false positives, leading to faster processing time.

3.3.4 Label Assignment

Our network is trained end to end on these chips like Faster-RCNN, i.e. it learns to generate proposals as well as classify them with a single network. While training, proposals generated by RPN are assigned labels and bounding box targets (for regression) based on all the ground-truth boxes which are present inside the chip. We do not filter ground-truth boxes based on \( R^i \). Instead, proposals which do not fall in \( R^i \) are ignored during training.
So, a large ground-truth box which is cropped, could generate a valid proposal which is small. Like Fast-RCNN, we mark any proposal which has an overlap greater than 0.5 with a ground-truth box as positive and assign bounding-box targets for the proposal. Our network is trained end to end and we generate 300 proposals per chip. We do not apply any constraint that a fraction of these proposals should be re-sampled as positives [82], as in Fast-RCNN. We did not use OHEM [92] for classification and use a simple softmax cross-entropy loss for classification. For assigning RPN labels, we use valid ground-truth boxes to assign labels and invalid ground-truth boxes to invalidate anchors, as done in [96].

3.3.5 Benefits

For training, we randomly sample chips from the whole dataset for generating a batch. On average, we generate $\sim 5$ chips of size 512x512 per image on the COCO dataset (including negative chips) when training on three scales (512/ms$^1$ 1.667, 3). This is only 30% more than the number of pixels processed per image when single scale training is per-

\[\text{max}(\text{width}_{im}, \text{height}_{im})\]
formed with an image resolution of 800x1333. Since all our images are of the same size, data is much better packed leading to better GPU utilization which easily overcomes the extra 30% overhead. But more importantly, we reap the benefits of multi-scale training on 3 scales, large batch size and training with batch-normalization without any slowdown in performance on a single 8 GPU node!.

It is commonly believed that high resolution images (e.g. 800x1333) are necessary for instance level recognition tasks. Therefore, for instance level recognition tasks, it was not possible to train with batch-normalization statistics computed on a single GPU. Methods like synchronized batch-normalization or training on 128 GPUs have been proposed to alleviate this problem. Synchronized batch-normalization slows down training significantly and training on 128 GPUs is also impractical for most people. Therefore, group normalization [110] has been recently proposed so that instance level recognition tasks can benefit from another form of normalization in a low batch setting during training. With SNIPER, we show that the image resolution bottleneck can be alleviated for instance level recognition tasks. As long as we can cover negatives and use appropriate scale normalization methods, we can train with a large batch size of resampled low resolution chips, even on challenging datasets like COCO. Our results suggest that context beyond a certain field of view may not be beneficial during training. It is also possible that the effective receptive field of deep neural networks is not large enough to leverage far away pixels in the image, as suggested in [65].

In very large datasets like OpenImagesV4 containing 1.7 million images, most objects are large and images provided are high resolution (1024x768), so it is less important to upsample images by 3x. In this case, with SNIPER, we generate 3.5 million chips of size 512x512 using scales of (512/ms, 1). Note that SNIPER also performs adaptive down-sampling. Since the scales are smaller, chips would cover more background, due to which the impact of negative sampling is diminished. In this case (of positive chip selection),
SNIPER processes only half the number of pixels compared to naïve multi-scale training on the above mentioned scales in OpenImagesV4. Due to this, we were able to train Faster-RCNN with a ResNet-101 backbone on 1.7 million images in just 3 days on a single 8 GPU node!

3.4 Experimental Details

We evaluate SNIPER on the COCO dataset for object detection. COCO contains 123,000 images in the training and validation set and 20,288 images in the test-dev set. We train on the combined training and validation set and report results on the test-dev set. Since recall for proposals is not provided by the evaluation server, we train on 118,000 images and report recall on the remaining 5,000 images (commonly referred to as the minival set).

On COCO, we train SNIPER with a batch-size of 128 and with a learning rate of 0.015. We use a chip size of $512 \times 512$ pixels. Training scales are set to (512/ms, 1.667, 3) where $ms$ is the maximum value width and height of the image. The desired area ranges (i.e. $R^i$) are set to $(0, 80^2)$, $(32^2, 150^2)$, and $(120^2, \text{inf})$ for each of the scales respectively. Training is performed for a total of 6 epochs with step-down at the end of epoch 5. Image flipping is used as a data-augmentation technique. Every epoch requires 11,000 iterations. For training RPN without negatives, each epoch requires 7000 iterations. We use RPN for generating negative chips and train it for 2 epochs with a fixed learning rate of 0.015 without any stepdowns. Therefore, training RPN for 2 epochs is less than 20% of the total training time. RPN proposals are extracted from all scales. Note that inference takes $1/3$ the time for a full forward-backward pass and we do not perform any flipping for extracting proposals. Hence, this process is also efficient. We use mixed precision training

\footnote{For the first scale, zero-padding is used if the smaller side of the image becomes less than 512 pixels.}
as described in [70]. To this end, we re-scale weight-decay by 100, drop the learning rate by 100 and rescale gradients by 100. This ensures that we can train with activations of half precision (and hence $\sim 2x$ larger batch size) without any loss in accuracy. We use fp32 weights for the first convolution layer, last convolution layer in RPN (classification and regression) and the fully connected layers in Faster-RCNN.

We evaluate SNIPER using a popular detector, Faster-RCNN with ResNets [34, 35] and MobileNetV2. Proposals are generated using RPN on top of conv4 features and classification is performed after concatenating conv4 and conv5 features. In the conv5 branch, we use deformable convolutions and a stride of 1. We use a 512 dimensional feature map in RPN. For the classification branch, we first project the concatenated feature map to 256 dimensions and then add 2 fully connected layers with 1024 hidden units. For lightweight networks like MobileNetv2 [89], to preserve the computational processing power of the network, we did not make any architectural changes to the network like changing the stride of the network or added deformable convolutions. We reduced the RPN dimension to 256 and size of fc layers to 512 from 1024. RPN and classification branch are both applied on the layer with stride 32 for MobileNetv2.

SNIPER generates 1.2 million chips for the COCO dataset after the images are flipped. This results in around 5 chips per image. In some images which contain many object instances, SNIPER can generate as many as 10 chips and others where there is a single large salient object, it would only generate a single chip. In a sense, it reduces the imbalance in gradients propagated to an instance level which is present in detectors which are trained on full resolution images. At least in theory, training on full resolution images is biased towards large object instances.
Table 3.1: We plot the recall for SNIPER with and without negatives. Surprisingly, recall is not effected by negative chip sampling

<table>
<thead>
<tr>
<th>Method</th>
<th>AR</th>
<th>AR^{SU}</th>
<th>AR^{75}</th>
<th>0-25</th>
<th>25-50</th>
<th>50-100</th>
<th>100-200</th>
<th>200-300</th>
</tr>
</thead>
<tbody>
<tr>
<td>ResNet-101 With Neg</td>
<td>65.4</td>
<td>93.2</td>
<td>76.9</td>
<td>41.3</td>
<td>65.8</td>
<td>74.5</td>
<td>76.9</td>
<td>78.7</td>
</tr>
<tr>
<td>ResNet-101 W/o Neg</td>
<td>65.4</td>
<td>93.2</td>
<td>77.6</td>
<td>40.8</td>
<td>65.7</td>
<td>74.7</td>
<td>77.4</td>
<td>79.3</td>
</tr>
</tbody>
</table>

3.4.1 Recall Analysis

We observe that recall (averaged over multiple overlap thresholds 0.5:0.05:0.95) for RPN does not decrease if we do not perform negative sampling. This is because recall does not account for false positives. As shown in Section 3.4.2, this is in contrast to mAP for detection in which negative sampling plays an important role. Moreover, in positive chip sampling, we do cover every ground truth sample. Therefore, for generating proposals, it is sufficient to train on just positive samples. This result further bolsters SNIPER’s strategy of finding negatives based on an RPN in which the training is performed just on positive samples.

3.4.2 Negative Chip Mining and Scale

SNIPER uses negative chip mining to reduce the false positive rate while speeding up the training by skipping the easy regions inside the image. As proposed in Section 3.3.3, we use a region proposal network trained with a short learning schedule to find such regions. To evaluate the effectiveness of our negative mining approach, we compare SNIPER’s mean average precision with a slight variant which only uses positive chips during training (denoted as SNIPER w/o neg). All other parameters remain the same. Table 3.2 compares the performance of these models. The proposed negative chip mining approach noticeably improves AP for all localization thresholds and object sizes. Noticeably, negative chip mining improves the average precision from 43.4 to 46.1. This is in contrast to the last section
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Table 3.2: The effect of training on 2 scales (1.667 and max size of 512). We also show the impact in performance when no negative mining is performed.

<table>
<thead>
<tr>
<th>Method</th>
<th>Backbone</th>
<th>AP</th>
<th>AP50</th>
<th>AP75</th>
<th>APS</th>
<th>APM</th>
<th>APL</th>
</tr>
</thead>
<tbody>
<tr>
<td>SNIPER</td>
<td>ResNet-101</td>
<td>46.1</td>
<td>67.0</td>
<td>51.6</td>
<td>29.6</td>
<td>48.9</td>
<td>58.1</td>
</tr>
<tr>
<td>SNIPER 2 scale</td>
<td>ResNet-101</td>
<td>43.3</td>
<td>63.7</td>
<td>48.6</td>
<td>27.1</td>
<td>44.7</td>
<td>56.1</td>
</tr>
<tr>
<td>SNIPER w/o negatives</td>
<td>ResNet-101</td>
<td>43.4</td>
<td>62.8</td>
<td>48.8</td>
<td>27.4</td>
<td>45.2</td>
<td>56.2</td>
</tr>
</tbody>
</table>

when were interested in generating proposals. This is because mAP is affected by false positives. If we do not include regions in the image containing negatives which are similar in appearance to positive instances, it would increase our false positive rate and adversely affect detection performance.

SNIPER is an efficient multi-scale training algorithm. In all experiments in this chapter we use the aforementioned three scales (See Section 3.4 for the details). To show that SNIPER effectively benefits from multi-scale training, we reduce the number of scales from 3 to 2 by dropping the high resolution scale. Table 3.2 shows the mean average precision for SNIPER under these two settings. As can be seen, by reducing the number of scales, the performance consistently drops by a large margin on all evaluation metrics. This shows the effectiveness of SNIPER in multi-scale training.

3.4.3 Timing

It takes 14 hours to train SNIPER end to end on a 8 GPU V100 node with a Faster-RCNN detector which has a ResNet-101 backbone. It is worth noting that we train on 3 scales of an image pyramid (max size of 512, 1.667 and 3). Training RPN is much more efficient and it only takes 2 hours for pre-training. Not only is SNIPER efficient in training, it can also process around 5 images per second on a single V100 GPU. For better utilization of resources, we run multiple processes in parallel during inference and compute the average time it takes to process a batch of 100 images.
3.4.4 Inference

We perform inference on an image pyramid and scale the original image to the following resolutions (480, 512), (800, 1280) and (1400, 2000). The first element is the minimum size with the condition that the maximum size does not exceed the second element. The valid ranges for training and inference are similar to [96]. For combining the detections, we use Soft-NMS [5]. We do not perform flipping [117], iterative bounding box regression [25] or mask tightening [62].

3.4.5 Comparison with State-of-the-art

It is difficult to fairly compare different detectors as they differ in backbone architectures (like ResNet [34], ResNext [111], Xception [11]), pre-training data (e.g. ImageNet-5k, JFT [37], OpenImages [49]), different structures in the underlying network (e.g. multi-scale features [58, 69], deformable convolutions [15], heavier heads [75], anchor sizes, path aggregation [62]), test time augmentations like flipping, mask tightening, iterative bounding box regression etc.

Therefore, we compare our results with SNIP [96], which is a recent method for training object detectors on an image pyramid. The results are presented in Table 3.3. Without using batch normalization [45], SNIPER achieves comparable results. While [96] processes almost all the image pyramid, SNIPER on the other hand, reduces the computational cost by skipping easy regions. Moreover, since SNIPER operates on a lower resolution input, it reduces the memory footprint. This allows us to increase the batch size and unlike [96], we can benefit from batch normalization during training. With batch normalization, SNIPER significantly outperforms SNIP in all metrics. It should be noted that not only the proposed method is more accurate, it is also 3x faster during training. To the best of our knowledge, for a Faster-RCNN architecture with a ResNet-101 backbone (with deformable convolu-
Table 3.3: Ablation analysis and comparison with full resolution training. Last two rows show instance segmentation results when the mask head is trained with N+1 way softmax loss and binary softmax loss for N classes.

With our efficient batch inference pipeline, we can process 5 images per second on a single V100 GPU and still obtain an mAP of 47.6%. This implies that on modern GPUs, it is practical to perform inference on an image pyramid which includes high resolutions like 1400x2000. We also show results for Faster-RCNN trained with MobileNetV2. It obtains an mAP of 34.1% compared to the SSDLite version which obtained 22.1%. This again highlights the importance of image pyramids (and SNIPER training) as we can improve the performance of the detector by 12%.

We also show results for instance segmentation. The network architecture is same as Mask-RCNN \cite{he2017mask}, just that we not use FPN and use the same detection architecture which was described for object detection. For multi-tasking, we tried two variants of loss functions for training the mask branch. One was a foreground-background softmax function for N classes and another was a N+1 way softmax function. For instance segmentation, the
network which is trained with 2-way Softmax loss for each class clearly performs better. But, for object detection, the N+1 way Softmax loss leads to slightly better results. We only use 3 scales during inference and do not perform flipping, mask tightening, iterative bounding-box regression, padding masks before resizing etc. Our instance segmentation results are preliminary and we have only trained 2 models so far.

3.5 Related Work

SNIPER benefits from multiple techniques which were developed over the last year. Notably, it was shown that it is important to train with batch normalization statistics \cite{62, 75, 120} for tasks like object detection and semantic segmentation. This is one important reason for SNIPER’s better performance. SNIPER also benefits from a large batch size which was shown to be effective for object detection \cite{75}. Like \cite{96}, SNIPER ignores gradients of objects at extreme scales in the image pyramid to improve multi-scale training.

In the past, many different methods have been proposed to understand the role of context \cite{4, 68, 114} and scale \cite{6, 58, 69, 113}. Considerable importance has been given to leveraging features of different layers of the network and designing architectures for explicitly encoding context/multi-scale information \cite{63, 69, 117, 118} for classification. Our results highlight that context may not be very important for training high performance object detectors.

3.6 Conclusion and Future Work

We presented an algorithm for efficient multi-scale training which sampled low resolution chips from a multi-scale image pyramid to accelerate multi-scale training by a factor of 3 times. In doing so, SNIPER did not compromise on the performance of the detector due to effective sampling techniques for positive and negative chips. As SNIPER operates
on resampled low resolution chips, it can be trained with a large batch size on a single GPU which brings it closer to the protocol for training image classification. This is in contrast with the common practice of training on high resolution images for instance-level recognition tasks. In future, we would like to accelerate multi-scale inference, because a significant portion of the background can be eliminated without performing expensive computation. It would also be interesting to evaluate at what chip resolution does context start to hurt the performance of object detectors.
Chapter 4: R-FCN-3000 at 30fps: Decoupling Detection and Classification

We propose a modular approach towards large-scale real-time object detection by decoupling objectness detection and classification. We exploit the fact that many object classes are visually similar and share parts. Thus, a universal objectness detector can be learned for class-agnostic object detection followed by fine-grained classification using a (non)linear classifier. Our approach is a modification of the R-FCN architecture to learn shared filters for performing localization across different object classes. We trained a detector for 3000 object classes, called R-FCN-3000, that obtains an mAP of 34.9% on the ImageNet detection dataset. It outperforms YOLO-9000 by 18% while processing 30 images per second. We also show that the objectness learned by R-FCN-3000 generalizes to novel classes and the performance increases with the number of training object classes - supporting the hypothesis that it is possible to learn a universal objectness detector.

4.1 Introduction

With the advent of Deep CNNs [36, 51], object-detection has witnessed a quantum leap in the performance on benchmark datasets. It is due to the powerful feature learning capabilities of deep CNN architectures. Within the last five years, the mAP scores on PASCAL [21] and COCO [60] have improved from 33% to 88% and 37% to 73% (at 50% overlap), respectively. While there have been massive improvements on standard
benchmarks with tens of classes \cite{15, 26, 27, 32, 82}, little progress has been made towards real-life object detection that requires real-time detection of thousands of classes. Some recent efforts \cite{39, 81} in this direction have led to large-scale detection systems, but at the cost of accuracy. We propose a solution to the large-scale object detection problem that outperforms YOLO-9000 \cite{81} by 18% and can process 30 images per second while detecting 3000 classes, referred to as R-FCN-3000.

R-FCN-3000 is a result of systematic modifications to some of the recent object-detection architectures \cite{14, 15, 59, 63, 80} to afford real-time large-scale object detection. Recently proposed fully convolutional class of detectors \cite{14, 15, 59, 63, 80} compute per-class objectness score for a given image. They have shown impressive accuracy within limited computational budgets. Although fully-convolutional representations provide an efficient solution for tasks like object detection \cite{15}, instance segmentation \cite{56}, tracking \cite{22}, relationship detection \cite{119} etc., they require class-specific sets of filters for each class that prohibits their application for large number of classes. For example, R-FCN \cite{14}/Deformable-R-FCN \cite{15} requires 49/197 position-specific filters for each class. RetinaNet \cite{59} requires 9 filters for each class for each convolutional feature map. Therefore, such architectures would need hundreds of thousands of filters for detecting 3000 classes, which will make them extremely slow for practical purposes.

The key insight behind the proposed R-FCN-3000 architecture is to decouple objectness detection and classification of the detected object so that the computational requirements for localization remain constant as the number of classes increases - see Fig. 4.1. We leverage the fact that many object categories are visually similar and share parts. For example - different breeds of dogs all have common body parts; therefore, learning a different set of filters for detecting each breed is overkill. So, R-FCN-3000 performs object detection (with position-sensitive filters) for a fixed number of super-classes followed by fine-grained classification (without position-sensitive filters) within each super-class. The
Figure 4.1: We propose to decouple classification and localization by independently predicting objectness and classification scores. These scores are multiplied to obtain a detector.
super-classes are obtained by clustering the deep semantic features of images (2048 dimensional features of ResNet-101 in this case); therefore, we do not require a semantic hierarchy. The fine-grained class probability at a given location is obtained by multiplying the super-class probability with the classification probability of the fine-grained category within the super-class.

In order to study the effect of using super-classes instead of individual object categories, we varied the number of super-classes from 1 to 100 and evaluated the performance on the ImageNet detection dataset. Surprisingly, the detector performs well even with one super-class! This observation indicates that position-sensitive filters can potentially learn to detect universal objectness. It also reaffirms a well-researched concept from the past \cite{1, 2, 101} that objectness is a generic concept and a universal objectness detector can be learned. Indeed, the very first application of deep-learning for object detection \cite{27} used Selective-Search \cite{101} to obtain class-agnostic object proposals and classified them using a deep CNN - fine-tuned AlexNet in this case. R-FCN-3000 exploits the powerful hierarchical representation capacity of deep CNNs to significantly improve universal objectness prediction. Thus, for performing object detection, it suffices to multiply the objectness score of an RoI with the classification probability for a given class. This results in a fast detector for thousands of classes, as per-class position sensitive filters are no longer needed. On the PASCAL-VOC dataset, with only our objectness based detector, we observe a 1.5% drop in mAP compared to the deformable R-FCN \cite{15} detector with class-specific filters for all 20 object classes. R-FCN-3000, trained for 3000 classes, obtains an 18% improvement in mAP over the current state-of-the-art large scale object detector (YOLO-9000) on the ImageNet detection dataset. Finally, we also evaluate the generalizability of our objectness detector on unseen classes (a zero-shot setting for localization) and observe that the generalization error decreases as we train the objectness detector on larger numbers of classes.
4.2 Related Work

Large scale localization using deep convolutional networks was first performed in [91, 95] which used regression for predicting the location of bounding boxes. Later, RPN [82] was used for localization in ImageNet classification [34]. However, no evaluations were performed to determine if these networks generalize when applied on detection datasets without specifically training on them. Weakly-supervised detection has been a major focus over the past few years for solving large-scale object detection. In [39], knowledge of detectors trained with bounding boxes was transferred to classes for which no bounding boxes are available. The assumption is that it is possible to train object detectors on a fixed number of classes. For a class for which supervision is not available, transformations are learned to adapt the classifier to a detector. Multiple-instance learning based approaches have also been proposed which can leverage weakly supervised data for adapting classifiers to detectors [40]. Recently, YOLO-9000 [81] jointly trains on classification and detection data. When it sees a classification image, classification loss is back-propagated on the bounding box which has the highest probability. It assumes that the predicted box is the ground truth box and uses the difference between other anchors and the predicted box as the objectness loss. YOLO-9000 is fast, as it uses a lightweight network and uses 3 filters per class for performing localization. For performing good localization, just 3 priors are not sufficient.

For classifying and localizing a large number of classes, some methods leverage the fact that parts can be shared across objects categories [73, 74, 88, 99]. Sharing filters for object parts reduces model complexity and also reduces the amount of training data required for learning part-based filters. Even in traditional methods, it has been shown that when filters are shared, they are more generic [99]. However, current detectors like Deformable-R-FCN [15], R-FCN [14], RetinaNet [59] do not share filters (in the final classification layer) across
object categories: because of this, inference is slow when they are applied on thousands of
categories. Taking motivation from prior work on sharing filters across object categories,
we propose an architecture where filters can be shared across some object categories for
large scale object detection.

The extreme version of sharing parts is objectness, where we assume that all objects
have something in common. Early in this decade (if not before), it was proposed that
objectness is a generic concept and it was demonstrated that only a very few category ag-
nostic proposals were sufficient to obtain high recall [1, 2, 8, 101]. With a bag-of-words
feature-representation [53] for these proposals, better performance was shown compared
to a sliding-window based part-based-model [23] for object detection. R-CNN [27] used
the same proposals for object detection but also applied per-class bounding-box regression
to refine the location of these proposals. Subsequently, it was observed that per-class re-
gression was not necessary and a class-agnostic regression step is sufficient to refine the
proposal position [14]. Therefore, if the regression step is class agnostic, and it is possible
to obtain a reasonable objectness score, a simple classification layer should be sufficient to
perform detection. We can simply multiply the objectness probability with the classifica-
tion probability to make a detector! Therefore, in the extreme case, we set the number of
super-classes to one and show that we can train a detector which obtains an mAP which is
very close to state-of-the-art object detection architectures [14].

4.3 Background

This section provides a brief introduction of Deformable R-FCN [15] which is used
in R-FCN-3000. In R-FCN [14], Atrous convolution [2] is used in the conv5 layer to in-
crease the resolution of the feature map while still utilizing the pre-trained weights from
the ImageNet classification network. In Deformable-R-FCN [15], the atrous convolution is
replaced by a deformable convolution structure in which a separate branch predicts offsets for each pixel in the feature map, and the convolution kernel is applied after the offsets have been applied to the feature-map. A region proposal network (RPN) is used for generating object proposals, which is a two layer CNN on top of the conv4 features. Efficiently implemented local convolutions, referred to as position sensitive filters, are used to classify these proposals.

4.4 Large Scale Fully-Convolutional Detector

This section describes the process of training a large-scale object detector. We first explain the training data requirements followed by discussions of some of the challenges involved in training such a system - design decisions for making training and inference efficient, appropriate loss functions for a large number of classes, mitigating the domain-shift which arises when training on classification data.

4.4.1 Weakly Supervised vs. Supervised?

Obtaining an annotated dataset of thousands of classes is a major challenge for large scale detection. Ideally, a system that can learn to detect object instances using partial image level tags (class labels) for the objects present in training images would be preferable because large-scale training data is readily available on the internet in this format. Since the setting with partial annotations is very challenging, it is commonly assumed that labels are available for all the objects present in the image. This is referred to as the weakly supervised setting. Unfortunately, explicit boundaries of objects or at least bounding-boxes are required as supervision signal for training accurate object detectors. This is the supervised setting. The performance gap between supervised and weakly supervised detectors is large - even 2015 object detectors [34] were better by 40% on the PASCAL VOC 2007 dataset.
compared to recent weakly supervised detectors [18]. This gap is a direct result of insuffi-
cient learning signal coming from weak supervision and can be further explained with the
help of an example. For classifying a dog among 1000 categories, only body texture or fa-
cial features of a dog may be sufficient and the network need not learn the visual properties
of its tail or legs for correct classification. Therefore, it may never learn that legs or tail are
parts of the dog category, which are essential to obtain accurate boundaries.

On one hand, the huge cost of annotating bounding boxes for thousands of classes
under settings similar to popular detection datasets such as PASCAL or COCO makes it
prohibitively expensive to collect and annotate a large-scale detection dataset. On the other
hand, the poor performance of weakly supervised detectors impedes their deployment in
real-life applications. Therefore, we ask - is there a middle ground that can alleviate the cost
of annotation while yielding accurate detectors? Fortunately, the ImageNet database con-
tains around 1-2 objects per image; therefore, the cost of annotating the bounding boxes
for the objects is only a few seconds compared to several minutes in COCO [60]. It is
because of this reason that the bounding boxes were also collected while annotating Im-
ageNet! A potential downside of using ImageNet for training object detectors is the loss of
variation in scale and context around objects available in detection datasets, but we do have
access to the bounding-boxes of the objects. Therefore, a natural question to ask is, how
would an object detector perform on “detection” datasets if it were trained on classification
datasets with bounding-box supervision? We show that careful design choices with respect
to the CNN architecture, loss function and training protocol can yield a large-scale detector
trained on the ImageNet classification set with significantly better accuracy compared to
weakly supervised detectors.
Figure 4.2: R-FCN-3000 first generates region proposals which are provided as input to a super-class detection branch (like R-FCN) which jointly predicts the detection scores for each super-class (sc). A class-agnostic bounding-box regression step refines the position of each RoI (not shown). To obtain the semantic class, we do not use position-sensitive filters but predict per class scores in a fully convolutional fashion. Finally, we average pool the per-class scores inside the RoI to get the classification probability. The classification probability is multiplied with the super-class detection probability for detecting 3000 classes. When K is 1, the super-class detector predicts objectness.

4.4.2 Super-class Discovery

Fully convolutional object detectors learn class-specific filters based on scale & aspect-ratio [59] or in the form of position sensitive filters [14 15] for each class. Therefore, when the number of classes become large, it becomes computationally in-feasible to apply these detectors. Hence, we ask is it necessary to have sets of filters for each class or can they be shared across visually similar classes? In the extreme case - can detection be performed using just a foreground/background detector and a classification network? To obtain visually similar sets of objects for which position-sensitive filters can be shared, objects should have similar visual appearances. We obtain the $j^{th}$ object-class representation, $x_j$, by taking the average of 2048-dimensional feature-vectors ($x^i_j$), from the final layer of ResNet-101, for the all the samples belonging to the $j^{th}$ object-class in the ImageNet classification dataset (validation set). Super-classes are then obtained by applying K-means clustering on $\{x_j : j \in \{1,2,\ldots,C\}\}$, where C is the number of object-classes, to obtain K super-class clusters.
4.4.3 Architecture

First, RPN is used for generating proposals, as in [15]. Let the set of individual object-classes the detector is being trained on be $\mathcal{C}$, $|\mathcal{C}| = C$, and the set of super-classes (SC) be $\mathcal{K}$, $|\mathcal{K}| = K$. For each super-class $k$, suppose we have $P \times P$ position-sensitive filters, as shown in Fig. 4.2. On the conv5 feature, we first apply two independent convolution layers as in R-FCN for obtaining detection scores and bounding-box regression offsets. On each of these branches, after a non-linearity function, we apply position sensitive filters for classification and bounding-box regression. Since we have $K$ super-classes and $P \times P$ filters per super-class, there are $(K + 1) \times P \times P$ filters in the classification branch (1 more for background) and $P \times P \times 4$ filters in the bounding-box regression branch as this branch is class-agnostic. After performing position-sensitive RoI pooling and averaging the predictions in each bin, we obtain predictions of the network for classification and localization. To get the super-class probability, softmax function over $K$ super-classes is used and predictions from the localization branch are directly added to get the final position of the detection. These two branches help detect the super-classes which are represented by each cluster $k$. For obtaining fine-grained class information, we employ a two layer CNN on the conv5 feature map, as shown in Fig. 4.2. A softmax function is used on the output of this layer for obtaining the final class probability. The detection and classification probabilities are multiplied to obtain the final detection score for each object-class. This architecture is shown in Fig. 4.2. Even though there are other challenges such as entailment, cover, equivalence etc. [16, 66] which are not correctly modelled with the softmax function, the Top-1 accuracy even on the ImageNet-5000 classification dataset is greater than 67% [10]. So, we believe these are not the bottlenecks for detecting a few thousand classes.
4.4.4 Label Assignment

Labels are assigned exactly the same way as fast-RCNN [26] for the \( K \) super-classes on which detection is performed. Let \( C \) be the total number of object-classes and let \( k_i \) and \( c_j \) denote the \( i^{th} \) super-class and \( j^{th} \) sub-class in \( k_i \), then \( k_i = \{c_1, c_2, ..., c_j\} \) and \( \sum_{i=1}^{K} |k_i| = C \). For detecting super-class \( k_i \), an RoI is assigned as positive for super-class \( k_i \) if it has an intersection over union (IoU) greater than 0.5 with any of the ground truth boxes in \( k_i \), otherwise it is marked as background (label for background class \( K + 1 \) is set to one). For the classification branch (to get the final 3000 classes), only positive RoIs are used for training, i.e. only those which have an IoU greater than 0.5 with a ground truth bounding box. The number of labels for classification is \( C \) instead of \( K + 1 \) in detection.

4.4.5 Loss Function

For training the detector, we use online hard example mining (OHEM) [92] as done in [15] and smooth L1 loss for bounding box localization [26]. For fine-grained classification we only use a softmax loss function over \( C \) object-classes for classifying the positive bounding boxes. Since the number of positive RoIs are typically small compared to the number of proposals, the loss from this branch is weighted by a factor of 0.05, so that these gradients do not dominate network training. This is important as we train RPN layers, RFCN classification and localization layers, and fine-grained layers together in a multi-task fashion, so balancing the loss from each branch is important.

4.5 Experiments

In this section, we describe the implementation details of the proposed large-scale object detector and compare against some of the weakly supervised large-scale object detec-
Table 4.1: The number of images and object instances in the ImageNet Detection and different versions of our ImageNet classification (CLS) training set.

<table>
<thead>
<tr>
<th>Dataset (ImageNet)</th>
<th>Images</th>
<th>Object Instances</th>
</tr>
</thead>
<tbody>
<tr>
<td>Detection</td>
<td>400,000</td>
<td>764,910</td>
</tr>
<tr>
<td>CLS 194</td>
<td>87,577</td>
<td>100,724</td>
</tr>
<tr>
<td>CLS 500</td>
<td>121,450</td>
<td>141,801</td>
</tr>
<tr>
<td>CLS 1000</td>
<td>191,463</td>
<td>223,222</td>
</tr>
<tr>
<td>CLS 2000</td>
<td>403,398</td>
<td>462,795</td>
</tr>
<tr>
<td>CLS 3000</td>
<td>925,327</td>
<td>1,061,647</td>
</tr>
</tbody>
</table>

4.5.1 Training Data

We train on the ImageNet classification dataset which contains bounding boxes for 3,130 classes. Each class contains at least 100 images in the training set. In the complete dataset, there are 1.2 million images. The detection test set (ILSVRC 2014) of ImageNet contains 194 classes out of the 3,130 classes present in the classification set. Therefore, we present our results on the 194 classes in our experiments (6 classes did not have bounding boxes in the ImageNet classification dataset which were present in the ImageNet detection test set). We also perform experiments on the PASCAL VOC 2007+2012 object detection dataset. We evaluate our models on the VOC 2007 test set.

4.5.2 Implementation Details

For fast training and inference, we train on images of resolution (375x500), where the smaller side is at least 375 pixels and the larger side is a maximum of 500 pixels. Three anchor scales of (64,128,256) pixels are used. At each anchor scale, there are 3 aspect ratios of (1:2), (1:1) and (2:1) for the anchor boxes, hence there are a total of 9 anchors in RPN. We train for 7 epochs. A warm-up learning rate of 0.00002 is used for first 1000 iterations.
Table 4.2: Comparison of our decoupled R-FCN trained on classification data with bounding-box supervision vs. weakly-supervised methods that use a knowledge transfer approach to exploit information from detectors pre-trained on 100 classes on the ImageNet detection set.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>mAP</td>
<td>18.1</td>
<td>20.0</td>
<td>34.3</td>
<td>43.3</td>
</tr>
</tbody>
</table>

and then it is increased to 0.0002. The learning rate is dropped by a factor of 10 after 5.33 epochs. Training is performed on 2 Nvidia P6000 GPUs. When increasing the number of classes beyond 194, we first select classes with the least number of samples (each class still has at least 100 samples) from the classification set. This is done for accelerating our ablation experiments on 500, 1000 and 2000 classes. Statistics of the detection set and classification set with different numbers of classes are shown in Table 4.1. For our analysis, we first train a region proposal network on 3,130 classes separately and extract proposals on the training and test set. Then, deformable R-FCN is trained like fast-RCNN with different numbers of clusters and classes. Multi-scale inference is performed at two scales, (375,500) and (750,1000) and predictions of the two scales are combined using NMS. In all our experiments, a ResNet-50 backbone network is used. On the PASCAL VOC dataset we train under the same settings as [15].

Figure 4.3: The mAP on the 194 classes in the ImageNet detection set is shown as we vary the number of clusters (super-classes). This is shown for 194 class and 1000 class detectors. We also plot the mAP for different number of classes for an objectness based detector.
4.5.3 Comparison with Weakly Supervised Detectors

First, to calibrate our results with existing methods and to highlight the improvement by training on classification data with bounding-box supervision, we compare our method with knowledge transfer based weakly supervised methods. Methods like LSDA [39] and Semantic Knowledge Transfer (SKT) [97] assume that detectors for 100 classes (trained on the ImageNet detection dataset) are available and use semantic similarity between weakly supervised classes and strongly supervised classes to leverage information learned from pre-trained detectors. They evaluate on the remaining 100 classes in the ImageNet detection set. Contemporary work [100] (KDT) also employs a knowledge transfer based approach, albeit with a modern Inception-ResNet-v2 based Faster-RCNN detector. Since these methods leverage classification data and also detection data for other classes, these can be considered as a very loose upper-bound on what a true weakly-supervised detector, which does not have any access to bounding boxes, would achieve. Our single scale ResNet-50 based model trained on 194 classes obtains an mAP of 40.5% and after multi-scale testing (2 scales), we obtain an mAP of 43.3%.

We also provide some statistics on the number of images and object instances in the ImageNet detection and ImageNet classification set in Table 4.1. Weakly supervised methods like LSDA [39], SKT [97], KDT [101] use detectors trained on 400,000 instances present in 200,000 images from the detection dataset. This acts as a prior which is used as a basis for adapting the classification network.

12 classes did not have bounding box annotations in the ImageNet classification training set, so results are on 98 out of 100 classes.
### 4.5.4 Speed and Performance

In Table 4.3, we present the speed accuracy trade-off when increasing the number of clusters for the 1000 class detector. The 100 class clustering based detector is 66% slower than the objectness based detector. It was infeasible to train the original detector with 1000 classes, so we only present the run time for this detector. All the speed results are on a P6000 GPU. We also present results when we use different numbers of clusters during NMS. In this process, NMS is performed for a group of visually similar classes together, instead of each class separately. We use the same clustering based grouping of classes. The clusters used during NMS can be different from those which are used when grouping classes for R-FCN as this is only done for accelerating the post-processing step. We present the runtime for NMS (on GPU) for different numbers of clusters in Table 4.4. Note that 10 ms is 33% of the runtime of our detector, and this is only for 1000 classes. Therefore, performing NMS on visually similar classes is a simple way to speed up inference without taking a significant hit in average precision. As mentioned in the title, our 3000 class detector can be applied to more than 30 images per second (on a resolution of 375x500 pixels, minimum side 375, maximum side 500) on an Nvidia P6000 GPU.

#### Table 4.3: The mAP scores for different number of clusters for the 1000 class detector and run-time (in milli-seconds)/image.

<table>
<thead>
<tr>
<th>Clusters</th>
<th>1</th>
<th>5</th>
<th>25</th>
<th>100</th>
<th>1000</th>
</tr>
</thead>
<tbody>
<tr>
<td>mAP</td>
<td>36</td>
<td>36.7</td>
<td>37.1</td>
<td>37.3</td>
<td>-</td>
</tr>
<tr>
<td>Time(ms)</td>
<td>33</td>
<td>33</td>
<td>34</td>
<td>51</td>
<td>231</td>
</tr>
</tbody>
</table>

#### Table 4.4: The mAP for different number of super-classes in NMS for the 1000 class objectness based detector and the NMS run-time (in milli-seconds).

<table>
<thead>
<tr>
<th>Clusters</th>
<th>20</th>
<th>50</th>
<th>100</th>
<th>200</th>
<th>1000</th>
</tr>
</thead>
<tbody>
<tr>
<td>mAP</td>
<td>35.6</td>
<td>35.6</td>
<td>35.6</td>
<td>35.7</td>
<td>36.0</td>
</tr>
<tr>
<td>Time(ms)</td>
<td>1</td>
<td>1.5</td>
<td>1.8</td>
<td>2.6</td>
<td>10.1</td>
</tr>
</tbody>
</table>
4.6 Discussion

In order to better understand the behaviour of the proposed object detection system, we evaluate it while varying the number of clusters and classes under different training and testing dataset conditions. Lastly, we also conduct experiments with unseen classes during training to assess the generalizability capacity of the proposed detector beyond the training classes.

4.6.1 Impact of Number of Classes and Clusters

We present results as we increase the number of classes on the ImageNet detection test set which contains 194 classes in Fig. 4.3(c). In this experiment, we only use one cluster, hence the position sensitive RoI filters only predict objectness and perform bounding-box regression. The drop in performance typically reduces as we increase the number of classes. For example, there is a drop of 2% as the number of classes is increased from 200 to 500, but from 1000 to 2000, the performance drop is only 0.3%. Even with 3,000 classes, we obtain an mAP of 34.9% which is 15% better than YOLO-9000 which obtains an mAP of 19.9%. Performance of YOLO-9000 drops to 16% when it is evaluated on classes which are not part of the detection set (these are majority of the classes which it detects). Therefore,
we perform better by 19% on classes which are not part of the detection set compared to YOLO-9000. Although we detect 3,000 instead of 9,000 classes, our performance is more than 2 times better than YOLO-9000. Qualitative results for the R-FCN-3000 detector are also shown in Fig. 4.5 on some images from COCO.

To assess the effect of the number of super-classes on performance, we varied the number of super-classes and report the results. All results use a single-scale inference. Fig. 4.3 (a) reports mAP for training/testing on 194 classes from the ImageNet detection dataset and Fig. 4.3 (b) reports mAP for the same 194 classes while training with 1,000 object classes. The drop in performance is merely 1.7% for a detector with only one super-class as compared to 100 super-classes for 194 class training. More interestingly, as the number of training classes are increased to 1,000, the drop is only 1.3%, which is counter-intuitive because one would expect that using more super-classes would be helpful as we increase the number of object classes. In light of these observations, we can conclude that more crucial to R-FCN is learning an objectness measure instead of class-specific objectness.

4.6.2 Are Position-Sensitive Filters Per Class Necessary?

To further verify our claim that detection can be modelled as a product of objectness and classification probability, we conduct more experiments on the PASCAL VOC dataset. We train a deformable R-FCN detector, as the baseline, with a ResNet-50 backbone that uses deformable position sensitive filters and obtains an mAP of 79.5%. After training a decoupled network which predicts objectness and performs classification on RoIs, we observe a similar pattern even on this dataset. At a 0.5 overlap, the performance only drops by 1.9% and at 0.7 by 1.5%, Table 4.6. This confirms that our proposed design changes to R-FCN are effective and only marginally deteriorate the mAP of the detector. We show a few visual examples of objectness and classification scores predicted by our class-agnostic
detector in Fig 4.4.

Based on these results, we explore some other alternatives of R-FCN for estimating objectness. First, we just use RPN scores as the objectness measure and classify the proposals with our network (which is a linear classifier). Then, we add a bounding box regression step on the proposals, as they are already class agnostic. These two baselines are significantly worse than R-FCN. The mAP of only RPN is very poor at an overlap of 0.7. Although bounding-box regression provides a boost of 35% at 0.7 overlap, the performance is still 15% worse than R-FCN. Since RPN uses an overlap of 0.7 for assigning positives and 0.3 for assigning negatives, we decided to change these two thresholds to 0.5 and 0.4 respectively, like [59]. We train two versions of RPN, on conv4 and conv5 and present the results. These results show that performance with RPN also improves after changing the overlap criterion and with better features, so other objectness measures could also be an alternative for R-FCN. Results for these experiments are presented in Table 4.5.

Figure 4.5: Detections for classes in the ImageNet3K dataset which are typically not found in common object detection datasets are shown.

Figure 4.6: Objectness scores on images containing unseen object-classes from the ImageNet detection dataset.
Table 4.5: Results for different versions of RPN scores used for objectness are reported. C4 and C5 denote if RPN is applied on Conv4 or Conv5 feature-map. Ov\textsuperscript{0.5}, Ov\textsuperscript{0.7} denotes if the overlap for assigning positives in RPN is 0.5 or 0.7. BBR denotes if bounding box regression of deformable R-FCN is used or not.

<table>
<thead>
<tr>
<th>Method</th>
<th>mAP\textsuperscript{0.5}</th>
<th>mAP\textsuperscript{0.7}</th>
</tr>
</thead>
<tbody>
<tr>
<td>D-R-FCN (decoupled)</td>
<td>77.6</td>
<td>63.8</td>
</tr>
<tr>
<td>D-R-FCN</td>
<td>79.5</td>
<td>65.3</td>
</tr>
</tbody>
</table>

Table 4.6: Results of D-R-FCN and our decoupled version where the R-FCN classification branch only predicts objectness.

4.6.3 Generalization of Objectness on Unseen Classes

We evaluate the generalization performance of our objectness detector on a held out set of 20 classes. In this experimental setting, we train two objectness detectors - OB (objectness baseline), which includes the 20 object classes during training and GO (generalized objectness), which does not. For both the settings, the same classifier is used with different objectness detectors. OB and the classifier are trained on 194, 500, 1000, 2000 and 3130 classes and GO on 174, 480, 980, 1980 and 3110 classes. While going from 194 to 500 classes, the number of classes increase significantly but the number of samples do not (see Table 4.1); therefore, the mAP of OB drops by 1.8%. Since more samples help in improving the objectness measure for GO, the performance drop is only marginal (Fig 4.7). Increasing the number of classes to 1000 and 2000 improves the mAP of GO, implying that the improvement in objectness can overshadow the performance drop caused by increasing the number of classes. Fig 4.7 clearly shows that the initial gap of 9.7% in the performance
Figure 4.7: The mAP scores on a held out set of 20 classes for Generalized Objectness and Objectness baseline.

<table>
<thead>
<tr>
<th>Classes</th>
<th>Objectness</th>
<th>Generalized Objectness</th>
</tr>
</thead>
<tbody>
<tr>
<td>20</td>
<td>31</td>
<td>30.7</td>
</tr>
<tr>
<td>194</td>
<td>34.9</td>
<td>32</td>
</tr>
</tbody>
</table>

Table 4.7: mAP of Objectness and Generalized Objectness on held out classes in the ImageNet detection set.

drops to 0.3% as the number of classes increase. We also compared OB with GO when we remove all the 194 classes in ImageNet detection set and present the results in Table 4.7. Note that the performance drop is 3% even after removing 10% of the instances in the dataset (all of which belong to the classes in the test set). It strongly indicates that objectness learned on thousands of classes generalizes to novel unseen classes as well. A few qualitative results for such cases are shown in Fig. 4.6. Note that we did not train on any of these images!
4.7 Conclusion

A modular framework for real-time large-scale object detection is proposed that exploits the visual similarities and part sharing across different object categories. The proposed framework is trained on 3000 classes from the ImageNet classification dataset with bounding-box supervision. R-FCN-3000 outperformed the previous state-of-the-art large-scale detector (YOLO-9000) by 18%, while running at 30fps. We demonstrate that the proposed framework can potentially predict a universal objectness score by using only one set of filters for object vs. background detection. It resulted in a marginal drop of less than 2% compared to the detector which performed detection for each class on the PASCAL VOC dataset. Finally, we also show that the objectness learned generalizes to unseen classes and the performance increases with the number of training object classes. It bolsters the hypothesis of the universality of objectness.

This chapter presents significant improvements for large-scale object detection but many questions still remain unanswered. Some promising research questions are - How can we accelerate the classification stage of R-FCN-3000 for detecting 100,000 classes? A typical image contains a limited number object categories - how to use this prior to accelerate inference? What changes are needed in this architecture if we also need to detect objects and their parts? Since it is expensive to label each object instance with all valid classes in every image, can we learn robust object detectors if some objects are not labelled in the dataset?
Chapter 5: A Multi-Stream Bi-Directional Recurrent Neural Network for Fine-Grained Action Detection

We present a multi-stream bi-directional recurrent neural network for fine-grained action detection. Recently, two-stream convolutional neural networks (CNNs) trained on stacked optical flow and image frames have been successful for action recognition in videos. Our system uses a tracking algorithm to locate a bounding box around the person at each frame of the video, which provides a frame of reference for appearance and motion trajectories and also suppresses background noise that is not within the bounding box. In addition to training two streams (flow and image appearance) on full-frame video, we train two additional streams on flow and appearance cropped to the tracked bounding box. Whereas recent methods use stacked optical flow as input to the flow stream of a network, our flow streams takes as input pixel trajectories, in which the displacement values corresponding to a moving scene point are input at the same pixel location across several frames. To model long-term temporal dynamics within and between actions, the multi-stream CNN is followed by a bi-directional Long Short-Term Memory (LSTM) layer. In our experiments, we demonstrate that the LSTM layer improves performance of the multi-stream network by a large margin. We also show that our bi-directional LSTM network utilizes about 8 seconds of the video sequence to predict an action label. We test on two action detection datasets: the MPII Cooking 2 Dataset, and a new Shopping Dataset that we introduce with this chapter. The results demonstrate that our method significantly out-
performs state-of-the-art action detection methods on both datasets.

5.1 Introduction

In this chapter, we present a novel method for detecting actions in videos. Action detection refers to the problem of localizing temporally and spatially every occurrence of each action from a known set of action classes in a long video sequence. This is in contrast to most of the previous work in video activity analysis, which has focused on the problem of action recognition (also called action classification). In action recognition, a temporally segmented clip of a video is given as input, and the task is to classify it as one of \( N \) known actions. For action recognition, temporal localization is not required, as each video clip is trimmed to contain precisely the full duration (from start to finish) of one action. Furthermore, action recognition algorithms do not need to consider the case that a presented clip might not contain any of the known actions. In general, the problem of action detection is more difficult than action recognition. However, it is worth overcoming that difficulty, because action detection is also much more relevant to real-world applications.

In this work, we will focus on fine-grained action detection. We use the term fine-grained in the same sense as [35] to indicate that the differences among the set of actions to be detected is low. For example, in a cooking scenario, detecting actions from a set that includes similar actions such as chopping, grating, and peeling constitutes fine-grained action detection.

We propose a novel method for fine-grained action detection in long video sequences, based on a Multi-Stream Bi-Directional Recurrent Neural Network (MSB-RNN). We call our neural network multi-stream because it begins with a convolutional neural network (CNN) that has four streams: two different streams of information (motion and appearance) for each of two different spatial frames (full-frame and person-centric). The video
Figure 5.1: Framework for our approach. Short chunks of a video are given to a multi-stream network (MSN) to create a representation for the clip. This representation is then given to a bi-directional LSTM which is used to predict the action label, $A_i$. Two streams of the multi-stream network compute CNN features on pixel level trajectories and RGB channels respectively. Using a tracker, we use two more streams which only look at a zoomed in region of the video.
that is input to the network is split into a sequence of brief (6-frame-long) chunks. The multi-stream network output is a sequence of high-level representations of these chunks. These are input to bi-directional long short-term memory (LSTM) \[31, 38\] units to analyze long-term temporal dynamics. Previous deep learning approaches use features that are computed over the full spatial extent of the video frame. We show the importance of using a tracked bounding box around the person to compute features relative to the location of the person, in addition to full-frame features, to provide both location-independent and location-dependent information. Unlike some previous work that represents motion information using a sequence of flow fields \[94\], we instead use a sequence of corresponding pixel displacements that we call pixel trajectories, as illustrated in Figure 5.3. The advantage of pixel trajectories is that the displacements for a moving point in the scene are represented at the same pixel location across several frames. We analyze the relative importance of each of these components using two different datasets. The first is the MPII Cooking 2 Dataset \[87\], and the second is a new dataset we introduce containing overhead videos of people shopping from grocery-store shelves. We collected this new dataset because there are very few existing datasets that consist of long videos that each contain multiple temporally labeled actions. Our results on the MPII Cooking 2 Dataset represent a significant improvement over the previous state of the art.

Our work contains four novel contributions:

- We demonstrate the effectiveness of a bi-directional LSTM for the action-detection task. It should be noted that although LSTMs have been used before for action recognition and sentence generation, we are the first to use LSTMs for action detection. Furthermore, since our LSTM layer is trained on full-length videos containing multiple actions (not just trimmed clips of individual actions), it can learn interactions among temporally neighboring actions.
• We train a multi-stream convolutional network that consists of two 2-stream networks, demonstrating the importance of using both full-frame and person-centric cropped video.

• We use pixel trajectories rather than stacked optical flow as input to the motion streams, leading to a significant improvement in results.

• We introduce a new action detection dataset.

5.2 Related Work

Early work that can be considered action detection includes methods that detect walking people by analyzing simple appearance and motion patterns [13, 103]. Several algorithms have been proposed since then for detecting simple actions using space time interest points [116], multiple instance learning [43], or part-based models [46, 98]. By adding another dimension (time) to object proposals, action proposals have also been used for detection [47, 115].

Until recently, the standard pipeline for most video analysis tasks such as action recognition, event detection, and video retrieval was to compute hand-crafted features such as Histogram of Oriented Gradients (HOG), Motion Boundary Histogram (MBH), and Histogram of Optical Flow (HOF) along improved dense trajectories [105], create a Fisher vector for each video clip, then perform classification using support vector machines. In fact, shallow architectures using Fisher vectors still give state-of-the-art results for action/activity recognition [76, 87, 106]. Wang et al. [106] showed that results improved when hand-crafted features were replaced by deep features that were computed by convolutional neural networks from an input of images and stacked optical flow along trajectories. In [94], a two-stream network was proposed in which video frames and stacked optical flow
fields (computed over a few frames) were fed to a deep neural network for action recognition. A similar architecture was used for spatial localization of actions \[28\] in short video clips. However, these networks did not learn long-term sequence information from videos.

Since recurrent neural networks can learn long-term sequence information in a data-driven fashion, they have recently gained traction in the action recognition community \[3, 19, 71\]. In \[3\], a 3D convolutional neural network followed by an LSTM classifier was successful at classifying simple actions. LSTMs have shown improved performance over a two-stream network for action recognition \[19, 71\]. Recently, bi-directional LSTMs were also successful in skeletal action recognition \[20\]. However, even after using LSTMs, deep learning methods perform only slightly better than fisher vectors built on hand-crafted features for many action recognition tasks \[71\].

Although substantial progress has been made in action recognition/classification \[76, 87, 94, 106\], not as much work has been done in action detection (spatio-temporal localization of actions in longer videos). Recently, it was shown that improving tracking helps action detection in sports videos \[108\]. In this method, track proposals are generated and then hand-crafted features are computed over these tracks. Since spatial localization is often not too difficult for fine-grained action detection in indoor videos, this approach is closely related to computing dense trajectory features over tracked regions (similar to hand-trajectories in \[87\]). Using annotations for the objects being interacted with \[72, 87\] or enforcing the grammar of the high level activity being performed \[52, 79\] is generally helpful, though these approaches may require learning extra detectors for objects and having prior knowledge about high-level activities.

For fine-grained action detection, extracting trajectories from spatio-temporal regions of interest or using hand-trajectories has shown significantly improved performance \[72, 87\]. In recent work in generating sentences from images, LSTM networks with attention models \[67, 112\] learn to focus on salient regions in an image to generate captions for
the image. Since motion and actor location are important clues for knowing where an action is happening, we were inspired by these methods to add our network’s two person-centric streams, which capture information from regions of video that are salient due to actor motion.

5.3 Approach

Our framework is shown in Fig. 5.1. First, we train 4 independent convolutional neural networks, each based on the VGG architecture \([95]\), to perform the task of action classification when given as input a single small chunk (6 consecutive frames) of video. Two networks (one each for images and motion trajectories) are trained on chunks of full-frame video, so that the spatial context of the action being performed is preserved. The other two networks (one each for images and motion trajectories) are trained on frames that have been cropped to a tracked bounding box. These cropped frames provide an action with a reference frame, which helps in classifying them. After these four networks have been trained, we learn a fully-connected projection layer on top of all four fc7 layer outputs, to create a joint representation for these independent streams. This multi-stream network is shown in Figure 5.2. This multi-stream network is provided with full-length video (arranged as a temporal sequence of 6-frame chunks), and the corresponding temporal sequence of outputs of the projection layer is then fed into an LSTM network running in two directions. We use a fully-connected layer on top of the LSTM hidden state, followed by a softmax layer, to obtain an intermediate score corresponding to each action. Finally, the scores for each LSTM are averaged to get action-specific scores.

There are multiple components in an action detection pipeline that are critical for achieving good performance. In this task, we need a model that captures both spatial and long-term temporal information that are present in a video. Person tracks (bounding boxes)
provide a reference frame that make many actions easier to learn by removing location variation from the input representation. Some actions, however, are location dependent. For scenes shot from a static camera such as the ones in our testing datasets; this means these actions always happen at the same location in the image. For example, washing/rinsing would be done near the sink, and opening a door would most likely be performed near a refrigerator or a cupboard. For these reasons, we train two separate deep networks each on pixel trajectories and image frames. The first network is trained on the entire frame to preserve the global spatial context. The second network is trained on cropped boxes from the tracker to reduce background noise and to provide a person-centric reference frame for trajectories and image regions. To capture short-term temporal information, we use pixel trajectories, in which each moving scene point is in positional correspondence with itself across several frames. This alignment enables pixel trajectories to capture much richer motion information than stacked optical flow fields. Since actions can be of any duration, the method uses LSTMs to learn the duration and long-term temporal context of actions in a data-driven fashion. Our results demonstrate that LSTMs are quite effective in learning long-term temporal context for fine-grained action detection.

5.3.1 Tracking for Fine-Grained Action Detection

To provide a bounding box around the person for the location-independent image and motion trajectory streams, any good person tracking algorithm could be used. In this paper, we use a simple state-based tracker to spatially localize actions in a video. Keeping the size of the tracked bounding box fixed, we update its position so that the magnitude of flow inside the box is maximized. If the magnitude is below a threshold, the location is not updated (when the person is not moving, the bounding box is stationary). Location of the bounding box is updated only after a video chunk (6 frames) is processed and
Figure 5.2: Figure depicting the multi-stream network. We use two different streams of information (motion and appearance) for each of two different spatial croppings (full-frame and person-centric) to analyze short segments of video. One network (CNN-T) computes features on pixel level trajectories, while the other one computes features on RGB channels.
Figure 5.3: The first row shows y-component of optical flow with respect to the center frame in a small video chunk. Note that only the intensity of the images changes, while the spatial layout of the image stays the same. Thus, only a single convolution layer in time is sufficient for learning motion features for a pixel. The second row shows stacked optical flow, where correspondence between pixels is lost. For e.g. the boundary of the head is not at the same grid line in the second row for all frames.

flow/appearance features are computed relative to it. Such an approach can be effectively applied whenever the camera is stationary and we have a reasonable estimate about the size of the actor. This is a practical assumption for many videos taken at retail stores, individual homes, or in a surveillance setting where fine grained action detection is likely to be used. For more difficult tracking situations, a more sophisticated tracker would be needed.

5.3.2 Training of Flow Networks

Stacking optical flow as an input to the deep network has been a standard practice in the literature to train motion based networks [94, 106, 107]. However, in stacked optical flow, the motion vectors corresponding to a particular moving point in the scene (e.g., the tip of a finger) change their pixel location from one frame to the next. Thus, the convolutional neural network needs to learn the spatial movement of optical flow for classifying an action. The complete motion information could be learned by this model at a higher layer, but that
would require more parameters and data to learn. An alternate representation for motion in a sequence of frames is to compute flow from a central frame $t$ to each of the $K$ previous and $K$ subsequent frames. This representation, which we call *pixel trajectories*, is illustrated and compared with stacked optical flow in Figure 5.3. In all $2K$ frames of a pixel trajectory, the flow values from each point to the corresponding point in frame $t$ are all located at the point’s location in frame $t$. As shown in Figure 5.3, in pixel trajectories, only the intensity of the optical flow image changes (its location is fixed). Thus, the network can learn a temporal filter for each pixel more easily than from stacked flow fields.

Now, for each pixel in frame $t$, we have the complete motion information in a short window of time. To learn motion patterns for each pixel, a $1 \times 2K$ convolutional kernel can produce a feature map for movement of each pixel. In contrast, a network layer that inputs stacked optical flow (using, e.g., a $3 \times 3 \times 2K$ kernel on stacked optical flow) will not be able to learn motion patterns for pixels that have a displacement of more than 3 pixels over $2K$ frames using the first convolutional layer. A similar method was mentioned in [94], but there it yielded slightly worse performance than stacked optical flow, likely because it was applied on unconstrained videos where trajectories are less reliable. For fine grained action detection with a stationary camera, however, we demonstrate that pixel trajectories perform better than stacked flow for both datasets (see Table 5.3).

### 5.3.3 Training on Long Sequences using Bi-Directional LSTM Network

We provide a brief background of Recurrent Neural Networks and Long Short-Term Memory (LSTM) cells [38]. Given an input sequence, $\mathbf{x} = (x_1, \ldots, x_T)$, a Recurrent Neural Network (RNN) uses a hidden state representation $\mathbf{h} = (h_1, \ldots, h_T)$ so that it can map the input $\mathbf{x}$ to the output sequence $\mathbf{y} = (y_1, \ldots, y_T)$. To compute this representation, it iterates
Figure 5.4: Structure of an LSTM cell [30].

Figure 5.5: Connections depicting architecture of a bi-directional LSTM [30].
through the following recurrence equations:

\[ h_t = g(W_{sh} x_t + W_{hh} h_{t-1} + b_h), y_t = g(W_{hz} h_t + b_z) \]

where \( g \) is an activation function, \( W_{sh} \) is the weight matrix which maps the input to the hidden state, \( W_{hh} \) is the transition matrix between hidden states at two adjacent time steps, \( W_{hz} \) is a matrix which maps the hidden state \( h \) to the output \( y \), and \( b_h \) and \( b_z \) are bias terms. Unlike hidden Markov models (HMMs), which use discrete hidden state representations, recurrent neural networks use a continuous-space representation for the hidden states. However, it is difficult to train RNNs to learn long-term sequence information, as training is performed by unrolling the network using back-propagation through time. This leads to either a vanishing or exploding gradients problem \([38]\). To avoid this problem, an LSTM unit (illustrated in Figure 5.4) has a memory cell \( c_t \) and a forget gate \( f_t \) that helps it to learn when to retain the previous state and when to forget it. This enables an LSTM network to learn long-term temporal information. The weight update equations for an LSTM cell are as follows:

\[
\begin{align*}
   i_t &= \sigma(W_{xi} x_t + W_{hi} h_{t-1} + b_i) \\
   f_t &= \sigma(W_{xf} x_t + W_{hf} h_{t-1} + b_f) \\
   o_t &= \sigma(W_{xo} x_t + W_{ho} h_{t-1} + b_o) \\
   g_t &= \tanh(W_{xc} x_t + W_{hc} h_{t-1} + b_c) \\
   c_t &= f_t c_{t-1} + i_t g_t \\
   h_t &= o_t \tanh(c_t)
\end{align*}
\]

where \( \sigma \) is a sigmoid function, \( \tanh \) is the hyperbolic tangent function, and \( i_t, f_t, o_t \), and \( c_t \) are the input gate, forget gate, output gate, and cell activation vectors respectively. The
Figure 5.6: Images for different actions in the Shopping Dataset. We show images corresponding to different actions like, ‘retract from shelf’, ‘inspect a product’, ‘hand in shelf’, ‘inspect shelf’

The forget gate $f_t$ decides when (and which) information should be cleared from the memory cell $c_t$. The input gate $i_t$ decides when (and which) new information should be incorporated into the memory. The tanh layer $g_t$ generates a candidate set of values which will be added to the memory cell if the input gate allows it. Based on the output of the forget gate $f_t$, input gate $i_t$, and the new candidate values $g_t$, the memory cell $c_t$ is updated. The output gate $o_t$ controls which information in the memory cell should be used as a representation for the hidden state. Finally, the hidden state is represented as a product between a function of the memory cell state and the output gate.

Recently, LSTM architectures for Recurrent Neural Networks have been successful for tasks such as sentence generation from images [19], video to text [102], and in the speech recognition community [30]. Bi-directional recurrent neural networks [90] can also capture long temporal context from both past and future sequences. However, the performance of LSTM networks is still close to fisher vector built over improved dense trajectories for tasks like action recognition [19, 71]. In action recognition datasets (e.g., UCF 101), video clips are temporally trimmed to start and end precisely at the start and end times of each action, and are generally short in length (e.g., from 2–20 seconds). Hence, in the action recognition task, there is not enough long-term context to be learned in a data-driven fashion. This long-term context could include properties such as the expected duration of an action, which action follows or precedes an action, or even long-term motion patterns that extend beyond
action boundaries. In an action recognition setting, an LSTM network has little access to the longer-term temporal context. However, in fine grained action detection, videos are typically on the order of minutes or hours. Thus, LSTM networks are more suited towards this task as they are designed to model long-term temporal dynamics in a sequence.

Bi-directional LSTM networks [31], illustrated in Figure 5.5, also integrate information from the future as well as the past to make a prediction for each chunk in the video sequence. Therefore, they are expected to be better at predicting the temporal boundaries of an action as compared to a one-directional LSTM. In this work, the forward and backward LSTM networks each give soft-max scores for each action class, and we average these softmax predictions of the two LSTM networks to obtain the score for each action. While training these networks on long sequences, back-propagation through time can only be done up to a fixed number of steps, using a short sequence of chunks. To preserve long-term context, we retain the hidden state of the last element in the previous sequence when training on the subsequent sequence.

5.4 Results
5.4.1 Datasets

We evaluate our method on two datasets: the MPII Cooking 2 Dataset [87], and a Shopping Dataset that we collected and are releasing to the community with the publication of this paper. The MPII Cooking 2 Dataset consists of 273 video sequences that vary in length from 40 seconds to 40 minutes, with a total of 2.8 million frames. The videos are labeled with the start and end times of fine-grained actions from 67 action classes. Actions such as “smell,” “screw open,” and “take out” may be as brief as one half of a second, while other actions such as “grate,” “peel,” and “stir” can last as long as a few minutes. There is also significant intra-class variation in the duration of an action.
Our new Shopping Dataset consists of 96 two-minute videos, shot by a static overhead HD camera, of people shopping from grocery-store shelving units that we set up in a lab space. There are 32 subjects, each of whom is in 3 videos collected on different days. Videos are labeled with the start and end times of fine-grained actions from 5 different action classes: “Reach to Shelf,” “Retract from Shelf,” “Hand in Shelf,” “Inspect Product,” and “Inspect Shelf.” We divide this dataset into three partitions: 60 training videos, 9 validation videos, and 27 test videos. For each subject, all three videos of that subject are in only one of the three partitions. Although the number of videos in this dataset is less than in MPII Cooking 2, there are many action instances per video, so the number of frames per action class is high (∼30,000). In this dataset also, the duration of an action ranges from one-half of a second to on the order of a minute. We show examples of frames this dataset in Figure 5.6. See the Supplementary Materials for sample video from the Shopping Dataset.

5.4.2 Implementation Details

We sample each video at 15 frames per second. We then extract optical flow between each frame (sampled every 6 frames) and its 6 neighboring frames ($K = 3$ each to the left and right). This provides trajectories for each pixel. Epic flow is used to compute optical flow [85], as it gives reliable flow even for large movements. We then use our tracker to obtain bounding boxes for each video. Finally, all full size image frames and cropped frames are re-sized to $256 \times 256$. Pixel trajectories are resized to $224 \times 224$. For training of frame-based networks (the appearance stream), we fine-tune VGG net [95] using Caffe [48]. For each 6-frame chunk of video, we use one image frame for the appearance stream. We encode two sets of 6 optical flow fields (one stack each for $x$- and $y$-direction) as pixel trajectories for the motion stream. While training flow networks, we change the
conv_1 filter to a $1 \times 2K$ kernel, which only performs convolution in time. We project the fc7 features of multi-stream networks using a fully connected layer to a 200 dimensional vector. This 200 dimensional vector is given to two LSTM networks (one forward and one backward in time) with 60 hidden units each. Finally, a softmax classifier is trained on each LSTM’s hidden layer, and softmax predictions of both LSTM networks are averaged to get the action scores for each class. While training LSTMs for detection, we use the entire video sequence, so this also includes the background class. We use the same architecture for both the datasets. Since the four networks that make up our multi-stream network cannot all fit in GPU (Tesla K40) memory at once, we train each network independently.

To train the LSTM networks, we use the implementation provided in [19].

Since mean average precision (mAP) is the standard measure used to evaluate action detection in past work, we need to produce a ranked list of action clips, along with a start frame, an end frame, and a score associated with each clip. Mid-point hit criterion is used to evaluate detection as done in [87]. This means that the mid-point of the detected interval should lie within the ground-truth interval in the test video. If a second detection fires within the same ground-truth interval, that second detection is considered a false positive. To obtain segments for each action class, we start with an initial threshold. We apply this threshold to the output score (average of the two LSTM softmax outputs) that was assigned to each 6-frame chunk of video by our MSB-RNN network. We group the above-threshold chunks into connected components, each of which represents one detection, which we refer to as a clip (defined by its start and end time). This initial threshold will give us some number of detections. If the number of detections is less than $m$ for a class, we lower the threshold until we get $m$ unique clips. To get the next set of clips, we lower the threshold until we get $2m$ unique clips. If a new action clip intersects with any clip in the previous set, we discard the new clip. We keep on doubling the size of the next set until we obtain 2500 unique clips. In our experiments, $m$ was set to 5. Each clip consists of some number of
consecutive 6-frame chunks of video, each of which is assigned an output score (average of the two LSTM softmax outputs) by our MSB-RNN system. We assign a score to each clip by max-pooling the output scores of all of the chunks in the clip. Since the validation set in the MPII Cooking 2 Dataset does not contain every class in the validation set, we adopt this method because it enables us to obtain a ranked list of detections without requiring us to select detection thresholds for each action class. We use the same process on the Shopping Dataset. Since labels are available at a per-frame level, we replicate the labels for a chunk 6 times, to get per-frame labels.

5.4.3 Experiments

In Table 5.1 we show that our MSB-RNN obtains an mAP of 41.2% on the MPII Cooking 2 Dataset, outperforming the previous state-of-the-art’s mAP of 34.5%. Note that the 34.5% reported in [87] is a very strong baseline. Dense trajectories are still known to give state-of-the-art performance in fine-grained action recognition and detection, and [87] uses a combination of dense trajectories along with the additional hand-centric color-SIFT and Hand-Trajectories features. Our implementation of the two-stream network [94] (just the two full-frame streams, without our person-centric streams, and without the LSTMs) yields an mAP of 30.18% on this dataset, which is only slightly better than the performance of using improved dense trajectories alone.

**Pixel Trajectories** In Table 5.3, we compare the effectiveness of variations of the cropped-frame (person-centric) appearance stream (“Frame”) and the motion stream (person-centric) using pixel trajectories (“Trajectories”). We evaluate mAP for two versions of each network: when the stream is followed by a unidirectional LSTM layer, and when the LSTM is omitted and replaced by a softmax layer. Using pixel trajectories instead of stacked optical flow improves performance both with and without LSTM, and on both the MPII Cooking
<table>
<thead>
<tr>
<th>Method</th>
<th>mAP</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hand-cSIFT [87]</td>
<td>10.5%</td>
</tr>
<tr>
<td>Hand-trajectories [87]</td>
<td>21.3%</td>
</tr>
<tr>
<td>Hand-cSIFT+Hand-trajectories [87]</td>
<td>26.0%</td>
</tr>
<tr>
<td>Dense Trajectories [87] [104]</td>
<td>29.5%</td>
</tr>
<tr>
<td>Two-Stream Network [94]</td>
<td>30.18%</td>
</tr>
<tr>
<td>DT+Hand-trajectories+cSIFT [87]</td>
<td>34.5%</td>
</tr>
<tr>
<td>MSB-RNN</td>
<td>41.2%</td>
</tr>
</tbody>
</table>

Table 5.1: Comparison of performance of our MSB-RNN system with previous action detection methods on the MPII Cooking 2 dataset. Mean Average Precision (mAP) is reported.

2 (MPII 2) and Shopping (Shop) datasets, making pixel trajectories a clear winner over stacked optical flow for this task. For all three types of streams on both datasets, the LSTM layer produces a large improvement.

<table>
<thead>
<tr>
<th>Action</th>
<th>Two Stream</th>
<th>MSN</th>
<th>LSTM ←</th>
<th>LSTM →</th>
<th>BLSTM</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reach To Shelf</td>
<td>75.95%</td>
<td>80.8%</td>
<td>84.39%</td>
<td>84.86%</td>
<td>89.74%</td>
</tr>
<tr>
<td>Retract From Shelf</td>
<td>74.53%</td>
<td>77.71%</td>
<td>81.45%</td>
<td>84.61%</td>
<td>90.47%</td>
</tr>
<tr>
<td>Hand In Shelf</td>
<td>52.48%</td>
<td>54.13%</td>
<td>59.69%</td>
<td>68.73%</td>
<td>65.56%</td>
</tr>
<tr>
<td>Inspect Product</td>
<td>67.56%</td>
<td>75.68%</td>
<td>79.29%</td>
<td>78.6%</td>
<td>82.7%</td>
</tr>
<tr>
<td>Inspect Shelf</td>
<td>55.52%</td>
<td>57.09%</td>
<td>70.57%</td>
<td>70.31%</td>
<td>73.09%</td>
</tr>
<tr>
<td>Mean</td>
<td>65.21%</td>
<td>69.08%</td>
<td>75.08%</td>
<td>77.42%</td>
<td>80.31%</td>
</tr>
</tbody>
</table>

Table 5.2: Results for each action class with different network configurations on the Shopping Dataset.

**Multi-Stream Network**

In table 5.4, we compare the performance of our Multi-Stream network (using both full-frame and person-centric bounding boxes) with that of a two-stream network (full-frame only). Including a person-centric reference frame yields improved performance on both datasets. We report results for individual actions for the Shopping dataset in Table 5.2.

**LSTM**

Tables 5.4 and 5.2 also compare the performance of our Multi-Stream network followed by a forward uni-directional LSTM, a backward uni-directional LSTM, and the bi-directional LSTM (which is our complete MSB-RNN system). Each of the uni-directional
Table 5.3: Evaluating individual components of our MSB-RNN system. Mean average Precision (mAP) is reported. For both datasets, MPII Cooking 2 and Shopping dataset, pixel trajectories outperform stacked flow (both with and without a subsequent LSTM layer). For all three stream types and both datasets, incorporating the LSTM layer greatly improves performance.

<table>
<thead>
<tr>
<th>Method</th>
<th>MPI</th>
<th>MPI_{lstm}</th>
<th>Shop</th>
<th>Shop_{lstm}</th>
</tr>
</thead>
<tbody>
<tr>
<td>Stacked OF Trajectories</td>
<td>21.31%</td>
<td>27.36%</td>
<td>55.29%</td>
<td>71.70%</td>
</tr>
<tr>
<td>Frame</td>
<td>22.35%</td>
<td>29.51%</td>
<td>57.88%</td>
<td>73.06%</td>
</tr>
<tr>
<td></td>
<td>24.72%</td>
<td>28.77%</td>
<td>40.02%</td>
<td>63.26%</td>
</tr>
</tbody>
</table>

Table 5.4: Performance comparison of multi-stream vs. two-stream network. Performance when Multi-stream network is followed by each uni-directional LSTM or by their bi-directional combination (MSB-RNN). mAP is reported.

<table>
<thead>
<tr>
<th>Method</th>
<th>MPII 2</th>
<th>Shop</th>
</tr>
</thead>
<tbody>
<tr>
<td>Two-Stream [94]</td>
<td>30.18%</td>
<td>65.29%</td>
</tr>
<tr>
<td>Multi-Stream</td>
<td>33.38%</td>
<td>69.27%</td>
</tr>
<tr>
<td>Multi-Stream LSTM →</td>
<td>38.03%</td>
<td>77.24%</td>
</tr>
<tr>
<td>Multi-Stream LSTM ←</td>
<td>37.43%</td>
<td>75.08%</td>
</tr>
<tr>
<td>MSB-RNN</td>
<td>41.22%</td>
<td>80.31%</td>
</tr>
</tbody>
</table>

LSTMs provides a significant boost, and including bi-directional LSTMs (MSB-RNN) yields a substantial improvement, because it provides more temporal context than a uni-directional LSTM. The results in these tables and Table 5.3 clearly show that the LSTM layer is the most important factor contributing to our system’s improved performance over previous methods.

These observations led us to explore in more detail why using an LSTM layer improves performance by such a large margin. We conducted two experiments to analyze the contributions of LSTM layer to our system.

**How much memory does an LSTM have?**

In the first experiment, we keep the model fixed and analyze how long does an LSTM remember. For this experiment, we clear the memory of the LSTM network at different time steps using a continuation sequence indicator. A continuation sequence indicator is 0 at the beginning of a sequence and 1 otherwise. Thus, we can set every kth indicator to 0.
Figure 5.7: Average Precision (AP) for frame and trajectory network with restricted memory is plotted at inference for the Shopping Dataset. We observe that the LSTM network can remember as long as previous 10 sequences for making a prediction. The left plot corresponds to the flow network and the right one to the frame network for clearing the memory, if we are interested in an LSTM which remembers history from the past $k$ elements in the sequence. However, this would abruptly reduce the memory of the element at the beginning of the sequence to zero. To avoid this problem, we generate $k$ different continuation indicator sequences, shifted by one element, if we want to limit the memory of the LSTM network to $k$ time steps. Thus, when a prediction is made for an element, we would choose the output from the sequence whose continuation indicator was set to 0, $k$ time steps before. In Fig. 5.7 we plot the mAP when LSTM is used on top of frame or flow features on the Shopping Dataset. We observe that performance increases as we reduce the artificially imposed memory limit for LSTM. It is quite encouraging that the LSTM network can remember as far as 10 elements in a sequence. Thus, a bi-directional LSTM would look at 20 elements in a sequence while making a prediction for an element in the sequence. In the context of a video, where each chunk going into an LSTM comprises 6 frames of a video (sampled at 15 frames per second), this sequence length would correspond to 8 seconds. Thus, the bi-directional LSTM improves action detection performance by a large margin, by incorporating information from about 8 seconds of temporal
Many actions last less than 8 seconds, and actions that last longer than that are likely to have a recurring pattern that can be captured in 8 seconds.

**Learning Transitions between actions**

The first experiment (above) demonstrated that an LSTM can remember long-term temporal information. In the second experiment, we explore whether the LSTM can also learn information in the transitions between different actions in a video sequence. Recent works train an LSTM network on trimmed video sequences [19, 71]. Thus, they would not learn long-term context that extends beyond the start or end of an action. Therefore, we conducted our second experiment, in which the continuation indicators are set to 0 (while training only) whenever an action starts or ends. This simulates training on trimmed video sequences, instead of a continuous video sequence that includes many actions. We observe that training on trimmed clips drops the performance from 77.24% to 75.51% on the Shopping Dataset and from 38.03% to 36.22% on the MPII Cooking 2 dataset (for single direction LSTM). This confirms our hypothesis that training networks on long video sequences is beneficial as compared to training on temporally clipped videos of individual actions.

5.5 Conclusion

In this chapter, we showed that using a multi-stream network which augments features inside a bounding-box surrounding the actor is useful in fine-grained detection. When pixel trajectories are reliable, they give better results compared to stacked-optical flow as they have correspondence. To capture long term temporal dynamics within and between actions, a bi-directional LSTM was found to be very effective. We also provided an analysis of how long an LSTM network can remember information in the action detection scenario. Finally, our results represent a significant step forward in accuracy on a difficult publicly available
dataset (MPII Cooking 2) as well as on a new dataset that we are releasing.
Chapter 6: Conclusion and Future Directions

This thesis highlighted important bottlenecks in convolutional neural network based visual recognition algorithms and proposed effective solutions to alleviate them. This was done by effective use of image pyramids, reformulating the object detection problem and the use of alternate architectures to model long range spatial and temporal dependencies.

Going forward, I believe more fundamental and radically different approaches are needed to obtain a quantum leap in performance. This could be achieved by rethinking the optimization of deep neural networks, as back-propagation often leads us to a local minima. As of today, pre-training is essential to obtain good performance on visual recognition tasks, and training on less data leads us to a local minima. My belief is that a deep representation is important but the amount of data required to learn that deep representation need not be in the order of millions of images. The power of deep learning lies in its cascade and if we can efficiently search through the weight space through alternate optimization techniques, it could transform the shape of artificial intelligence in the coming decade.
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