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Chapter 1: Introduction
1.1 Overview

Non-classical light such as photon number states and squeezed states processes characteristics that could only be described by the quantized electromagnetic field and quantum mechanics. Light sources that generating such light are highly desired in a large number of quantum optics applications such as quantum information processing,\(^1\) quantum networking,\(^2,3\) and quantum measurement.\(^4\) Among various classes of non-classical light sources, an important type is solid-state atom-like emitters.\(^5\) Coupling these emitters to photonic nano-structures provides efficient and controllable interfaces of light-matter interaction, providing a possibility to manipulate the emission of these emitters.

This thesis explores two important aspects of non-classical light utilizing systems where an atom-like single photon emitter couples to a photonic nano-structure. First, we demonstrate coherent control of energy transfer between a single photon emitter (quantum dot\(^6\)) and a nano-cavity (photonic crystal cavity\(^7\)), which paves a path towards controlled generation of non-classical light at optical frequencies on a solid-state platform. As an extension, we also present a technique to control the coupling of coupled-cavity systems using a photochromic thin film. Second, we present a technique to achieve efficient coupling between single photon emitters in 2D semiconductors\(^8\) and surface plasmon polaritons.\(^9\) Such a coupled system not only allows significant interaction between the emitters and light, but could also enable real nanoscale non-classical light sources.

1.1.1 All-optical coherent control of vacuum Rabi oscillations

Coupling an atom-like emitter to a nano-cavity plays an essential role in cavity quantum electrodynamics (cQED).\(^10,11\) In the weak coupling regime where the coupling strength of the
system is smaller than its loss, Purcell effect emerges as a way to manipulate the spontaneous emission rate of the emitter. As soon as the coupling strength surpasses the loss, the system enters the strong coupling regime. Such a strongly coupled system exhibits optical nonlinearities near the single photon level, leading to a large number of quantum optics applications such as controlled generation of non-classical light.

One signature of a strongly coupled emitter and cavity system is the vacuum Rabi oscillation, where the emitter and cavity exchange energy in a coherent manner. Manipulation of these oscillations enables coherent control of energy transfer between the emitter and cavity field, leading to applications such as controlled generation of non-classical light. Such a control has been implemented at microwave frequencies using a Rydberg atom coupled to a nano-cavity or a superconducting quantum circuit. At optical frequencies, people have explored controlling vacuum Rabi oscillations in a system where a few atoms couple to a nano-cavity. However, such a control has yet been demonstrated with a strongly coupled single emitter and cavity at optical frequencies.

Here we implemented a strongly coupled system using a single quantum dot strongly coupled to a photonic crystal cavity, which brings strong coupling onto a solid-state platform. The coupling strength of such a system is on the same order of its loss, which makes the control of the oscillations challenging because it requires modulating the emitter-cavity interaction quickly compared to the vacuum Rabi frequency.

Chapter 2 of the thesis demonstrates coherent control of energy transfer between a quantum dot and a photonic crystal cavity by manipulating the vacuum Rabi oscillations. We utilize a photonic crystal molecule (a pair of coupled photonic crystal cavities) to simultaneously attain strong coupling and a cavity-enhanced a.c. Stark shift. The Stark shift modulates the coupling between the quantum dot and cavity on picosecond timescales, faster
than the vacuum Rabi frequency of the system. We demonstrate the ability to add and remove excitation from the cavity, and perform coherent control of light-matter states. These results enable ultra-fast control of atom-cavity interactions on a solid-state platform, directing a way towards GHz controlled synthesis of quantum light at optical frequencies.

1.1.2 Controlled coupling of photonic molecules

A system composed of a quantum emitter coupled to a cavity could play an important part in the controlled generation of non-classical light. To include more than one emitter in a single system to realize more complicated applications, a photonic molecule consisting of coupled cavities could be utilized to facilitate the interactions between spatially separated quantum emitters. The interaction of photonic molecules with quantum emitters could enable a broad range of quantum optics applications that include single photon generation, quantum computing, quantum-optical Josephson interferometry, and quantum simulation. Besides these quantum optics applications, photonic molecules consisting of two or more coupled micro-cavities have been explored for a variety of linear and nonlinear photonics applications such as biological and chemical sensors, optical memory, slow light engineering and lasers.

One remaining issue of the photonic molecules is the nano-fabrication induced errors, which result in detuning between the coupled cavities. As soon as the detuning becomes larger than the coupling, the cavities decouple and act like individual cavities.

Chapter 3 of the thesis presents a method to control the resonant coupling interaction in a coupled-cavity photonic crystal molecule by using a local and reversible photochromic tuning technique. We demonstrate the ability to tune both a two-cavity and a three-cavity photonic
crystal molecule through the resonance condition by selectively tuning the individual cavities. Using this technique, we can quantitatively determine important parameters of the coupled-cavity system such as the photon tunneling rate. This method can be scaled to photonic crystal molecules with larger numbers of cavities, as well as photonic molecules composed of various resonating architectures.

1.1.3 Coupling single defects in 2D semiconductor to surface plasmon polaritons

Surface plasmon polaritons are capable of concentrating light into sub-wavelength dimensions. Coupling a single photon emitter to surface plasmon polaritons enables significant light-matter interaction, leading to applications such as nanoscale single photon sources. However, a large coupling strength between the emitter and surface plasmon polaritons requires nanometer-scale positioning accuracy of the emitter near the surface of the plasmonic structure, which is challenging.

Chapter 4 of the thesis presents a technique to achieve efficient coupling between single-defect emitters in 2D semiconductors and surface plasmon polaritons of a silver nanowire. The silver nanowire induces a strain gradient on the monolayer at the overlapping area, leading to the formation of localized defect emission sites that are intrinsically close to the surface plasmon. We measured a coupling efficiency with a lower bound of 39% from the emitter into the plasmonic mode of the silver nanowire.

The technique we present here has potentially higher yield of coupled devices compared to methods relying on random depositions. Also, the technique promises improved scalability to build more complex devices compared to methods using complex setups.
Such a technique offers a way to achieve efficient coupling between diverse plasmonic structures\textsuperscript{52} and various single-defect emitters in 2D semiconductors.\textsuperscript{8}
1.2 Solid-state single photon emitters

The concept of single photon source was first proposed by Planck as early as the beginning of 20th century. However, it is not realized decades later in 1977 using atomic transition of sodium atoms. Over the past decades, many other classes of single photon emitters emerged, including but not limited to trapped ions, single molecules, as well as sources utilizing nonlinear process such as parametric down-conversion and spontaneous four-wave mixing. Each class of the single photon sources has their own advantages and disadvantages over the rest in aspects such as brightness, single-photon purity (the possibility of the emitter emitting exactly one photon each time) and indistinguishability (emitted photons are identical).

<table>
<thead>
<tr>
<th>Emitters</th>
<th>Maximum count rate (without a cavity, continuous wave) (counts s⁻¹)</th>
<th>Lifetime (ns)</th>
<th>Homogeneous linewidth at 4K</th>
<th>Indistinguishable photons (IP) and entanglement (E)</th>
<th>Spatial targeted fabrication of single emitters</th>
<th>Operation temperature</th>
</tr>
</thead>
<tbody>
<tr>
<td>SiV</td>
<td>~ 3 x 10⁶</td>
<td>~1</td>
<td>Lifetime-limited</td>
<td>IP</td>
<td>Yes</td>
<td>Room temperature</td>
</tr>
<tr>
<td>NV</td>
<td>~ 1 x 10⁶</td>
<td>~12-22</td>
<td>Lifetime-limited</td>
<td>IP, E</td>
<td>Yes</td>
<td>Room temperature</td>
</tr>
<tr>
<td>Defects in SiC</td>
<td>~ 2 x 10⁶</td>
<td>1-4</td>
<td>N/A</td>
<td>No</td>
<td>No</td>
<td>Room temperature</td>
</tr>
<tr>
<td>Defects in ZnO</td>
<td>~ 1 x 10⁷</td>
<td>1-4</td>
<td>N/A</td>
<td>No</td>
<td>No</td>
<td>Room temperature</td>
</tr>
<tr>
<td>Defects in BN</td>
<td>~ 3 x 10⁵</td>
<td>~3</td>
<td>N/A</td>
<td>No</td>
<td>No</td>
<td>Room temperature</td>
</tr>
<tr>
<td>Defects in YAG</td>
<td>~ 6 x 10⁴</td>
<td>19</td>
<td>N/A</td>
<td>No</td>
<td>No</td>
<td>Room temperature</td>
</tr>
<tr>
<td>Arsenide QDs</td>
<td>~ 1 x 10⁷</td>
<td>~1</td>
<td>Lifetime-limited</td>
<td>IP, E</td>
<td>Yes</td>
<td>4K</td>
</tr>
<tr>
<td>Nitride QDs</td>
<td>N/A</td>
<td>~0.3</td>
<td>~1.5 meV</td>
<td>No</td>
<td>Yes</td>
<td>Room temperature</td>
</tr>
<tr>
<td>CNTs</td>
<td>~ 3 x 10⁴</td>
<td>~0.4</td>
<td>N/A</td>
<td>No</td>
<td>No</td>
<td>Room temperature</td>
</tr>
<tr>
<td>2D TMDCs</td>
<td>~ 3.7 x 10⁵</td>
<td>~1-3</td>
<td>N/A</td>
<td>No</td>
<td>No</td>
<td>4K</td>
</tr>
</tbody>
</table>

Table 1 Properties of solid-state single photon emitters (adapted from reference 60)
Among realized single photon sources, solid-state single photon sources based on atom-like emitters are among the most promising types because they exhibit excellent optical properties similar to atoms, and at the same time provide the possibility to be integrated into solid-state photonic nano-structures. In the family of solid-state single photon emitters, there are many members including quantum dots,\textsuperscript{61} defects in crystals,\textsuperscript{62-64} single carbon nanotubes,\textsuperscript{65,66} as well as the recently discovered singles defects in 2D materials.\textsuperscript{8} Table 1 summaries properties of different solid-state single photon emitters.

1.2.1 Quantum dot

![Energy band diagram of a quantum dot](image)

Quantum dots are hetero-nanostructures where a lower bandgap semiconductor embeds in a higher bandgap semiconductor. Figure 1 shows the energy band diagram of a quantum dot. As opposed to bulk material where energy levels are continuous, a quantum dot has discrete energy levels due to a 3D confinement of electrons in the lower bandgap material with a small size. This makes quantum dots behave like atoms and sometimes people call them “artificial atoms”.

Table 1

<table>
<thead>
<tr>
<th>Properties</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bandgap</td>
<td>1.43 eV</td>
</tr>
<tr>
<td>Size</td>
<td>2 nm</td>
</tr>
<tr>
<td>Lifetime</td>
<td>2 ms</td>
</tr>
</tbody>
</table>

Figure 1 Energy band diagram of a quantum dot
An electron-hole pair can be created by electrical or optical excitation, and decays non-radiatively to the excited state of a quantum dot. Recombination of such an electron-hole pair leads to the emission of a single photon.

Methods to fabricate quantum dots include but are not limited to epitaxial growth, colloidal synthesis and plasma synthesis. Epitaxial quantum dots are compatible with semiconducting nano-fabrication techniques and as a result bear the simplicity to be integrated into photonic nano-structures. Moreover, such quantum dots exhibit excellent optical properties in terms of brightness, linewidth and stability. Optical properties such as emission wavelength, lifetime and operating temperature of epitaxial quantum dots vary significantly with respect to their chemical compositions. Table 2 is a brief summary of the properties of epitaxial quantum dots based on different material systems.

<table>
<thead>
<tr>
<th>Materials</th>
<th>Wavelength (nm)</th>
<th>Lifetimes (ns)</th>
<th>Maximum operating temperature (K)</th>
</tr>
</thead>
<tbody>
<tr>
<td>InAs/GaAs</td>
<td>~850-1000</td>
<td>~1</td>
<td>50</td>
</tr>
<tr>
<td>InGaAs/InAs/GaAs</td>
<td>~1300</td>
<td>~1-8.6</td>
<td>90</td>
</tr>
<tr>
<td>InP/InGaP</td>
<td>~650-750</td>
<td>~1</td>
<td>50</td>
</tr>
<tr>
<td>InP/AlGaInP</td>
<td>~650-750</td>
<td>~1-2</td>
<td>80</td>
</tr>
<tr>
<td>InAs/InP</td>
<td>1550</td>
<td>~1-2</td>
<td>50-70</td>
</tr>
<tr>
<td>GaN/AlN</td>
<td>~250-500</td>
<td>~0.1-1000</td>
<td>200</td>
</tr>
<tr>
<td>InGaN/GaN</td>
<td>~430</td>
<td>~8-60</td>
<td>150</td>
</tr>
<tr>
<td>CdTe/ZnTe</td>
<td>~500-550</td>
<td>~0.2</td>
<td>50</td>
</tr>
<tr>
<td>CdSe/ZnSe</td>
<td>~500-550</td>
<td>~0.2</td>
<td>200</td>
</tr>
<tr>
<td>CdSe/ZnSe/MgS</td>
<td>~500-550</td>
<td>~1-2</td>
<td>300</td>
</tr>
</tbody>
</table>

In this thesis we used self-assembled indium arsenide (InAs) quantum dots grown by molecular beam epitaxy. Figure 2a shows a 3D schematic of such a quantum dot, where the disk-like InAs nano-crystal is embedded in a gallium arsenide (GaAs) matrix. Figure 2b shows
a scanning tunneling micrograph of one such quantum dot,\textsuperscript{75} whose diameter is measured to be a few nanometers. These quantum dots usually have a random distribution on the host wafer.

![3D schematic layout of an InAs quantum dot embedded in GaAs](image1.png)

![Scanning tunneling micrograph of an InAs quantum dot](image2.png)

*Figure 2 (a) 3D schematic layout of an InAs quantum dot embedded in GaAs (b) Scanning tunneling micrograph of an InAs quantum dot (Figure 2b is adapted from reference 75)*

Self-assembled epitaxial InAs/GaAs quantum dots emit in the range of 850 nm – 1000 nm, and need to operate at cryogenic temperatures (<50K) due to a shallow confinement of electrons. Such quantum dots have been demonstrated with high single-photon purity and distinguishability under resonant excitation,\textsuperscript{76-78} as well as a large photon extraction efficiency when coupled to photonic nanostructures such as nano-cavities,\textsuperscript{76} micropillars\textsuperscript{77,78} and nanowire antennas.\textsuperscript{79-81}

1.2.2 Single-defect emitters in 2D materials

2D materials are crystalline materials composed of single or few layers of atoms. Since the booming of Graphene (allotrope of carbon in the form of a two-dimensional sheet),\textsuperscript{82,83} many other 2D materials have emerged such as transition metal dichalcogenides (TMDC),\textsuperscript{84} black phosphorus\textsuperscript{85,86} and hexagonal boron nitride.\textsuperscript{87-89} These atomically thin materials possess unique electrical, optical and mechanical properties, which makes them promising in a large
number of applications including field-effect transistors, solar cells, light-emitting diodes and high-resolution imaging.

It has been discovered that single defects in certain 2D materials could serve as single photon emitters. These emitters exhibit varied characteristics in terms of their emitting wavelength, linewidths, operating temperatures, etc. The diversity of defects in 2D materials offers the possibility to find an optimized candidate for each of the various applications.

This thesis focuses on single-defect emitters in atomically thin tungsten diselenide (WSe$_2$), which belongs to the family of atomically thin transition metal dichalcogenides. Such emitters show narrow linewidth on an order of a few hundred µeVs at cryogenic temperatures, with a minimum less than 100 µeV reported. Figure 3a shows the photoluminescence spectrum of a representative emitter in atomically WSe$_2$ monolayer.

Figure 3 (a) Photoluminescence spectrum of a single-defect emitter in WSe$_2$ monolayer. Inset: high-resolution photoluminescence spectrum of the emitter. (b) Photoluminescence intensity map of localized single-defect emitters on a WSe$_2$ monolayer flake (dotted triangle) (Figure 3 is adapted from reference 98)

The naturally existing single defects have a random distribution in the monolayer flakes. Figure 3b shows a photoluminescence intensity map of three emitters in a WSe$_2$ monolayer
flake (marked by the dotted triangle). The bright spots correspond to the singe-defect emitters. However, by engineering the strains on the material, it is possible to generate singe-defect emitters at desired locations.\textsuperscript{103-106} This allows a scalability of the emitters in more complex applications.
1.3 Photonic crystal cavity

Photonic crystal is a term in analogy to semiconducting crystal. In a semiconducting crystal, the atomic lattice creates bandgaps that control the electron flows. Similar to that, in a photonic crystal structure the periodic modulation of the refractive index leads to photonic bandgaps that control the electromagnetic wave propagation, and as such the photon flow. Although such structures have been studied way back to 19th century, the term “photonic crystal” has not come into use until 1987. Photonic crystals can be grouped into one-dimensional (1D), two-dimensional (2D) and three-dimensional (3D) structures. Figure 4 shows schematic of examples of 1D, 2D and 3D photonic crystals. The simplest form of a photonic crystal is a Bragg reflector, which applies control to electromagnetic wave propagation only in one direction. While 2D and 3D photonic crystals allow manipulations of electromagnetic wave propagation in more complicated manors.

![Figure 4 Schematic of examples of (a) 1D (b) 2D (c) 3D photonic crystals (Figure 4 is adapted from reference 109)]

Over the past decades, photonic crystals have been utilized in numerous applications such as spontaneous emission manipulation, optical insulators and slow light engineering.
One of the most important applications of photonic crystals is localization of light by creating cavities. Photonic crystal cavities can be made by generating defects in photonic crystals. To date many types of photonic crystal cavities have been proposed and realized with high quality factors.¹¹³⁻¹²⁰

This thesis utilized line defect photonic crystal cavities. Figure 5a is a scanning electron micrograph showing an example of such cavities. The cavity is made out of photonic crystal structure consisting of 2D arrays of holes arranged in a triangular lattice. The photonic bandgaps of such photonic crystal structure prohibit light with certain wavelengths to propagate in the material. The defect area where a line of holes is missing forms a cavity. Light can be confined in the cavity area because the photonic crystal structure works like a wall to prevent the light from leaking out. Figure 5b shows a scanning electron macrograph of a perspective view of the photonic crystal cavity. The cavity is fabricated on a free standing dielectric membrane. In the out of plane direction, light is confined due to total internal reflection. Details on fabrication of photonic crystal structures could be found in section 2.3.2 of this thesis.

![Figure 5 Scanning electron micrographs of (a) top view (b) perspective view of line defect photonic crystal cavity](image-url)
A line defect photonic crystal cavity provides high quality factor and small mode volume, which are essential in achieving strong coupling between the cavity and a single atom-like emitter such as a quantum dot. Besides, a photonic crystal cavity offers a solid-state platform to be integrated into large scale on-chip nanophotonic devices.
1.4 Surface plasmon polaritons

Surface plasmon polaritons are a flow of electrons and the associated electromagnetic waves at a dielectric/metal interface. To understand the properties of surface plasmon polaritons, we start from solving the Maxwell’s equations in a coordinate system defined in Figure 6.

We could arrive at two sets of electromagnetic waves by solving the Maxwell’s equations, which are the transverse electric mode (TE mode) and transverse magnetic mode (TM mode), respectively. However, the TE mode does not fulfill the continuity of electromagnetic waves at the interface, so we only consider the TM mode, whose components \((E_x, E_z, H_y)\) in the metallic side are

**Equation 1**

\[
E_{x,m} = E_0 e^{ik_xx} e^{-ik_zmz}
\]

**Equation 2**

\[
E_{z,m} = E_0 \frac{k_x}{k_z,m} e^{ik_xx} e^{-ik_zmz}
\]
Equation 3

\[ H_{y,m} = H_0 e^{ik_x x} e^{-ik_z m z} \]

And in the dielectric side, the components are

Equation 4

\[ E_{x,d} = E_0 e^{ik_x x} e^{ik_z d z} \]

Equation 5

\[ E_{z,d} = -E_0 \frac{k_x}{k_{z,d}} e^{ik_x x} e^{ik_z d z} \]

Equation 6

\[ H_{y,d} = H_0 e^{ik_x x} e^{ik_z d z} \]

In the above equations, the subscripts \( m \) and \( d \) denote the electromagnetic components in the metal or dielectric. \( k_x \) and \( k_z \) are wave vectors along \( x \) and \( z \) directions, respectively. To satisfy the Maxwell’s equations and continuity of electromagnetic waves at the interface, the following relations need to hold

Equation 7

\[ \frac{k_{z,m}}{\varepsilon_m} + \frac{k_{z,d}}{\varepsilon_d} = 0 \]

Equation 8

\[ k_x^2 + k_{z,m}^2 = \varepsilon_m \left( \frac{\omega}{c} \right)^2 \]

Equation 9

\[ k_x^2 + k_{z,m}^2 = \varepsilon_m \left( \frac{\omega}{c} \right)^2 \]
in which $\varepsilon_m$ and $\varepsilon_d$ are the permittivity of the metal and dielectric respectively, $\omega$ is angular frequency of the light and $c$ is speed of light. By solving Equation 7, Equation 8 and Equation 9 we arrive at

**Equation 10**

$$k_{z,m} = -\frac{\omega \varepsilon_m}{c \varepsilon_d} \sqrt{\frac{\varepsilon_d}{\varepsilon_m + \varepsilon_d}}$$

**Equation 11**

$$k_{z,d} = \frac{\omega}{c} \sqrt{\frac{\varepsilon_d}{\varepsilon_m + \varepsilon_d}}$$

**Equation 12**

$$k_x = \frac{\omega}{c} \left( \frac{\varepsilon_m \varepsilon_d}{\varepsilon_m + \varepsilon_d} \right)^{1/2}$$

To have the electromagnetic waves bound at the interface and propagate in the $x$ direction, it requires $k_{z,m}$ and $k_{z,d}$ to be imaginary and $k_x$ to be real. As a result, $\varepsilon_d$ need to be with an opposite sign as compared to $\varepsilon_m$, and this is the reason why the surface plasmon polaritons exist at an interface between a metal and dielectric.

Equation 12 represents the dispersion relation of the wave propagating along the interface. Note that for metal we have $\varepsilon_m = 1 - \frac{\omega_p^2}{\omega^2}$, in which $\omega_p$ is the bulk plasma frequency of the material. If we plot the angular frequency of the wave as a function of its wave vector in the $x$ direction, we would have a curve with an asymptotic limit $\omega_{sp} = \omega_p \sqrt{\frac{1}{1 + \varepsilon_d}}$, which is the surface plasmon frequency.
Figure 7 presents the dispersion relation of surface plasmon polaritons, which exhibits a support of broadband excitation. However, light with a small $k_x$ behaves in a different manner compared to its counterpart with a large $k_x$. When $k_x$ is small, the dispersion relation curve is closer to the light line, so the surface plasmon polaritons behave more like photons. However, when $k_x$ becomes larger, the surface plasmon polaritons acquire more of electrostatic characters. When $\omega$ is getting closer to $\omega_{sp}$, surface plasmon polaritons exhibit smaller propagation length and at the same time better confinement.

The field of Surface plasmon polaritons decays fast perpendicularly to the interface, resulting in a highly concentrated electromagnetic field. Equation 2 and Equation 5 show that the field amplitude decays exponentially as a function of distance from the surface. The decay-length is determined by the wave vector $k_z$. For example, at an interface of air/silver, light with wavelength of 600 nm has decay-lengths of about 400 nm in the air and about 20 nm in the silver.
1.5 Outline of thesis

This thesis presents studies in two important aspects of non-classical light by exploring controlled interactions between single photon emitters and photonic nano-structures. Chapter 1 describes the motivations of the studies presented in this thesis. Chapter 2 focuses on the work in which we demonstrate all-optical coherent control of vacuum Rabi oscillations of a quantum dot strongly coupled to a photonic crystal cavity. Chapter 3 presents a technique to control the coupling between coupled cavities using a photochromic thin film. Chapter 4 introduces our work in coupling single-defect emitters in 2D semiconductor to surface plasmon polaritons. Chapter 5 summaries the results shown in the thesis and discusses future directions.
Chapter 2: All-optical coherent control of vacuum Rabi oscillations
2.1 Introduction

Optical cavities can create strong atom–photon interactions by confining light to a small mode volume. The strong coupling regime represents the extreme limit of these interactions, where a single quantum of energy coherently oscillates between an atomic and photonic excitation through the process of vacuum Rabi oscillation.

Previous work investigating single atomic systems strongly coupled to optical cavities usually operated in the static limit where the coupling between the two systems remained constant. Strong coupling was detected either in the form of vacuum Rabi splitting,\textsuperscript{24-26,121,122} or by direct time-domain observation of vacuum Rabi oscillations.\textsuperscript{123} Recently, several works have reported significant progress in controlling the dynamical response of atomic systems strongly coupled to cavities for applications such as optical switching,\textsuperscript{124-126} reversible storage of photonic qubits\textsuperscript{127,128} and hybrid quantum information processing.\textsuperscript{129,130} However, these experiments all operated in the adiabatic limit where control was applied on timescales that are slow compared to the vacuum Rabi frequency.

When the interaction between an atom and cavity changes on a timescale that is fast compared to the vacuum Rabi frequency, the system enters the regime of diabatic rapid passage. This regime enables deterministic transfer of a single quantum of energy between an atomic excitation and a cavity photon by coherent manipulation of vacuum Rabi oscillation dynamics. Circuit quantum electrodynamics devices operating at microwave frequencies have effectively implemented this coherent manipulation to demonstrate remarkable capabilities such as Fock-state generation\textsuperscript{20,21} and the synthesis of arbitrary photonic wavefunctions.\textsuperscript{22} At optical frequencies, however, diabatic control of vacuum Rabi oscillations between a single atomic system and a cavity remains challenging due to a lack of good methods to rapidly tune the coupling between the two systems.
Here we report a method to coherently control vacuum Rabi oscillations diabatically in an optical frequency device. We achieve this capability by utilizing a single quantum dot embedded in a photonic molecule composed of two coupled optical nanocavities.\textsuperscript{131-134} The photonic molecule supports a pair of optical modes, one that strongly couples to the quantum dot and a second that creates a cavity-enhanced a.c. Stark shift.\textsuperscript{133,135} We use the a.c. Stark shift to rapidly tune the quantum dot onto resonance with the strongly coupled mode on picosecond timescales and control vacuum Rabi oscillation dynamics. We demonstrate transfer of excitation between the cavity mode and quantum dot, and show that this process is coherent. Furthermore, we implement coherent control of light–matter states, an important building block for synthesizing photon wavefunctions. We attain these capabilities using an integrated semiconducting photonic nano-structure that could enable the controlled generation of quantum states of light at gigahertz rates.
2.2 Method

2.2.1 Theoretical Model

To understand how a Stark shift enables coherent control of vacuum Rabi oscillations we consider a simplified model of the system described by the level structure shown in Figure 8. We restrict our attention to the first excitation manifold, a valid approximation when the system is weakly excited. The quantum dot is treated as a two-level atomic system and we adopt the notation \( |G, n \rangle \) and \( |E, n \rangle \) to denote quantum states where the atom is in its ground and excited state, respectively, and the cavity contains \( n \) photons. In the figure, \( \Delta_c \) is the detuning between the atom and cavity, and \( g \) is the cavity–quantum dot coupling strength. An off-resonant optical pulse, expressed as a classical Rabi frequency \( \Omega(t) \), excites the quantum dot with detuning \( \Delta \). The optical pulse induces an a.c. Stark shift that controls the detuning between the dot and cavity. We assume \( \Delta \gg \Omega(t) \) for all time so that the off-resonant pulse only interacts with the quantum dot through a virtual transition. In this limit, the atom–cavity system evolves according to the following effective Hamiltonian:\(^{136}\)

\[
H_{\text{eff}} = \hbar \Delta_{nl} \sigma_+ \sigma_- + \hbar g (\hat{a} \sigma_- + \sigma_+ \hat{a})
\]

where \( \hat{a} \) is the bosonic annihilation operator for the cavity mode, \( \sigma_+ \) and \( \sigma_- \) are the quantum dot dipole raising and lowering operators, and \( \Delta_{nl} = \Delta_c - (2\Omega^2(t)/\Delta) \) is the cavity–quantum dot detuning in the presence of an a.c. Stark shift.
Figure 8 Schematic of quantum level structure of a cavity–quantum dot system in the presence of a strong off-resonant pulse denoted by the classical Rabi frequency $\Omega(t)$. The pulse induces an a.c. Stark shift that optically tunes the quantum dot on-resonance with the cavity.

For the Hamiltonian described in Equation 13, states $|E, 0\rangle$ and $|G, 1\rangle$ comprise a two-level system that can be coherently controlled by the Stark field $\Omega(t)$ by rapidly modulating their relative detuning. The effect of the Stark field is particularly simple to derive in the ideal limit of diabatic rapid passage, where the field turns on and off instantaneously. For the special case where only the quantum dot is excited and the Stark shift tunes it onto cavity resonance, the probability that the system occupies state $|G, 1\rangle$ after the Stark pulse is $P_{G,1} = \sin^2(\gamma \tau)$, where $\tau$ is the Stark pulse duration. Thus, the quantum dot excitation coherently transfers to the cavity, with perfect transfer occurring at the condition $2\gamma \tau = \pi + m2\pi$, where $m$ is an integer. We obtain the same results for the quantum-dot excitation when the cavity is initially excited, indicating that this process can transfer excitation to either system.
2.2.2 Derivation of effective Hamiltonian

In this part we present detailed derivation of the effective Hamiltonian of the strongly coupled system, shown in Equation 13. We begin with the general Hamiltonian for a two-level atomic system coupled to a cavity that is driven by an off-resonant laser pulse, given by

\[ \mathbf{H} = \hbar \Delta \sigma_+ \sigma_- + \hbar (\Delta + \Delta_c) \hat{a}^\dagger \hat{a} + \hbar g (\hat{a}^\dagger \sigma_- + \sigma_+ \hat{a}) + \hbar \Omega(t) (\sigma_+ + \sigma_-) \]

The above Hamiltonian is expressed in the reference frame rotating with the center frequency of the off-resonant laser pulse.

We derive the effective Hamiltonian using a Schrieffer-Wolff transform.\(^{137}\) We define the operator

\[ \mathbf{A} = \frac{\Omega}{\Delta} (\sigma_+ - \sigma_-) \]

The effective Hamiltonian is then given by

\[ \mathbf{H}_{\text{eff}} = \exp(\mathbf{A}) \mathbf{H} \exp(-\mathbf{A}) = \mathbf{H} + [\mathbf{A}, \mathbf{H}] + \frac{1}{2} [\mathbf{A}, [\mathbf{A}, \mathbf{H}]] + \ldots \]

The above expansion is kept only to second order in \( \Omega(t) \). Under this approximation the effective Hamiltonian becomes
Equation 17

\[ H_{\text{eff}} = \hbar \left( \Delta + \frac{2\Omega^2(t)}{\Delta} \right) \sigma_+ \sigma_- + \hbar (\Delta + \Delta_c) \hat{a}^\dagger \hat{a} + \hbar g (\hat{a}^\dagger \sigma_- + \sigma_+ \hat{a}) \]

We then make a transformation to the reference frame rotating with the cavity resonant frequency instead of the Stark pulse frequency which yields the final Hamiltonian

Equation 18

\[ H_{\text{eff}} = \hbar \left( \frac{2\Omega^2(t)}{\Delta} - \Delta_c \right) \sigma_+ \sigma_- + \hbar g (\hat{a}^\dagger \sigma_- + \sigma_+ \hat{a}) \]

2.2.3 General solution to Schrödinger equation

We consider the limit of ideal diabatic passage in which the Stark field is instantaneously turned on at time \( t = 0 \) and turned off at time \( t = \tau \) where \( \tau \) is the duration of the Stark pulse. During the time interval \( 0 < t < \tau \), the Stark field is given by the constant Rabi frequency \( \Omega \).

At time \( 0^- \) (right before the Stark field turn-on) the state of the system is given by \( |\psi_i\rangle = a|G, 1\rangle + be^{i\phi}|E, 0\rangle \). We assume that the quantum dot is Stark shifted onto cavity resonance (\( \Delta_c = 2\Omega^2/\Delta \)). Thus, during the Stark pulse duration the eigenstates of the Hamiltonian are given by the upper and lower polariton states \( |P_{\pm}\rangle = (|G, 1\rangle \pm |E, 0\rangle)/\sqrt{2} \). The wave function at time \( 0^+ \) can then be written in the polariton basis as

Equation 19

\[ |\psi_i\rangle = \frac{a + be^{i\phi}}{\sqrt{2}} |P_+\rangle + \frac{a - be^{i\phi}}{\sqrt{2}} |P_-\rangle \]
The final state at time \( t = \tau \), up to an irrelevant global phase factor, is

\[ |\psi_f\rangle = \frac{a + be^{i\phi}}{\sqrt{2}} |P_+\rangle + \frac{a - be^{i\phi}}{\sqrt{2}} e^{i2g\tau} |P_-\rangle \]

The probability of finding the quantum dot in state \( |G, 1\rangle \) and \( |E, 0\rangle \) are therefore

\[ P_{G,1} = |\langle G, 1 | \psi_f \rangle|^2 = |acos(g\tau) + ibe^{i\phi}sin(g\tau)|^2 \]

\[ P_{E,0} = |\langle E, 0 | \psi_f \rangle|^2 = |iasin(g\tau) + be^{i\phi}cos(g\tau)|^2 \]

If the quantum dot is initially in state \( |E, 0\rangle \) \( (a = 0 \text{ and } b = 1) \), then \( P_{G,1} = sin^2(g\tau) \).

Similarly, if the quantum dot is initially in state \( |G, 1\rangle \) \( (a = 1 \text{ and } b = 0) \), then \( P_{E,0} = sin^2(g\tau) \).
2.3 Design and fabrication of device

2.3.1 Photonic molecule composed of two cavities

Achieving a large a.c. Stark shift using the excitation scheme illustrated in Figure 8 is challenging, because the field $\Omega(t)$ drives the cavity mode off-resonance. This means that the majority of the field reflects and only a small amount of power drives the quantum dot. Recently, we have demonstrated that a photonic molecule can solve this problem.\textsuperscript{133} A photonic molecule is composed of two cavities coupled by a fast photon tunneling interaction.\textsuperscript{131-134} These photonic structures exhibit two non-degenerate modes, one that strongly couples to the quantum dot and a second that can induce a cavity-enhanced a.c. Stark effect.\textsuperscript{135}

Figure 9 Schematic shows the design of the photonic molecule. Finite-difference time-domain (FDTD) simulation shows the structure exhibits two coupled modes composed of symmetric and anti-symmetric combinations of the individual cavity modes (top and bottom, respectively).

We utilized a photonic crystal implementation of a photonic molecule to achieve controlled transfer. Figure 9 shows the design of our device, which is composed of two coupled photonic-crystal cavities. The device design consisted a two-dimensional array of air-holes in
a triangular lattice with a radius of 70 nm and period of 240 nm. Cavities were formed by removing three holes and shifting adjacent holes to optimize the quality factor.\textsuperscript{116}

The modes of the photonic molecule were calculated using a numerical finite-difference time-domain (FDTD) method using commercial software (Lumerical). The photonic molecule exhibits two coupled modes composed of symmetric and anti-symmetric combinations of the individual cavity modes (top and bottom, respectively, in Figure 9).

### 2.3.2 Fabrication of Photonic crystal structures

![Figure 10](image)

*Figure 10 Scanning electron micrograph of the fabricated photonic-crystal molecule composed of two evanescently coupled photonic-crystal cavities (scale bar, 1 μm)*

Figure 10 presents a scanning electron micrograph of a fabricated photonic molecule consisting of two coupled photonic crystal cavities. Figure 11 shows a flow chart of the fabrication procedure of photonic crystal structures. Device fabrication was performed on an initial wafer consisting of a 160 nm gallium arsenide (GaAs) membrane on top of a 1-μm-thick aluminum gallium arsenide (AlGaAs) sacrificial layer. The GaAs membrane contained a single layer of indium arsenide (InAs) quantum dots at the center (with quantum dot density of 30 μm\(^{-2}\)) embedded in GaAs photonic-crystal structures. Photonic crystals were fabricated using electron-beam
lithography, followed by chlorine-based inductively coupled plasma etching and a chemical wet etch to remove the sacrificial layer.

*Figure 11 flow chart shows fabrication procedure of photonic crystal structures*
2.4 Test of device

2.4.1 Experimental setup

Figure 12 Experimental set-up for all performed measurements. BS, beam splitter; PBS, polarizing beam splitter; OL, objective lens; HWP, half-wave plate; SMF, single-mode fiber; SPCM, single-photon-counting modules.

Figure 12 shows the complete experimental set-up used for all reported measurements. The sample was mounted in a low-temperature, closed-cycle refrigerator with variable temperature down to 3.5 K, and excited using either a continuous-wave broadband LED or pulsed Ti:sapphire lasers. For dynamic measurements, the two pulsed lasers were synchronized in time using a lock-to-clock system to generate the excitation and Stark shift pulses. The delay between the two laser pulses was varied by changing the delay in the phase-locked loop of the lock-to-clock circuit. The reflected signal from the cavity–quantum dot system was collected using polarization-selective spectroscopy with a half-wave plate (HWP) and a polarization beam splitter (PBS). Light was injected with vertical polarization, which was rotated 45° relative to the cavity-mode polarization axis. Light that coupled to the cavity experienced a polarization rotation and therefore partially transmitted through the PBS. The transmitted signal was sent either to a spectrometer for spectral characterization, or to a Hanbury–Brown–Twiss
interferometer for second-order correlation measurements using two single-photon-counting modules (SPCMs) and a 50/50 beam splitter.

2.4.2 Continuous wave device characterization

We characterized the mode structure of the fabricated device using a continuous-wave broadband light-emitting diode (LED) that acted as a white light source. Figure 13a presents the reflection spectrum of the device, taken at 45 K. The fabricated sample was optically excited from the out-of-plane direction using a broadband laser diode with emission between 900 and 1,000 nm. One of the two cavities in the molecule was predominantly excited, and the emission from the same cavity was isolated using a spatial filter. Because of the strong hybridization of the two modes, the exact choice of cavity to excite does not matter, as each mode is a nearly equal superposition of the individual cavity modes. The signal reflected from the cavity was isolated using cross-polarization reflection spectroscopy and sent to a spectrometer with a resolution of 0.02 nm.

The spectrum shows two peaks corresponding to the coupled cavity modes, denoted M1 (at $\omega_1 = 925.84$ nm) and M2 (at $\omega_2 = 927.48$ nm), which are spectrally separated by 565 GHz. The spectrum shows an additional peak corresponding to a quantum dot resonance that is red-detuned from mode M1 (labelled QD in the figure). We note that another quantum dot can be seen to couple to mode M2, but is far detuned from mode M1 and plays no role in our measurements. From the spectrum we calculated the quality factor of modes M1 and M2 to be 18,500 and 12,000, respectively, corresponding to energy decay rates of $\kappa_1/2\pi = 17.7$ GHz and $\kappa_2/2\pi = 28.3$ GHz.
Figure 13 (a) Reflection spectrum of the photonic molecule, recorded at 45 K, showing the two coupled cavity modes (M1 and M2) and the quantum dot (QD). (b) Second-order correlation measurement on the detuned quantum dot using pulsed excitation.

We performed a second-order correlation measurement to verify that we are observing emission from a single quantum dot resonantly coupled to the cavity. A pulsed laser with repetition rate of 76 MHz resonantly excited cavity mode M1 while the quantum dot was red-detuned by 0.2 nm. Quantum dot excitation occurred by phonon mediated non-resonant energy transfer. The quantum dot emission was filtered using the spectrometer grating and sent to the Hanbury-Brown-Twiss setup. A time interval analyzer processed the detection events from the counters to obtain the second-order correlation. Figure 13b shows the measured second-order correlation $g^2(t)$ of the quantum dot emission. The measured value at zero time delay is $g^2(0) = 0.25 \pm 0.03 < 0.5$, showing that emission is due to a single quantum dot. The background level observed near zero time delay may be caused by a variety of factors, including background signal originating from the sample or imperfect light shielding, detector after flash, and detector dark counts.

Figure 14a presents the cavity reflection spectrum near the resonance of mode M1 as a function of temperature. The quantum-dot resonance red-shifts with increasing temperature and exhibits an anti-crossing when tuned across the cavity resonance. This is a strong sign that the
quantum dot is strongly coupled to the cavity mode M1. To confirm this, we calculated the coupling strength between the dot and the cavity mode and decay rate of the cavity by fitting the reflection spectrum when the quantum dot was resonant with the cavity to the theoretically predicted spectrum.

![Image]

**Figure 14** (a) Reflection spectrum around mode M1 as a function of temperature. The quantum dot tunes across the cavity mode, exhibiting an anti-crossing. (b) Experimentally measured and fitted spectra when the quantum dot is resonant with the cavity.

The experimentally observed dressed-state spectrum when the quantum dot is resonant with the cavity (shown by the black squares in Figure 14b) is fit to a theoretical model originally described in Ref. 129. This model accounts for inhomogeneous broadening due to spectral diffusion of the quantum dot emission, which occurs on timescales that are long compared to the dynamical response time of the system, but short compared to the integration time of the experiment. Because the data were obtained under weak excitation, we can make the weak field approximation. In this approximation, we can decompose the input field into its Fourier components, and each component scatters independently of the other frequencies in accordance with the linear transfer function of the system.
We begin first with the spectrum of a homogeneously broadened quantum dot. For a given input field frequency component \( \omega \), the emitted cavity intensity is given by 

\[
I(\omega) = \kappa n(\omega),
\]

where \( \kappa \) is the cavity decay rate and \( n(\omega) \) is the mean cavity photon number given by

\[
Equation 23
\]

\[
n(\omega) = \left| \frac{(i\Delta_a + \gamma)}{(i\Delta_c + \frac{\kappa}{2})(i\Delta_a + \gamma) + g^2} \right|^2 \kappa S(\omega)
\]

In the above equation, \( \Delta_a = \omega - \omega_a \) and \( \Delta_c = \omega - \omega_c \) where \( \omega_a \) and \( \omega_c \) are the resonant frequencies of the quantum dot and cavity respectively. The decay rate \( \gamma \) is the homogeneous linewidth of the quantum dot, while \( g \) and \( \kappa \) are again defined as the cavity – quantum dot coupling strength and cavity decay rate respectively. The parameter \( S(\omega) \) is the input field power spectrum in units of photons per second.

The linewidth of a real quantum dot is usually dominated by inhomogeneous broadening due to slow spectral wandering. In this case, \( \Delta_a \) is no longer a fixed number but must be treated as a fluctuating random variable. The intensity must therefore be averaged over the possible values of the quantum dot detuning as

\[
Equation 24
\]

\[
I(\omega) = \int_{-\infty}^{\infty} \kappa n(\omega, \Delta_a) P(\Delta_a) d\Delta_a
\]

where \( P(\Delta_a) \) is the probability density function for the quantum dot detuning. Spectral diffusion is generally modelled using a Gaussian distribution given by the relation

\[
Equation 25
\]

\[
P(\Delta_a) = \frac{1}{\sqrt{2\pi\gamma_i^2}} \exp\left(-\frac{(\Delta_a - \Delta_a^0)^2}{2\gamma_i^2}\right)
\]
where \( \gamma_I \) is the inhomogeneous linewidth due to spectral wandering and \( \Delta^0_0 \) is the center wavelength of the inhomogeneous distribution.

To perform the fit, we assume that the input power spectrum is flat over the spectral range of interest, such that \( S(\omega) = S_0 \). To account for the spectrometer resolution, the spectrum is averaged over a 7 GHz bandwidth by convolving with a normalized Gaussian. We treat \( g, S_0, \Delta_c, \gamma_I \) and \( \Delta^0_0 \) as fitting parameters. We set \( \kappa/2\pi = 17.7 \text{ GHz} \) as determined from measurement of the bare cavity spectrum, and \( \gamma/2\pi = 0.16 \text{ GHz} \). The resulting fit is shown in solid black line in Figure 14b, and exhibits good agreement with the experimental measurements. From the fit we determine \( g/2\pi = 8.1 \text{ GHz} \), and \( \gamma_I/2\pi = 2.8 \text{ GHz} \).

The coupling strength satisfies the condition \( 4g > \kappa_1 \) (we only consider \( \kappa_1 \) because it dominates the loss of the system), indicating that we are operating in the strong coupling regime.\(^{24,26,121,122}\) We note that the vacuum Rabi period, given by

\[
\tau_r = \frac{\pi}{\sqrt{g^2 - (\kappa_1/4)^2}} = 74 \text{ ps}
\]

in the presence of cavity losses,\(^{24,122}\) is much longer than the cavity lifetime of mode M2 given by \( \tau_2 = \frac{1}{\kappa_2} = 6 \text{ ps} \). Thus, we can dynamically excite mode M2 to induce a Stark shift on timescales that are much shorter than \( \tau_r \).

To demonstrate that the quantum dot can be optically tuned by the a.c. Stark effect, a continuous wave narrowband laser diode is tuned across cavity mode M2. The quantum dot is initially red detuned by 35 GHz from cavity mode M1. Figure 15 shows the inelastic scattering spectrum of the laser as a function of the detuning between the laser and M2 \( (\lambda_l - \lambda_{M2}) \) at an excitation power of 40 \( \mu \text{W} \) measured after the objective lens. As the laser is tuned to the
resonance of M2, the quantum dot blue-shifts due to an a.c. Stark effect, which tunes it across
the resonance of M1. We observe a maximum Stark shift of 48 GHz when the laser is resonant
with M2.

![Stark Laser Spectrum](image)

*Figure 15 Inelastic scattering spectrum of the stark laser. Quantum dot was stark shifted
across cavity mode M1 as the stark laser was tuned across cavity mode M2.*

### 2.4.3 Transfer of energy between a quantum dot and a cavity

To demonstrate that we can coherently control the strongly coupled system on fast timescales,
we utilized picosecond optical pulses both for excitation and to induce a Stark shift. Two time-
synchronized Ti:sapphire lasers were used as the excitation field and the Stark shift field. A
phase-locked loop in the synchronization circuit controlled the delay between the two pulses.
For all experiments, the delay between the excitation and Stark pulses was calibrated using a
high-time-resolution avalanche photodiode with temporal resolution of ~30 ps to determine
the zero delay point.
We first investigated energy transfer from the quantum dot to the cavity. We set the detuning between the two systems to $\Delta = 18$ GHz, which is sufficiently large to ensure that the stationary states of the system are well-approximated by the bare quantum dot and cavity modes. An excitation pulse drives the quantum dot resonance and a subsequent Stark pulse drives the resonance of mode M2. The Stark pulse induces a pulsed a.c. Stark shift that transfers energy to the cavity on timescales that are short compared to the decay rate of the quantum dot exciton. We then allowed the system to radiatively decay and measured the total emission spectrum to determine the fraction of light emitted at the cavity frequency. Here, the excitation pulse was obtained by filtering 8 ps pulses from a Ti:sapphire laser using a fiber Fabry–Perot filter to increase the pulse duration to $\sim 15$ ps. The filter bandwidth of the Fabry–Perot filter varied as it was tuned. Thus, the exact pulse duration varied from 10 to 22 ps depending on the specific setting of the filter. The average excitation power was 20 nW. The Stark pulse was filtered to a 22 ps pulse duration using a free-space grating spectrometer (pulse duration measured using an autocorrelator), with an average excitation power of 120 nW.

Figure 16a presents the measured cavity emission spectrum as a function of $\Delta \tau$, the time delay between excitation and the Stark pulse. For $\Delta \tau < 0$ the cavity emits a constant background that is independent of the Stark pulse delay. This background is due to partial spectral overlap between the excitation pulse and cavity resonance, as well as non-resonant energy transfer of the quantum-dot excitation. However, when $\Delta \tau > 0$ we observe enhanced emission at the cavity resonance, indicating a transfer of excitation from the quantum dot. Figure 16b plots the intensity at the cavity emission resonance ($\Delta \lambda = 0$) as a function of $\Delta \tau$. The cavity emission exhibits an oscillatory behavior as a result of perturbed free induction decay, which occurs when a quantum dot undergoes a transient energy shift. The emission decays to the background level with a decay time of 56 ps (determined by fitting the data to an exponentially decaying sinusoidal) due to the relaxation rate of the quantum dot.
Figure 16 (a) Cavity spectrum as a function of delay $\Delta \tau$ when the excitation pulse excites the quantum dot resonance. (b) Intensity at $\Delta \lambda = 0$, determined from (a), as a function of delay $\Delta \tau$. (c) Emission spectrum when the cavity is excited instead of the quantum dot. (d) Intensity at $\Delta \lambda = 0.07$ nm (quantum-dot resonance) as a function of delay $\Delta \tau$ using data in (c). (e–h) Numerically calculated results corresponding to the measurements shown in (a–d), respectively. In (f) and (h), intensities are normalized to the values at $\Delta \tau = -100$ ps.

We performed a second experiment where we tuned the excitation pulse to the cavity resonance, to show that energy can also be transferred from the cavity to the quantum dot. In this experiment, the excitation pulse was generated by filtering an 8 ps pulse using a fiber Fabry–Perot filter and set to an average power of 40 nW. The Stark pulse was an 8 ps pulse directly generated by the laser with an average power of 150 nW. Figure 16e shows the emission spectrum as a function of $\Delta \tau$, and Figure 16f plots the intensity at the quantum-dot emission resonance. The quantum dot intensity exhibits a sharp enhancement near $\Delta \tau = 0$ due to transfer of excitation from the cavity. The transfer occurs over a time window of only 14 ps (full-width at half-maximum) because the cavity has a faster decay rate than the quantum dot.
We can compare the experimental results with the theoretically predicted behavior of the system. Our previous analysis based on the Hamiltonian in Equation 13 used a simplified theoretical model that assumed ideal diabatic rapid passage, ignored damping of both the cavity field and the quantum-dot exciton, and did not account for the finite excitation time of the system. To perform more realistic calculations we numerically solved the master equation,\textsuperscript{143} which rigorously accounts for cavity field decay and exciton dephasing, and can calculate the system response for laser pulses of arbitrary temporal shapes.\textsuperscript{144} Figure 16(e-f) presents the calculated spectrum and cavity resonance intensity as a function of $\Delta \tau$ for the experimental conditions used to obtain the results of Figure 16(a-b). The calculations exhibit good agreement with the measured spectrum and predict the observed transfer near $\Delta \tau = 0$, as well as oscillations due to perturbed free induction decay. Figure 16(g-h) presents the calculated spectrum and emission intensity for the experimental conditions used to obtain Figure 16(c-d) and also reproduces the expected transfer of energy sharply peaked near $\Delta \tau = 0$.

2.4.4 Coherent Rabi oscillations

We next investigated the energy transfer as a function of Stark laser power. We excited the quantum-dot resonance and fixed $\Delta \tau$ to the peak transfer point observed in Figure 16b. In this experiment, we set the lasers the same way as we transferred the energy from the quantum dot to the cavity.

Figure 17a plots the measured spectrum as a function of average Stark field power (determined after the focusing objective). The spectrum shows out-of-phase oscillations between the quantum dot and cavity emission. These oscillations become more clear when we plot the intensity at the resonant frequency of the cavity ($\Delta \lambda = 0$) and quantum dot ($\Delta \lambda = 0.07$)
nm) as a function of Stark field power, as shown in Figure 17b. The model described by the Hamiltonian in Equation 13 provides insight regarding the origin of these oscillations. From this model, we can show that \( P_{G,1} \propto \sin^2(\frac{\omega r \tau}{2}) \), where \( \omega_r = \sqrt{(\frac{2\Omega^2}{\Delta} - \Delta_c)^2 + 4g^2} \) is the vacuum Rabi frequency of the Stark-shifted quantum dot and \( \Omega \) is the amplitude of the Stark pulse, expressed as a classical Rabi frequency. By increasing the Stark pulse amplitude we increase \( \omega_r \), thereby modulating the number of oscillations the system undergoes, which demonstrates the coherence of the transfer process.

Figure 17 (a) Measured reflection spectrum as a function of Stark laser power. (b) Emission intensity at cavity resonance (blue squares) and at quantum dot (QD) resonance (green circles), determined from the data in (a). (c) Calculated spectrum as a function of Stark power. The Stark field is expressed as a classical Rabi frequency with peak amplitude \( \Omega_0 \). (d) Calculated emission intensity at cavity resonance (blue squares) and quantum dot (QD) resonance (green circles). Intensities are normalized to their maximum value.
Figure 17(c-d) shows the numerical solution to the master equation, which exhibits good agreement with the measured results. We plot these figures as a function of $\Omega_0^2$, where $\Omega_0$ is the peak amplitude of the time-varying Stark pulse (assumed to be a Gaussian pulse), again expressed as a classical Rabi frequency. Optimal transfer occurs at $\Omega_0/2\pi = 107 \, \text{GHz}$, which corresponds to a peak Stark shift of 40 GHz.

We note that there is a deviation in anti-correlation between the dot and cavity intensity at higher Stark powers, which is due to non-adiabatic corrections. Coherent exchange between the quantum dot and cavity occurs in the ideal diabatic limit where the Stark shift is faster than both the vacuum Rabi frequency and all decays in the system. In this limit, the emission from each mode should be perfectly anti-correlated. Furthermore, one should only observe emission at the dot and cavity resonances, and not at intermediate frequencies. In the experimental data, the Stark pulse duration is on the same order as the cavity decay rate. Thus, although we observe diabatic passage we are not in the ideal diabatic limit. Non-diabatic corrections lead to imperfect anti-correlation between the quantum dot and cavity emission, observed in Figure 17b and Figure 17d.

Figure 18 compares the transfer process using real experimental parameters (panels a-b) to a more ideal case where one is operating very close to the ideal diabatic limit (panels c-d). Panels (a) and (b) are identical to Figure 17c and Figure 17d, and have been re-plotted for comparison purposes. Panels (c) and (d) are the same calculations, where the cavity lifetime has been increased to 1 ns and transfer is occurring well within the diabatic limit. In Figure 18a, one can see that there is some emission between the cavity and quantum dot resonances due to the fact that the dot partially emits while it is being Stark shifted. In contrast, Figure 18c exhibits emission only at the dot and cavity resonance. Furthermore, the oscillations in Figure 18d are
almost perfectly anti-correlated, while in Figure 18b there is a slip in the oscillation frequencies due to imperfect diabatic transfer.

![Image](image.png)

*Figure 18 (a-b) Re-plot of Figure 17c and Figure 17d. (c-d) Same calculations as panels (a) and (b), where the cavity lifetime has been increased to 1 ns.*

### 2.4.5 Coherent control of light-matter states

We performed a Ramsey-type experiment to further demonstrate coherent control of the strongly coupled system. In contrast to the previous results where the quantum dot and cavity were detuned, we performed the Ramsey measurement when the two systems were on-resonance. In this regime, the two stationary states of the system are the polariton modes \( |P_\pm \rangle = (|G, 1\rangle \pm |E, 0\rangle)/\sqrt{2} \). We chose this operating condition because both polaritons have equal decay rates, which leads to the best Ramsey interference contrast.
When the cavity and quantum dot are on resonance, the system is most easily analyzed in the polariton basis \( |P_\pm \rangle = (|G, 1\rangle \pm |E, 0\rangle)/\sqrt{2} \). We again use the effective Hamiltonian in Equation 13 and assume ideal diabatic Rapid passage. A short laser pulse initially excites the system into a superposition of the two polariton states given by \( |\psi(0)\rangle = (|P_+\rangle + |P_-\rangle)/\sqrt{2} \). The state is then allowed to freely evolve for a time \( \Delta \tau \). After this free evolution, the state of the system becomes \( |\psi_i\rangle = (|P_+\rangle + e^{i\phi}|P_-\rangle)/\sqrt{2} \), where \( \phi = 2\pi \frac{\Delta \tau}{\tau_r} \) is the accumulated phase and \( \tau_r \) is the vacuum Rabi period. We assume that the Stark shift is sufficiently large such that the states \( |G, 1\rangle \) and \( |E, 0\rangle \) represent good stationary states of the system during the time period where the Stark pulse is applied. Under this approximation state \( |E, 0\rangle \) experiences a phase shift of \( \Delta \theta = \omega_r \tau \), where \( \tau \) is the duration of the Stark pulse and \( \omega_r = \sqrt{\left(\frac{2\Omega^2}{\Delta} - \Delta c\right)^2 + g^2} \) is the Rabi frequency of the Stark shifted quantum dot. In the polariton bases, this phase shift implements a unitary rotation given by

**Equation 27**

\[
|P_+\rangle \rightarrow \cos \left(\frac{\Delta \theta}{2}\right)|P_+\rangle + isin \left(\frac{\Delta \theta}{2}\right)|P_-\rangle
\]

**Equation 28**

\[
|P_-\rangle \rightarrow isin \left(\frac{\Delta \theta}{2}\right)|P_+\rangle + cos \left(\frac{\Delta \theta}{2}\right)|P_-\rangle
\]

Thus, the Stark pulse mixes the two polariton states, resulting in the final state

**Equation 29**

\[
|\psi_f\rangle = \frac{1}{\sqrt{2}} \left[ \cos \left(\frac{\Delta \theta}{2}\right) + ie^{i\phi}sin \left(\frac{\Delta \theta}{2}\right) \right]|P_+\rangle + \frac{1}{\sqrt{2}} \left[ isin \left(\frac{\Delta \theta}{2}\right) + e^{i\phi}cos \left(\frac{\Delta \theta}{2}\right) \right]|P_-\rangle
\]

The polariton occupation probability is
Equation 30

\[ P_\pm = |\langle P_\pm | \psi_f \rangle|^2 = \frac{1}{2} [1 \mp \sin \phi \sin (\omega_r \tau)] \]

The above equation has a direct physical analogy to a Ramsey interference effect of spin or two level atomic systems, but is now being performed with light-matter polariton states. The excitation pulse creates a superposition of the two polariton states, the system freely evolves for a fixed amount of time, then the Stark pulse mixes the two states resulting in quantum interference. Depending on the phase that has been accumulated during the free evolution, probability amplitude may be transferred either to the lower or upper polariton. The observation of Ramsey fringes is a signature that the system is undergoing coherent control.

We used a 2 ps excitation pulse with an average power of 40 nW and an 8 ps Stark pulse with average power of 130 nW in this experiment, both obtained directly from the laser without filtering.

Figure 19a shows the measured spectrum as a function of \( \Delta \tau \). The two resonances observed in the spectrum for \( \Delta \tau < 0 \) correspond to the dressed-state polaritons. For \( \Delta \tau > 0 \), the Stark pulse induces a clear energy transfer. Figure 19b plots the emission intensity at the center wavelength of the lower and upper polaritons. The out-of-phase oscillation between the two polariton intensities is the signature of Ramsey interference. These oscillations fall off after one period due to decay of the polariton states. Figure 19(c-d) shows the calculated results using master equation formalism,\(^{14}\) which again exhibit good agreement with the experimental results.
Figure 19 (a) Emission spectrum as a function of delay $\Delta \tau$ when the quantum dot is tuned onto resonance with the cavity. (b) Emission intensity at the lower and upper polariton resonances as a function of delay between the excitation and Stark shift pulses. (c) Calculated cavity spectrum as a function of delay between the excitation and Stark shift pulses. (d) Calculated emission intensity at the lower polariton and upper polariton resonances. In b and d, intensities are normalized to the values at $\Delta \tau = -100$ ps.
2.5 Master equation calculations

We calculate the dynamics of a strongly coupled system by solving the full master equation,

\[\frac{d\rho}{dt} = \frac{i}{\hbar} [\rho, H] + \frac{\kappa}{2} \mathcal{L}(a) + \frac{\gamma}{2} \mathcal{L}(\sigma_-)\]

where \(\rho\) is the density matrix of the quantum dot-cavity system. Incoherent losses such as cavity damping, and quantum dot spontaneous emission, are included via the Liouvillian superoperators given in Lindblad form by \(\mathcal{L}(D) = D\rho D^\dagger + D^\dagger D\rho + \rho D^\dagger D\), where \(D\) is the collapse operator for the specific damping process. The parameters \(\kappa\) and \(\gamma\) are the cavity decay rate and quantum dot decay rate respectively.

The Hamiltonian \(H\) is expressed in the reference frame rotating at the bare quantum dot frequency, and is given by

\[H = \hbar \Delta_c a^\dagger a + \hbar g (a^\dagger \sigma_+ + \sigma_+ a) + \hbar \sqrt{\kappa} \epsilon(t) (a^\dagger e^{-i\omega t} + a e^{i\omega t}) + \hbar \Omega(t) (\sigma_+ e^{-i\Delta t} + \sigma_- e^{i\Delta t})\]

The above Hamiltonian accounts for the interaction between the quantum dot and the cavity as well as excitations by the external fields \(\epsilon(t)\) and \(\Omega(t)\) that represent the excitation pulse and Stark pulse respectively. In the above equation \(\omega_t = \omega - \omega_{QD}\) where \(\omega\) is the frequency of the excitation pulse and \(\omega_{QD}\) is the quantum dot resonant frequency. Similarly \(\Delta = \omega_s - \omega_{QD}\) where \(\omega_s\) is the resonant frequency of the Stark pulse.

We set laser pulses filtered by a fiber Fabry-Perot cavity to be exponential (calculations shown in Figure 16 and Figure 17)
Equation 33

\[ \varepsilon(t) = \begin{cases} 
0 & t < t_0 \\
\varepsilon_0 \sin \left( \frac{2\pi}{4t_r} (t - t_0) \right) & t_0 < t < t_0 + t_r \\
\varepsilon_0 e^{-\frac{(t-t_0-t_r)}{t_f}} & t_0 + t_r < t 
\end{cases} \]

where \( t_r = 4 \) ps is the rise time and \( t_f = 30 \) ps is the fall time of the amplitude. The rise time is determined by the laser pulse duration while the fall time is determined by the linewidth of the fiber Fabry-Perot cavity. We multiply the rise and fall times by a factor of two to account for the fact that they represent the temporal behavior of the amplitude, not the intensity (amplitude squared). In the above equation, \( \varepsilon_0 \) is the peak field and \( t_0 \) is the time at which the excitation pulse is applied.

We set the excitation pulse to a Gaussian pulse shape for cases where the direct laser pulse was used (Figure 19),

Equation 34

\[ \varepsilon(t) = \varepsilon_0 \exp \left[ -\frac{(t - t_0)^2}{\tau_w^2} \right] \]

In the above equation, \( 2\tau_w \) is the width of the field envelope at \( \varepsilon_0 / e \). The pulse width is given by \( T_{FWHM} = 1.67 \tau_w \). The excitation pulse width is set to be 2 ps for simulation shown in Figure 19. The off-resonant laser pulse, \( \Omega(t) \) is applied at time \( t_0 + \Delta\tau \) and is also given by a Gaussian pulse

Equation 35

\[ \Omega(t) = \Omega_0 \exp \left[ -\frac{(t - t_0 - \Delta\tau)^2}{\tau_w^2} \right] \]
where \( \Omega_0 \) is the peak field. The pulse width is given by \( T_{FWHM} = 1.67 \tau_W \). The pulse width is set to be 22 ps for simulations shown in Figure 16 (e-f) and Figure 17 (c-d), and 8 ps for simulations shown in Figure 16(g-h) and Figure 19(c-d).

The master equation is integrated in time using an open source quantum optics toolbox.\(^{143}\) The elastic spectrum of the cavity, \( S(\omega) \) is calculated by a Fourier-transform of the average electric field, \( E(t) \) given by \( E(t) = \langle a\rho(t) \rangle \) where \( \langle a\rho(t) \rangle \) is the average value of the cavity annihilation operator at time \( t \). The cavity elastic spectrum is given by,

\[
S(\omega) = \frac{1}{2\pi} \left| \int_{-\infty}^{\infty} \langle a\rho(t) \rangle e^{i\omega t} dt \right|^2
\]

The parameters used for the simulations are \( g/2\pi = 8.1\text{GHz} \), \( \kappa/2\pi = 17.7 \text{GHz} \), and \( \gamma/2\pi = 0.16 \text{GHz} \).

We note that the Hamiltonian in Equation 32 assumes perfect mode-matching of the excitation pulse to the cavity. In real experiments, we also observed signal due to direct surface reflection caused by imperfect mode-matching, which added a background level to our measurement. This additional background resulted in a broader linewidth observed at the excitation frequency in the experimental results shown in Figure 16a and Figure 16c, as compared to the calculations shown in Figure 16e and Figure 16f. We also note that there is a slight deviation of the perturbed free-induction decay frequency when comparing experiments (Figure 16b) and theory (Figure 16f). The periodicity of the perturbed free induction decay is strongly dependent on the exact detuning between the dot and cavity. The deviation between experiment and theory is likely due to imprecise knowledge of the actual experimental detuning.
2.6 Summary

In summary, we have demonstrated picosecond optical coherent control of vacuum Rabi oscillations. We utilized a photonic molecule to simultaneously achieve strong coupling and a cavity-enhanced a.c. Stark shift that enabled us to modulate the cavity–quantum dot detuning on picosecond timescales. By rapidly Stark-shifting the quantum dot onto cavity resonance, we demonstrated controlled transfer of excitation between the two systems. Oscillations in the transfer efficiency as a function of the vacuum Rabi frequency established the coherence of the process. We also demonstrated coherent control of light–matter states through a Ramsey-type measurement. This method enables fast probing and control of light–matter interactions in an integrated photonic nano-structure.
Chapter 3: Controlled coupling of photonic crystal cavities
3.1 Introduction

Photonic crystal molecules have been experimentally realized in a number of previous works.\textsuperscript{38,132-134,145-148} In order to strongly couple photonic crystal cavities, it is essential that their resonance frequencies be matched to within the normal-mode splitting. Once the detuning between the cavities is large compared to this splitting, they will decouple and behave as individual cavities as opposed to a coupled system. In photonic crystals, engineering coupled cavities with nearly identical frequencies are challenging because of fabrication inaccuracies. Previous studies of photonic crystal molecules overcame this problem by engineering large normal mode splitting exceeding 500 GHz.\textsuperscript{132-134,145} For many applications, however, it is important to be able to accurately control the detuning between the cavities. This capability enables selective coupling and decoupling of cavity modes, which is important for controlling coupled-cavity interaction strength and also for characterizing fundamental physical properties such as photon tunneling rate. Accurate control of individual cavities in photonic crystal molecules could also enable reconfigurable photonic devices such as tunable filters\textsuperscript{149,150} and tunable lasers.\textsuperscript{151} In addition, local tuning of cavities can serve to correct for fabrication imperfections, enabling the coupling of a large number of cavities to form complex arrays of coupled cavity structures.\textsuperscript{148}

A variety of methods have been demonstrated for tuning photonic crystal cavity resonances. Nanofluidic tuning\textsuperscript{146,147} has been demonstrated as an effective room-temperature approach, but is difficult to apply for quantum optics applications that usually require low temperatures. Free-carrier injection\textsuperscript{152} provides another approach for cavity tuning but typically provides only small resonance shifts and may also generate fluorescence from embedded quantum emitters. Thermo-optic tuning\textsuperscript{153,154} has been demonstrated in coupled cavity structures but is difficult to extend to arrays of closely packed devices and will also shift the
resonance frequency of embedded quantum emitters such as quantum dots.\textsuperscript{155} Other approaches include nano-mechanical tuning,\textsuperscript{156} which requires a complex setup and can also strongly degrade the cavity quality factor.

Here, we demonstrate local and reversible tuning of individual cavities in a photonic crystal molecule by using a photochromic thin film.\textsuperscript{150,151,157} The photochromic thin film is spin-coated over the entire sample and locally pumped to modify the effective refractive index of individual cavities in the molecule, enabling them to be selectively coupled or decoupled. By tuning the cavities through the resonance condition, we observe clear normal mode splitting, enabling us to quantitatively determine the photon tunneling rate. We demonstrate the ability to resonantly tune both a two-cavity and a three-cavity photonic crystal molecule, which shows promise for scaling to more complex devices composed of large arrays of interacting cavities.
3.2 Design and fabrication of device

The device structure and calculated mode profile for a two-cavity photonic crystal molecule are shown in Figure 20. The device consists of two spatially separated line defect cavities (5 holes are missing for each cavity).\textsuperscript{116,158} In order to achieve high cavity qualities, the holes at the edges of the cavities were shifted by 0.196\( a \) (labeled “A” in Figure 20a) and 0.046\( a \) (labeled “B” in Figure 20a), respectively, where \( a \) is the lattice constant of the triangular photonic crystal structure. Here, \( a \) is set to be 240 nm and the diameter of the holes is set to be 140 nm. The two cavities were separated by five rows of holes\textsuperscript{132} as shown in Figure 20a, corresponding to a center-to-center distance of 2.92 \( \mu \)m. The spatial mode profile of the device was obtained by three-dimensional finite-difference time-domain (FDTD) simulations and shows that the two-cavity photonic crystal molecule supports both symmetric and anti-symmetric combinations of individual cavity mode with calculated quality factors (\( Q \)) of 7\( \times \)10\( ^5 \) and 6\( \times \)10\( ^5 \), respectively, and a normal-mode splitting of 120 GHz (0.37 nm).

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{Fig20.png}
\caption{Calculated field profile (\( E_y \)) for (a) symmetric and (b) anti-symmetric modes. \( A \) and \( B \) label holes shifted to improve cavity quality factor. Scale bar: 1\( \mu \)m}
\end{figure}
The designed device was fabricated using an initial wafer comprising of a 160-nm thick gallium arsenide (GaAs) membrane, grown on a 1-μm thick sacrificial layer of aluminum gallium arsenide (Al\textsubscript{0.78}Ga\textsubscript{0.22}As). A single layer of indium arsenide (InAs) quantum dots (QDs) was grown at the center of the GaAs membrane (density of 100-150 QDs/μm\textsuperscript{2}). The quantum dots served as an internal white light source in order to optically characterize the device. Figure 21 shows a schematic of the designed device structure.

![Figure 21 Three-dimensional schematic layout of the designed device.](image.png)

Photonic crystals were defined on the GaAs membrane using electron-beam lithography and chlorine-based inductively coupled plasma dry etching. The sacrificial layer (Al\textsubscript{0.78}Ga\textsubscript{0.22}As) was under-cut using a selective wet-etch process, leading to a free-standing GaAs membrane. Figure 22 shows a scanning electron micrograph of a fabricated photonic crystal structure, with the two cavities labeled as C1 and C2, respectively. The photochromic thin film was deposited on the structure through spin-coating. Details of preparation and
properties of the photochromic film were previously reported.\textsuperscript{150,151} The film is composed of a mixture of 5 wt. % 1,3,3-Trimethylindolinaphosphoroxazine (TCI America) and 0.5 wt. % 950 PMMA A4 dissolved in anisole. The solution was spun on the surface of the fabricated photonic crystal structure at a spin rate of 3250 rpm, resulting in a film thickness of approximately 60 nm. At this film thickness, the maximum tuning range was previously measured to be 3 nm.\textsuperscript{150} A thicker film increases this tuning range but also significantly degrades the cavity quality factor.

\textit{Figure 22 Scanning electron micrograph of fabricated two-cavity photonic crystal molecule. Scale bar: 2 \textmu m.}
3.3 Test of the Device

3.3.1 Experimental setup

The fabricated device was mounted in a continuous flow liquid helium cryostat and cooled to a temperature around 35 K. Quantum dots in the cavity regions were optically excited using a continuous wave Ti:sapphire laser at 780 nm. Both cavities could be excited simultaneously by the excitation laser with a sufficiently large spot size or either single cavity could be selectively excited by moving the laser spot around. The emission was collected using a confocal microscope with an objective lens (numerical aperture 0.7) and focused onto a pinhole aperture for spatial filtering. The aperture could be made large to collect emission from both cavities simultaneously, or it could be reduced to isolate the emission from only one of the two cavities. The collected emission was spectrally resolved using a grating spectrometer with wavelength resolution of 0.02 nm.

3.3.2 Tuning a two-cavity photonic crystal molecule

Figure 23 shows the measured photoluminescence spectrum (green circles) of a fabricated device obtained by exciting both cavities simultaneously and collecting emission with a large pinhole aperture prior to tuning. The spectrum exhibits two bright peaks corresponding to the resonances of the two cavity modes (labeled CM1 and CM2 in the figure). The bright peaks were numerically fit to a double Lorentzian function, shown as blue solid line in Figure 23. From the fit, the resonant wavelengths of CM1 and CM2 were found to be 942.12 nm and 942.54 nm, respectively, which corresponded to a spectral separation of 139 GHz (0.42 nm). The cavity linewidths were determined from the fit to be 0.09 nm and 0.04 nm, respectively, corresponding to cavity quality factors (Qs) of $1.05 \times 10^4$ ($\kappa/2\pi = 30 \text{ GHz}$) and $2.36 \times 10^4$. 
(\kappa/2\pi = 14\, GHz). The initial discrepancy in the cavity resonant frequencies and linewidths is attributed to fabrication inaccuracies.

![Figure 23 Measured photoluminescence spectrum of two cavity modes corresponding to individual cavity resonances shown with green circles. Double Lorentzian fit shown as blue solid line.](image)

The sample was next illuminated with a focused ultraviolet (UV) laser emitting at 375 nm with an average intensity of 3 W/cm\(^2\). The laser spot was focused on the cavity C1 and was sufficiently small to enable photochromic tuning of the CM1 resonance without affecting CM2. Both cavities were excited with the 780 nm laser and the change in the cavity wavelength was monitored using photoluminescence emission collected from both of the cavity modes simultaneously using a large aperture. Figure 24a plots the photoluminescence emission intensity as a function of the detuning \( \Delta = \lambda_{\text{CM1}} - \lambda_{\text{CM2}} \), where \( \lambda_{\text{CM1}} \) and \( \lambda_{\text{CM2}} \) represent the resonant wavelengths of CM1 and CM2, respectively. Under UV exposure, the wavelength of mode CM1 was red-shifted and became resonant with CM2 at a wavelength of 942.54 nm. As CM1
was tuned through CM2, a clear mode anti-crossing could be observed. A normal mode splitting of $\Omega_0/2\pi = 32 \text{ GHz}$ (0.10 nm) was measured when the two cavities were tuned on resonance, which can be used to calculate the photon tunneling rate $J$ between the two cavities using the equation\textsuperscript{159}

\textit{Equation 37}

$$J = \frac{1}{2} \sqrt{\Omega_0^2 - [\omega_1 - \omega_2 - i(\kappa_1 - \kappa_2)]^2}$$

In the above equation, $\omega_1$ and $\omega_2$ are the angular frequencies of mode CM1 and CM2, respectively, while $\kappa_1$ and $\kappa_2$ are the individual cavity decay rates. Using Equation 37, we calculated a photon tunneling rate of $J/2\pi = 18 \text{ GHz}$.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure24.png}
\caption{(a) Photoluminescence emission intensity as a function of the detuning $\Delta$ between the two cavities. (b) Measured linewidths of CM1 (shown as blue circles) and CM2 (shown as green diamonds) as a function of detuning $\Delta$. Theoretical fits based on coupled-mode theory are shown as blue and green solid lines. (c) Measured intensities of CM1 (shown as blue circles) and CM2 (shown as green diamonds) as a function of detuning $\Delta$, along with theoretical fits shown as blue and green solid lines.}
\end{figure}
Figure 24b plots the linewidths of the two cavity modes as a function of detuning $\Delta$, where the linewidth was determined from the Lorentzian fit. As the cavities were brought into resonance, the linewidths of the two modes became identical, with both modes showing a fitted linewidth of 0.06 nm ($\kappa/2\pi = 20\ GHz;\ Q = 1.57 \times 10^4$). Convergence of the linewidths is an evidence of hybridization of the two cavity modes into a pair of strongly coupled normal modes. As CM1 continued to be tuned through resonance, the modes reverted back to their original linewidths.

Figure 24c plots the intensities of the two modes as a function of detuning $\Delta$. Mode CM1 initially exhibited a larger intensity prior to tuning, which was partly attributed to better overlap with the pump beam, resulting in stronger excitation of the quantum dots, as well as the fact that mode CM1 was centered on the aperture while CM2 was off-center resulting in a slightly lower collection efficiency. However, as CM1 was tuned on resonance with CM2, the cavity intensities became identical, exhibiting another signature of mode hybridization.

The observed results can be explained using a coupled-mode theory. We define the cavity field amplitudes as $a_1$ and $a_2$ corresponding to modes CM1 and CM2, respectively. The equations of motion for the two cavities can be described by the coupled-mode equations:\textsuperscript{160}

\textbf{Equation 38}

$$\frac{d}{dt} a_1(t) = -i\omega_1 a_1(t) - \frac{\kappa_1}{2} a_1(t) - i|a_2(t)| - a_{\text{int}1}(t)$$

\textbf{Equation 39}

$$\frac{d}{dt} a_2(t) = -i\omega_2 a_2(t) - \frac{\kappa_2}{2} a_2(t) - i|a_1(t)| - a_{\text{int}2}(t)$$
Here, $a_{\text{int}}(t)$ and $a_{\text{int2}}(t)$ are the cavity driving field amplitudes that may originate either from an external driving source, or in our case an internal source composed of excited quantum dots embedded in the membrane. Equation 38 and Equation 39 can be solved in the frequency domain giving the solutions

**Equation 40**

$$a_1(\omega) = \frac{-\kappa_2 a_{\text{int}1}(\omega)/2 + i(\Delta_2 a_{\text{int}1}(\omega) + J a_{\text{int}2}(\omega))}{(i\Delta_2 - \kappa_2/2)(i\Delta_1 - \kappa_1/2) + J^2}$$

**Equation 41**

$$a_2(\omega) = \frac{-\kappa_1 a_{\text{int}2}(\omega)/2 + i(\Delta_1 a_{\text{int}2}(\omega) + J a_{\text{int}1}(\omega))}{(i\Delta_2 - \kappa_2/2)(i\Delta_1 - \kappa_1/2) + J^2}$$

where $\omega$ is the driving field angular frequency, $\Delta_1=\omega-\omega_1$, and $\Delta_2=\omega-\omega_2$. The collected intensity from the two cavities (averaged over time) is given by,

**Equation 42**

$$\langle I(\omega) \rangle = \gamma_1 \langle |a_1(\omega)|^2 \rangle + \gamma_2 \langle |a_2(\omega)|^2 \rangle$$

where $\gamma_1$ and $\gamma_2$ are decay rates of the cavities into the collection mode (which is proportional to the collection efficiency). We assume that the driving sources at the two cavities are incoherent, which implies that $\langle a_{\text{int}}(\omega) a_{\text{int2}}(\omega) \rangle=0$. This assumption is highly realistic for our system because the cavities are driven by an inhomogeneous distribution of quantum dots that fluoresce independently, and each cavity is driven by different quantum dots.

The blue and green solid lines in Figure 24b and Figure 24c plot the theoretically predicted behavior based on the coupled-mode theory. The inhomogeneous quantum dot emission spectrum is much broader than both the cavity linewidths and the normal mode splitting. We, therefore, treat $a_{\text{int}}(\omega) = a_{\text{int}}(\omega_1)$ and $a_{\text{int2}}(\omega) = a_{\text{int2}}(\omega_2)$ as independent of $\omega$. We use $a_{\text{int}}(\omega_1)$,
\( a_{int}(\omega) \), \( \gamma_1 \), and \( \gamma_2 \) as fitting parameters. The calculated results using coupled-mode theory show extremely good agreement with the experimental results.

### 3.3.3 Reversibility of the tuning method

Figure 25 shows an example in which a two-cavity photonic crystal molecule was first red-shifted through the resonance condition and then blue-shifted back to the resonant coupling point \( \Delta = 0 \) nm, confirming the reversibility of the tuning method. These data were taken on a different device than the one used in Figure 24 but with an identical design. Figure 25a plots the photoluminescence spectra measured by selectively exciting CM1 (shown as blue circles) or CM2 (shown as green diamond) with the 780 nm laser and collecting light from both of the cavities simultaneously using a large aperture. Each spectrum exhibited only the resonance of the cavity being excited, indicating that CM1 and CM2 were initially decoupled due to large detuning. In the first step, CM1 was red-shifted through CM2 by focusing the UV laser and excitation laser on C1. Figure 25b shows the photoluminescence emission intensity as a function of detuning \( \Delta \) as CM1 was tuned across the resonance with CM2. On resonance, a coupled mode with two peaks appeared in the spectrum by only exciting mode CM1, which indicated the resonant coupling point. Following the acquisition of the data in Figure 25b, mode CM1 was red-shifted relative to CM2 because of photochromic tuning. A 532 nm laser (intensity of 24 W/cm²) was utilized to blue-shift it back into resonance with CM2, as shown in Figure 25c. Here, the ability to reversibly tune the cavity frequency plays an important role, enabling us to first find the resonant coupling point by red-shifting and then re-establishing it by reversing the shift.
Figure 25 (a) Measured spectra of decoupled CM1 (shown as blue circles) and CM2 (shown as green diamonds). The photoluminescence emission intensity as a function of the detuning $\Delta$ is shown for both (b) under UV illumination and (c) visible (532 nm) light illumination.

3.3.4 Tuning a multi-cavity photonic crystal molecule

Figure 26 shows the results for photochromic tuning of a three-cavity photonic crystal molecule. Figure 26a shows the scanning electron micrograph of a fabricated device, which consists three line defect cavities (labeled as C1, C2, and C3, respectively) spatially separated by five rows of holes. The three cavities have identical cavity designs to the ones described in Figure 22. All three cavity modes, labeled as CM1, CM2, and CM3, were initially detuned from each other due to fabrication inaccuracies. Mode CM2 was first tuned into resonance with CM1 to form the coupled modes CM±.
Figure 26 (a) Scanning electron micrograph of a fabricated three-cavity photonic crystal molecule. Scale bar: 2 μm. (b) Measured photoluminescence spectra of coupled modes CM± shown with green diamonds and decoupled CM3 shown with red circles. Solid lines show fit to Lorentzian functions. (c) Photoluminescence emission intensity as a function of detuning Δ'. The rectangular area denoted by the red dashed line indicates the resonant interaction regime where a three-peaked triplet was observed. (d) Measured Photoluminescence spectrum taken at Δ'=0. Lorentzian fit shown as blue solid line.

Figure 26b shows the photoluminescence spectra measured by selectively exciting C2 (shown as green diamonds) or C3 (shown as red circles) with the 780 nm laser and collecting light from all the three cavities simultaneously using a large aperture. When C2 was excited, the coupled mode spectrum CM± was observed. However, when C3 was excited the spectrum showed only mode CM3 with little contribution from CM±, indicating that this mode was decoupled due to large detuning. By fitting the spectrum of CM± to a double Lorentzian function (shown in Figure 26b as blue solid line), the two peaks of these coupled modes were determined to be located at 949.92 nm and 950.12 nm, with linewidths of 0.13 nm (κ/2π = 43 GHz; Q = 7.31×10^4) and 0.10 nm (κ/2π = 33 GHz; Q = 9.50×10^4), respectively.
The resonance of CM3 was fitted to a single Lorentzian function centered at 949.64 nm, with a linewidth of 0.10 nm ($\kappa/2\pi = 33\, \text{GHz};\, Q = 9.50 \times 10^3$).

The UV and excitation lasers were next focused only on C3 in order to red-shift mode CM3 into resonance with CM±. The photoluminescence emission intensity as a function of the detuning $\Delta' = \lambda_{CM3} - \lambda_{CM\pm}$ is plotted in Figure 26c, where $\lambda_{CM3}$ represents the resonant wavelength of mode CM3 and $\lambda_{CM\pm} = (\lambda_{CM+} + \lambda_{CM-})/2$, where $\lambda_{CM+}$ and $\lambda_{CM-}$ are the resonant wavelengths of modes CM+ and CM−, respectively. As CM3 was tuned near resonance with CM+ and CM− (red dashed box), a coupled mode with three peaks appeared in the spectrum by exciting only C3, which is a sign that all three modes are coupled.\textsuperscript{161,162} Figure 26d shows the spectrum of the three-peaked coupled modes. A triple Lorentzian fit was performed of the spectrum, where the three peaks of the coupled modes were determined to be centered at 949.82 nm, 949.98 nm, and 950.16 nm with linewidths of 0.11 nm ($\kappa/2\pi = 37\, \text{GHz};\, Q = 8.63 \times 10^3$), 0.11 nm ($\kappa/2\pi = 37\, \text{GHz};\, Q = 8.63 \times 10^3$), and 0.12 nm ($\kappa/2\pi = 40\, \text{GHz};\, Q = 7.92 \times 10^3$).
3.4 Summary

In conclusion, we have presented a technique to control the coupling interaction between individual cavities in a photonic crystal molecule by tuning with a photochromic thin film. We demonstrated tuning an initially decoupled two-cavity photonic crystal molecule through its resonance condition. Also, we showed that the tuning technique is reversible, which is essential in applying the tuning technique to photonic molecules consisting more than two cavities. As an example, we tuned a three-cavity photonic molecule into resonance condition.
Chapter 4: Coupling single-defect emitters in 2D semiconductor to surface plasmon polaritons
4.1 Introduction

Surface plasmons at the interface between a conductor and a dielectric concentrate light to subwavelength dimensions. An atom-like emitter placed in a high-field region of a surface plasmon mode exhibits large Purcell enhancement, and strong optical nonlinearity. These phenomena are essential in applications such as quantum information processing and quantum networking.

The field of surface plasmon polaritons decays within a few tens of nanometers from the surface, so strong interactions require nanometer-scale alignment of the emitter. To date, most of the reported coupled systems have relied on the random deposition of emitters around plasmonic structures. This approach has the potential to create many devices, but at a low yield of successful devices. Deterministic fabrication techniques have also been explored, such as using an atomic force microscope (AFM) cantilever or the glass fiber tip of a shear-force microscope to control the position of an emitter relative to the plasmonic structure. These methods have a high yield of successful devices, but require complex setups and create devices one at a time, so are difficult to scale up. A random deposition approach with high yield of successful devices is highly desirable, and could significantly improve scalability.

Recently, bound excitons localized by defects in two-dimensional (2D) semiconductors have emerged as a new class of atom-like emitters that can exhibit high-quantum-yield, single-photon emission. These localized excitons also hold a number of advantages for coupling to surface plasmons. First, unlike quantum dots and defects in solids that are embedded in a dielectric matrix, these emitters reside in a 2D sheet. This allows the excitons to come much closer to the surface of the conductor. Second, strain engineering enables the formation of these defects at desired locations. Third, these emitters have a relatively narrow linewidths (\(\sim 100 \mu\text{eV}\)), which offers the possibility of achieving strong coupling to plasmonic
structures. \textsuperscript{49,50} Finally, these emitters can serve as single qubits for carrying quantum information, using both electron spins and valley pseudospins inherited from the 2D semiconductor band structure. \textsuperscript{165,166} Nevertheless, achieving efficient coupling between single defects in 2D semiconductors and plasmonic nanostructures remains challenging.

Here we demonstrate that single defects in 2D semiconductors can efficiently couple to surface plasmon polaritons. We deposited atomically thin WSe\textsubscript{2} sheets on colloidally synthesized silver nanowires. Localized, atom-like defects naturally form along the nanowire surface due to an induced strain gradient. Due to the proximity of the induced defects to the surface, they efficiently couple to propagating surface plasmon polaritons. We show that at least 39\% of the emission from a single defect couples to the nanowire and scatters from the ends. Such a coupled system could be used for applications such as ultrafast nanoscale single-photon sources,\textsuperscript{43,45} which paves a way toward super-compact plasmonic circuits.
4.2 Preparation of device

Figure 27a shows a schematic of the device. We first deposited chemically synthesized, bi-crystalline silver nanowires,\textsuperscript{167,168} with average diameter of 100 nm and lengths varying from 3 µm to 10 µm, on a glass slide. Figure 27b shows a scanning electron micrograph (SEM) of the silver nanowires used in the experiment. We employed a dilute enough solution that the deposited nanowires were well separated, enabling us to isolate individual nanowires on an optical microscope. After depositing nanowires, we transferred a monolayer of WSe\textsubscript{2} sheets on top of the nanowires. Figure 27c shows a microscopic image of the WSe\textsubscript{2} monolayers used in the experiment. We synthesized these monolayers on a sapphire substrate using a chemical vapor deposition method,\textsuperscript{169} then transferred them to the glass slide using a polydimethylsiloxane (PDMS) substrate as an intermediate transfer medium.\textsuperscript{170} We grew a high density of monolayer flakes on the substrate to ensure that the WSe\textsubscript{2} covered a large fraction of the nanowires after transfer.

Figure 27 (a) 3D schematic layout of a silver nanowire/WSe\textsubscript{2} monolayer device. (b) Scanning electron micrograph showing the silver nanowires used in the experiment. (c) Optical micrograph of WSe\textsubscript{2} monolayer flakes grown by chemical vapor deposition. Lighter areas correspond to the monolayer.
4.3 Test of the Device

4.3.1 Experimental setup

To characterize the sample, we cooled it to 3.2K in an attoDRY cryostat (Attocube Inc.). We performed photoluminescence measurements using a confocal microscope. To excite the WSe$_2$ monolayer, we focused the laser on the sample surface using an objective lens with a numerical aperture of 0.8. By adjusting the collimation of the input laser we attained either a small, diffraction-limited spot that was used to excite a specific point on a nanowire, or a larger spot that was used to excite the entire length of the nanowire. We excited the sample using either a continuous-wave laser emitting at 532 nm, or a mode-locked Ti:sapphire laser emitting at 710 nm, with a 2 ps pulse duration and a 76 MHz repetition rate (Mira 900, Coherent, Inc.). We used the same objective lens to collect the photoluminescence from the sample. Pump laser light was rejected using a long-pass optical filter. We used a half-wave plate and a polarizing beam splitter to direct the collected signal either to a monochrome scientific camera (Rolera-XR, Qimaging, Inc.) for imaging, or to a single-mode fiber that acted as a spatial filter. The single-mode fiber was used to deliver the signal to a grating spectrometer (SP2750, Princeton Instruments). A flip mirror could be used to direct the grating-resolved signal to a CCD camera (PyLoN100BR, Princeton Instrument) to measure emission spectra, or to a single-photon-counting avalanche diode (Micro Photon Devices) to perform time-resolved measurements.

4.3.2 Strain induced single-defect emitters in 2D semiconductors

Figure 28a shows a photoluminescence intensity map of a sample excited with the continuous-wave laser. The red box indicates the position of the silver nanowire. We used an un-collimated laser to generate a large focal spot that excited a large portion of the silver nanowire. In addition
to diffuse photoluminescence from the entire excitation region, the image reveals bright localized emission spots along the length of the nanowire. Such localized emission has been reported to be signature of single localized emitters.\textsuperscript{96-99} We find that these defects formed preferentially where the WSe\textsubscript{2} monolayer covered the nanowire. We observed this behavior in numerous nanowires. We attribute the formation of defects to strain induced by the nanowire. Similar strain-driven defect formation has been reported for patterned substrates that contained holes\textsuperscript{103} or micropillars.\textsuperscript{106}

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{figure28.png}
\caption{(a) Photoluminescence intensity map of a WSe\textsubscript{2} monolayer over a silver nanowire. The red box indicates the position of the silver nanowire. (b) Photoluminescence spectrum of the bright localized spots along the silver nanowire. (c) Photoluminescence spectrum of a bare WSe\textsubscript{2} monolayer.}
\end{figure}
To verify that the bright localized spots are single, atom-like emitters, we measured their emission spectrum. We used a large focal spot of the continuous-wave laser to excite multiple emitters along the wire and collected their photoluminescence. Figure 28b shows the resulting photoluminescence spectrum, which exhibits several sharp emission lines. The spectrum from the region containing the localized defects is distinct from the spectrum collected at a bare WSe\(_2\) monolayer area, which displays two broad peaks corresponding to the exciton and ensemble of defects and impurities of the monolayer (Figure 28c). The sharp spectral emission at the bright localized regions supports the assertion that these spots are single, strain-induced emitters.

Figure 29a shows the spectrum of a representative single emitter along a nanowire. The emitter was excited using the continuous-wave laser with a highly focused spot, and the spectrum was obtained over a narrow spectral range. The spectrum is a doublet, each peak of which corresponds to one of two orthogonal linear polarizations of the emission. A fit of the spectrum to two Lorentzian functions gives linewidths of 0.08 nm (183 µeV) for the peak at 736.74 nm and 0.16 nm (365 µeV) for the peak at 737.07 nm, with a splitting of 0.33 nm (745 µeV). This spectrum is similar to that of those natural, defect-bound, localized emitters observed previously in WSe\(_2\) monolayers.\(^{96-99}\)

Figure 29b shows the integrated intensity of the photoluminescence of the same emitter in Figure 29a as a function of excitation power of the continuous-wave laser. The saturation behavior observed is consistent with single-defect emission. The solid line is a fit to a saturation function of the form \(I = I_{sat}P/(P_{sat} + P)\), where \(I\) and \(I_{sat}\) are the integrated intensity and the saturation intensity, respectively, and \(P\) and \(P_{sat}\) are excitation power and saturation power, respectively. From the fit we determined a power of 3.6 W/cm\(^2\) (before the objective lens) and an integrated intensity of \(3\times10^4\) counts/s on the spectrometer at saturation.
For further confirmation that the emission arises from a defect, we performed time-resolved photoluminescence measurement on the emitter in Figure 29a. We excited the emitter with pulses of the Ti:sapphire laser, and measured the photoluminescence using a single-photon-counting avalanche diode. A time-correlated, single-photon counting system (PicoHarp 300, PicoQuant Inc.) was used to determine the signal decay of the emitter as a function of time following the laser pulse. Figure 29c shows the time-resolved photoluminescence of the emitter. We normalized the curve with respect to its count rate at time $t = 0$. We fit the decay to a single exponential (solid line) with a lifetime of 2.4 ns. This lifetime is significantly longer
than that of the excitonic emission of an WSe$_2$ monolayer, which is typically on the order of a few picoseconds at a temperatures near 4 K.\textsuperscript{171,172} However, the measured lifetime is consistent with that of a confined quantum emitter.\textsuperscript{173-176} The signal in Figure 29c does not decay to zero at $t \gg 0$, which is due to non-zero count on the avalanche diode as a result of environment light and dark noise at all times.

### 4.3.3 Coupling between single-defect emitter and silver nanowire

One fortuitous advantage of the strain-driven formation process is that the emitters are naturally generated near the high-field region of the wire. We therefore expect the emitters to couple efficiently to guided surface plasmon modes. Figure 30a shows a photoluminescence intensity map of an emitter near the midpoint of a silver nanowire. We focused the continuous-wave laser on the emitter at the location denoted “C”. In addition to the photoluminescence from the emitter itself, we also observed emission from both ends of the silver nanowire (denoted “A” and “B”). We attribute the light at the ends of the nanowire to emission from the emitter that couples to guided surface plasmon polaritons and travels to the ends. To verify that the emission at the wire ends originates from the defect, we measured the emission spectrum at all three points (Figure 30b). All three emission spectra are identical, which demonstrates that the emission originates from the same source. Furthermore, when we moved the excitation spot away from the emitter, all three peaks disappeared.
Figure 30 (a) A photoluminescence intensity map shows emission at the emitter (denoted “C”) and at both ends of the silver nanowire (denoted “A” and “B”). The red box indicates the position of the silver nanowire. (b) Photoluminescence spectra collected at “C” (red circles), “A” (green circles) and “B” (blue circles).

We can estimate the coupling efficiency of the defect emission into the plasmonic mode of the silver nanowire by comparing the emission intensity at both ends of the nanowire to the overall emission of the emitter. The coupling efficiency is given by

\[ \beta = \frac{(I_A + I_B + L)}{(I_A + I_B + I_C + L)} \]

in which \( I_i \) (\( i = A, B \) or \( C \)) is the integrated intensity at location \( i \) and \( L \) is number of photons lost while propagating along the silver nanowire. We do not have an accurate means of measuring \( L \), and therefore cannot calculate the exact coupling efficiency. However, \( \beta_{\text{min}} = \frac{I_A + I_B}{I_A + I_B + I_C} \) is a lower bound to the coupling efficiency, which in this case is found to be 39%. \( \beta_{\text{min}} \) is quite high, which indicates a substantial coupling efficiency between the surface...
plasmon mode and the nanowire. We note that our calculation assumes that the collection efficiency at all three points is approximately equal. This approximation is reasonable, because each emission spot originates from a sub-wavelength source.
4.4 Summary

In summary, we have demonstrated efficient coupling between a localized emitter in atomically thin WSe\textsubscript{2} and the propagating surface plasmon mode of a silver nanowire. The nanowire induces a strain gradient that results in emitters being formed naturally along the nanowire surface. We measured a lower-bound coupling efficiency of 39\% from the emitter into the plasmonic mode of the silver nanowire.
Chapter 5: Summary and outlook
This thesis studies two important aspects of non-classical light by exploring controlled interactions between single photon emitters and photonic nano-structures.

The first part of the thesis demonstrates all-optical coherent control of energy transfer between a quantum dot and a photonic crystal cavity by manipulating the vacuum Rabi oscillations of the strongly coupled system. In the experiment, we utilized a photonic molecule consisting of two coupled photonic crystal cavities to achieving strong coupling and at the same time a cavity enhanced a.c. Stark shift to turn on and off the coupling on time scales faster than the vacuum Rabi oscillations of the system. We transferred energy from an excited quantum dot to the cavity mode and vice versa and showed that the energy transfer process was coherent. Furthermore, we performed a Ramsey type experiment in which we coherently controlled light-matter states of the coupled system.

Further improvements in transfer efficiency can be achieved by increasing the cavity–quantum dot coupling strength and reducing cavity losses using deterministic alignment and better cavity designs. Current state-of-the-art quantum dot cavity QED systems have already achieved $g/\kappa > 3$. Such coupling strengths may be sufficient to control higher-order photon number states when combined with the control technique we demonstrate here. Our results could ultimately provide a path towards gigahertz-rate controlled synthesis of non-classical light at optical frequencies.

As an extension of the above experiments, we also present a photochromic tuning technique to control the coupling interaction of photonic molecules consisting coupled cavities. We showed that the tuning technique is reversible and could be applied to control coupling of photonic molecules consisting two or more cavities. Besides photonic crystal molecules that we used in the first part of the thesis, this approach could be applied to photonic crystal molecules with larger numbers of cavities, as well as cavity-waveguide systems. The method
is highly versatile and could also be applied to other cavity architectures such as micro-disk resonators\textsuperscript{180} and micro-ring resonators.\textsuperscript{181} Ultimately, these results could pave the way for development of complex and highly reconfigurable integrated photonic devices composed of a large array of nanophotonic cavities.

The second part of the thesis explores coupling between single defects in 2D semiconductor (atomically thin WSe\textsubscript{2}) and surface plasmon polaritons of a silver nanowire. The silver nanowire induces strain gradient on the monolayer WSe\textsubscript{2}, generating single-defect emitters self-aligned to the plasmonic mode of the silver nanowire. We measured a lower-bound coupling efficiency of 39\% from the emitter into the silver nanowire.

Although the technique we presented here does not enable a deterministic positioning of emitters near the plasmonic structure, it does induce emitters self-aligned to the surface plasmon polaritons with efficient coupling. This could lead to a high yield of coupled devices as long as the atomically thin WSe\textsubscript{2} sheet appropriately covers a large number of plasmonic structures. To gain a control over the coupling strength between the emitter and the surface plasmon polariton, one potential path would be to insert a buffer layer, such as a boron nitride of controlled thickness,\textsuperscript{182} between the monolayer WSe\textsubscript{2} and the silver nanowire. With a large enough coupling strength between the emitter and surface plasmon polariton, it is possible to obtain a coupled system with nonlinearity at the single-photon level, which is essential for applications such as photonic transistors.\textsuperscript{49} The technique presented here is versatile, and could be applied to construct coupled systems consisting of diverse plasmonic structures\textsuperscript{52} and single defects in a range of 2D semiconductors.\textsuperscript{96-102}
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