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The Quadrotor-Biplane-Tailsitter (QBT) configuration is the basis for a me-

chanically simplistic rotorcraft capable of both long-range, high-speed cruise as well

as hovering flight. This work presents the development and validation of a set of

preliminary design tools built specifically for this aircraft to enable its further devel-

opment, including: a QBT weight model, preliminary sizing framework, and vehicle

analysis tools. The preliminary sizing tool presented here shows the advantage af-

forded by QBT designs in missions with aggressive cruise requirements, such as off-

shore wind turbine inspections, wherein transition from a quadcopter configuration

to a QBT allows for a 5:1 trade of battery weight for wing weight. A 3D, unsteady

panel method utilizing a nonlinear implementation of the Kutta-Joukowsky con-

dition is also presented as a means of computing aerodynamic interference effects

and, through the implementation of rotor, body, and wing geometry generators, is

prepared for coupling with a comprehensive rotor analysis package.
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Chapter 1: Introduction

1.1 Motivation: Needs of the Offshore Wind Energy Industry

As of September of 2015 the offshore wind industry has installed 8,990 MW of

energy production capacity and over 1,600 turbines worldwide, and its demonstrated

efficacy has placed offshore wind farms in the spotlight for many nations as they seek

to grow their renewable energy portfolios. While countries like Denmark and the

United Kingdom are at the forefront of offshore wind development in the West, the

Asian market is significant, seeing aggressive development of offshore wind resources

by countries such as China and Japan. In the United States, the Department of

Energy set a goal in 2015 for the nation to derive 35% of its electricity from wind

power by 2050, a vision that requires 86 GW of installed offshore wind power gen-

eration capacity. As the time of writing, the US has completed a total of a 30 MW

of installed offshore wind power production capacity (0.03% of the goal) in the form

of a 5 turbine farm off the coast of Rhode Island. However, as shown in Figure 1.1,

this is only the beginning of the offshore wind industry in the US as there is over 20

GW of additional capacity in various levels of planning. This mammoth industrial

expansion requires support from a variety of industries and their nascent (or non-

existent) supply chains, including: large-scale offshore construction, shipbuilding,

1



large-scale steel fabrication, large-scale composites manufacturing, and others.

Figure 1.1: Worldwide offshore wind development pipeline [1]

Furthermore, there is the issue of cost. For example, the United States Energy

Information Administration [14] estimates that, when considering the levelized cost

of energy for powerplants entering service in the United States by 2022, offshore

wind power will cost $145.90/MWh (including levelized tax credit). This is over

2 times that of onshore wind plants entering service in a comparable time frame

($63.70/MWh, not including levelized tax credit of $11.60/MWh) or conventional

combined cycle gas-fired plants ($56.50/MWh, with no applicable tax credits). To

aid wind plants in becoming competitive, state and national governments both at

home and abroad have typically offered wind developers various subsidies in an

effort to enable the industry’s growth where it might not be competitive. In addi-

tion, the American, English, and Danish governments have adopted various policies

that both encourage competition between wind project developers and de-risk the

project planning process. These include the practices of developing detailed meteo-

rological predictions and histories for potential project locations as well as opening
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competitive auctions of power generation subsidies as discussed by Smith et. al. [1].

However, while these policies do impact various capital and operational expendi-

tures, they do not address the underlying issues that contribute to them.

Figure 1.2: Offshore wing cost of energy breakdown [1]

As part of an effort to better describe these issues, the National Renewable

Energy Laboratory (NREL) [15] published an assessment of the opportunities for

and barriers to the development of offshore wind power in the United States. In

this report, Musial and Ram note that costs related to operations and maintenance

(O&M) account for 20-33% of an offshore wind project’s total expenses. As seen in

Figure 1.2, this has not been the case for onshore wind power, where O&M-related

expenses are nearly 10% less than those for offshore projects. Whereas component

failure rates, failure costs, and required turbine downtime during repairs exacerbate

these costs, as detailed by Carroll et. al. [2] and Shafiee et. al. [16], Dinwoodie and

McMillan [17] also demonstrate how turbine accessibility, and thus meteorological
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and oceanic (henceforth referred to collectively as “metocean”) conditions, can also

have a significant impact on expenses related to turbine O&M. Since turbines are

naturally sited in locations conducive to power generation, locations which are asso-

ciated with extreme metocean conditions, thus restricting regular surface travel to

available “weather windows,” this places a premium on component reliability and

maintenance strategy. This has been demonstrated in studies by Lei et. al. [18] as

well as Sarker and Fiaz [19].

This question of accessibility is the subject of a variety of studies on the relative

costs of preventive and corrective maintenance strategies. An opportunistic strat-

egy, such as developed by Sarker and Fiaz [19], capitalizes on turbine accessibility

windows typically used to perform necessary corrective maintenance in order to per-

form preventative maintenance instead. However, other models focus on developing

failure predictions and opportunistic maintenance schedules that leverage the same

windows more specifically and effectively. These predictive maintenance strategies,

such as those being developed by Lei et. al. [18] and Shafiee et. al. [16], capitalize

on condition-based monitoring techniques, such as those described by Kandukuri et.

al. [20] and Takoutsing et. al. [21], in order to predict the remaining useful life of

the turbine or turbine component such that maintenance missions can be planned

before a failure occurs. However, both Takoutsing et. al. and Kanukuri et. al. note

that, despite the significant advantages of these various condition-based monitor-

ing (CBM) techniques, they are still under development and require a significant

investment to implement.
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1.1.1 Maintenance Drivers and Inspection Methodology

In addition to accessibility issues, there are also certain components that, in

particular, drive these expenses. As noted in a study of about 350 offshore wind

turbines by Carroll et. al. [2], rotor blades require the most technicians per repair,

the highest cost per repair, and boast the 5th highest failure rate of all of turbine

components surveyed (as shown in Figure 1.3). The defects responsible for these

failures are typically found by inspectors performing visual inspections. However, as

previously noted, these inspections are frequently hampered by metocean conditions

and the inability to access turbines on a consistent basis.

Figure 1.3: Pareto chart of average component failure rate [2]

At present, methods of performing a rotor blade inspection (that are consid-

ered in this work) include manned access to each blade via (1) a roped descent

from the turbine nacelle or (2) remote inspections facilitated by various short-range

unmanned multicopters that can be carried within range of individual turbines by
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boat. Other methods of inspection, such as an inspection from personnel on a CTV

utilizing telephoto lenses or inspections from manned aircraft are also options, but

cannot give the same perspective as a roped inspector on a blade or a UAS in

close proximity to a blade, making these latter two methods the primary options for

on-demand inspections. The operational paradigm reflected by each of methods con-

sidered in this work are depicted in Figure 1.4, where travel distances and weather

requirements are drawn from an existing wind farm layout [22] and metocean condi-

tions in the Maryland offshore wind energy area. These inspection methodologies

Figure 1.4: Inspection mission concepts requiring manned transportation to the tur-
bine

are limited by their respective tolerances for metocean conditions. A representative

value for these limitations has been drawn from publicly available specifications for

various Unmanned Aerial Systems (UAS) used for turbine inspections or, in the case

of the Crew Transfer Vehicles (CTVs) utilized for oversea transport, from Maples

et. al. [23]. A summary of this is compiled in Table 1.1. These methods are dis-
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cussed in more detail by Navigant Research [24], and various companies, including

SkyProff [25], and DJI [26].

Table 1.1: Summary of inspection methods and limitations

Method Inspection Time Weather Limits
Roped inspector 3 hr Waves < 4:9 ft

CTV-borne UAS 20 min
Waves < 4:9 ft
Wind < 50 ft/s

It is worth noting that all of these methods carry with them significant costs,

be they in terms of financial investment, risk to personnel, the time necessary to

carry out the inspection, or the necessity for ample weather windows to actually be

able to access the turbine. These weather windows, while predictable in the short

term, are a significant limitation to turbine servicing due to seasonal variation in

weather patterns. As shown in Figure 1.5, these seasonal variations can result in

nearly 100% increases in average wind speed as well as dramatic variation in the

direction of the prevailing wind. Wave height exhibits a similar trend, though it

should be recognized that both trends will vary depending on the particular farm’s

location with respect to the local topography (e.g., islands, underwater obstacles,

etc.) and weather patterns. Hence, predicting weather patterns and scheduling

tasks for the available windows is key to any maintenance strategy.

Hence, to best take advantage of these windows, inspection missions should

be expedited, insofar as is advisable, and decoupled, insofar as it is possible, from

metocean conditions: a difficulty for manned, up-tower inspections. As noted by the

owner of one inspection company [26], these missions require 3-4 hours per turbine
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Figure 1.5: Probability distributions of wind speed and direction in the Maryland
offshore wind energy area [3]

inspection, not including transport to the turbine by aircraft or water vessel. Hence,

while the range and endurance of current UAS still requires them to use support

vehicles for inter-farm transport, application of these aircraft to this mission has been

shown to reduce the inspection time per turbine by over 75%. Also of significance

is that, while a manned inspection incurs some amount of risk to persons in their

transport to the turbine as well as during the roped inspection itself, these unmanned

methods inherently reduce that risk. While it is true that UAS are not without risk,

the hazard to human beings is substantially reduced by removing workers from

hazardous environments and by operating the UAS in areas, such as a wind farm,

that are inherently deserted.
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