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<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$E$</td>
<td>As a space it denotes a Polish space</td>
</tr>
<tr>
<td>$\mathcal{P}(E)$</td>
<td>Space of probability measures on the Polish space $E$</td>
</tr>
<tr>
<td>$\mathcal{P}<em>{\text{Sym}}(E^N)$ or $\mathcal{P}</em>{\text{Sym}}(E^k)$</td>
<td>Space of symmetric probability measures on $E^N$ or $E^k$</td>
</tr>
<tr>
<td>$X = (x_1, \cdots, x_N)$</td>
<td>Short notation for space variables</td>
</tr>
<tr>
<td>$V = (v_1, \cdots, v_N)$</td>
<td>Short notation for velocity variables</td>
</tr>
<tr>
<td>$z_i = (x_i, v_i)$</td>
<td>Short notations for $(x_i, v_i)$</td>
</tr>
<tr>
<td>$Z = (X, V)$</td>
<td>Short notation for all variables</td>
</tr>
<tr>
<td>$f_N(t, Z)$</td>
<td>Joint distribution of $(X_1(t), V_1(t), \cdots, X_N(t), V_N(t))$</td>
</tr>
<tr>
<td>$\rho_N(t, X)$</td>
<td>Joint distribution of $(X_1(t), \cdots, X_N(t))$</td>
</tr>
<tr>
<td>$\partial_t f$</td>
<td>The time derivative of function $f$</td>
</tr>
<tr>
<td>$f_t(\cdot)$ or $f(t, \cdot)$</td>
<td>The function $f$ valued at time $t$</td>
</tr>
<tr>
<td>$\bar{f}_N(t, Z)$ or $f_t^{\otimes N}$</td>
<td>The full tensor product $\bar{f}<em>N(t, Z) = \prod</em>{i=1}^N f_t(z_i)$</td>
</tr>
<tr>
<td>$\bar{\rho}_N(t, X)$ or $\rho_t^{\otimes N}$</td>
<td>The full tensor product $\bar{\rho}<em>N(t, X) = \prod</em>{i=1}^N \rho_t(x_i)$</td>
</tr>
<tr>
<td>$f_t^{\otimes k}$</td>
<td>The $k$- tensor product of $f$ as $\prod_{i=1}^k f_t(z_i)$</td>
</tr>
<tr>
<td>$\rho_t^{\otimes k}$</td>
<td>The $k$- tensor product of $\rho$ as $\prod_{i=1}^k \rho_t(z_i)$</td>
</tr>
<tr>
<td>$f_{N,k}$</td>
<td>The $k$-marginal distribution of $f_N$</td>
</tr>
<tr>
<td>$\rho_{N,k}$</td>
<td>The $k$-marginal distribution of $\rho_N$</td>
</tr>
</tbody>
</table>
Chapter 1: Introduction

In this thesis, we rigorously derive mean field equations from large systems of interacting particles with singular or rough interaction kernels, focusing on the stochastic case where a large system of Stochastic Differential Equations (SDEs) converges to a McKean-Vlasov Partial Differential Equation (PDE) as the number \(N\) of particles goes to infinity. This is a longstanding open and challenging question, considered as part of Hilbert’s 6th problem, which has only a few recent successes. We refer to the book [133] and recent reviews [69,91,94] for detailed introduction of this subject.

1.1 Large systems of particles: canonical models

Large systems of interacting particles are now fairly ubiquitous. They are usually formulated by first-principle (for instance Newton’s 2nd law) individual based models which are conceptually simple. For instance, in physics particles can represent ions and electrons in plasmas [144], or molecules in a fluid [90] or even galaxies [1] in some cosmological models; in biosciences they typically model the collective behavior of animals or micro-organisms (cell or bacteria) [29,42,118]; in economics or social sciences particles are individual “agents” or “players” [99,119,145].
Large systems of particles are usually (at least in the classical regime) modeled by systems of Ordinary Differential Equations (ODE) or SDEs. In this thesis, we focus on two canonical models of large systems of particles formulated below.

The most classical model is the Newton dynamics for $N$ indistinguishable point particles driven by 2-body interaction forces and Brownian motions. Denote by $X_i \in \mathbb{D}$ and $V_i \in \mathbb{R}^d$ the position and velocity of particle number $i$. The evolution of the system is given by the following SDEs,

$$dX_i = V_i \, dt, \quad dV_i = \frac{1}{N} \sum_{j \neq i} K(X_i - X_j) \, dt + \sqrt{2\sigma_N} \, dW^i_t,$$

where $i = 1, 2, \cdots, N$. The $W^i$ are $N$ independent Brownian motions or Wiener processes, which may model various types of random phenomena: For instance random collisions against a given background. The stochastic term here and later in (1.2) should be understood in the Itô sense. If $\sigma_N \equiv 0$, the system (1.1) reduces to the classical deterministic Newton dynamics. Here vector valued kernels $K$ model the interaction forces between two particles. Detailed discussions on various choices of $K$ will appear in Section 1.3. We use the convention that $K(0) = 0$, i.e. there is no self-interaction.

The space domain $\mathbb{D}$ may be the whole space $\mathbb{R}^d$, the flat torus $\mathbb{T}^d$ or some bounded domain. The analysis of a bounded, smooth domain is strongly dependent on the type of boundary conditions but can sometimes be handled in a similar manner with some adjustments. Thus for simplicity we typically limit ourselves to $\mathbb{D} = \mathbb{R}^d$, $\mathbb{T}^d$. Even if $\mathbb{D}$ is bounded, there is no hard cap on velocities so that the actual domain in position and velocity, $\mathbb{D} \times \mathbb{R}^d$ is always unbounded.
The critical scaling in (1.1) (and later in (1.2)) is the factor $\frac{1}{N}$ in front of the interaction terms. This is the mean field scaling and it keeps, at least formally, the total strength of the interaction of order 1. For more detailed discussion on the mean field scaling and other type scalings, we refer to the discussion in Section 1.1 in the review [91].

As the companion of (1.1), we also consider the 1st order stochastic system

$$dX_i = F(X_i)\,dt + \frac{1}{N} \sum_{j \neq i} K(X_i - X_j)\,dt + \sqrt{2\sigma_N}\,dW_i,$$  

(1.2)

where $i = 1, \cdots, N$, $F$ models the exterior forces and other assumptions follows the 2nd order system (1.1).

In the deterministic regime, i.e. $\sigma_N \equiv 0$, the 1st order system (1.2) comprises the 2nd system (1.1) as a special case. Indeed, by setting that

$$Z_i = (X_i, V_i), \quad F(Z_i) = (V_i, 0), \quad \tilde{K}(Z_i, Z_j) = (0, K(X_i - X_j)),$$

the 1st order system (1.2) with $\tilde{K}$ defined above reduces to the 2nd order system (1.1).

However, in the stochastic case when $\sigma_N > 0$, we have a full diffusion in (1.2) while only a degenerate diffusion (only on the velocity variables) in (1.1). This will have several important consequences. See the discussions in Section 2.1.3.

We focus on the canonical models (1.1) and (1.2) simply because with various kernels $K$ they are enough for many interesting applications and capture the essential difficulties of the mean field limit problem. We believe that our method have implications well beyond them: models with friction, self-compelled terms,
multi-species, even with space dependent strength $\sigma_N$ of noises and various models in biophysics or in quantum mechanics settings...

1.2 The mean field limit: McKean-Vlasov PDEs

Due to the large number $N$ of particles, it is extremely complicated and costly to study or simulate the microscopic systems (1.1) or (1.2) directly. The number $N$ of particles can be as large as $10^{25}$ for typical physical settings and $10^9$ in typical bioscience settings. Even for $N = 4, 5$, the dynamics of certain ODE systems (let alone SDE systems) can be so chaotic [139–141] that it is impossible to trace the trajectories of particles exactly. Fortunately, the large scale dynamics (for instance the statistical information or the average behavior) can usually be approximated by a continuous PDE model, thanks to the very famous critical mechanism known as \textit{Laws of Large Numbers}, in which people are most interested for practical purposes.

The basic but fundamental idea to reduce this complexity by deriving a mesoscopic or macroscopic system dates back to Maxwell and Boltzmann in their work on the later called Boltzmann equation. For the derivation of the Boltzmann equation, we only refer the readers to [37, 65, 101]. Here we work on a different regime: the collision-less regime under the mean field scaling.

For the 2nd order system (1.1), for very large $N$, one expects to approximate the system (1.1) by the following Vlasov equation or McKean-Vlasov equation (if diffusion is present)

$$
\partial_t f + v \cdot \nabla_x f + K \star \rho \cdot \nabla_v f = \sigma \Delta_v f, \quad \rho(t, x) = \int_{\mathbb{R}^d} f(t, x, v) \, dv \quad (1.3)
$$
where the unknown \( f = f(t, x, v) \) is the phase space density or 1-particle distribution and \( \rho = \rho(t, x) \) is the spatial (macroscopic) density and \( \sigma_N \to \sigma \geq 0 \). Our central problem is then to show the mean field limit of the system (1.1) towards McKean-Vlasov equation (1.3) and in particular to quantify how close they are for a given \( N \).

Similarly, for 1st order system (1.2), one expects that as the number \( N \) of particles goes to infinity the system (1.2) will converge to the following PDE

\[
\partial_t \rho + \text{div}_x (\rho [F + K \ast \rho]) = \sigma \Delta_x \rho,
\]

where the unknown \( \rho = \rho(t, x) \) is the spatial density and again \( \sigma_N \to \sigma \geq 0 \).

1.3 Examples of interaction kernels and some variant models

In this section, we list some examples of \( K \) and discuss variant models of (1.1) and (1.2). The references that are cited have no pretension to be exhaustive but hopefully indicate that it is critical to consider the mean field limit for systems with singular or rough kernels.

- The Poisson kernel. For the 2nd order system (1.1), the best known example of interaction kernel is the Poisson kernel, that is

\[
K(x) = \pm C_d \frac{x}{|x|^d}, \quad d = 2, 3, \ldots,
\]

where \( C_d > 0 \) is a constant depending on the dimension and the physical parameters of the particles (mass, charges...). This corresponds to particles under gravitational interactions for the case with a minus sign and electrostatic interactions (ions in a
plasma for instance) for the case with a positive sign. See [96, 144] for the original modelings and [66, 67] for particle methods for the Vlasov-Poisson system (1.3).

The 1st order model (1.2) can be regarded as the zero inertia limit (Smoluchowski-Kramers approximation) (see for instance [56, 136]) of Langevin equations in statistical physics. However, the model (1.2) has its own important applications.

- The Biot-Savart kernel. The most famous example is the stochastic vortex model (1.2) with $F = 0$ in fluid dynamics with the Biot-Savart kernel

$$K(x) = \frac{1}{2\pi} \left( \frac{-x_2}{|x|^2}, \frac{x_1}{|x|^2} \right),$$

which is widely used to approximate the 2D Navier-Stokes equation written in vorticity form. See for instance [27, 28, 63, 113, 124] and (random) point vortex method [41, 72, 110].

One important class of the kernels are given in the gradient form $K = -\nabla W$, where $W$ are interaction potential functions. This class includes the Poisson kernels as discussed above. Indeed, one chooses $W(x) = \pm C_d / |x|^{d-2}$ for $d \geq 3$ and $W(x) = \pm \frac{1}{2\pi} \log |x|$ for $d = 2$, where $C_d > 0$. The positive sign in $d \geq 3$ and the minus sign in $d = 2$ correspond to repulsive forces. However, we have more examples of $K$ in the gradient form.

- The 2nd order system (1.1) with kernels $K = -\nabla W$. For the 2nd order case, the interaction potential $W$ can model the short-range repulsion and long-range attraction mechanism in bioscience or physical applications. For instance $W$ might be

$$W(x) = -C_A e^{-|x|/\ell_A} + C_R e^{-|x|/\ell_R},$$
where $C_A, C_R$ and $l_A, l_R$ are the strengths and the typical lengths of attraction and repulsion respectively. See [50] for the modeling and [17] for the mean field limit.

- The 1st order system (1.2) with kernels $K = -\nabla W$. For the 1st order system, the kernels $K$ can also be the Poisson kernels, in particular $W(x) = \frac{1}{2\pi} \log |x|$ in 2D, the system (1.4) corresponds to the famous Keller-Segel equation of chemotaxis, a canonical model for the collective motion of micro-organisms. The corresponding microscopic model (1.2) is usually used as a particle model to approximate (1.4). We refer mainly to [64] for the mean field limit, together with [68,108].

In general, we consider aggregation models (1.2) with an exterior force $F(X_i) = -\nabla V(X_i)$. Mathematically well-investigated models typically require that $W$ and $V$ are (quasi-)convex and with polynomial or exponential growth at infinity, with the help of gradient flow structures. They are widely used in many settings such as in biology, ecology and in study of space homogeneous granular media [9]. See for instance [19,20,36,43,111,112] for the mathematical study of the particle system (1.2) and more recently the mean field limit [10,11,33,35,51] using the gradient flow techniques as in [5]. Similar to the 2nd order case above, certain choices of $W$ can model the short-range repulsion and long-range attraction mechanism. For instance one can choose

$$W(x) = \frac{1}{|x|^{d-2}} + \frac{1}{2}|x|^2$$

for $d \geq 3$ as in [32] (see the references therein for a more detailed modeling discussion).

In these cases the kernels $K$ are usually only locally Lipschitz or even singular.
See also the examples in [51] where $K = -\nabla W$ and $W$ can be chosen as the $s$–Riesz functions as

$$W(x) = \begin{cases} \frac{1}{C_{d,s}} \frac{1}{|x|^s}, & \text{if } 0 < s < d, \\ -\frac{1}{C_{d,0}} \log |x|, & \text{if } s = 0. \end{cases} \quad (1.5)$$

where $C_{d,s}$ are certain normalized constants depending on the dimension $d$.

The gradient flow structure for the 1st order system (1.2) with $K = -\nabla W$ shall be compared to the Hamiltonian structure for the 1st order systems with $\text{div}_x K = 0$ (one example of $K$ is the Biot-Savart kernel) and the 2nd order systems (1.1). The Hamiltonian structure, i.e. the velocity fields $K \ast \rho$ in the 1st order system and $(v, K \ast \rho(x))$ in the 2nd order system are divergence free, enjoys a special attention in this thesis.

In the following, we discuss some variant models of (1.1) or (1.2).

- **Fokker-Planck equation.** One can add extra terms like friction or self-propulsion in the acceleration $dV_i$ in (1.1). For example, the expected limit (1.3) with an extra term $-\kappa \text{div}_v(vf)$ in the left-hand side, correspondingly the particle system (1.1) with an extra friction term $-\kappa V_i \, dt$ in the acceleration $dV_i$, is usually called the Fokker-Planck (Vlasov-Poisson-Fokker-Planck if $K$ is the Poisson kernel) equation in the physics literature. See [84] for the mean field limit in 1D case.

- **Alignment models.** Since the pioneering works in [42,137] and later in [118], Newton like systems (variants of (1.1)) have been used to model flocks of birds, schools of fish, swarms of insects... One can see [29,34,76] and the references therein for a more detailed discussion of flocking or swarming models in the literature. In
the Cucker-Smale model [42] the evolution of particle number $i$ reads

$$
dX_i = V_i \, dt, \quad dV_i = \frac{1}{N} \sum_{j \neq i} k(|X_i - X_j|)(V_j - V_i)
$$

where $i = 1, \cdots, N$. Or similarly, one can also consider the corresponding variant of the 1st order model as

$$
dX_i = \frac{1}{N} \sum_{j \neq i} k(|X_i - X_j|)(X_j - X_i),
$$

where $i = 1, \cdots, N$. These alignment models are also quite popular in modeling opinion dynamics [99,119] and synchronization [100] for instance.

Here $k$ is a scalar function now modeling the strength of the alignment, which typically in the form of $1/(1 + |x|)^\alpha$ in [29,42] or singular $1/|x|^\alpha$ in [31]. In [118] the strength is normalized as

$$\frac{k(|X_i - X_j|)}{\sum_{k=1}^N k(|X_i - X_k|)}.$$ 

Hence the force acting on each particle $i$ is automatically bounded.

- **Why stochastic models?** Sometimes the presence of the noise in the models is important since we cannot expect animals to interact with each other or the environment in a completely deterministic way. We in particular refer to [75] for stochastic Cucker-Smale model with additive white noise as in (1.2) and to [3] for multiplicative white noise in velocity variables respectively. The rigorous proof of the mean field limit was given in [17] for systems similar to (1.1) with locally Lipschitz vector fields; the mean-field limit for stochastic Vicsek model where the speed is fixed is given in [18].

- **Rough kernels or kernels with discontinuities/jumps at critical distances.**
In the above examples, $K$ can be *singular* at the origin, i.e. $|K(x)| \to \infty$ or $|\nabla K(x)| \to \infty$ as $|x| \to 0$, but they are usually smooth outside any neighborhood of 0. This does not hold for many applications.

For instance, in typical social science or bioscience settings, it is natural to have *discontinuous* kernels, which means that the interaction between two particles (a prey and a predator, a buyer and a seller, two birds in a flock...) could change abruptly at certain critical distances. For instance, birds or mammals only have limited vision abilities [30]: outside a visible region the interaction might suddenly vanish. We can thus only expect localized interactions, for instance $K(x) = h(|x|) = 0$ if $|x| > R$ where $h$ is function measuring the vision ability and $R > 0$ is the maximum distance an animal can see or the minimum distance to take action for instance run away from predators. Here $h$ can be discontinuous or only in $L^\infty$ as in [30]. See also [85,86] for modeling discussions.

- **General collision models.** In collision models, particles only interact when they collide. A canonical example is the famous Boltzmann equation describing the evolution of dilute gases [14,15,37,101]. More general, one can consider particles with non-smooth shapes (for instance cells or micro-organisms) in fluids which only interact when they collide. For instance $K(X_i - X_j)$ is more or less related to $\nabla 1_{C_j}$ in (1.2), where $C_j$ is the region occupied by the $j$–th particle. In this case $K$ can be chosen to be a measure in an appropriate way on a sphere or even not a measure. For fixed $N$, this general dynamics may even not be well-defined. But the large scale dynamics similar to (1.3) or (1.4) might be clarified mathematically.
As in [12, 78], one can also consider collective dynamics in the sense of Cucker-Smale but driven by rank-based interactions. For instance, each particle (bird) can only be influenced by the nearest \( m \) particles. See [46, 105] for examples from evolutionary game theory and economics respectively. In the large \( N \) limit, this will lead to a Boltzmann type PDE. See also another rank-based model called competing Brownian particles in [127], with possible applications in stock markets for instance.

1.4 Classical mean field framework as introduced by Kac

We introduce the classical setting for the mean field limit introduced by Kac [97], focusing on the simple but significant 2nd order system (1.1), leading to the McKean-Vlasov equation (1.3) in the large \( N \) limit.

1.4.1 The \( N \)-particle Liouville equation

The starting point of our statistical framework is the joint distribution/law

\[ f_N(t, Z) = \text{Law}(X_1(t), V_1(t), \cdots, X_N(t), V_N(t)) \in \mathcal{P}(E^N), \]

where \( E = \mathbb{D} \times \mathbb{R}^d \). The evolution of the joint law \( f_N \) is governed by the \( N \)-particle Liouville equation (or the Master equation)

\[ \partial_t f_N + \sum_{i=1}^N v_i \cdot \nabla_{x_i} f_N + \frac{1}{N} \sum_{i=1}^N \sum_{j \neq i} K(x_i - x_j) \cdot \nabla_{v_i} f_N = \sigma_N \sum_{i=1}^N \Delta_{v_i} f_N, \quad (1.6) \]

corresponding to (1.1) and usually coupled with initial data \( f_N^0 \). It can be derived by applying Itô’s formula to \( d \phi(X_1(t), V_1(t), \cdots, X_N(t), V_N(t)) \), where \( \phi \) is a test function. See Proposition 7 on the existence of weak solutions of (1.6) and related issues in Section 2.1.
The fact that particles are indistinguishable implies that $f_N \in \mathcal{P}_{\text{Sym}}(E^N)$, a symmetric probability measure on the space $E^N$. That is for any permutation of indices $\tau \in S_N$,

$$f_N(t, z_1, \cdots, z_N) = f_N(t, z_{\tau(1)}, \cdots, z_{\tau(N)}).$$

We can then define the $k$–marginals of $f_N$ as

$$f_{N,k}(z_1, \cdots, z_k) = \int_{E^{N-k}} f_N(t, z_1, \cdots, z_N) \, dz_{k+1} \cdots dz_N,$$

where $z_i = (x_i, v_i)$, $Z = (z_1, \cdots, z_N)$ and $E = \mathbb{D} \times \mathbb{R}^d$. It is easy to check that the $k$–marginal distribution is also symmetric $f_{N,k} \in \mathcal{P}_{\text{Sym}}(E^k)$ for $2 \leq k \leq N$.

The joint distribution $f_N \in \mathcal{P}(E^N)$ contains all the information of the particle system (1.1) but is not experimentally observable. Instead the observable statistical information (temperature, pressure or other macroscopic quantities) of the system is contained in the marginals $f_{N,k}$: Usually it is enough to know the behavior of the marginals for practical reasons.

1.4.2 Propagation of (Kac’s) chaos

The original notion of propagation of chaos goes as far back as Maxwell and Boltzmann. The classical notion of propagation of chaos was formalized by Kac in [97].

Let us begin with the the simplest definition

**Definition 1** Assume $E$ is a Polish space. A law $f_N \in \mathcal{P}(E^N)$ is tensorized/chaotic if there exists a probability measure $f \in \mathcal{P}(E)$ such that

$$f_N(z_1, \cdots, z_N) = \Pi_{i=1}^N f(z_i).$$
We can simply denote as \( f_N = f^{\otimes N} \).

The chaotic initial data \( f^0_N = f_0^{\otimes N} \) for the Liouville Eq. (1.6) means that the initial phase space positions \( Z_i(0) = (X_i(0), V_i(0)) \ (i = 1, \cdots, N) \) are independent and identically distributed according to the common law \( f_0 \). This is a usual assumption, in particular in the probability community, for the initial distributions. It is reasonable since in general the initial condition can be the result of a different dynamics which could have an ergodic or mixing property.

But the chaotic initial condition is too strong. It is more realistic to have the independence or chaos in the large \( N \) limit, instead of finite \( N \), for the marginals \( f_{N,k} \) in fixed dimension \( k \), instead of the joint law \( f_N \) in dimension \( N \).

This leads to Kac’s chaos, which is an asymptotic chaos in the large \( N \) limit.

**Definition 2 (Kac’s chaos)** Let \( E \) be a Polish space (In this section \( E = D \times \mathbb{R}^d \)).

A sequence \( (f_N)_{N \geq 2} \) of symmetric probability measures on \( E^N \) is said to be \( f \)-chaotic for a probability measure \( f \) on \( E \), if one of the following equivalent properties holds:

i) For any fixed \( k = 1, 2, 3, \cdots \), the \( k \)-marginal \( f_{N,k} \) of \( f_N \) converges weakly to \( f^{\otimes k} \) as \( N \) goes to infinity, i.e. \( f_{N,k} \rightharpoonup f^{\otimes k} \);

ii) The second marginal \( f_{N,2} \) converges weakly to \( f^{\otimes 2} \) as \( N \) goes to infinity: \( f_{N,2} \rightharpoonup f^{\otimes 2} \);

iii) The empirical measure (random probability measure valued in \( \mathcal{P}(E) \)) associated with \( f_N \), that is

\[
\mu_N(z) = \frac{1}{N} \sum_{i=1}^{N} \delta(z - Z_i)
\]  

with \( f_N = \text{Law}(Z_1, \cdots, Z_N) \) where \( (Z_1, \cdots, Z_N) \in E^N \) are exchangeable random vari-
ables, converges in law to the deterministic measure $f$ as $N$ goes to infinity.

Here the weak convergence $f_{N,k} \to f^\otimes k$ simply means that for any test functions $\phi_1, \cdots, \phi_k \in C_b(E)$,

$$\lim_{N \to 0} \int_{E^k} \phi_1(z_1) \cdots \phi_k(z_k) f_{N,k}(z_1, \cdots, z_k) \, dz_1 \cdots dz_k = \prod_{i=1}^k \int_{E} f(z_i) \phi_i(z_i) \, dz_i,$$

and $\mu_N$ converges in law to $f$ means for any test function $\phi \in C_b(E)$,

$$E_{f_N} \left( \left| \int_{E} \phi(z) \, d\mu_N(z) - \int_{E} \phi(z) \, dz \right|^2 \right) = E_{f_N} \left( \frac{1}{N} \sum_{i=1}^{N} \phi(Z_i) - \int_{E} \phi(z) \, dz \right)^2 \to 0$$

as $N \to \infty$, where $E_{f_N}$ means the expectation is taken according to the law $f_N$. In this section, we chose $Z_i = (X_i(t), V_i(t)) \in E = \mathbb{D} \times \mathbb{R}^d$.

We refer to [135] for the classical proof of equivalence between the three properties. A version of the equivalence has recently been obtained in [83], quantified by the $1$ Monge-Kantorovich-Wasserstein (MKW) distance between the laws.

Even with the very strong chaotic initial condition $f_{N,0}^0 = f_0^\otimes N$, we can only expect that the solution $f_N(t)$ to the Liouville Eq. (1.6) is $f_t$-chaotic in the asymptotic or Kac’s sense as Definition 2. Indeed, for fixed $N$ the solution $f_N(t)$ cannot be chaotic. There are correlations between particles simply because they are interacting with each other through the force term $K$ and hence strict independence is only possible asymptotically as $N \to \infty$ as an effect of Laws of Large Numbers.

We are more interested in propagating (Kac’s) chaos, i.e considering whether or not the initial asymptotically chaotic condition can be propagated for certain time if we run the dynamics (1.1) or (1.6). This corresponds to the notion of propagation of chaos.
**Definition 3 (Propagation of (Kac’s) chaos)** Assume that the sequence of initial data $(f^N_0)_{N \geq 2}$ is $f_0$-chaotic. Then propagation of chaos holds for systems (1.1) (or (1.6)) up to time $T > 0$ iff for any $t \in [0,T]$, the sequence $(f_N(t))_{N \geq 2}$ is also $f_t$-chaotic, where $f_t$ is the solution to the limit (1.3) with initial data $f_0$.

1.4.3 Formal derivation of the McKean-Vlasov system (1.3) from the BBGKY hierarchy

Propagation of chaos is the key concept to obtain the mean field limit (the classical form is given in Def. 2 iii) for instance). Assuming propagation of chaos, in particular for any $k$ fixed $f_{N,k}(t) \to f_t^{\otimes k}$ up to time $t \leq T$, one can formally derive the McKean-Vlasov equation (1.3) from the Liouville equation (1.6) through the famous BBGKY hierarchy.

We only give a sketch of the formal calculations here. The readers are encouraged to see [69] for a more detailed discussion.

From the Liouville equation (1.6), it is easy to deduce equations on each marginal $f_{N,k}$. Applying the fact $f_N \in \mathcal{P}_{\text{Sym}}(E^N)$ and using the appropriate permutation, one obtains the BBGKY hierarchy

$$
\partial_t f_{N,k} + \sum_{i=1}^k v_i \cdot \nabla_{x_i} f_{N,k} + \frac{1}{N} \sum_{i=1}^k \sum_{j=1, j \neq i}^k K(x_i - x_j) \cdot \nabla_{v_i} f_{N,k} + \frac{N-k}{N} \int_{D \times \mathbb{R}^d} K(x_i - x) \cdot \nabla_{v_i} f_{N,k+1}(t, z_1, \ldots, z_k, z) \, dz = \sigma_N \sum_{i=1}^k \Delta_{v_i} f_{N,k},
$$

where $z = (x, v)$ and $z_i = (x_i, v_i)$.

Writing the formal limit of $f_{N,k}$ as $f_{\infty,k}$, formally one obtains the Vlasov hier-
archy or the mean field hierarchy

\[
\partial_t f_{\infty,k} + \sum_{i=1}^{k} v_i \cdot \nabla_{x_i} f_{\infty,k} + \\
+ \sum_{i=1}^{k} \int_{D \times \mathbb{R}^d} K(x_i - x) \cdot \nabla_{x_i} f_{\infty,k+1}(t, z_1, \cdots, z_k, z) \, dz = \sigma \sum_{i=1}^{k} \Delta_{x_i} f_{\infty,k},
\]

(1.9)

where \(\sigma = \lim_{N \to \infty} \sigma_N \geq 0\). Taking the tensorized form of \(f_{\infty,k} = f^{\otimes k}\) and also \(f_{\infty,k+1} = f^{\otimes (k+1)}\), given by the propagation of chaos, all (1.9) reduce to the Vlasov equation (1.3).

The BBGKY hierarchy is more like a formal tool to get the right mean field equations. The best rigorous result [132] to obtain the mean field limit through the BBGKY hierarchy up to now still requires \(K \in W^{1,\infty}\). We now switch to the original Liouville equation (1.6), which contains exactly the same information as in the BBGKY hierarchy.

1.5 From relative entropy to propagation of chaos

Our method works in the level of the Liouville equation which has several advantages. First, we only need the existence of weak solutions to the Liouville equation (1.6), which is possible under very weak assumptions of \(K\), for instance \(K \in L^\infty\). Second, working on the Liouville equation is conceptually easy: We do not need to consider certain technical issues of stochastic processes.

The main difficulty of the mean field limit is the lack of an appropriate norm which can measure the distance between the particle system (1.1) and its limit (1.3). In the following, we will show that the (scaled) relative entropy is the right norm to obtain the mean field limit.
1.5.1 Preliminary about relative entropy

Here we only define the key concepts in this chapter. For a more complete discussion on entropy and relative entropy, we refer the readers to Appendix A.

Let us define the (scaled) relative entropy of the joint distribution $f_N \in \mathcal{P}_{\text{Sym}}(E^N)$ with respect to the full tensor product of $f \in \mathcal{P}(E)$, i.e. $\bar{f}_N := f^\otimes N$ or $\bar{f}_N(Z) = \Pi_{i=1}^N f(z_i)$, as the following

$$H_N(f_N|\bar{f}_N) = \frac{1}{N} \int_{E^N} f_N \log \frac{f_N}{\bar{f}_N} dZ$$

where $Z = (z_1, \cdots, z_N)$ and $z_i \in E$ and $E = \mathbb{D} \times \mathbb{R}^d$ if we choose $f_N$ as a weak solution to the Liouville (1.6), and $f$ as the strong solution to the limit (1.3).

Similarly, one can define that the $k$ dimensional relative entropy of $f_{N,k}$ w.r.t. the $k-$tensor product $f^\otimes k$ of $f$ as

$$H_k(f_{N,k}|f^\otimes k) := \frac{1}{k} \int_{E^k} f_{N,k} \log \frac{f_{N,k}}{f^\otimes k} dz_1 \cdots dz_k.$$

It is easy to check that any relative entropy (once well-defined) must be non-negative. However, a more important observation is the monotonicity of the (scaled) relative entropy as per

**Proposition 1 (Monotonicity of the scaled relative entropy)** For each $1 \leq k \leq N$, one has

$$0 \leq H_k(f_{N,k}|f^\otimes k) \leq H_N(f_{N}|f^\otimes N).$$

The proof of a slightly stronger version is given in Appendix A.
Prop. 1 indicates that the relative entropy estimate for the joint law \( f_N \) can be transferred to its marginals. This is really crucial, usually absent for other norms for instance \( L^p \) norm.

The \( k \) dimensional relative entropy \( H_k(f_{N,k}|f^{\otimes k}) \) can in turn control \( \|f_{N,k} - f^{\otimes k}\|_{L^1} \) thanks to the very famous

**Lemma 1 (Classical Csiszár-Kullback-Pinsker inequality)** Assume that \( E \) is a Polish space. Let \( F,G \in \mathcal{P}(E) \cap L^1(E) \), then

\[
\|F - G\|_{L^1} \leq \sqrt{2H(F|G)},
\]

where the relative entropy is not scaled, that is

\[
H(F|G) = \int_E F(Z) \log \frac{F(Z)}{G(Z)} \, dZ.
\]

The proof of this lemma can be found in Chapter 22 in [138]. We refer the readers to Appendix A for a baby version and its elementary proof.

Combining Prop. 1 and Lemma 1, one reaches the following crucial estimate.

**Proposition 2 (From relative entropy to chaos)** Assume that \( E \) is a Polish space, \( f_N \in \mathcal{P}_{Sym}(E^N) \) and \( f \in \mathcal{P}(E) \). Then one has

\[
\|f_{N,k} - f^{\otimes k}\|_{L^1} \leq \sqrt{2kH_k(f_{N,k}|f^{\otimes k})} \leq \sqrt{2kH_N(f_N|f^{\otimes N})}.
\]

**Proof** Applying Lemma 1 for two probability measures \( f_{N,k} \) and \( f^{\otimes k} \) on \( E^k \), one has the first inequality. The last inequality follows Prop. 1. \( \square \)

The joint distribution \( f_N \) itself is not very interesting and more like an intermediate object to get the physical relevant quantities for instance the marginals.
Prop. 2 indicates the possibility to work directly at the level of the Liouville equation but hopefully to recover the information of the marginals. This is the main idea of our framework: we directly compare the joint law $f_N$ to the limit through the relative entropy, which in turn implies the propagation of chaos.

1.5.2 Mean field limit for the 2nd order system

With an asymptotically chaotic initial condition in the sense of relative entropy, i.e. $H_N(0) := H_N(f_0^0 | f_0^N) \to 0$ as $N \to \infty$ and an expected evolution bound
\[
\frac{d}{dt} H_N(f_N(t) | f_r^N) \leq \frac{C}{N},
\]
we obtain the propagation of chaos for the 2nd order system (1.1) as per

**Theorem 1 (Propagation of Chaos for the 2nd order system)** Assume $K \in L^\infty$ and that the limiting solution $f(t, x, v) \in L^\infty([0, T], L^1(\mathbb{D} \times \mathbb{R}^d) \cap W^{1,p})$ for every $1 \leq p \leq \infty$ solves the Vlasov Eq. (1.3) with the bound
\[
\theta_f = \sup_{t \in [0, T]} \int_{\mathbb{D} \times \mathbb{R}^d} e^{\lambda_f |\nabla_v \log f|} f \, dx \, dv < \infty,
\]
for some $\theta_f$, $\lambda_f > 0$. For the case of vanishing randomness, that is in the case $\sigma_N \to \sigma = 0$, we further assume that
\[
\sup_{t \in [0, T]} |\nabla_{(x,v)} \log f(t, x, v)| \leq C(1 + |x|^k + |v|^k).
\]
Assume that the initial data $f_0^N$ of the Liouville equation (1.6) satisfies
\[
\sup_{N \geq 2} \frac{1}{N} \int_{(\mathbb{D} \times \mathbb{R}^d)^N} f_0^0 \log f_0^0 \, dZ < \infty, \quad \sup_{N \geq 2} \frac{1}{N} \int_{(\mathbb{D} \times \mathbb{R}^d)^N} \sum_{i=1}^N (1 + |z_i|^2) f_0^0 \, dZ < \infty,
\]
(1.12)
as well as
\[ H_N(f_N^0 | f_0^\otimes N) = \frac{1}{N} \int_{(D \times \mathbb{R}^d)^N} f_N^0 \log\left( \frac{f_N^0}{f_0^\otimes N} \right) dZ \to 0, \quad \text{as} \ N \to \infty. \]

In the case \( \sigma_N \to \sigma = 0 \), we also assume that
\[ \sup_{N \geq 2} \frac{1}{N} \int_{(D \times \mathbb{R}^d)^N} \sum_{i=1}^N \left( 1 + |x_i|^{2k} + |v_i|^{2k} \right) f_N^0 dZ < \infty. \] (1.13)

There exists a universal constant \( C \) s.t. for any corresponding weak solution \( f_N \) to the Liouville Eq. (1.6) as given by Proposition 7 and for any \( t \leq T \)
\[ H_N(f_N(t) | f_t^\otimes N) \leq e^{Ct\|K\|_{L^\infty} \theta_f/\lambda_f} \left( H_N(f_N^0 | f_0^\otimes N) + \alpha_N + \frac{C}{N} \right) \to 0, \quad \text{as} \ N \to \infty, \]
where \( \alpha_N = C (\sigma - \sigma_N)^2 / (\sigma \sigma_N) \) if \( \sigma > 0 \) and \( \alpha_N = C \sigma_N \) if \( \sigma = 0 \).

Hence for any fixed \( k \), the \( k \)-marginal \( f_{N,k} \) of \( f_N \) converges to the \( k \)-tensor product of \( f \) in \( L^1 \) as \( N \to \infty \), i.e.
\[ \| f_{N,k} - f^\otimes k \|_{L^1} \to 0, \quad \text{as} \ N \to \infty. \] (1.14)

### 1.5.3 Consequence of the main result

**Mean Field Limit.** The main theorem above is a *Propagation of Chaos* result but in a stronger form. In particular, any marginal \( f_{N,k} \) converges towards \( f^\otimes k \) in \( L^1 \) norm with an explicit rate. Propagation of chaos implies the *classical Mean Field limit*. Firstly note that the 1-particle distribution \( f_{N,1} \) converges to \( f \) in \( L^1 \).

Secondly, assume that one can obtain solutions to the SDE (1.1) system (at least for a short time independent of \( N \)) for almost all initial data. Consider now
a solution to (1.1) with random initial data determined according to the law $f^0_N$; the solution $(X_1(t), V_1(t), \ldots, X_N(t), V_N(t))$ is hence random as well (even the deterministic system (1.1) with $\sigma_N = 0$ propagates any initial randomness). Then the empirical measure as defined by (1.7) satisfies $\mu_N(t) \to f_t$ in law in $\mathcal{P}(\mathcal{P}(\mathbb{D} \times \mathbb{R}^d))$ for $t \leq T$ and also that with probability 1, $\mu_N$ will converge to $f$ for the weak − $\ast$ topology of measures. We refer to [69, 71, 91, 135] for a more precise presentation of this connection between the various concepts of Mean Field limit.

Some other stronger notions of propagation of chaos have recently been more thoroughly investigated and some of the connections between them elucidated in [83, 116, 117].

*Weak-strong argument.* Our main results are quite demanding on the expected limit $f$, in particular through assumption (1.10). They are essentially weak-strong type results: Weak requirements on $f_N(0)$ and $K$ are replaced by strong assumptions on the limit. In Theorem 1 the assumption (1.10) is satisfied if $f$ has Gaussian or any kind of exponential decay: $f \sim e^{-\nu |v|^\alpha}$. In general $C^k$ functions with compact support cannot satisfy (1.10) though Gevrey-like regularity seems to be possible.

Relative entropy turns out to be a very convenient norm for studying the mean field limit. But the major restriction is the existence of smooth solution (and also uniqueness) of the mean field PDE. How to extend the relative entropy method to the case where discontinuity could occur in the limit PDE is critical. But major difficulties might arise.

*The validity of the time interval.* All the theorems here are really conditional
results: They hold on any time interval $[0, T]$ for which one has existence of appropriate solutions $f$ to the McKean-Vlasov Eq. (1.3). In particular, Prop. 10 guarantees that such a time interval will exist in Theorem 1 but $T$ could be larger than what is given by Prop. 10. One may have $T = +\infty$ for some initial data or if additional regularity is known for $K$.

1.5.4 Comparison with the literature

The first proofs of the mean field limit for deterministic systems such as (1.1) with $\sigma_N = 0$ were performed in [24, 49, 121] (see also [133]) and for stochastic systems (1.1) and (1.2) in [114] (see also [115, 135]). Those now classical results have introduced the main concepts and questions for the mean field limit and propagation of chaos. They demand that $K \in W^{1,\infty}$ and rely on the corresponding Gronwall estimates for systems of ODEs (extended to infinite dimensional settings).

Classical results of the mean field limit need the kernel $K \in W^{1,\infty}$. One possible way to overcome the singularity is to regularize or truncate the kernel $K$. Since in many settings (like Poisson kernel), $K$ is only singular at the origin, this leads to working with a smooth $K_N$ s.t. $K_N(x) = K(x)$ for $|x| \geq \varepsilon_N$, $\varepsilon_N$ being a small parameter which typically vanishes when $N \to \infty$. The accuracy of the method depends on how small the scale $\varepsilon_N$ can be taken; one critical scale is $\varepsilon_N = N^{-1/d}$ which would be the minimal distance in physical space of $N$ particles over a grid.

For Poisson kernels, $K = C x/|x|^d$, the mean field limit was obtained for particles initially on a regular mesh in [66, 142] for $\varepsilon_n > N^{-1/d}$. When the particles
are not initially regularly distributed, propagation of chaos was obtained in [67] but only for $\varepsilon_N \sim (\log N)^{-1}$. Those results were recently improved in [104] with much smaller truncation scales $\varepsilon_N \sim N^{-1/d+\varepsilon}$. See also [102, 103] for more detailed discussion of the derivation of the Vlasov-Poisson (or Vlasov-Maxwell) system.

The only results for deterministic 2nd systems with singular, non-Lipschitz, kernels without truncation are [81] and the more recent [82] for the propagation of chaos. Those require that $K$ satisfies for some $\alpha < 1$

$$|K(x)| \leq \frac{C}{|x|^\alpha}, \quad |\nabla K(x)| \leq \frac{C}{|x|^\alpha+1}. $$

Theorem 1 does not require any bound on $|\nabla K|$ but does not allow $K$ to be unbounded either. It is therefore not directly comparable. In fact Theorem 1 is interesting precisely because it introduced a new and unexpected critical scale, $K \in L^\infty$.

Notice that the 2nd system (1.1) has a degenerate stochastic part (there is no diffusion in the $x$ variable) which may in addition vanish at the limit if $\sigma_N \to 0$. Theorem 1 is the only result that we are aware of in such a degenerate setting for non Lipschitz force terms.

Using a quite different method, i.e. viewing the ODEs as a differential inclusion system, the article [30] also deals with some flocking models with rough but bounded influence functions, which shall be compared to our assumption that $K \in L^\infty$. We also refer to [84] for the Vlasov-Poisson-Fokker-Planck system with Coulomb forces in 1D (hence the forces are bounded) and [80] for the earlier Dobrusin type estimate [80] for the 1D Vlasov-Poisson system.

The relative entropy method is widely used in the context of “diffusion limit” or
“scaling/hydrodynamic limit” context, see for instance [143] and earlier the entropy method [74]. It has also recently been applied to SDEs, for example in [59]. But to our best knowledge, it is the first time to be applied in the mean field limit in our work [93,95].

1.6 Relative entropy estimates: the need of combinatorics

Our results show relative entropy is the right norm to obtain the mean field limit. The proof of our main results relies on the study of the evolution of the relative entropy $H_N(t) := H_N(f_N(t)|f^\otimes N)$. Since initially $H_N(0)$ is small ($H_N(0) \to 0$ as $N \to \infty$), to make the relative entropy method work, we only need to show $\frac{d}{dt}H_N(t) \leq o(1)$ when $N \to \infty$.

In this chapter, we only prove an special case of Theorem 1: We focus on the deterministic case $\sigma_N = \sigma = 0$ and assume a stronger assumption for the limit $f$, that is

$$\nabla_v \log f \in L^\infty.$$  \hspace{1cm} (1.15)

All other assumptions follow exactly Theorem 1. The complete proof of Theorem 1 will appear in Chapter 3.

1.6.1 An intuitive example

In order to illustrate under what conditions we can expect that $\frac{d}{dt}H_N(t) \leq o(1)$ when $N$ is large, we consider the following more general questions.
Consider the following two PDEs for $g_N(t) \in \mathcal{P}(E^N)$ and $h_N(t) \in \mathcal{P}(E^N)$

$$\partial_t g_N + L_N g_N = 0 \quad (1.16)$$

and

$$\partial_t h_N + L_N h_N = Q_N h_N, \quad (1.17)$$

where $iL_N$ is a self-adjoint linear operator, while $\sup_N \|Q_N\|_{L^\infty} \leq C < \infty$.

Under this setting, one has

**Lemma 2** Assume that the system (1.16) dissipates the entropy

$$\int_{E^N} g_N(t) \log g_N(t) \, dZ \leq \int_{E^N} g_N^0 \log g_N^0 \, dZ$$

and the system (1.17) with $\sup_N \|Q_N\|_{L^\infty} < \infty$ admits a strong solution $h_N(t)$ with corresponding smooth initial condition $h_N^0$ for $t \in [0, T]$, $T > 0$. Then for $t < T$,

$$\frac{d}{dt} \|g_N - h_N\|_{L^1} \leq \int_{E^N} |Q_N| h_N \, dZ \leq \sup_N \|Q_N\|_{L^\infty}, \quad (1.18)$$

and

$$\frac{d}{dt} \frac{1}{N} \int_{E^N} g_N \log \frac{g_N}{h_N} \, dZ \leq -\frac{1}{N} \int_{E^N} g_N Q_N \, dZ \leq \sup_N \|Q_N\|_{L^\infty}. \quad (1.19)$$

**Proof** For the $L^1$ distance, one has

$$\partial_t |g_N - h_N| + L_N |g_N - h_N| \leq |Q_N| h_N.$$

Taking integrals on both sides and then integration by parts gives

$$\frac{d}{dt} \|g_N - h_N\|_{L^1} \leq \int |Q_N| h_N \, dZ \leq \|Q_N\|_{L^\infty}. \quad (1.19)$$
For the relative entropy, since we have already scaled it with the factor $1/N$, we expect its time derivative is in the order $1/N$, provided that $\sup N \|Q_N\|_{L^\infty} < \infty$. Since $g_N$ dissipates the entropy, written in a formal way, that is

$$(\partial_t + L_N)(g_N \log g_N) \leq 0.$$  

Since $h_N$ is a strong solution, one has

$$\partial_t \log h_N + L_N \log h_N = Q_N.$$  

Hence the evolution of the relative entropy can be computed formally as

$$\frac{d}{dt} \frac{1}{N} \int g_N \log \frac{g_N}{h_N} dZ = \frac{d}{dt} \int g_N \log g_N - \int \partial_t g_N \log h_N dZ - \int g_N \partial_t \log h_N$$

$$\leq - \int g_N (\partial_t + L_N) \log h_N = - \int g_N Q_N$$

that is

$$\frac{d}{dt} \frac{1}{N} \int g_N \log \frac{g_N}{h_N} dZ \leq - \frac{1}{N} \int g_N Q_N dZ.$$  

Under the assumption $\sup N \|Q_N\|_{L^\infty} < \infty$, one obtains (1.19). This completes the proof. □

**Consequence of Lemma 2.** We can conclude that given $\sup N \|Q_N\|_{L^\infty} < \infty$ in (1.17),

$$\frac{1}{N} \int_{E^N} g_N^0 \log \frac{g_N^0}{h_N^0} \leq C/N \Rightarrow \frac{1}{N} \int_{E^N} g_N(t) \log \frac{g_N(t)}{h_N(t)} \leq C/N$$

for $t \in [0, T]$. Usually $T$ cannot be arbitrarily large since the strong solution $h_N$ might cease to be smooth (develop shock for instance) after a period of time.

If we can establish (1.19) in Lemma 2 for $g_N = f_N$, a weak solution to the Liouville equation (1.6) and $h_N = \bar{f}_N = f^\otimes N$, where $f$ is the strong solution to the
Vlasov equation (1.3), then combining with Prop. 2, the relative entropy estimate (1.19) implies propagation of chaos. In particular, in the following of this chapter let us write

$$H_N(t) := H_N(f_N(t) | \tilde{f}_N(t)), \quad H_k(t) := H_k(f_{N,k}(t) | f^{\otimes k}(t))$$

in short. If $\frac{d}{dt} H_N(t) \leq \frac{C}{N}$ holds true as (1.19) in Lemma 2, then combining with Prop. 2, we would obtain

$$\|f_{N,k}(t) - f^{\otimes k}_t\|_{L^1} \leq \sqrt{2kH_k(t)} \leq \sqrt{2kH_N(t)} \to 0$$

as $N \to \infty$ given the asymptotic initial condition $H_N(0) \to 0$ as $N \to \infty$. The relative entropy estimate for the joint law $f_N$ can be transferred to the counterpart of its marginals $f_{N,k}$, which then implies the propagation of chaos. Next subsection is devoted to show why we can expect $\frac{d}{dt} H_N(t) \leq \frac{C}{N}$ even though the essential $\sup_N \|Q_N\|_{L^\infty} < \infty$ is not satisfied.

**Why $L^1$ norm does not work.** The $L^1$ norm does not work well simply because it does not have the tensorization properties as for the entropy and the relative entropy, in particular Prop. 1. Set $g_N = f_N$ and $h_N = \tilde{f}_N = f^{\otimes N}$. Then under the assumption that $\sup_N \|Q_N\|_{L^\infty} < \infty$, the $L^1$ estimate (1.18) in Lemma 2 becomes

$$\frac{d}{dt}\|f_N - \tilde{f}_N\|_{L^1} \leq \int |Q_N| \tilde{f}_N \, dZ \leq \sup_N \|Q_N\|_{L^\infty} < C,$$  \hspace{1cm} (1.20)

where $C$ is a universal constant.

However, we do not have a counterpart of Prop. 1 for $L^1$ (or $L^p$) distance. In particular, for $f_N \in \mathcal{P}_{\text{Sym}}(E^N)$ and $f_{N,1}$ its 1−marginal, we cannot control $\|f_{N,1} - f\|_{L^1}$ by any normalization of $\|f_N - \tilde{f}_N\|_{L^1}$ in the form $\frac{1}{\chi_N} \|f_N - \tilde{f}_N\|_{L^1}$. 
with \( \lambda_N \to \infty \) as \( N \to \infty \). Indeed, by choosing \( f_N = g^{\otimes N} \), where \( g \in \mathcal{P}(E) \) and \( \|g - f\|_{L^1} = \frac{1}{2} \), one has

\[
\frac{1}{2} = \|g - f\|_{L^1} = \|f_{N,1} - f\|_{L^1} \leq \|f_N - \tilde{f}_N\|_{L^1} \leq 2,
\]

while \( \frac{1}{\lambda_N} \|f_N - \tilde{f}_N\|_{L^1} \to 0 \) as \( N \to \infty \).

As a result of Lemma 2, in particular (1.18) or (1.20), even though

\[
\|f^0_N - \tilde{f}^0_N\|_{L^1} \leq C \implies \|f_N(t) - \tilde{f}_N(t)\|_{L^1} \leq C
\]

for any \( t \leq T \), we cannot recover any useful information for the marginals, except for the trivial bound

\[
\|f_{N,k}(t) - f^{\otimes k}_t\|_{L^1} \leq \|f_N(t) - \tilde{f}_N(t)\|_{L^1} \leq C
\]

which tells us nothing about the mean field limit or propagation of chaos.

### 1.6.2 The need of combinatorics

By Prop. 2, it seems tempting to apply Lemma 2 to the Liouville equation (1.6) and a variant Liouville equation for \( \tilde{f}_N = f^{\otimes N} \). Let us first write down two concrete examples for systems (1.16) and (1.17).

We now take \( L_N \) as the Liouville operator of (1.6) with \( \sigma_N = 0 \). That is

\[
L_N = \sum_{i=1}^N v_i \cdot \nabla x_i + \frac{1}{N} \sum_{i=1}^N \sum_{j \neq i} K(x_i - x_j) \cdot \nabla v_i.
\]

Therefore the Liouville equation (1.6) with \( \sigma_N = 0 \) can be written shortly as

\[
\partial_t f_N + L_N f_N = 0.
\]
Recall $\bar{f}_N(t, Z) = \prod_{i=1}^N f(t, z_i)$. It is easy to check that $\bar{f}_N$ solves

$$\partial_t \bar{f}_N + \sum_{i=1}^N v_i \cdot \nabla x_i \bar{f}_N + \sum_{i=1}^N K \ast \rho(x_i) \cdot \nabla v_i \bar{f}_N = 0.$$ 

Or using the Liouville operator $L_N$,

$$\partial_t \bar{f}_N + L_N \bar{f}_N = R_N \bar{f}_N \tag{1.21}$$

where we define

$$R_N = \frac{1}{N} \sum_{i,j=1}^N \nabla v_i \log f(x_i, v_i) \cdot \{K(x_i - x_j) - K \ast \rho(x_i)\}. \tag{1.22}$$

The $R_N$ is an example of $Q_N$ as in Lemma 2.

However, the basic but important assumption $\sup_N \|Q_N\|_{L^\infty} \leq C$ does not hold for our $R_N$ defined in (1.22). Indeed, a priori $R_N = O(N)$ since it is in a double summation form but only normalized by $1/N$. This indicates the need of combinatorics which is the main technical difficulty of our method.

Recalling the calculations in Lemma 2, one has

$$H_N(t) \leq H_N(0) - \frac{1}{N} \int_0^t \int_{E^N} f_N R_N \, dZ \, ds \tag{1.23}$$

where $R_N$ is the double summation defined in (1.22). We can complete the relative estimate (1.23) by showing that

$$-\frac{1}{N} \int_{E^N} f_N R_N \, dZ \leq \frac{C}{N}.$$

However, a priori $R_N = O(N)$ indicates that this is only possible if we can have certain cancellation rules. Recall that in the classical Laws of Large Numbers, the independence of $N$ random variables (or their joint distribution is tensorized)
plays a key role in obtaining the very famous convergence rate $1/\sqrt{N}$. We thus seek to replace $f_N$ by a tensorized object, hopefully $\tilde{f}_N = f^\otimes N$. We have the following lemma

**Lemma 3 (Evolution of the relative entropy)** Consider any weak solution $f_N$ to the Liouville equation (1.6) and $f$ the strong solution to the Vlasov (1.3) with initial data $f^0_N$ and $f_0$ respectively. Recall that $\tilde{f}_N(t) = f^\otimes t_N$. Then the evolution of the relative entropy $H_N(t) = H_N(f_N(t)|\tilde{f}_N(t))$ reads

$$H_N(t) \leq H_N(0) + \frac{1}{\nu} \int_0^t H_N(s) \, ds + \frac{1}{\nu N} \int_0^t \int_{E^N} \tilde{f}_N \exp(\nu |R_N|) \, dZ \, ds,$$

where $R_N$ is defined in (1.22) and $\nu$ is a positive parameter.

**Proof** Applying the Frenchel’s inequality to the function $u(x) = x \log x$, that is for any $x, y \geq 0$, $x \log x \leq x \log x + e^y - 1$, we obtain

$$-\frac{1}{N} \int f_N R_N \, dZ \leq \frac{1}{\nu N} \int \tilde{f}_N \left( \frac{f_N}{\tilde{f}_N} \nu |R_N| \right)$$

$$\leq \frac{1}{\nu N} \int f_N \log \frac{f_N}{\tilde{f}_N} \, dZ + \frac{1}{\nu N} \int \tilde{f}_N \exp(\nu |R_N|) \, dZ.$$

Therefore

$$-\frac{1}{N} \int_{E^N} f_N R_N \, dZ \leq \frac{1}{\nu} H_N(f_N|\tilde{f}_N) + \frac{1}{\nu N} \int_{E^N} \tilde{f}_N \exp(\nu |R_N|) \, dZ.$$

Combining with (1.23) or integrating over time $t$ completes the proof. □

We have changed the reference measure $f_N$ to a tensorized one $\tilde{f}_N$ but as a compensation $|R_N|$ becomes $\exp(|R_N|)$. 
1.7 Combinatorics: Laws of Large Numbers

By the previous Lemma 3, we can conclude the relative entropy estimate by Gronwall’s inequality if we can show under proper assumptions

$$\int \bar{f}_N \exp(\nu |R_N|) \, dZ \leq C < \infty$$

where $C$ does not depend on $N$. This is the place where the combinatorics, in spirit of Laws of Large Numbers, comes in. In this section, we will establish this main estimate under a stronger assumption $\nabla_v \log f \in L^\infty$ or (1.15), concluding the proof of this special case of Theorem 1.

1.7.1 Classical Laws of Large Numbers

Recall the very famous Laws of Large Numbers in probability. To make it adaptable to our framework, we consider the $L^2$, $L^4$ or more general $L^{2k}$ convergence of the experimental average $\Xi_N$ towards the mean value $\mu$.

**Proposition 3 (Law of Large Numbers in $L^2$)** Assume that a sequence of independent and identically distributed (real) random variable $\xi, \xi_1, \xi_2, \cdots$ in $L^2(\Omega, P, \mathcal{F})$ with the same law $g \in \mathcal{P}(\mathbb{R})$. Define $\Xi_N = \frac{1}{N} \sum_{i=1}^{N} \xi_i$. Then

$$\|\Xi_N - \int_{\mathbb{R}} xg(x) \, dx\|_{L^2(\Omega, P)} \leq \frac{C}{\sqrt{N}} \to 0, \quad \text{as } N \to \infty.$$

**Proof** For simplicity we let $\mu = E\xi = \int xg(x) \, dx = 0$. Then one simply calculates

$$E(\Xi_N)^2 = \frac{1}{N^2} \sum_{i_1, i_2=1}^{N} E\xi_{i_1}\xi_{i_2} = \frac{1}{N^2} \sum_{i=1}^{N} E\xi_i^2 = \frac{1}{N} E\xi^2 \to 0$$

(1.24)
as $N \to \infty$. The crucial fact here is the independence of each pair $(\xi_{i_1}, \xi_{i_2})$ with $i_1 \neq i_2$, leading to the vanishing of off-diagonal terms

$$E\xi_{i_1}\xi_{i_2} = E\xi_{i_1} E\xi_{i_2} = 0, \quad \text{if } i_1 \neq i_2. \quad (1.25)$$

Therefore one has the $L^2$ convergence with the very famous convergence rate $1/\sqrt{N}$.

Let us translate the expectation into the integral against the joint law $\bar{g}_N = g^\otimes N$ of $\xi_1, \cdots, \xi_N$. Indeed, the cancellation rule (1.25) reduces to the following

$$\int_{\mathbb{R}^N} x_{i_1} x_{i_2} \bar{g}_N(X) \, dX = \left( \int_{\mathbb{R}} x_{i_1} g(x_{i_1}) \, dx_{i_1} \right) \left( \int_{\mathbb{R}} x_{i_2} g(x_{i_2}) \, dx_{i_2} \right) = 0$$

provided that $i_1 \neq i_2$.

In this trivial case, we have $N^2$ multi-indices $I_2 = (i_1, i_2)$ in the summation (1.24) while only $N$ diagonal terms $I_2 = (i, i)$ will not vanish after taking expectation or integral against the tensorized joint law $\bar{g}_N$. Note that $N = \sqrt{N^2}$, which corresponds to the critical convergence rate $1/\sqrt{N}$.

Of course here the combinatorics is almost trivial, but the counterpart for the convergence in $L^{2k}$ needs more advanced combinatorics, which motivates our work.

**Proposition 4** In the setting in Prop. 3, we further assume that

$$E|\xi|^i = \int_{\mathbb{R}} |x|^i g(x) \, dx \leq 1 \quad (1.26)$$

for $i = 1, 2, \cdots$. Then for any integer $k$, one has the $L^{2k}$ convergence

$$\|\Xi_N - \int_\mathbb{R} xg(x) \, dx\|_{L^{2k}(\Omega, P)} \leq \frac{C\sqrt{k}}{\sqrt{N}}.$$
Proof The assumption (1.26) for $g \in \mathcal{P}(\mathbb{R})$ trivially holds true if the support $\text{supp}(g) \subset [0, 1]$. As usual, we assume the mean $\mu = 0$ for simplicity. We can expand the expectation as

$$E(\Xi)^{2k} = \frac{1}{N^{2k}} \sum_{1 \leq i_1, \ldots, i_{2k} \leq N} E(\xi_{i_1} \cdots \xi_{i_{2k}}).$$

(1.27)

We summarize the cancellation rule as follows. Any term in the summation with index $I_{2k} = (i_1, \ldots, i_{2k})$ vanishes, i.e.

$$E(\xi_{i_1} \cdots \xi_{i_{2k}}) = \int_{\mathbb{R}^N} x_{i_1} \cdots x_{i_{2k}} \bar{g}_N \, dx_1 \cdots dx_N = 0$$

provided that there exists $i_\alpha$ such that

$$i_\alpha \notin \{i_1, \ldots, i_{\alpha - 1}, i_{\alpha + 1}, \ldots, i_{2k}\}.$$

Consequently, the multi-indices $I_{2k}$ for non-vanishing terms all belong to the effective set $\mathcal{E}_{N;2k}$, which is defined as

$$\mathcal{E}_{N;2k} = \{I_{2k} = (i_1, \ldots, i_{2k}) | 1 \neq a_\nu := |\{1 \leq \alpha \leq 2k | i_\alpha = \nu\}|, \nu = 1, \ldots, N\}.$$

In other words, any multi-index $I_{2k} \in \mathcal{E}_{N;2k}$ has no singleton: any integer in $I_{2k}$ must be repeated.

Hence one has

$$E(\Xi_N)^{2k} = \frac{1}{N^{2k}} \sum_{I_{2k} \in \mathcal{E}_{N;2k}} E(\xi_{i_1} \cdots \xi_{i_{2k}}).$$

For each non-vanishing term, one has the trivial estimate

$$E(\xi_{i_1} \cdots \xi_{i_{2k}}) = E(\xi_1^{a_1} \cdots \xi_N^{a_N}) \leq (E|\xi_1|^{a_1}) \cdots (E|\xi_N|^{a_N}) \leq 1,$$
where \( a_\nu \) is the multiplicity of the integer \( \nu \) in \( I_{2k} \).

Applying the Lemma 5.5 in Chapter 5, we can bound the cardinality of \( \mathcal{E}_{N,2k} \) as

\[
|\mathcal{E}_{N,2k}| \leq ke^k N^k k^k.
\]

Combining all the estimates above, one finally obtains

\[
E(\Xi_N)^{2k} \leq \frac{1}{N^{2k}} \sum_{I_{2k} \in \mathcal{E}_{N,2k}} 1 \leq \frac{1}{N^k}(ke^k k^k).
\]

Therefore, we can still get the usual convergence rate \( 1/\sqrt{N} \). □

In this advanced case, the total number of multi-indices \( I_{2k} \) is \( N^{2k} \), while the cardinality of the effective set \( \mathcal{E}_{N,2k} \) is in the order of \( C^k k^k N^k \) which is again roughly \( \sqrt{N^{2k}} \). Here the effective set \( \mathcal{E}_{N,2k} \) can be regarded as a set of *General Diagonal Multi-indices*.

1.7.2 Combinatorics for double multi-indices

Now we go back to show that under proper assumptions

\[
\int \tilde{f}_N \exp(\nu|R_N|) \, dZ \leq C < \infty
\]

where \( C \) does not depend on \( N \). Our main estimates as in Theorem 5, Theorem 6 and Theorem 7 are all written in this form.

We here present a basic main estimate result, which can be proved by some similar but advanced combinatorics arguments in the spirit of Laws of Large Numbers, in particular Prop. 4.
Theorem 2  Assume that $\|K\|_{L^\infty} < \infty$ and $\|\nabla_v \log f\|_{L^\infty} < \infty$. For parameter $\nu > 0$ with $\nu \|K\|_{L^\infty} \|\nabla_v \log f\|_{L^\infty} < 1/C$, one has

$$\int E^N \bar{f}_N \exp(\nu |R_N|) \, dZ \leq C < \infty$$

where $C$ is a universal constant and $\bar{f}_N = f^{\otimes N}$ and $R_N$ is defined in (1.22).

The preparation of the proof of Theorem 2. For simplicity we set $\nu = 1$. The classical Laws of Large Numbers such as Prop. 3 and Prop. 4 cannot directly apply to the exponential function. Therefore, by Taylor expansion for $y = \exp(x)$ and Cauchy-Schwarz inequality, one expand the above integral as a series

$$\int E^N \bar{f}_N \exp(|R_N|) \, dZ \leq 3 \sum_{k=0}^{\infty} \frac{1}{(2k)!} \int \bar{f}_N |R_N|^{2k} \, dZ.$$  

(1.28)

If we can show the above series converges, the job is done. There is no better way but to expand $R_N$ by its definition. Therefore the $k$–th term

$$\frac{1}{(2k)!} \int E^N \bar{f}_N |R_N|^{2k} \, dZ$$

can be expanded as

$$\frac{1}{(2k)!} \frac{1}{N^{2k}} \int \sum_{1 \leq i_1, j_1 \leq N} \cdots \sum_{1 \leq i_{2k}, j_{2k} \leq N} (F_{i_1} \cdot \delta K^{i_1, j_1}) \cdots (F_{i_{2k}} \cdot \delta K^{i_{2k}, j_{2k}}) \bar{f}_N \, dZ,$$  

(1.29)

where we define

$$F_i = \nabla_{v_i} \log f(x_i, v_i), \quad \delta K^{i,j} = K(x_i - x_j) - K \ast \rho(x_i).$$

Under the assumption $\|\nabla_v \log f\|_{L^\infty} < \infty$, the $k$–th term can be estimated with

$$\frac{1}{(2k)!} \int |R_N|^{2k} \bar{f}_N \, dZ \leq \frac{1}{(2k)!} N^{2k} (2\|K\|_{L^\infty} \|\nabla_v \log f\|_{L^\infty})^{2k}.$$  

(1.30)
We divide the estimates for (1.28) into two cases. For the case when $k \ll N$ (actually we will choose $4k \leq N$), the right hand side of (1.30) will blow up if we fix $k$ but let $N \to \infty$. Therefore in this case we should go back to (1.29) and make use of the combinatorics in spirit of Prop. 4 to complete the estimates. For the case when $k$ is large (actually we choose $4k > N$), the trivial bound (1.30) is sufficient.

Now Theorem 2 is a natural consequence of the following two propositions.

**Proposition 5 (The case $4k > N$)** In the expanding (1.28), for $4k > N$, the $k$–th term can be estimated as

$$\frac{1}{(2k)!} \int |R_N|^{2k} \tilde{f}_N \, dZ \leq (4e\|K\|_{L^\infty}\|\nabla_v \log f\|_{L^\infty})^{2k}.$$  

*Proof of Prop. 5* This proposition is a direct consequence of the trivial bound (1.30). Indeed, since $4k > N$,

$$\frac{1}{(2k)!} N^{2k} \leq (2k)^{-2k} e^{2k} (4k)^{2k} = (2e)^{2k},$$

where we use the inequality $p^p \leq p!e^p$ in Chapter 5 as a consequence of Stirling’s formula. Inserting it back to (1.30) completes the proof. □

**Proposition 6 (The case $4k \leq N$)** In the expanding (1.28), for $4k \leq N$, the $k$–th term can be estimated as

$$\frac{1}{(2k)!} \int |R_N|^{2k} \tilde{f}_N \, dZ \leq (C\|K\|_{L^\infty}\|\nabla_v \log f\|_{L^\infty})^{2k},$$

where $C$ is a universal constant which does not depend on $N$. 
Proof of Theorem 2 is trivial now: by assuming Prop. 5 and Prop. 6 and setting \( \nu \) (or \( \|K\|_{L^\infty}\|\nabla_v \log f\|_{L^\infty} \)) be small enough, the series in (1.28) will converge. In the following, we focus on the proof of Prop. 6, which is the place where combinatorics plays a crucial role.

In the case \( 4k \leq N \), we shall go back to the complete expanding (1.29) and try to find the cancellation rules. More careful treatment will be given in Chapter 6 and Chapter 7. Here we give a general framework under which Theorem 2 or Prop. 6 shall be expected.

The general cancellation rules for the 2nd order case is simple. The exact formulation is Lemma 17 in Chapter 6. Here we summarize the essences as the following lemma

**Lemma 4** Assume that \( 4k \leq N \). Consider double multi-indices \((I_{2k}, J_{2k})\) with \( I_{2k} = (i_1, \ldots, i_{2k})\) and \( J_{2k} = (j_1, \ldots, j_{2k})\), where each component is chosen from \( \{1, 2, \ldots, N\}\). Therefore the term with multi-indices \((I_{2k}, J_{2k})\) in the expanding (1.29) will vanish provided that one of the following statements is satisfied:

1) there exists one \( i_\alpha \), such that \( i_\alpha \notin \{i_1, \ldots, i_{\alpha-1}, i_\alpha + 1, \ldots, i_{2k}\} \);

2) there exists one \( j_\beta \), such that \( j_\beta \notin \{i_1, i_2, \ldots, i_{2k}\} \cup \{j_1, \ldots, j_{\beta-1}, j_{\beta+1}, \ldots, j_{2k}\} \).

Lemma 4 can be easily proved by Fubini’s Theorem and the following two type cancellation rules (2.15)

\[
\int F_i \cdot \delta K^{i,j} f(x_i, v_i) \, dx_i \, dv_i = 0, \quad \int F_i \cdot \delta K^{i,j} f(x_j, v_j) \, dx_j \, dv_j = 0.
\]

The complete proof will be given in Chapter 6. Since a typical non-vanishing term
in (1.29) can be estimated as
\[
\int (F_{i_1} \cdot \delta K_{i_1,j_1}) \cdots (F_{i_{2k}} \cdot \delta K_{i_{2k},j_{2k}}) \tilde{f}_N \, dZ \leq (2\|K\|_{L^\infty} \|
abla_v \log f\|_{L^\infty})^{2k}, \quad (1.31)
\]
the crucial part is to count how many terms will not vanish.

We need to count those double multi-indices \((I_{2k}, J_{2k})\) such that neither conditions in Lemma 4 are satisfied. Consequently, \(I_{2k}\) must has no singleton, \(i.e.\) \(I_{2k} \in \mathcal{E}_{N,2k}\). And for fixed \(I_{2k} \in \mathcal{E}_{N,2k}\), \(J_{2k}\) shall be chosen according to \(I_{2k}\). In particular, \(J_{2k}\) belongs to the set defined as
\[
\mathcal{P}_{N,2k}^{I_{2k}} := \left\{ \begin{array}{l}
J_{2k} \in \mathcal{T}_{N,2k} \quad \text{either for all } 1 \leq \nu \leq 2k, j_\nu \in \{i_1, \cdots, i_{2k}\}; \\
\text{or for any } \nu \text{ such that } j_\nu \notin \{i_1, \cdots, i_{2k}\}; \\
\exists \nu' \neq \nu, \text{ such that } j_\nu = j_{\nu'}.
\end{array} \right.
\]

By Lemma 18 in Chapter 6, we has the right order for the cardinality for \(\mathcal{P}_{N,2k}^{I_{2k}}\), that is
\[
|\mathcal{P}_{N,2k}^{I_{2k}}| \leq C_k k^k N^k,
\]
where \(C\) is a universal constant.

Therefore one reaches the following lemma

**Lemma 5** In the expanding (1.29), the number of double multi-indices \((I_{2k}, J_{2k})\) for non-vanishing terms can be bounded by \(C_k k^k N^{2k}\), where \(C\) is a universal constant.

**Proof.** The proof is simply. Since the number of all possible choices of \(I_{2k}\) is bounded by \(C_k k^k N^k\) by Lemma 5.5, and for fixed \(I_{2k}\), the choices of \(J_{2k}\) is also bounded by \(C_k k^k N^k\), the multiplication principle of counting will complete the proof. □
The total number of all the double multi-indices \((I_{2k}, J_{2k})\) is \(N^{4k}\). The total number of the non-vanishing multi-indices for (1.29) is in the order \(C^k k^{2k} N^{2k}\), which is roughly \(\sqrt{N^{4k}}\). This agrees with the case in classical Laws of Large Numbers, in particular Prop. 4.

Now we can prove Prop. 6 by assuming Lemma 5.

Proof of Prop. 6 First, by Lemma 4 and Lemma 5, the expanding (1.29) can be reduced to

\[
\frac{1}{(2k)!} \frac{1}{N^{2k}} \sum_{I_{2k} \in \mathcal{E}_{N,2k}, J_{2k} \in \mathcal{P}_{N,2k}} \int_{E^N} (F_{i_1} \cdot \delta K_{i_1,j_1}) \cdots (F_{i_{2k}} \cdot \delta K_{i_{2k},j_{2k}}) \tilde{f}_N \, dZ.
\]

Combining with the trivial bound (1.31), it can be further bounded by

\[
\frac{1}{(2k)!} \frac{1}{N^{2k}} C^k k^{2k} N^{2k} (2\|K\|_{L^\infty} \|\nabla_v \log f\|_{L^\infty})^{2k}.
\]

Applying \(p^p \leq p^t e^p\) to \(p = 2k\) will give the final form in Prop. 6. \(\Box\)

More complete treatments of the combinatorics argument would appear in Chapter 5 – Chapter 7. The stronger assumptions (1.26) for the Law of Large Numbers in \(L^{2k}\) space agree with similar strong moment assumptions for the limit law \(f\) in our problem: here we assume a stronger assumption \(\nabla_v \log f \in L^{\infty}\), which can be relaxed to the assumption (1.10) or an equivalent moment assumption

\[
\sup_{p \geq 1} \frac{M_p}{p} = \sup_{p \geq 1} \frac{\|\nabla_v \log f\|_{L^p(\mathcal{D})}}{p} < \infty.
\]

See the discussion in Section 3.2.
Chapter 2: Main results for the 1st order system and the comparison with the literature

From this chapter, we deal with the technical issues of the mean field limit in our framework in a complete way. Our main result for the 1st order system will be presented and compared to the existing literature. In the last part, some related problems will also be discussed.

2.1 Existence of weak solutions of the Liouville equations

As illustrated in the previous chapter, we are working at the level of the Liouville equations. Recall that for the 2nd order system (1.1), the evolution of the joint law \( f_N(t) = \text{Law}(X_1(t), V_1(t), \ldots, X_N(t), V_N(t)) \) is given by the Liouville equation

\[
\partial_t f_N + \sum_{i=1}^{N} v_i \cdot \nabla x_i f_N + \frac{1}{N} \sum_{i=1}^{N} \sum_{j \neq i} K(x_i - x_j) \cdot \nabla v_i f_N = \sigma_N \sum_{i=1}^{N} \Delta v_i f_N, \quad (2.1)
\]
as first stated in (1.6).

Similarly, for the 1st order system (1.2), the joint law/distribution

\[
\rho_N(t, X) = \text{Law}(X_1(t), \ldots, X_N(t)) \in \mathcal{P}(\mathbb{T}^d)
\]
solves the corresponding Liouville equation

$$\partial_t \rho_N + \sum_{i=1}^N \text{div}_{x_i}(\rho_N F(x_i)) + \frac{1}{N} \sum_{i=1}^N \sum_{j \neq i} \text{div}_{x_i}(\rho_N K(x_i - x_j)) = \sigma_N \sum_{i=1}^N \Delta_{x_i} \rho_N. \quad (2.2)$$

Again the Liouville equation (2.2) can be derived from Itô’s formula (see [88]), applied to $\phi(X_1(t), \cdots, X_N(t))$ directly.

The transition from the original particle systems (1.1) and (1.2) to their corresponding Liouville equations (2.1) and (2.2) respectively enjoys an obvious advantage: We can now consider more general kernels $K$. Indeed, if we work at the level of SDEs, the Itô’s theory on the well-posedness for the Cauchy problem of (1.1) or (1.2) requires that $K$ be at least locally Lipschitz. However, very weak assumptions on $K$ (for instance $K \in L^\infty$ in the 2nd order case) can guarantee the existence of weak solutions to the Liouville equations (2.1) and (2.2).

2.1.1 The 2nd order case

For the completeness we first present the existence of the weak solutions to the Liouville equation (2.1) in the 2nd order case.

**Proposition 7** (Existence of weak solutions to the Liouville equation (2.1))

Assume that $K \in L^\infty$ and that the initial data $f^0_N \geq 0$ satisfies the following assumptions

i) $f^0_N \in L^1((\mathbb{D} \times \mathbb{R}^d)^N)$ with $\int_{(\mathbb{D} \times \mathbb{R}^d)^N} f^0_N \, dZ = 1$, \hfill (2.3)

ii) $\int_{(\mathbb{D} \times \mathbb{R}^d)^N} f^0_N \log f^0_N \, dZ < \infty$,

iii) $\int_{(\mathbb{D} \times \mathbb{R}^d)^N} \sum_{i=1}^N (1 + |x_i|^{2k} + |v_i|^{2k}) f^0_N \, dZ < \infty$, \hfill (2.4)
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for some $k > 0$. Then there exists $f_N \geq 0$ in $L^\infty(\mathbb{R}_+, L^1((\mathbb{D} \times \mathbb{R}^d)^N))$, which is a solution to (2.1) in the sense of distribution and satisfies

\begin{enumerate}
  \item \[ \int_{(\mathbb{D} \times \mathbb{R}^d)^N} f_N(t, Z) \, dZ = 1, \quad \text{for a.e. } t, \]
  \item \[ \int_{(\mathbb{D} \times \mathbb{R}^d)^N} f_N(t, Z) \log f_N(t, Z) \, dZ + \varepsilon_N \int_0^t \int_{(\mathbb{D} \times \mathbb{R}^d)^N} \frac{\left| \nabla f_N(s, Z) \right|^2}{f_N(s, Z)} \, dZ \, ds \]
    \[ \leq \int_{(\mathbb{D} \times \mathbb{R}^d)^N} f_N^0 \log f_N^0 \, dZ, \quad \text{for a.e. } t, \]
  \item \[ \sup_{t \in [0, T]} \int_{(\mathbb{D} \times \mathbb{R}^d)^N} \sum_{i=1}^N \left( 1 + |x_i|^{2k} + |v_i|^{2k} \right) f_N(t, Z) \, dZ < \infty, \quad \text{for any } T < \infty. \]
\end{enumerate}

(2.5)

For fixed $N$, we can find weak solutions to (2.1) which dissipate the entropy and propagate the moment provided that the initial entropy and moment are finite. More detailed discussions will appear in Section 2.1.3.

2.1.2 The 1st order case

Before stating the existence result for the law $\rho_N(t)$ solving the Liouville equation (2.2), let us fix some notations first.

The notation $K \in W^{-1,\infty}$ means that there exists a $d \times d$ matrix-valued function $V = (V_{hl})_{1 \leq h, l \leq d}$ defined on $\mathbb{D} = \mathbb{T}^d$ with

\[ \|K\|_{W^{-1,\infty}} := \|V\|_{L^\infty} = \sup_{1 \leq h, l \leq d} \|V_{hl}\|_{L^\infty} < +\infty \]

such that

\[ K = (K^1, \cdots, K^d) \quad \text{and} \quad K^h = \sum_{l=1}^d \partial_{x^l} V_{hl}, \quad h = 1, \cdots, d. \]  

(2.6)

Sometimes we also write (2.6) as $K = \text{div}V$ for simplicity.
Proposition 8 (Existence of weak solutions of the Liouville equation (2.2))

Assume that the underlying domain is $\mathbb{D} = \mathbb{T}^d$. Assume that $\text{div} F \in L^\infty$ and that $K$ permits a decomposition $K = K_1 + K_2$ where $K_2 \in L^\infty$, $K_1 = \text{div}V$ with $V = (V_{hl})_{1 \leq h, l \leq d}$ is a $d \times d$ matrix valued function such that

$$
\sup_{1 \leq h, l \leq d} |V_{hl}(x)| \leq C \sqrt{|\log |x||}, \quad \text{for any } x \in \mathbb{D}.
$$

We further assume that the initial data $\rho^0_N \geq 0$ satisfies the following assumptions

i) $\rho^0_N \in L^1(\mathbb{D}^N)$ with $\int_{\mathbb{D}^N} \rho^0_N dX = 1,$

ii) $\int_{\mathbb{D}^N} \rho^0_N \log \rho^0_N dX < \infty.$

Then there exists $\rho_N \geq 0$ in $L^\infty(\mathbb{R}^+, L^1(\mathbb{D}^N))$, which is a solution to (2.2) in the sense of distribution and satisfies

i) $\int_{\mathbb{D}^N} \rho_N(t, X) dX = 1, \quad \text{for a.e. } t,$

ii) $\int_{\mathbb{D}^N} \rho_N(t, X) \log \rho_N(t, X) dX + \sigma_N \int_0^t \int_{\mathbb{D}^N} \frac{\nabla x \rho_N(s, X)}{\rho_N(s, X)} dX ds$

$\leq \int_{\mathbb{D}^N} \rho_N^0 \log \rho_N^0 dX - \frac{1}{N} \sum_{i=1}^N \sum_{j \neq i} \int_0^t \int_{\mathbb{D}^N} \rho_N(s, X) \left( \text{div}_x K_1(x_i - x_j) \right) dX ds$

$+ \frac{1}{N} \sum_{i=1}^N \sum_{j \neq i} \int_0^t \int_{\mathbb{D}^N} \nabla_x \rho_N K_2(x_i - x_j) dX ds$

$+ \int_0^t \int_{\mathbb{D}^N} \rho_N \left( \text{div}_x F \right)(x_i) dX ds, \quad \text{for a.e. } t.$

iii) $\sup_{t \in [0, T]} \int_{\mathbb{D}^N} \sum_{i=1}^N (1 + |x_i|^2) \rho_N(t, X) dX < \infty, \quad \text{for any } T < \infty.$

(2.8)

2.1.3 Remarks on Proposition 7 and Proposition 8

We omit the proofs of Proposition 7 and Proposition 8. It is straightforward by approximating $K$ by a sequence of smooth kernels $K_\epsilon$ and then passing to limit. The weak solutions we used here are those dissipating the entropy. And the dissipation
of the entropy, \textit{i.e.} the Fisher information (see Appendix A), will be helpful in the 1st order case to obtain the mean field limit for \( K \in W^{-1,\infty} \) for instance.

We do not have uniqueness in Proposition 7 and Proposition 8: There could be several such solutions. Even though we do not have uniqueness here, any weak solution \( f_N(t, Z) \) or \( \rho_N(t, X) \) prescribed in the above propositions will be close to the limit \( f_t \) or \( \rho_t \) in the scaled relative entropy sense as illustrated in Chapter 1 when \( N \) is large: Main results on propagation of chaos do not rely on the specific choice of weak solutions \( f_N \) or \( \rho_N \).

Uniqueness and in general the well-posedness of the Cauchy problem for transport equations like (2.1) or (2.2) with \( \sigma_N = 0 \) are usually handled through the theory of renormalized solutions as introduced in [47] and improved in [4] (see also [6] and [44] for a good introduction).

Renormalized solutions not only give well-posedness to transport equations like (2.1) with \( \sigma_N = 0 \) but also provide the existence of a flow to the corresponding ODE system thus giving a meaning to the ODE system (1.1) with \( \sigma_N = 0 \) for instance.

In the case \( \sigma_N = 0 \), the general setting of [4] would require \( K \in BV \). That may sometimes be improved for 2nd order systems like (1.1), see [22, 23, 38, 92]. However for a system in large dimension like (1.1), it seems out of reach to obtain renormalized solutions or a well posed flow with only \( K \in L^\infty \). Therefore in that case, it is actually \textit{critical} to be able to work with only weak solutions to (2.2).

If one had a full diffusion, that is \( \Delta_x f_N + \Delta_v f_N \) in the Liouville equation
(2.1) or $\Delta_x \rho_N$ in (2.2), it would in general be possible to obtain uniqueness together with a flow for the system (1.1) or (1.2) respectively in some sense, see for instance [38,39,55,106]. Note though that even for $\sigma_N > 0$, the diffusion in (2.1) is degenerate (diffusion only in the $v_i$ variables) so that even for $\sigma_N > 0$, well posedness for the equation (2.1) does not seem easy with only $K \in L^\infty$.

Of course our analysis also applies to more regular interactions $K$ for which it may be possible to have solutions to the SDE systems (1.1) and (1.2) even if only for short times (for instance $K$ is continuous).

2.2 Main results: Mean field limit for the 1st order system

Now we present our main results for the 1st order system (1.2). Note that in the 2nd order system (1.1) or (2.1) the space domain $\mathbb{D}$ can be whole space $\mathbb{R}^d$ or the flat torus $\mathbb{T}^d$ while in the 1st order case (1.2) or (2.2) it can only be $\mathbb{D} = \mathbb{T}^d$ due to the regularity restrictions for the limit law $\rho_t$.

We have the following propagation of chaos result for the general first order system (1.2).

**Theorem 3 (Propagation of chaos for the 1st order system)** Assume that $\text{div} F \in L^\infty$ and that $K$ permits a decomposition $K = K_1 + K_2$, where $K_2 \in L^\infty$ and $K_1 = \text{div} V$, $V = (V_{hl})_{1 \leq h, l \leq d}$ is an anti-symmetric matrix valued function with

$$\sup_{1 \leq h, l \leq d} |V_{hl}(x)| \leq C \sqrt{\log |x|}, \quad \text{for any } x \in \mathbb{D} = \mathbb{T}^d. \quad (2.9)$$

We further assume that $\rho(t,x) \in L^\infty([0, T], L^\infty(\mathbb{D}) \cap W^{2,p})$ for every $1 \leq p \leq \infty$.
solves the macroscopic equation (1.4) with
\[
\sup_{t \in [0,T]} \| \nabla_x \log \rho \|_{L^\infty} < \infty, \quad \sup_{t \in [0,T]} \left( \sup_{p \geq 1} \frac{\| R \|_{L^p(\rho \, dx)}}{p} \right) < \infty,
\]
where we define
\[
R_{hl}(x) = \frac{1}{\rho(x)} \partial_h \partial_l \rho(x), \quad R(x) = \sum_{h,l=1}^d |R_{hl}(x)|.
\]
Assume that the initial data \( \rho_0^N \) of the Liouville equation satisfies assumptions (2.7) and
\[
\sup_{N \geq 2} \frac{1}{N} \int_{\mathbb{D}^N} \rho_0^N \log \rho_0^N \, dZ < \infty,
\]
as well as
\[
H_N(\rho_N^0 | \rho_0^\otimes N) = \frac{1}{N} \int_{\mathbb{D}^N} \rho_N^0 \log \left( \frac{\rho_N^0}{\rho_0^\otimes N} \right) \, dX \to 0, \quad \text{as } N \to \infty.
\]
Then for any corresponding weak solution \( \rho_N \) to the Liouville equation as given by Proposition 8, one has for any \( t \leq T \),
\[
H_N(\rho_N(t) | \rho_t^\otimes N) \leq \left( H_N(\rho_N^0 | \rho_0^\otimes N) + \frac{C}{N} + \Lambda_0(\sigma - \sigma_N)^2 \right) \cdot \exp \left( \exp \left( -C \int_0^t [1 + h(s)] \, ds \right) \right),
\]
where \( C \) is a universal constant and \( 0 \leq h \in L^1[0,T] \) with \( \int_0^t h(s) \, ds = C_t < \infty \), \( C_t \) depending on \( t \). Consequently, for any fixed \( k \), the \( k \)-marginal \( \rho_{N,k} \) of \( \rho_N \) converges to the \( k \)-tensor product of \( \rho \) in \( L^1 \) as \( N \to \infty \), i.e.
\[
\| \rho_{N,k} - \rho^\otimes k \|_{L^1} \to 0, \quad \text{as } N \to \infty.
\]
Similar consequences of Theorem 3 would follow the discussion in Section 1.5.3.

For instance we would have the mean field limit etc. We remark in particular that
in Theorem 3, the assumption (2.10) is satisfied if the law $\rho$ is comparable to the Lebesgue measure on the torus $\mathbb{T}^d$ and its 1st and 2nd derivatives are all bounded.

The main estimate (2.13) has the very special double exponential rate, which shall be compared to Theorem 1. Theorem 3 indicates the possibility to propagate the relative entropy (then chaos) for the very general systems (1.2) or (2.2) even with singular kernels. Indeed, in Theorem 3, the time $T$ can be arbitrarily large a priori as long as the assumptions (2.10) on $\rho$ are satisfied.

The assumption that $V$ is anti-symmetric can be replaced by $\text{div} K_1 \in L^\infty$. Our proof in Chapter 4 applies to this case in an identical way. We still keep the original form in Theorem 3 simply because it is more natural physically, considering the Helmholtz decomposition for instance.

2.3 The difference between the 2nd order case and the 1st order case.

For the 2nd order system (1.1) and its corresponding limit (1.3), our framework applies in an identical manner in the following three cases

- No randomness $\sigma_N = 0$ where (1.1) reduces to the deterministic Newton dynamics.

- Fixed randomness $\sigma_N \to \sigma > 0$ as $N \to +\infty$.

- Vanishing randomness $\sigma_N \to \sigma = 0$ as $N \to +\infty$.

In the general 1st order system (1.2) with $K \in L^\infty$, the presence of the noise $\sigma > 0$ is essential. However, for the 1st order system with the Hamiltonian structure,
i.e. \( \text{div} K = 0 \), the following corollary should be a direct consequence of Theorem 1 and a more advanced combinatorics result (for instance Prop. 9).

**Corollary 1** For the 1st order system (1.2) with \( \text{div} F \in L^\infty, K \in L^\infty \) and \( \text{div} K = 0 \). One has the propagation of chaos and hence mean field limit result for (1.2) towards (1.4) in the vanishing viscosity cases \( \sigma_N \to 0 \) or in the purely deterministic case \( \sigma_N = \sigma = 0 \) under proper assumptions as in Theorem 1.

The generalization is straightforward: the mean field PDE (1.4) with \( \sigma = 0 \) and \( F = 0 \) can be written as

\[
\partial_t \rho + K \star \rho \cdot \nabla \rho = 0, 
\]

(2.14)
since \( \text{div} K = 0 \). Now the velocity field \( K \star \rho \) is also divergence free as \( (v, K \star \rho) \) in the 2nd order case. The same type cancellation rules as in Lemma 4 shall be expected for the 1st order system (2.14) with the Hamiltonian structure.

We write the cancellation rules as the following lemma

**Lemma 6** Assume that \( 4k \leq N \). Consider a function \( \phi : E \times E \to \mathbb{R} \), with the following cancellation rules

\[
\int_E \phi(x, \cdot) \rho(x) \, dx = 0, \quad \int_E \phi(\cdot, x) \rho(x) \, dx = 0. 
\]

(2.15)

Let \( \bar{\rho}_N = \rho^\otimes N \). Then for a double multi-index \((I_{2k}, J_{2k})\) with \( I_{2k} = (i_1, \ldots, i_{2k}) \), \( J_{2k} = (j_1, \ldots, j_{2k}) \) and \( 1 \leq i_\alpha, j_\beta \leq N \), the following integral vanishes, i.e.

\[
\int_{E^N} \phi(x_{i_1}, x_{j_1}) \cdots \phi(x_{i_{2k}}, x_{j_{2k}}) \bar{\rho}_N \, dx_1 \cdots dx_N = 0
\]
provided that there exists \( i_\alpha \) such that

\[
i_\alpha \notin \{i_1, \ldots, i_{\alpha-1}, i_{\alpha+1}, \ldots, i_{2k}, j_1, \ldots, j_{2k}\},
\]

or there exists \( j_\beta \) such that

\[
j_\beta \notin \{i_1, \ldots, i_{2k}, j_1, \ldots, j_{\beta-1}, j_{\beta+1}, \ldots, j_{2k}\}.
\]

Lemma 6 can be easily proved by Fubini's Theorem and the two type cancellation rules (2.15). Notice that Lemma 6 applies both to the 2nd order case (Lemma 4) and the 1st order case (Lemma 19). In particular, for the 1st order system (1.2) with the Hamiltonian structure (\( \text{div} K = 0 \)), one can set \( E = \mathbb{D} \) and

\[
\phi(x_i, x_j) = \nabla_{x_i} \log \rho(x_i) \cdot \{K(x_i - x_j) - K \ast \rho(x_i)\}.
\]

As we have already seen in Chapter 1, the crucial part is to count the effective/non-vanishing double multi-indices \((I_{2k}, J_{2k})\). This is answered by the following combinatorics result.

**Proposition 9** Assume that \( 4k \leq N \). Consider double multi-indices \((I_{2k}, J_{2k})\) with \( I_{2k} = (i_1, \ldots, i_{2k}) \) and \( J_{2k} = (j_1, \ldots, j_{2k}) \), where each component is chosen from \( \{1, 2, \ldots, N\} \). Define the singleton of \( I_{2k} \) as

\[
\text{Sing}(I_{2k}) = \{i_\alpha | i_\alpha \neq i_\beta, \text{ for any } \beta \neq \alpha\}.
\]

Similarly we can define the singleton of \( J_{2k} \). We further define the general diagonal multi-indices as

\[
\mathcal{D}_{N,2k} := \{(I_{2k}, J_{2k}) | \text{Sing}(I_{2k}) \subset J_{2k}, \text{ Sing}(J_{2k}) \subset I_{2k}\},
\]
where in $\text{Sing}(I_{2k}) \subset J_{2k}$ we treat $J_{2k}$ as a set of its components and the same for $\text{Sing}(J_{2k}) \subset I_{2k}$. Then one has

$$|D_{N,2k}| \leq C^k k^{2k} N^{2k},$$

where $C$ is a universal constant.

Prop. 9 plays a fundamental rule in obtaining Theorem 3 and also the above Corollary 1. A slightly stronger version of this proposition will be proved in Chapter 7, which is much more difficult than the counterpart for the 2nd order case, Lemma 4 for instance.

The total number of all the double multi-indices $(I_{2k}, J_{2k})$ is $N^{4k}$, while the total number of the general diagonal multi-indices (or non-vanishing multi-indices) is in the order of $C^k k^{2k} N^{2k}$, which is roughly $\sqrt{N^{4k}}$. This agrees with the order in classical Laws of Large Numbers Prop. 4. Furthermore, if we simply set $J_{2k} = \emptyset$, then $D_{N,2k}$ will reduce to the effective set $E_{N,2k}$ as in classical Laws of Large Numbers Prop. 4.

2.4 Comparison with the literature

The mean field limit and propagation of chaos is more well-investigated for the 1st order deterministic systems (the system (1.2) with $\sigma_N = 0$ for instance). Systems like (1.2) with kernels $K$ non smooth only at the origin $x = 0$ enjoy additional symmetries with respect to the 2nd order case which make the derivation easier. We refer to [91] for a more thorough comparison.
The main example of the deterministic 1st order system is the point vortex method for the 2D Euler equations. The mean field limit has been obtained for well distributed initial conditions, see for example [41,72] while the proof of propagation of chaos can be found in [129,130]. We refer to [79] for the best results so far for general multi-dimensional 1st order systems.

In comparison with the deterministic case, the stochastic case, $\sigma_N > 0$ in (1.1) or (1.2), seems harder as many of the techniques developed in the deterministic settings are not applicable. The Lipschitz case, $K \in W^{1,\infty}_{loc}$ can still be handled through Gronwall like inequalities, see for instance [17,29].

In the non degenerate case, $\sigma_N \to \sigma > 0$ in (1.2) for instance, the regularizing properties of the stochastic part can actually be exploited to handle some singularity in $K$ (up to order $1/|x|$). For 1st order systems, propagation of chaos can hence be proved for the 2D viscous or stochastic vortex systems for the Euler equations, leading to the 2D incompressible Navier-Stokes system; see [58,63,124]. See also [64,68,108] for Keller-Segel systems with similar techniques.

Compared to the results in [63,108,124], Theorem 3 is weak in the singularity of kernels: The stream or potential function can at most have the “square root of logarithmic” singularity. For example we can deal with a variant stochastic vortex model for 2D Navier-Stokes by setting

$$K(x) = \gamma \nabla^\perp \left( \sqrt{\log |x|} \right),$$

which is less singular than the Biot-Savart kernel or the Poisson kernel in 2D.

But we only make assumptions on the order of the singularity, not on the
specific structure or symmetries of the kernels. In particular, $K$ can be anisotropic in our results. Also we can even treat measure-valued kernels. For instance we can choose that

$$K(x_1, x_2) = (\phi(x_2), \delta_0(x_1)), \quad K(x_1, x_2) = \nabla^\perp \mathbf{1}_{B_R}(0)(x_1, x_2)$$

where $\phi$ is a smooth function and $\delta_0$ is the Dirac mass at the origin while $B_R(0)$ is the open ball centered in 0 with the radius $R > 0$. Theorem 3 applies to both cases since $K \in W^{-1,\infty}$, $\text{div}K = 0$ in both examples. The systems (1.2) with those $K$ can model certain 2D collision models.

Furthermore, we have obtained explicit convergence rate for the relative entropy and for the $L^1$ distance between the marginals and the limit, which is usually absent from the literature. There are certain results [63, 108, 124] on the weak convergence up to any positive time $t$, but without any rate since they all rely on compactness arguments.

We also want to mention several recent results of the mean field limit for the 1st order systems under various assumptions of $K$. Firstly, in [87] a new coupling strategy and a Glivenko-Cantelli theorem are used to show the mean field limits for systems (1.1) or (1.2) with global Hölder continuous interaction kernels $K \in C^{0,\alpha}$. For 1st order system, $\alpha > 0$ is enough. But it requires $\alpha > \frac{2}{3}$ for 2nd systems in order to ensure the existence of a differentiable stochastic flow (see [134] for instance). The results are given essentially in the sense of large deviation. It is not directly comparable to our results. For instance for a kernel $K \in L^\infty$ satisfying our assumption might not be Hölder continuous (even discontinuous) at all.
Recently, inspired by the work in [131], a mean field limit result is obtained for the 1st order systems with an $s$–Riesz interaction gradient, \textit{i.e.} $K = -\nabla W$ where $W$ is defined in (1.5). We also refer to the recent preprints [10,11] for the mean field limit for the 1st order system (1.2) in 1D with kernels like

$$K(x) = \frac{\phi(x)}{|x|^\alpha} \cdot \frac{x}{|x|}, \quad \alpha \in [0, 2)$$

where $\phi \in C^2_b (\mathbb{R}^d)$. The proof relies on the convexity property of the interaction potential and the corresponding functional. Gradient flow techniques [5] in metric spaces or $\Gamma$–convergence for certain functionals play a crucial role there.

The technical tools developed in this thesis could be applied to more complicated systems. We expect that the relative method will be a standard tool and a useful norm to study the mean filed limit and related problems.

2.5 Related problems

There are many other interesting questions that are related to mean field limit for stochastic systems but that are out of the scope of this thesis. For instance

- The derivation of collisional models and Kac’s Program in kinetic theory. After the seminal in [101] and later [37], the rigorous derivation of the Boltzmann equation was finally achieved in [65] but only for a short time (of the order of the average time between collisions). The derivation for longer time is still widely open in spite of some critical progress when close to equilibrium in [14]. Many tools and concepts that are used for mean field limits were initially introduced for collisional models, such as the ideas in the now famous Kac’s
program. Kac first introduced a probabilistic approach to simulate the spatially homogeneous Boltzmann equation in [97] and formulated several related conjecture. For most recent progress in Kac’s program, we refer in particular to [83, 116, 117].

The Boltzmann type kinetic equations have been derived formally in certain flocking models with topological instead of metric interactions [12, 78].

- Stochastic vortex dynamics with multiplicative (instead of additive) noise leading to Stochastic 2D Euler equation. In [58], the authors showed that the point vortex dynamics becomes fully well-posed for every initial configuration when a generic stochastic perturbation (in the form of multiplicative noises) compatible with the Euler description is introduced. The SDE systems in [58] will converge to the stochastic Euler equation, rather than Navier-Stokes equation as the number $N$ of point vortices goes to infinity. However, the rigorous proof of the convergence is difficult and still open.

- Scaling limit (hydrodynamic limit) of random walks on discrete spaces, for instance on lattice $\mathbb{Z}^d$ for which we refer to [98]. In this setting, one also tries to obtain a continuum model, usually a deterministic PDE, from a discrete particle model on a lattice, as $N \to \infty$ and of course the mesh size $h$ converges to 0. An interesting observation is that we can use a stochastic PDE as a correction to the limit deterministic PDE, see [48].

- Quantum many particle systems and the derivation of non linear Schrödinger equations (nonlinear Hartree or Gross-Pitaevskii for instance) from $N$–particle
linear Schrödinger equation. See for instance [40,53,54,73] and the references therein. Now a very common strategy is to follow the BBGKY hierarchy and in particular show the uniqueness of the infinite hierarchy. It is natural and tempting to cook up a controllable norm (as the relative entropy in our case) to compare the quantum many particle systems and the corresponding limits. We refer to [70,131] in particular for recent successes in this spirit.
Chapter 3: Proof of the main result: The 2nd order case

In this chapter, we give the proof of Theorem 1 by assuming the Main Estimate (5). The Main Estimate (5) will be proved in Chapter 6 by combinatorics argument. The main techniques is the entropy analysis which can also be applied to get a weak-strong uniqueness result Theorem (4) at the PDE level.

3.1 The Vlasov equation (1.3): Weak-strong uniqueness

Our framework, the relative entropy method at the level of the Liouville, is initially inspired by a classical weak-strong uniqueness argument for the Vlasov equation, based on the relative entropy of two solutions. Consider two non-negative solutions $f$ and $\tilde{f}$ with total mass 1 to Eq. (1.3). If $f$ is smooth enough then it is possible to control the distance between them through the relative entropy of $\tilde{f}$ with respect to $f$ or

$$H(t) := H(\tilde{f} \mid f)(t) = \int_{\mathbb{D} \times \mathbb{R}^d} \tilde{f} \log \left( \frac{\tilde{f}}{f} \right) \, dx \, dv.$$

More precisely, one has the following result

**Theorem 4 (Weak-strong Uniqueness)** Assume that $K \in L^\infty$, that $f(t, x, v) \in L^\infty([0, T], L^1(\mathbb{D} \times \mathbb{R}^d) \cap W^{1,p})$ for any $1 \leq p \leq \infty$ is a strong solution to (1.3) with
(1.10) for some $\lambda_f > 0$. Then for any $\tilde{f} \in L^\infty([0, T], L^1(\mathbb{R} \times \mathbb{R}^d))$, weak solution to (1.3) with mass 1, initial value $\tilde{f}^0$ and satisfying

$$\int_{\mathbb{R} \times \mathbb{R}^d} \tilde{f} \log \tilde{f} \, dx \, dv + \sigma \int_0^T \int_{\mathbb{R} \times \mathbb{R}^d} \frac{|\nabla \tilde{f}|^2}{\tilde{f}} \, dx \, dv \, ds \leq \int_{\mathbb{R} \times \mathbb{R}^d} \tilde{f}^0 \log \tilde{f}^0 \, dx \, dv,$$

one has for some constant $C > 0$ and any $t \in [0, T]$ that as long as $H(\tilde{f} \| f)(s) \leq 1$

for any $s \in [0, t]$,

$$H(\tilde{f} \| f)(t) \leq \exp\left( Ct \| K \|_{L^\infty} (1 + \log \theta_f)\right) H(\tilde{f} \| f)(t = 0).$$

In particular if initially $f(t = 0) = \tilde{f}^0$ then $f = \tilde{f}$ at any later time.

The short proof of Theorem 4 is given in subsection B.1. It relies at the key step on a weighted Csiszár-Kullback-Pinsker inequality (see [21]).

Theorem 4 requires enough smoothness on $f$. Fortunately such solutions are guaranteed to exist, at least on some bounded time interval as per

**Proposition 10** Assume that $K \in L^\infty$, $f^0 \in L^1(\mathbb{R} \times \mathbb{R}^d) \cap W^{1,p}$ for every $1 \leq p \leq \infty$ and s.t. for some $\lambda_0 > 0$

$$\int_{\mathbb{R} \times \mathbb{R}^d} e^{\lambda_0 |\nabla_{(x,v)} \log f^0|} \, f^0 \, dx \, dv < \infty.$$

Then there exists $T$ depending on $f^0$ and $f \in L^\infty([0, T], L^1(\mathbb{R} \times \mathbb{R}^d) \cap W^{1,p})$ solution to (1.3) s.t. (1.10) holds for some $\lambda_f > 0$. Furthermore, if $\sigma = 0$ and we assume that

$$|\nabla_{(x,v)} \log f^0| \leq C(1 + |x|^k + |v|^k)$$

for some $k > 0$, then

$$\sup_{t \in [0, T]} |\nabla_{(x,v)} \log f(t, x, v)| \leq C e^{CT} (1 + |x|^k + |v|^k).$$
The proof of Prop. 10 is straightforward and also given in the appendix.

It is tempting to try to use directly a result like Theorem 4 to prove the Mean Field limit. In the case of the purely deterministic system (1.1) with $\sigma_N = 0$, one may associate to each solution the so-called empirical measure $\mu_N$ defined in (1.7).

If $(X_i, V_i)_{i=1}^N$ solves (1.1) in an appropriate sense (for instance it comes from a flow), then $\mu_N$ defined through (1.7) is a solution to Eq. (1.3) in the sense of distribution. If one could then use a weak-strong uniqueness principle to compare $\mu_N$ to the expected smooth limit $f$ then the Mean Field limit and propagation of chaos would follow.

This general idea plays an important role in the recent [104] for instance (see also [16,103]), leading to an improved truncation parameter (see the discussion after the main result in Chapter 1). However Theorem 4 relies on a very different weak-strong uniqueness principle than the one used in [104] and cannot be used directly as it is. There are several reasons for that: In particular Theorem 4 requires the weak solution $\tilde{f}$ to have a bounded entropy, which cannot be the case of the empirical measure $\mu_N$.

Instead the main result in this article consists in extending Theorem 4 to the Liouville Eq. (1.6).

The study of well-posedness for Vlasov-type systems is now classical and mostly focused on the Vlasov-Poisson case ($K = C x/|x|^d$). The existence of weak solutions was obtained in [7] but global existence of strong solutions in dimen-
sion 3 had long been difficult (see [8] for small initial data) before being obtained in [126, 128] and concurrently in [107] through the propagation of moments (see also [125] for more recent estimates). The most general uniqueness result for the Vlasov-Poisson system was obtained in [109].

3.2 Main Estimate: The need of combinatorics

Instead of trying to use directly Theorem 4, our approach is to try to mimic its relative entropy estimate but at the level of the Liouville equation (1.6).

First define the tensor product of the expected limit $f$ by

$$\bar{f}_N(t, X, V) = \Pi_{i=1}^N f(t, x_i, v_i),$$

We can now directly compare $f_N$ to $\bar{f}_N$ through the $N$ dimensional relative entropy

$$H_N(f_N|\bar{f}_N)(t) = \frac{1}{N} \int_{D^N \times \mathbb{R}^d} f_N \log \left( \frac{f_N}{\bar{f}_N} \right) dZ.$$ 

We will also write $H_N(t) := H_N(f_N|\bar{f}_N)(t)$ in short. The key difficulty is to find a suitable replacement for the weighted Csiszár-Kullback-Pinsker inequality used in the proof of Theorem 4. This turns out to be very delicate and it is the main technical contribution of the article.

Define for any $p \geq 1$

$$M_p := \left( \int_{D^d \times \mathbb{R}^d} \left| \nabla_v \log f \right|^p f \, dx \, dv \right)^{\frac{1}{p}},$$

then one has

**Theorem 5** Assume that $f \in L^\infty \cap L^1(D \times \mathbb{R}^d)$ with $f \geq 0$ and $\int f = 1$, that $\nabla_v f \in W^{1,p}_{loc}$ for every $1 \leq p \leq \infty$ with $\sup_{1 \leq p < \infty} \frac{M_p}{p} < \infty$ and that $\|K\|_{L^\infty} \left( \sup_p \frac{M_p}{p} \right) < \frac{1}{8e^2},$
then
\[
\int_{(\mathbb{D} \times \mathbb{R})^N} \tilde{f}_N \exp(|R_N|) \, dZ \leq 5 + 6 \left( \frac{8e^2\|K\|_{L^\infty} \left( \sup_p \frac{M_p}{p} \right)}{1 - \left( 8e^2\|K\|_{L^\infty} \left( \sup_p \frac{M_p}{p} \right) \right)^2} \right)^2 < \infty,
\]

where \( \tilde{f}_N = \Pi_{i=1}^N f(t, x_i, v_i) \) and \( R_N \) is defined by
\[
R_N = 1 \sum_{i,j=1}^N \nabla v_i \log f(x_i, v_i) \cdot \{K(x_i - x_j) - K \ast \rho(x_i)\}. \tag{3.1}
\]

It is straightforward to see why \( R_N \) as defined in Eq. (3.1) is the key quantity.

Defining the Liouville operator as
\[
L_N = \sum_{i=1}^N v_i \cdot \nabla x_i + \frac{1}{N} \sum_{i,j=1}^N K(x_i - x_j) \cdot \nabla v_i - \sigma_N \sum_{i=1}^N \Delta v_i,
\]

the Liouville Eq. (1.6) can be written as
\[
\partial_t f_N + L_N f_N = 0.
\]

Indeed since \( f \) solves the limit Eq. (1.3) then \( \tilde{f}_N \) solves the Liouville Eq. with a right-hand side given by \( R_N \)
\[
\partial_t \tilde{f}_N + L_N \tilde{f}_N = R_N \tilde{f}_N + (\sigma - \sigma_N) \sum_{i=1}^N \Delta v_i \tilde{f}_N.
\]

Theorem 5 is a sort of modified law of large numbers, written at an exponential or large deviation scale. Contrary to usual laws of large numbers, that have been used for Mean Field limits recently in [70] with \( K \in W^{1,\infty}_{loc} \), \( R_N \) here exhibits a double sum so that \textit{a priori} \( R_N = O(N) \) and the challenge in Theorem 5 is to prove that in fact \( R_N = O(1) \).

Finally we observe that the assumption \( \sup_p \frac{M_p}{p} < \infty \) is essentially equivalent to the assumption (1.10) in Theorem 4. Indeed,
i) \( \sup_p \frac{M_p}{p} < \Lambda \) implies \( \int f e^{\lambda |\nabla_v \log f|} \, dz \) is finite for any \( \lambda < \frac{1}{e^\Lambda} \): By Taylor expansion for \( e^x \),

\[
\int f e^{\lambda |\nabla_v \log f|} \, dz \leq 1 + \sum_{p=1}^\infty \frac{1}{p!} \lambda^p \int f |\nabla_v \log f|^p \, dz
\leq 1 + \sum_{p=1}^\infty \frac{1}{p!} \lambda^p (e\Lambda)^p.
\]

ii) Assumption (1.10) implies \( \sup_p \frac{M_p}{p} \leq \frac{\theta_f}{\lambda_f} \). Indeed, for any \( p = 1, 2, \ldots \),

\[
\int f |\nabla_v \log f|^p \, dz \leq p! \lambda_f^{-p} \int f e^{\lambda_f |\nabla_v \log f|} \, dz.
\]

Since \( p! \leq p^p \),

\[
\sup_p \frac{M_p}{p} \leq \frac{1}{\lambda_f} \sup_p \left( \int f e^{\lambda_f |\nabla_v \log f|} \, dz \right)^{\frac{1}{p}} < \infty.
\]

3.3 From combinatorics and Theorem 5, to Theorem 1

Recall that \( f \) is a strong solution to the Vlasov Eq. (1.3). Therefore \( \tilde{f}_N \) solves

\[
\partial_t \tilde{f}_N + L_N \tilde{f}_N = \tilde{f}_N R_N + (\sigma - \sigma_N) \sum_{i=1}^N \Delta_v \tilde{f}_N,
\]

where \( R_N \) is defined as (3.1) with the convention that \( K(0) = 0 \).

From this point the initial calculations exactly follow the proof of Theorem 4.

Since \( f_N \) is a weak solution to the Liouville Eq. according to Prop. 7

\[
H_N(t) = \frac{1}{N} \int_{(D \times \mathbb{R}^d)^N} f_N \log \left( \frac{f_N}{\tilde{f}_N} \right) \, dZ = \frac{1}{N} \int f_N \log f_N - \frac{1}{N} \int f_N \log \tilde{f}_N
\leq \frac{1}{N} \int f_N^0 \log f_N^0 - \sigma_N \int_0^t \int \frac{|\nabla_v f_N|^2}{f_N^0} \, \frac{dZ}{dZ} - \frac{1}{N} \int f_N \log \tilde{f}_N,
\]

per the assumption of dissipation of entropy for \( f_N \) in Prop. 8.

Since \( \tilde{f}_N \) is smooth, \( \log \tilde{f}_N \) can be used as a test function against \( f_N \) which is a weak solution to the Liouville Eq. (1.6) so that

\[
\int f_N \log \tilde{f}_N = \int f_N^0 \log \tilde{f}_N^0 + \int_0^t \int f_N(s, X, V) (\partial_t \log \tilde{f}_N + L_N \log \tilde{f}_N) \, dZ \, ds,
\]
where
\[
L_N^* = \sum_{i=1}^{N} v_i \cdot \nabla x_i + \frac{1}{N} \sum_{i=1}^{N} \sum_{j \neq i} K(x_i - x_j) \cdot \nabla v_i + \sigma_N \sum_{i=1}^{N} \Delta v_i.
\]

Since \( \bar{f}_N \) is a strong solution to (3.2), this leads to
\[
\int f_N \log \bar{f}_N = \int f_0^N \log \bar{f}_N^0 + \int_0^t \int f_N R_N \, dZ \, ds
+ \sigma_N \int_0^t \int f_N \left( \frac{\Delta V \bar{f}_N}{f_N} + \Delta V \log \bar{f}_N \right) \, dZ \, ds + (\sigma - \sigma_N) \int_0^t \int f_N \frac{\Delta V \bar{f}_N}{f_N} \, dZ \, ds.
\]

Hence,
\[
H_N(t) \leq H_N(0) - \frac{1}{N} \int_0^t \int f_N R_N \, dZ \, ds
- \frac{\sigma_N}{N} \int_0^t \int \left[ \frac{|\nabla V f_N|^2}{f_N} + f_N \left( \frac{\Delta V \bar{f}_N}{f_N} + \Delta V \log \bar{f}_N \right) \right] \, dZ \, ds
- \frac{\sigma - \sigma_N}{N} \int_0^t \int f_N \frac{\Delta V \bar{f}_N}{f_N} \, dZ \, ds.
\]

Entropy analysis gives us the following estimate for (3.3).

**Lemma 7** One has the estimate for the diffusion terms in (3.3)

\[
- \frac{\sigma_N}{N} \int \left( \frac{|\nabla V f_N|^2}{f_N} + f_N \left( \frac{\Delta V \bar{f}_N}{f_N} + \Delta V \log \bar{f}_N \right) \right) \, dZ
\leq \alpha_N \to 0,
\]

as \( N \to \infty \). In particular, we can choose \( \alpha_N = 0 \) in the case \( \sigma_N \equiv \sigma \geq 0 \),
\[
\alpha_N = C \frac{(\sigma - \sigma_N)^2}{4 \sigma \sigma_N}
\]
and \( \alpha_N = C \sigma \) with a universal constant \( C \) in the case \( \sigma_N \to \sigma > 0 \)
and \( \sigma_N \to 0 \) respectively.

**Proof** We now treat the three types of the choices of \( \sigma_N \) separately.

**Case I:** \( \sigma_N = \sigma \geq 0 \). In this case, the last term in the right-hand side of (3.3) vanishes. Classical entropy estimates show that
\[
\int \frac{|\nabla V f_N|^2}{f_N} + \int f_N \left( \frac{\Delta V \bar{f}_N}{f_N} + \Delta V \log \bar{f}_N \right) \, dZ = \int f_N |\nabla V \log f_N|^2 \, dZ \geq 0,
\]
see the proof of Theorem 4 for detailed calculations.
Therefore we finally obtain that
\[ H_N(t) \leq H_N(0) - \frac{1}{N} \int_0^t \int f_N R_N \, dZ \, ds. \quad (3.4) \]

**Case II:** \( \sigma_N \to \sigma > 0 \). The terms in (3.3) induced by randomness can be bounded by the entropy of \( f_N^0 \),

\[
-\frac{1}{N} \int_0^t \left[ \sigma_N \frac{\nabla V f_N}{f_N} + \sigma f_N \frac{\Delta V f_N}{f_N} + \sigma_N f_N \Delta V \log f_N \right] \, dZ \, ds \\
= -\frac{1}{N} \int_0^t \int f_N \sigma |\nabla V \log f_N - \frac{\sigma + \sigma_N}{2\sigma} \nabla V \log f_N|^2 \, dZ \, ds \\
+ \frac{(\sigma - \sigma_N)^2}{4\sigma} \int_0^t \int \frac{|\nabla V f_N|^2}{f_N} \, dZ \, ds \\
\leq \frac{(\sigma - \sigma_N)^2}{4\sigma} \int_0^t \int \frac{|\nabla V f_N|^2}{f_N} \, dZ \, ds \\
\leq \frac{(\sigma - \sigma_N)^2}{4\sigma} \left[ \frac{1}{N} \int f_N^0 \log f_N^0 - \frac{1}{N} \int f_N(t) \log f_N(t) \right].
\]

Recalling the assumption (1.12) and Prop. 8, one has for any \( t \in [0, T] \)

\[
\sup_{N \geq 2} \frac{1}{N} \int_{(\mathbb{R}^n)^N} f_N \log f_N \, dZ \geq C_d - \sup_{t \in [0, T]} \frac{1}{N} \int \sum_{i=1}^N (1 + |z_i|^2) f_N(t, Z) \, dZ \geq -C,
\]

where \( C_d \) is a universal constant only depending on the dimension \( d \) and \( C > 0 \) is a universal constant only depending on the uniform bound in (1.12), the time interval \( T \) and the dimension \( d \). Therefore, we obtain that

\[ H_N(t) \leq H_N(0) - \frac{1}{N} \int_0^t \int f_N R_N \, dZ \, ds + \alpha_N, \quad (3.5) \]

where

\[
\alpha_N := \frac{(\sigma - \sigma_N)^2}{4\sigma \sigma_N} \left[ \frac{1}{N} \int f_N^0 \log f_N^0 - \frac{1}{N} \int f_N(t) \log f_N(t) \right] \leq C \frac{(\sigma - \sigma_N)^2}{4\sigma \sigma_N}
\]

goese to 0 as \( N \to \infty \) and again \( C \) only depends on the uniform bounds in (1.12) and the time \( T \) and the dimension \( d \).
Case III: \( \sigma_N \to \sigma = 0 \). This is the vanishing randomness case, that is there is no diffusion in the limit Vlasov equation. The terms in (3.3) induced by randomness in \( N \)-particle system can also be bounded but by some moment bounds for \( f^0_N \),

\[
S(\sigma_N) := -\frac{\sigma_N}{N} \int_0^t \int \left[ |\nabla V f_N|^2 + f_N \Delta V \log \bar{f}_N \right] dZ \, ds
\]

\[
= -\frac{\sigma_N}{N} \int_0^t \int |\nabla V f_N|^2 + \sigma_N \int_0^t \nabla V f_N \cdot \nabla V \log \bar{f}_N
\]

\[
\leq \frac{\sigma_N}{4N} \int_0^t \int f_N |\nabla V \log \bar{f}_N|^2 dZ \, ds.
\]

This is the reason why we add here extra moment restrictions. Recall that (1.11) and the second part of Proposition 10, i.e.

\[
|\nabla \log f| \leq |\nabla (x,v) \log f| \leq C (1 + |x|^k + |v|^k).
\]

Therefore,

\[
S(\sigma_N) \leq C \frac{\sigma_N}{4} \left( \frac{1}{N} \int_0^t \int \sum_{i=1}^N (1 + |x_i|^{2k} + |v_i|^{2k}) f_N \, dZ \, ds \right) \to 0,
\]

as \( N \to \infty \). Hence, we also obtain (3.5) in this case with \( \alpha_N \leq C \sigma_N \to 0 \) as \( N \to \infty \). This completes the proof. \( \Box \)

Now we can proceed to prove the estimate for \( H_N(t) \). Recall the Frenchel's inequality for the function \( u(x) = x \log x \): For all \( x, y \geq 0 \)

\[
xy \leq x \log x + \exp(y - 1).
\]

Hence for \( \nu > 0 \)

\[
-f_N R_N \leq \frac{\bar{f}_N}{\nu} \left( \frac{f_N}{\bar{f}_N} \nu |R_N| \right) \leq \frac{\bar{f}_N}{\nu} \left( \frac{f_N}{\bar{f}_N} \log \left( \frac{f_N}{\bar{f}_N} \right) + \exp(\nu |R_N|) \right).
\]

Therefore Eq. (3.5) becomes

\[
H_N(t) \leq H_N(0) + \alpha_N + \frac{1}{\nu} \int_0^t H_N(s) \, ds + \frac{1}{\nu} \frac{1}{N} \int_0^t \int \bar{f}_N \exp(\nu |R_N|) dZ \, ds. \quad (3.6)
\]
Now define $\tilde{K} = \nu K$ and take $\nu$ s.t.

$$\|\tilde{K}\|_{L^\infty} \sup_p \frac{M_p}{p} = \nu \|K\|_{L^\infty} \sup_p \frac{M_p}{p} \leq \nu \|K\|_{L^\infty} \frac{\theta_f}{\lambda_f} \leq \frac{1}{16 e^2}.$$ 

We may apply Theorem 5 to $\tilde{K}$ and $\tilde{R}_N = \nu R_N$. This implies that

$$L = \sup_{N} \sup_{t \in [0, T]} \int \bar{f}_N \exp(\nu |R_N|) \, dZ \leq 10.$$ 

Inserting this in (3.6) gives

$$H_N(t) \leq H_N(0) + \alpha_N + \frac{1}{\nu} \int_0^t H_N(s) \, ds + \frac{10 t}{\nu N},$$

and up to time $T > 0$, by Gronwall’s inequality

$$H_N(f_N|\bar{f}_N)(t) \leq \left( H_N(f_N|\bar{f}_N)(0) + \alpha_N + \frac{10}{N} \right) \exp(t/\nu), \quad (3.7)$$

which gives the first part of Theorem 1 taking $\nu^{-1} = 16 e^2 \|K\|_{L^\infty} \theta_f/\lambda_f$.

Now we apply Prop. 1, for any fixed $k \geq 1$,

$$H_k(f_{N,k}|f^{\otimes k}) = \frac{1}{k} \int_{(D\times\mathbb{R}^d)^k} f_{N,k} \log \left( \frac{f_{N,k}}{f^{\otimes k}} \right) \, dz_1 \cdots \, dz_k \leq H_N(f_N|\bar{f}_N) \to 0,$$

as $N \to \infty$.

The classical Csiszár-Kullback-Pinsker inequality (see chapter 22 in [138]) then implies that

$$\|f_{N,k} - f^{\otimes k}\|_{L^1} \leq \sqrt{2k H_k(f_{N,k}|f^{\otimes k})} \to 0$$

as $N \to \infty$. This completes the proof of Theorem 1.
Chapter 4: Proof of the main results: The 1st order case

In this chapter, we prove the main result Theorem 3 for the 1st order system by assuming two main estimates Theorem 6 and Theorem 7 whose proof are the main technical difficulties in this thesis and will be given in Chapter 7. The difference to the 2nd order case is that presence of the noise $\sigma > 0$ is essential since we need the diffusion of the relative entropy (with minus sign) to cancel some bad terms splitting from integration by parts. Moreover, we apply the entropy estimate in Prop. 8 to control the average minimal distance (Prop. 12) of particles, which in turn controls the contribution of the singular part.

4.1 Main Estimates: Combinatorics results

The idea to prove the main result Theorem 3, is rather straightforward: we study the evolution of the relative entropy and try to control the growth of it.

In this chapter, for simplicity we write that

$$\bar{\rho}_N(t, X) = \prod_{i=1} \rho_t(x_i) = \rho_t^{\otimes N}, \quad H_N(t) := H_N(\rho_N(t) | \rho_t^{\otimes N}).$$

In Theorem 3, we assume that the kernel $K$ permits a decomposition $K = K_1 + K_2$, where $K_1 = \text{div}V$, $V$ is a matrix valued function. The components of $K_1$ can be
written as
\[ K_1^h = \sum_{l=1}^d \partial_x V_{hl}, \quad h = 1, \ldots, d. \] (4.1)

We further define
\[ \delta V_{hl}^{ij} = V_{hl}(x_i - x_j) - V_{hl} \star \rho(x_i), \] (4.2)
and adopt the convention that $V_{hl}(0) = 0$ for each $1 \leq h, l \leq d$. Finally we define
\[ \Delta^{ij} = (\text{div}_x K)(x_i - x_j) - (\text{div}_x K) \star \rho(x_i). \] (4.3)

The main estimates in the 1st order case can be formulated as the following

**Theorem 6 (Main Estimate I)** Suppose that $\rho \in L^\infty \cap L^1(\mathbb{D})$ with $\rho \geq 0$ and 
\[ \int_{\mathbb{D}} \rho(x) \, dx = 1. \] Assume that $g, \phi \in L^\infty(\mathbb{D})$ with $\|\phi\|_{L^\infty} \|g\|_{L^\infty} < \frac{1}{2e}$. Then
\[ \int_{D^N} \bar{\rho}_N \exp(R_{N,i}^{\phi,g}) \, dX \leq 3 \left( 1 + \frac{5\alpha}{(1 - \alpha)^3} + \frac{\beta}{1 - \beta} \right) < \infty, \] (4.4)
where $\bar{\rho}_N = \Pi_{i=1}^N \rho(t, x_i)$ and $R_{N,i}^{\phi,g}$ is defined by
\[ R_{N,i}^{\phi,g} = \frac{1}{N} \sum_{j_1, j_2=1}^N g^2(x_i) \delta \phi^{ij_1} \delta \phi^{ij_2}, \]
with $\delta \phi^{ij} = \phi(x_i - x_j) - \phi \star \rho(x_i)$ and
\[ \alpha = (2e \|V\|_{L^\infty} \|\nabla_x \log \rho\|_{L^\infty})^4 < 1, \quad \beta = \left( 2\sqrt{2e} \|V\|_{L^\infty} \|\nabla_x \log \rho\|_{L^\infty} \right)^4 < 1. \]

In Theorem 6, the bounded functions $\phi, g$ can represent $V_{hl}$ and $|\partial_x \log \rho|$ respectively for instance. Therefore one has the following corollary

**Corollary 2** Suppose that $\rho \in L^\infty \cap L^1(\mathbb{D})$ with $\rho \geq 0$ and 
\[ \int_{\mathbb{D}} \rho(x) \, dx = 1. \] Assume that $V, \nabla_x \log \rho \in L^\infty(\mathbb{D})$ with $\|V\|_{L^\infty} \|\nabla_x \log \rho\|_{L^\infty} < \frac{1}{2e}$. Then
\[ \sup_{1 \leq i \leq N} \sup_{1 \leq h, l \leq d} \int_{D^N} \bar{\rho}_N \exp(Y_{hl}^{N,i}) \, dX \leq 3 \left( 1 + \frac{5\alpha}{(1 - \alpha)^3} + \frac{\beta}{1 - \beta} \right) < \infty, \] (4.5)
where $\tilde{\rho}_N = \prod_{i=1}^N \rho(t, x_i)$ and $\Upsilon_{hl}^{N,i}$ is defined by

$$
\Upsilon_{hl}^{N,i} = \frac{1}{N} \sum_{j_1, j_2 = 1}^N \left( \partial_{x_i} \log \rho(x_i) \right)^2 \delta V_{hl}^{rij} \delta V_{hl}^{rjj},
$$

(4.6)

and $\alpha, \beta$ are defined similarly as in Theorem 6.

**Theorem 7 (Main Estimate II)** Suppose that $\rho \in L^\infty \cap L^1(\mathbb{D})$ with $\rho \geq 0$ and $\int_{\mathbb{D}} \rho \, dx = 1$, the vector field $K = \text{div} \, V$, $V = (V_{hl})_{1 \leq h, l \leq d}$ is a matrix valued function and that as defined in (2.11) in Theorem 3,

$$
\sup_{p \geq 1} \left\| \frac{\| R \|_{L^p(\rho \, dx)}}{p} \right\| < \infty
$$

and

$$
\gamma := \left( C \left[ \| V \|_{L^\infty} + \| \text{div}_x K \|_{L^\infty} \right] \left( \sup_{p \geq 1} \left\| \frac{\| R \|_{L^p(\rho \, dx)}}{p} \right\| + 1 \right) \right)^2 < 1,
$$

where $C$ is a universal constant. Then

$$
\int_{\mathbb{D}^N} \tilde{\rho}_N \exp(\Theta_N) \, dX \leq \frac{3}{1 - \gamma} < \infty,
$$

(4.7)

where $\tilde{\rho}_N(t, X) = \prod_{i=1}^N \rho(t, x_i)$ and $\Theta_N$ is defined by

$$
\Theta_N \equiv \frac{1}{N} \sum_{i,j=1}^N \left[ \left( \sum_{h,l=1}^d R_{hl}(x_i) \delta V_{hl}^{rij} \right) - \Delta^{ij} \right],
$$

where $R, R_{hl}$ are defined in (2.11) while $\delta V_{hl}$ and $\Delta^{ij}$ are defined in (4.2) and (4.3) respectively.

The proof of the previous main estimates is the main technical difficulty of the article and will be given in Chapter 7.
4.2 The evolution of the relative entropy

The starting point of the proof is the evolution of the relative entropy as per

Lemma 8 (Evolution of Relative Entropy) For $\rho_N(t)$ solving the Liouville Eq. (2.2) and the $\rho_t$ a strong solution to (1.4) with initial data $\rho_N(0)$ and $\rho_0$ respectively, the relative entropy can be estimated as

$$H_N(t) \leq H_N(0) - \frac{1}{N} \int_0^t \int_{\mathbb{D}^N} \rho_N G_N \, dX \, ds - \frac{1}{N} \int_0^t \int_{\mathbb{D}^N} \rho_N Q_N \, dX \, ds - \frac{1}{N} \int_0^t D_N \, ds \leq H_N(0) + I + II + III$$

where

$$G_N \equiv \frac{1}{N} \sum_{i,j=1}^N \nabla x_i \log \rho(x_i) \{ K(x_i - x_j) - K \ast \rho(x_i) \}, \quad (4.9)$$

$$Q_N \equiv \frac{1}{N} \sum_{i,j=1}^N \{( \text{div}_x K)(x_i - x_j) - (\text{div}_x K) \ast \rho(x_i) \} \quad (4.10)$$

with the convention that $K(0) = 0$ and $(\text{div}_x K)(0) = 0$ and the diffusion term (depends on $\sigma$, $\sigma_N$ obviously) is defined as

$$D_N \equiv \sigma_N \int_{\mathbb{D}^N} \left| \nabla_X \rho_N \right|^2 \frac{dX}{\rho_N} + \sigma \int_{\mathbb{D}^N} \rho_N \Delta_X \log \bar{\rho}_N \, dX + \sigma \int_{\mathbb{D}^N} \rho_N \nabla \bar{\rho}_N \, dX.$$ 

Proof Since $\rho_N$ is a weak solution to the Liouville equation (2.2), the relative entropy $H_N(t)$ thus can be estimated as follows

$$H_N(t) \leq \frac{1}{N} \int_{\mathbb{D}^N} \rho_N \log \frac{\rho_N}{\bar{\rho}_N} \, dX = \frac{1}{N} \int_{\mathbb{D}^N} \rho_N \log \rho_N \, dX - \frac{1}{N} \int_{\mathbb{D}^N} \rho_N \log \bar{\rho}_N \, dX$$

$$\leq \frac{1}{N} \int_{\mathbb{D}^N} \rho_N^0 \log \rho_N^0 \, dX - \frac{\sigma_N}{N} \int_0^t \int_{\mathbb{D}^N} \frac{|\nabla_X \rho_N(s,X)|^2}{\rho_N(s,X)} \, dX \, ds$$

$$- \frac{1}{N} \sum_{i=1}^N \int_0^t \int_{\mathbb{D}^N} \rho_N(s,X)[(\text{div}_x F)(x_i) + \frac{1}{N} \sum_{j \neq i}(\text{div}_x K)(x_i - x_j)] \, dX \, ds$$

$$- \frac{1}{N} \int_{\mathbb{D}^N} \rho_N \log \bar{\rho}_N \, dX$$ \hspace{1cm} (4.11)
according to the assumption of dissipation of entropy for $\rho_N$ as in Prop. 8.

Recall that $\rho$ is a strong solution to the macroscopic PDE (1.4), then $\log \bar{\rho}_N(X) = \sum_{i=1}^N \log \rho(x_i)$ can be used as a test function against $\rho_N$ which is a weak solution to the Liouville equation (2.2) such a way that

$$\frac{1}{N} \int_{D_N} \rho_N \log \rho_N \, dX = \frac{1}{N} \int_{D_N} \rho^0_N \log \rho^0_N \, dX$$

$$+ \frac{1}{N} \int_0^t \int_{D_N} \rho_N(s, X) \{ \partial_t \log \bar{\rho}_N + L^*_N \log \bar{\rho}_N \} \, dX \, ds,$$

where the dual of the differential operator $L_N$ is given by

$$L^*_N = \sum_{i=1}^N F(x_i) \cdot \nabla x_i + \frac{1}{N} \sum_{i=1}^N \sum_{j \neq i} K(x_i - x_j) \cdot \nabla x_i + \sigma_N \sum_{i=1}^N \Delta x_i.$$

A simple computation shows that

$$\partial_t \log \bar{\rho}_N + L^*_N \log \bar{\rho}_N = \sum_{i=1}^N \nabla x_i \log \rho(x_i) \cdot \left\{ \frac{1}{N} \sum_{j \neq i} K(x_i - x_j) - K \star \rho(x_i) \right\}$$

$$- \sum_{i=1}^N (\text{div}_x F)(x_i) - \sum_{i=1}^N (\text{div}_x K) \star \rho(x_i) + \sigma_N \Delta x \log \bar{\rho}_N + \sigma \Delta x \bar{\rho}_N.$$

(4.13)

Combing (4.11), (4.12) and (4.13), we prove this lemma. □

In the following, we treat three terms $I$, $II$ and $III$ in (4.8) one by one. A priori trivial bounds for the first two term read

$$|I| \leq \| \nabla_x \log \rho \|_{L^\infty} \| K \|_{L^\infty}, \quad |II| \leq \| \text{div} K \|_{L^\infty},$$

which are both in the order 1 and will make it impossible to obtain the expected smallness of $H_N(t)$, i.e. $H_N(t) \to 0$ when $N \to \infty$. More precise combinatorics results, considering the subtle cancellation rules in the integrals $I$ and $II$, will be critical to get this proof done.

The last term, due to the randomness in the particle system (1.2) and the corresponding diffusion in the limit (1.4), will help to cancel some bad terms splitting
from I for instance by integration by parts. That is the reason we need the viscosity \( \sigma \) to be strictly positive even though it can be arbitrarily small.

We deal with the term III first. The essential property of \( K \) is that \( K \) permits the decomposition \( K = K_1 + K_2 \) with \( \text{div}K_1 \in L^\infty, K_2 \in L^\infty \). We write the estimate for III as the following lemma

**Lemma 9** Assume that \( \text{div}F \in L^\infty \) and that the kernel \( K \) permits a decomposition \( K = K_1 + K_2 \) with \( \text{div}K_1 \in L^\infty \) and \( K_2 \in L^\infty \). Then the term III in (4.8) can be estimated as

\[
III = -\frac{1}{N} \int_0^t \mathcal{D}_N \, ds \leq -\frac{\sigma}{2N} \int_0^t \int_{\mathbb{D}^N} \rho_N |\nabla_X \log \frac{\rho_N}{\bar{\rho}_N}|^2 \, dX \, ds + \Lambda_0 (\sigma - \sigma_N)^2,
\]

where the constant \( \Lambda_0 \) has the explicit form

\[
\Lambda_0 \equiv \frac{2}{\sigma^2} \left( \sup_{N \geq 2} \frac{1}{N} \int \rho_N^0 \log \rho_N^0 \, dX + T \| \text{div}_x K_1 \|_{L^\infty} + T \| \text{div}_x F \|_{L^\infty} + \frac{T}{\sigma} \| K_2 \|_{L^\infty}^2 \right).
\]

(4.14)

**Proof of Lemma 9** We discuss two types of the choices of \( \sigma_N \) separately.

**Case I:** \( \sigma_N \equiv \sigma \) for any \( N \geq 2 \), i.e. the strength of the noise does not depend on the number of interacting particles. Then \( \mathcal{D}_N \) in III coincides with the diffusion of the relative entropy

\[
\sigma \int_{\mathbb{D}^N} \rho_N \left| \nabla_X \log \frac{\rho_N}{\bar{\rho}_N} \right|^2 \, dX.
\]

In this case

\[
III = -\frac{\sigma}{N} \int_0^t \int_{\mathbb{D}^N} \rho_N \left| \nabla_X \log \frac{\rho_N}{\bar{\rho}_N} \right|^2 \, dX \, ds,
\]

which gives the thesis.
**Case II:** $\sigma_N \to \sigma > 0$. Without loss of generality, assume that $\sigma_N \geq \sigma/2$ for any $N \geq 2$ since we are interested in the asymptotic behavior as $N \to \infty$. Then now $D_N$ in (4.8) can be rewritten as

$$D_N = \frac{\sigma}{2} \int_{\mathbb{D}^N} \rho_N \left| \nabla_X \log \frac{\rho_N}{\bar{\rho}_N} \right|^2 \, dX + \frac{\sigma}{2} \int_{\mathbb{D}^N} \rho_N \left| \nabla_X \log \bar{\rho}_N - \frac{\sigma_N}{\sigma} \nabla_X \log \rho_N \right|^2 \, dX$$

$$- \frac{(\sigma - \sigma_N)^2}{2\sigma} \int_{\mathbb{D}^N} \frac{\nabla_X \rho_N}{\rho_N} \, dX$$

which is thus trivially bounded from below by

$$\frac{\sigma}{2} \int_{\mathbb{D}^N} \rho_N \left| \nabla_X \log \frac{\rho_N}{\bar{\rho}_N} \right|^2 \, dX - \frac{(\sigma - \sigma_N)^2}{2\sigma} \int_{\mathbb{D}^N} \frac{\nabla_X \rho_N}{\rho_N} \, dX.$$  

Inserting this back to the term $III$, we get

$$III \leq -\frac{\sigma}{2N} \int_0^t \int_{\mathbb{D}^N} \rho_N \left| \nabla_X \log \frac{\rho_N}{\bar{\rho}_N} \right|^2 \, dX \, ds$$

$$+ \frac{(\sigma - \sigma_N)^2}{2\sigma_N} \int_0^t \int_{\mathbb{D}^N} \frac{\nabla_X \rho_N}{\rho_N} \, dX \, ds \right].$$

(4.15)

Thanks to the estimate ii) in Proposition 8, we can then bound the term inside the bracket $[\cdot]$. Indeed, by Cauchy-Schwarz inequality, one has

$$\frac{1}{N} \sum_{i=1}^N \sum_{j \neq i} \int \nabla_{x_i} \rho_N K_2(x_i - x_j) \, dX$$

$$\leq \frac{\sigma}{4} \int \frac{\nabla_X \rho_N}{\rho_N} \, dX + \frac{1}{\sigma} N \int \rho_N |K_2|^2(x_1 - x_2) \, dX.$$  

Consequently, combining with the fact that $\sigma_N \geq \sigma/2$, the inequality ii) in Proposition 8 becomes

$$\int_{\mathbb{D}^N} \rho_N(t, X) \log \rho_N(t, X) \, dX + \frac{\sigma_N}{2} \int_0^t \int_{\mathbb{D}^N} \frac{\nabla_X \rho_N(s, X)}{\rho_N(s, X)} \, dX \, ds$$

$$\leq \int_{\mathbb{D}^N} \rho_N^0 \log \rho_N^0 \, dX + NT \left( \frac{1}{\sigma} \|K_2\|_{L^\infty} + \|\div_\sigma K_1\|_{L^\infty} + \|\div_\sigma F\|_{L^\infty} \right).$$

(4.16)

Since the entropy (if well-defined) of a probability measure on torus $\mathbb{D} = \mathbb{T}^d$ is always non-negative, we can estimate the quantity inside the bracket $[\cdot]$ with

$$2 \left( \frac{1}{N} \int \rho_N^0 \log \rho_N^0 \, dX + \frac{T}{\sigma} \|K_2\|_{L^\infty}^2 + T \|\div_\sigma K_1\|_{L^\infty} + T \|\div_\sigma F\|_{L^\infty} \right).$$
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Combining with (4.15), one reaches the thesis and the constant \( \Lambda_0 \) is given by (4.14).

\[ \square \]

Up to now, we have not considered the specific structure of the kernel \( K \). Recall that \( K \) permits a decomposition \( K = K_1 + K_2 \) with \( K_1 = \text{div}V \) where \( K_2 \in L^\infty \), \( V \) is an anti-symmetric matrix valued function with a square root of logarithmic singularity at the origin as in (2.9). We use the usual divide and conquer strategy as per the following lemma

**Lemma 10** For \( \rho_N(t) \) solving the Liouville Eq. (2.2) and the \( \rho_t \) a strong solution to (1.4) with initial data \( \rho_N(0) \) and \( \rho_0 \) respectively, the relative entropy can be estimated as

\[ H_N(t) \leq H_N(0) + \Lambda_0(\sigma - \sigma_N)^2 + J_1 + J_2, \quad (4.17) \]

where the constant \( \Lambda_0 \) is given in (4.14) and for \( \nu = 1, 2 \)

\[ J_\nu = -\frac{1}{N} \int_0^t \int_{\mathbb{D}^N} \rho_N G_\nu^N \, dX \, ds - \frac{1}{N} \int_0^t \int_{\mathbb{D}^N} \rho_N Q_\nu^N \, dX \, ds \]

\[ -\frac{\sigma}{2N} \int_0^t \int_{\mathbb{D}^N} \rho_N \left| \nabla_X \log \frac{\rho}{\rho_N} \right|^2 \, dX \, ds, \quad (4.18) \]

with

\[ G_\nu^N \equiv \frac{1}{N} \sum_{i,j=1}^N \nabla_{x_i} \log \rho(x_i) \left\{ K_\nu(x_i - x_j) - K_\nu \ast \rho(x_i) \right\}, \]

\[ Q_\nu^N \equiv \frac{1}{N} \sum_{i,j=1}^N \left\{ (\text{div}_x K_\nu)(x_i - x_j) - (\text{div}_x K_\nu) \ast \rho(x_i) \right\}. \]

Lemma 10 is a direct consequence of Lemma 8 and Lemma 9. We note that \( Q_1^N \) vanishes since

\[ \text{div}K_1 = \sum_h \partial_{x^h} \left( \sum_l \partial_{x^l} V_{hl} \right) = 0 \]

since \( V \) is anti-symmetric. In the following, we actually treat a more general case when \( \text{div}K_1 \in L^\infty \). We now proceed to bound \( J_1 \) and \( J_2 \) respectively.
4.3 Control of the $K_1$ part with $K_1 = \text{div}V$

In this section, we assume that $K_1 = \text{div}V$, where $V$ is matrix valued function with a singularity as (2.9). We use a more general assumption $\text{div}K_1 \in L^\infty$, while $\text{div}K_1 = 0$ for $K = \text{div}V$ when $V$ is anti-symmetric as in Theorem 3.

We decompose $K_1$ and correspondingly $V_{hl}$ into bounded parts and singular parts. For each fixed time $t$, we choose a small parameter $\varepsilon_N(t) < 1$ (to be determined later) and define

$$K_1 = K_b + K_s, \quad K_b(x) = K_1(x) 1_{|x| \geq \varepsilon_N(x)}.$$ 

Correspondingly we write $V_{hl} = V_{hl}^b + V_{hl}^s$ with $V_{hl}^b(x) = V_{hl}(x) 1_{|x| \geq \varepsilon_N(x)}$. Therefore

$$K^h_b = \sum_{l=1}^d \partial_{x_l} V^b_{hl}, \quad h = 1, \cdots, d.$$ 

and

$$\sup_{1 \leq h, l \leq d} \|V^b_{hl}\|_{L^\infty} \leq C \sqrt{\log \varepsilon_N}.$$ 

We can then decompose $J_1$ defined in (4.18) as the following

$$J_1 = J_1^b + J_1^s,$$

where

$$J_1^b = -\frac{1}{N} \int_0^t \int_{\Sigma_N} \rho_N G_N^{1,b} \ dX \ ds - \frac{1}{N} \int_0^t \int_{\Sigma_N} \rho_N Q_N^{1,b} \ dX \ ds$$

$$- \frac{\alpha}{8N} \int_0^t \int_{\Sigma_N} \rho_N \left| \nabla X \log \frac{\rho_X}{\rho_N} \right|^2 \ dX \ ds,$$

and

$$J_1^s = -\frac{1}{N} \int_0^t \int_{\Sigma_N} \rho_N G_N^{1,s} \ dX \ ds - \frac{1}{N} \int_0^t \int_{\Sigma_N} \rho_N Q_N^{1,s} \ dX \ ds$$

$$- \frac{\alpha}{8N} \int_0^t \int_{\Sigma_N} \rho_N \left| \nabla X \log \frac{\rho_X}{\rho_N} \right|^2 \ dX \ ds,$$
with
\[ G_{N}^{1,b} = \frac{1}{N} \sum_{i,j=1}^{N} \nabla_{x_i} \log \rho(x_i) \{ K_b(x_i - x_j) - K_b \ast \rho(x_i) \} \]
and \( G_{N}^{1,s}, Q_{N}^{1,b} \) and \( Q_{N}^{1,s} \) can be defined similarly.

4.3.1 Control of \( J_{N}^{b} \): The bounded part of \( K_{1} \)

Recall that (4.18) with \( \nu = 1 \) and in this subsection we define further

\[ I_1 := -\frac{1}{N} \int_{0}^{t} \int_{D} \rho_N G_{N}^{1,b} dX ds, \quad II_1 := -\frac{1}{N} \int_{0}^{t} \int_{D} \rho_N Q_{N}^{1,b} dX ds. \]

Now we proceed to bound the terms \( I_1 \) and \( II_1 \) above. We recall the definition of \( \delta V_{hl}^{ij} \) in (4.2) and \( G_{N}^{1,b} \) etc. as above.

We firstly split the term \( I \) by integration by parts, that is

\[ I_1 = -\frac{1}{N} \int_{0}^{t} \int \rho_N G_{N}^{1,b} dX ds = -\frac{1}{N^2} \sum_{i,j=1}^{N} \sum_{h,l=1}^{d} \int_{0}^{t} \int \rho_N \frac{\partial \rho_N}{\partial x_i} \log \rho(x_i) \{ (\partial_{x_i} V_{hl}^{b})(x_i - x_j) - (\partial_{x_i} V_{hl}^{b}) \ast \rho(x_i) \} dX ds \]

\[ = D_{N}^{1,b} + D_{N}^{2,b}, \]

where

\[ D_{N}^{1,b} = \frac{1}{N^2} \sum_{i,j=1}^{N} \sum_{h,l=1}^{d} \int_{0}^{t} \int \rho_N \partial_{x_i} \left( \log \frac{\rho_N}{\bar{\rho}_N} \right) \partial_{x_i} \log \rho(x_i) \delta(V_{hl}^{b})^{ij} dX ds, \]

and

\[ D_{N}^{2,b} = \frac{1}{N^2} \sum_{i,j=1}^{N} \sum_{h,l=1}^{d} \int_{0}^{t} \int \rho_N \frac{1}{\rho(x_i)} \partial_{x_i} \partial_{x_i} \rho(x_i) \delta(V_{hl}^{b})^{ij} dX ds. \]

Then applying Cauchy’s inequality with \( \varepsilon = \frac{a}{2d} \), i.e. \( ab \leq a^2 + \frac{1}{4d} b^2 \) for \( a, b \in \mathbb{R} \), we extract the diffusion of the relative entropy term out of \( D_{N}^{1,b} \)

\[ |D_{N}^{1,b}| \leq \frac{1}{N} \sum_{i=1}^{N} \sum_{h=1}^{d} \int_{0}^{t} \int \rho_N \sum_{l=1}^{d} \left| \partial_{x_i} \log \frac{\rho_N}{\bar{\rho}_N} \right| \left| \frac{1}{N} \sum_{j=1}^{N} \partial_{x_i} \log \rho(x_i) \delta V_{hl}^{ij} \right| dX ds \]

\[ \leq \frac{a}{8N} \int_{0}^{t} \int \rho_N |\nabla \log \frac{\rho_N}{\bar{\rho}_N}|^2 + \frac{2d}{N} \sum_{i=1}^{N} \sum_{h,l=1}^{d} \int_{0}^{t} \int \rho_N \left( \frac{1}{N} \sum_{j=1}^{N} \partial_{x_i} \log \rho(x_i) \delta V_{hl}^{ij} \right)^2. \]
Combining Lemma 9, the decomposition of $I_1$ and the estimate of $D^1_{N,b}$ above, one obtains

$$J^b_1 \leq M_1 + M_2,$$  \hspace{1cm} (4.21)

where

$$M_1 \equiv \frac{2d}{N} \sum_{i=1}^{N} \sum_{h,l=1}^{d} \int_0^t \int_{D^N} \rho_N \left( \frac{1}{N} \sum_{j=1}^{N} \partial_{x_i} \log \rho(x_i) \delta(V_{hl}^{b})^{ij} \right)^2 \, dX \, ds,$$

and

$$M_2 \equiv \frac{1}{N} \int_0^t \int_{D^N} \rho_N \Theta_N \, dX \, ds,$$

where

$$\Theta_N \equiv \frac{1}{N} \sum_{i,j=1}^{N} \left[ \left( \sum_{h,l=1}^{d} R_{hl}(x_i) \delta(V_{hl}^{b})^{ij} \right) - \Delta^{ij}_b \right] \hspace{1cm} (4.22)$$

recalling the definitions of functions $R_{hl}, R : \mathbb{D} \to \mathbb{R}$ in (2.11) in Theorem 3 and $\delta V_{hl}^{ij}$ in (4.2) and $\Delta^{ij}_b$ in (4.3) but we use the bounded parts of $V_{hl}$ and $\text{div} K_1$. It suffices to control $M_1$ and $M_2$ now, which will be given by our main estimates Theorem 6 and Theorem 7.

We now proceed to bound $M_1$ and $M_2$ in (4.21). assuming Theorem 6 and Theorem 7.

**Estimate on $M_1$.** Applying the Frenchel’s inequality for the function $u(x) = x \log x$, that is for $x, y \geq 0, xy \leq x \log x + e^{y-1}$, we obtain that for any $\eta > 0$ (to be determined later)

$$M_1 = \int_0^t \frac{2d}{\sigma} \frac{1}{N} \sum_{i=1}^{N} \sum_{h,l=1}^{d} \left[ \frac{1}{N} \int \bar{\rho}_N \exp \left( \frac{\rho_N}{\bar{\rho}_N} \right) T_{N,i} \right] \, dX \, ds$$

$$\leq \int_0^t \frac{2d}{\sigma} \frac{1}{N} \sum_{i=1}^{N} \sum_{h,l=1}^{d} \left[ \frac{1}{N} \int \bar{\rho}_N \left( \exp \left( \frac{\rho_N}{\bar{\rho}_N} \right) + \exp \left( \eta \bar{\rho}_N \right) \right) \right] \, dX \, ds$$

$$\leq \int_0^t \frac{2d}{\eta \sigma} \left( H_N(s) + \frac{1}{N} \sup_{1 \leq i \leq N} \sup_{1 \leq h,l \leq d} \int_{D^N} \bar{\rho}_N \exp \left( \eta \bar{\rho}_N \right) \right) \, dX \, ds,$$
where we recall that as in Theorem 6 and its following corollary
\[
\Upsilon_{N,i}^{T_h} = N \left( \sum_{j=1}^{N} \partial_{x_i} \log \rho(x_i) \delta(V_{h}^{T})^{ij} \right)^2 = \frac{1}{N} \sum_{j_1,j_2=1}^{N} (\partial_{x_i} \log \rho(x_i))^2 \delta(V_{h}^{T})^{ij_1} \delta(V_{h}^{T})^{ij_2}.
\]
Consequently, as long as \( \sqrt{\eta} \| V^b \|_{L^\infty} \| \nabla_x \log \rho \|_{L^\infty} < \frac{1}{2e} \), applying Theorem 6 to \( \tilde{V}^b = \sqrt{\eta} V^b \) and thus to \( \tilde{\Upsilon}_{N,i}^{T_h} = \eta \Upsilon_{N,i}^{T_h} \), one has for any \( t \in [0,T] \),
\[
\sup_{1 \leq i \leq N} \sup_{1 \leq h,l \leq d} \int_{\mathbb{R}^N} \tilde{\rho}_N \exp(\tilde{\Upsilon}_{h^{T},i}) \, dX \leq 3 \left( 1 + \frac{5\bar{\alpha}}{(1-\bar{\alpha})^3} + \frac{\bar{\beta}}{1-\bar{\beta}} \right),
\]
where
\[
\bar{\alpha} = (2\sqrt{\eta} \| V^b \|_{L^\infty} \| \nabla_x \log \rho \|_{L^\infty})^4 < 1, \quad \bar{\beta} = \left( 2\sqrt{2e\eta} \| V^b \|_{L^\infty} \| \nabla_x \log \rho \|_{L^\infty} \right)^4 < 1.
\]
Consequently, \( M_1 \) in (4.21) can be estimated with
\[
M_1 \leq \int_0^t \frac{d^2}{2\eta \sigma} \left[ H_N(s) \, ds + \frac{3\Lambda_1}{N} \right] \, ds,
\]
where \( 0 < \eta < \left( \frac{1}{2e\| V^b \|_{L^\infty} \| \nabla_x \log \rho \|_{L^\infty}} \right)^2 \) and
\[
\Lambda_1 \equiv 1 + \frac{5\bar{\alpha}}{(1-\bar{\alpha})^3} + \frac{\bar{\beta}}{1-\bar{\beta}}.
\]
The definition of \( \bar{\alpha} \) and \( \bar{\beta} \) is given above in (4.23). Here \( \eta^{-1} \sim \| V^b \|_{L^\infty}^2 \sim | \log \varepsilon_N | \), where \( \varepsilon_N \) is the cut-off parameter which can be time dependent.

**Estimate on \( M_2 \).** Finally we estimate \( M_2 \) in (4.21). By the same trick used in bounding \( M_1 \), for a new \( \eta > 0 \) which might be smaller than the previous one, we have
\[
M_2 = \int_0^t \frac{1}{\eta N} \int_{\mathbb{R}^N} \tilde{\rho}_N \left( \frac{\rho_N}{\rho_N} (\eta \Theta_N) \right) \, dX \, ds
\leq \int_0^t \frac{1}{\eta N} \int_{\mathbb{R}^N} \tilde{\rho}_N \left( \frac{\rho_N}{\rho_N} \log \frac{\rho_N}{\rho_N} + \exp(\eta \Theta_N) \right) \, dX \, ds
\leq \int_0^t \frac{1}{\eta N} H_N(s) \, ds + \int_0^t \frac{1}{\eta N} \int_{\mathbb{R}^N} \tilde{\rho}_N \exp(\eta \Theta_N) \, dX \, ds.
\]
Choose \( \eta \) small enough such that

\[
\tilde{\gamma} := \left( C \left[ \eta \| V^b \|_{L^\infty} + \eta \| \text{div}_x K_b \|_{L^\infty} \right] \left( \sup_{p \geq 1} \frac{\| R \|_{L^p(\rho \, dx)}}{p} + 1 \right) \right)^2 < 1, \quad (4.26)
\]

where \( C \) is a universal constant as in Theorem 7. Then applying Theorem 7 to \( \tilde{V}^b = \eta V^b \) and therefore \( \tilde{K}_b = \eta K_b, \tilde{\Theta}_N = \eta \Theta_N \), one has for \( t \in [0, T] \)

\[
\int_{\mathbb{D}^N} \tilde{\rho}_N \exp(\tilde{\Theta}_N) \, dX \leq \frac{3}{1 - \tilde{\gamma}}.
\]

Therefore, \( M_2 \) in (4.21) can be estimated as follows

\[
M_2 \leq \int_0^t \left[ \frac{1}{\eta} H_N(s) + \frac{3}{\eta N(1 - \tilde{\gamma})} \right] \, ds, \quad (4.27)
\]

where \( \eta \) should satisfy (4.26).

Combing (4.21), (4.24) and (4.27), we have

\[
J^b_1 \leq \int_0^t \left( \frac{d^3}{2\sigma} + 1 \right) \left[ H_N(s) + \frac{3}{N} \left( \frac{d^3 \Lambda_1}{2\sigma} + \frac{1}{1 - \tilde{\gamma}} \right) \right] \, ds
\]

where \( \eta \) is a small fixed constant satisfies both (4.23) and (4.26) and \( \Lambda_0, \Lambda_1 \) and \( \tilde{\gamma} \) are all fixed constants given in (4.14), (4.25) and (4.26) respectively. In particular, we remark that \( \eta \) can be choose according to

\[
\frac{1}{\eta} \sim 1 + \| V^b \|_{L^\infty}^2 + \| \text{div} K_b \|_{L^\infty} = 1 + \| K_b \|_{W^{-1, \infty}}^2 + \| \text{div} K \|_{L^\infty}.
\]

For very small \( \varepsilon_N = \varepsilon_N(t) \ll 1 \), one can choose \( \eta^{-1} = C |\log \varepsilon_N| \). Therefore we can obtain

**Proposition 11** The contribution \( J^b_1 \) of the bounded part of \( K_1 \) can be bounded as

\[
J^b_1 \leq C \int_0^t \left| \log \varepsilon_N \right| \left[ H_N(s) + \frac{C}{N} \right] \, ds, \quad (4.29)
\]
where $C$ is a universal constant depending on the uniform bounds in the assumptions (2.10), $\|\nabla x \log \rho\|_{L^\infty}$ in particular, and the dimension $d$, the viscosity $\sigma$ and the assumptions on $K_1$ or $V_{hl}$.

4.3.2 Control of $J^s_1$: The singular part of $K_1$

The following part is to control $J^s_1$. As what we did in the previous subsection, we split the first term in $J^s_1$ (4.20) by integration by parts

$$-\frac{1}{N} \int_0^t \rho_N G^{1,s}_N \, dX \, ds = D^{1,s}_N + D^{2,s}_N,$$

where

$$D^{1,s}_N = \frac{1}{N^2} \sum_{i,j=1}^N \sum_{h,l=1}^d \int_0^t \rho_N \partial_{x^i_l} \left( \log \frac{\rho_N}{\bar{\rho}_N} \right) \partial_{x^h_l} \log \rho(x_i) \left[ V_{hl}^s(x_i - x_j) - V_{hl}^s \ast \rho(x_i) \right],$$

and

$$D^{2,s}_N = \frac{1}{N^2} \sum_{i,j=1}^N \sum_{h,l=1}^d \int_0^t \rho_N \frac{1}{\rho(x_i)} \partial_{x^i_l} \partial_{x^h_l} \rho(x_i) \left[ V_{hl}^s(x_i - x_j) - V_{hl}^s \ast \rho(x_i) \right].$$

Since $V$ is anti-symmetric and $\rho$ is smooth ($\rho \in W^{2,p}_{loc}$),

$$\sum_{h,l=1}^d \int_0^t \rho_N \frac{1}{\rho(x_i)} \partial_{x^i_l} \partial_{x^h_l} \rho(x_i) \delta V_{hl}^{ij} \, dX \, ds = 0,$$

and therefore $D^{2,s}_N = 0$. Again for the case that $V$ is anti-symmetric, $Q^{1,s}_N = 0$. Even under a more general assumption, for instance $\text{div}K_1 \in L^\infty$ or even with a small singularity, we can still get similar results for $J^s_1$.

Now we only need to consider $D^{1,s}_N$. Applying the Cauchy-Schwarz inequality to $D^{1,s}_N$, one has

$$D^{1,s}_N \leq \frac{1}{N^2} \sum_{i,j=1}^N \sum_{h,l=1}^d \frac{2d}{\sigma} \int_0^t \rho_N \left| \nabla x \log \rho \right|_{L^\infty}^2 \, dX \, ds$$

$$+ \frac{1}{N^2} \sum_{i,j=1}^N \sum_{h,l=1}^d \frac{2d}{\sigma} \left( \nabla x \log \rho \right)^2_{L^\infty} \int_0^t \rho_N \left| V_{hl}^s(x_i - x_j) - V_{hl}^s \ast \rho(x_i) \right|^2 \, dX \, ds.$$
Then the $J^s_1$ defined in (4.19) can be estimated as

$$J^s_1 \leq \frac{2d^3}{\sigma} \left\| \nabla_x \log \rho \right\|_{L^\infty} \sup_{1 \leq i, j \leq N} \sup_{1 \leq h, l \leq d} \int_0^t \int \rho_N |V^s_{hl}(x_i - x_j) - V^s_{hl} * \rho(x_i)|^2 \, dX \, ds. \tag{4.30}$$

To complete the estimate of $J^s_1$ (4.30), we only need to bound for $i \neq j$

$$\int_{\mathbb{D}^N} \rho_N |V^s_{hl}(x_i - x_j)|^2 \, dX = \int_{\mathbb{D}^2} \rho_{N,2} |V^s_{hl}(x_1 - x_2)| \, dx_1 \, dx_2$$

and similarly

$$\int \rho_{N,1} |V^s_{hl} * \rho(x)|^2 \, dx.$$

Indeed, we need to show the smallness of the following quantity

$$\sup_{N \geq 2} \int_0^T \int_{\mathbb{D}^2} \rho_{N,2} \frac{1_{|x_1 - x_2| \leq \varepsilon_N}}{|x_1 - x_2|^\alpha} \, dx_1 \, dx_2 \, dt, \tag{4.31}$$

or equivalently the functional

$$\int_0^T \mathbb{E} \frac{1}{N^2} \sum_{i \neq j} \frac{1}{|X_i - X_j|^\alpha} \, dt,$$

where $\alpha > 0$ is a index to be determined. The estimates for these quantities rely on the bound given by the dissipation of the entropy or the Fisher information.

**Proposition 12 (Control of the average distance)** For any fixed time $T > 0$, one has

$$\sup_{N \geq 2} \int_0^T \mathbb{E} \frac{1}{N^2} \sum_{i \neq j} \frac{1}{|X_i - X_j|^\beta} \, dt < C_T < \infty, \tag{4.32}$$

where $0 < \beta \leq 2$ for $d \geq 3$ and $\beta < 2$ for $d = 2$ and $C_T$ is a constant depending on $T$.

Assuming the above proposition, we can easily bound the contribution from the singular part. Indeed, one has the following proposition
Corollary 3  For a small parameter \( \varepsilon_N = \varepsilon_N(t) \),

\[
\sup_{N \geq 2} \int_0^T \mathbb{E} \frac{1}{N^2} \sum_{i \neq j} I_{|X_i - X_j| \leq \varepsilon_N(t)} \frac{1}{|X_i - X_j|^2} \, dt \leq \int_0^t \varepsilon_N(t)^{\beta - \alpha} h(t) \, dt < \infty, \tag{4.33}
\]

where \( 0 \leq h \in L^1_{\text{loc}} \) with \( \int_0^T h(t) \, dt < C_T \) and \( C_t \) is defined in the previous Proposition 12.

Assuming Corollary 3, one can thus estimate \( J_1^s \) as per

Proposition 13  The contribution \( J_1^s \) of the singular part of \( K_1 \) can be estimated as

\[
J_1^s \leq C \int_0^t \varepsilon_N(s) (h(s) + 1) \, ds, \tag{4.34}
\]

where \( h \in L^1_{\text{loc}} \) and \( C \) is a universal constant depending on the dimension \( d \), the viscosity \( \sigma \) and the assumptions (2.10) on \( \rho \) in particular \( \| \nabla \rho \|_{L^\infty} \) and \( \| \rho \|_{L^\infty} \).

Proof of Prop. 13. Apply Corollary 3 to \( |V_{hl}^s(x)| \leq C \sqrt{|\log |x||} \leq C/|x|^{1/4} \) for \( \varepsilon_N \ll 1 \). Indeed,

\[
\int_0^t \int_{\mathbb{R}^d} \rho_{N,2} |V_{hl}^s(x_1 - x_2)|^2 \, dx_1 \, dx_2 \, ds \leq \int_0^t \varepsilon_N(s) h(s) \, ds,
\]

if we take \( \beta \) very close to 2 and \( \alpha = 1/2 \) and where \( h \in L^1_{\text{loc}} \). By the definition of the convolution,

\[
|V_{hl}^s \ast \rho(x)| \leq \| \rho \|_{L^\infty} \int_{|x| \leq \varepsilon_N} \frac{C}{|x|^{1/4}} \, dx \leq C \| \rho \|_{L^\infty} \varepsilon_N^{d-1/4} \leq C \varepsilon_N
\]

and

\[
\int \rho_{N,1} |V_{hl}^s \ast \rho(x)|^2 \, dx \leq C \varepsilon_N
\]

for \( d = 2, 3, \ldots \). \( \square \)
The proof of the above Corollary is straightforward. We only give a short proof of the Proposition 12.

**Proof of Proposition 12.** Since the joint law \( \rho_N \) is symmetric, we only need to bound the quantity

\[
\mathcal{I}_N^\beta = \int_0^T \int_{\mathbb{D}^2} \frac{\rho_{N,2}}{|x_1 - x_2|^\beta} \, dx_1 \, dx_2 \, dt.
\]

Recalling the inequality (4.16) in the proof of Lemma 9, one has

\[
\sigma_N ^{1/2} \int_0^T \int_{\mathbb{D}^N} \frac{|
abla_x \rho_N|^2}{\rho_N} \, dX \, ds \leq C_T^1,
\]

where

\[
C_T^1 = 2 \frac{1}{N} \int \rho_N^0 \log \rho_N^0 \, dX + 2T \left( \frac{\|K_2\|_{L^\infty}}{\sigma} + \|\text{div} K_1\|_{L^\infty} + \|\text{div}_x F\|_{L^\infty} \right).
\]

Again by symmetry, one has

\[
\int_0^T \int_{\mathbb{D}^N} \frac{|
abla_x \rho_N|^2}{\rho_N} \, dX \, ds \leq C_T^1 / \sigma_N.
\]

Combing with the trivial inequality

\[
\int_0^T \int_{\mathbb{D}^N} |\nabla_x \rho_{N,2}(t, x_1, x_2) - \nabla_x \log \rho_N(t, X)|^2 \rho_N \, dX \, dt \geq 0,
\]

one then obtains

\[
\int_0^T \int_{\mathbb{D}^2} \frac{|
abla_x \rho_{N,2}|^2}{\rho_{N,2}} \, dx_1 \, dx_2 \, dt \leq \int_0^T \int_{\mathbb{D}^N} \frac{|
abla_x \rho_N|^2}{\rho_N} \, dX \, ds \leq C_T^1 / \sigma_N.
\]

Choose \( L(z) = 1/|z|^\beta - C \) where \( C = \int_D 1/|z|^\beta \, dz \) for \( \beta \leq 2 \) for \( d \geq 3 \) and in particular \( \beta < d \) for \( d = 1, 2 \). Solve the Poisson equation

\[-\Delta \varphi = L,\]
then one has
\[ \nabla \phi = \phi, \quad - \text{div} \phi = L. \]

One can choose \( \phi \) such that \( |\phi(z)| \leq C/|z|^{\beta-1} \). Now one has
\[
I_\beta^N = CT + \int_0^T \int_{\mathbb{D}^2} \rho_{N,2}(t, x_1, x_2) L(x_1 - x_2) \, dx_1 \, dx_2 \, dt
\]
\[
= CT + \int_0^T \int_{\mathbb{D}^2} \nabla x_1 \rho_{N,2} \cdot \phi(x_1 - x_2) \, dx_1 \, dx_2 \, dt
\]
\[
\leq CT + \left( \int_0^T \int_{\mathbb{D}^2} |\nabla x_1 \rho_{N,2}|^2 \right)^{1/2} \left( \int_0^T \int_{\mathbb{D}^2} \rho_{N,2} |\phi|^2 \right)^{1/2}
\]
\[
\leq CT + C \sqrt{C_\tau^1/\sigma_N} \left( \int_0^T \int_{\mathbb{D}^2} \rho_{N,2} |x_1 - x_2|^{2\beta-2} \right)^{1/2}.
\]
As long as \( \beta \leq 2 \), one has
\[
\frac{1}{|x_1 - x_2|^{2\beta-2}} \leq d^{(2-\beta)/2} \frac{1}{|x_1 - x_2|^\beta}.
\]
Consequently we can estimate as
\[
I_\beta^N \leq CT + C \sqrt{C_\tau^1/\sigma_N d^{(2-\beta)/4}} \sqrt{I_\beta^N},
\]
which implies
\[
I_\beta^N \leq C_T := 2CT + 2d^{(2-\beta)/2}C^2C_\tau^1/\sigma_N,
\]
which completes the proof. \( \square \)

4.4 Control of the \( K_2 \) part with \( K_2 \in L^\infty \)

We recall that for a function \( \phi \),
\[
\delta \phi^{ij} = \phi(x_i - x_j) - \phi \star \rho(x_i),
\]
according to the definition (4.2). In this section, for a vector field \( K = (K^1, \cdots, K^d) \), we also write
\[
\delta K^{ij} = K(x_i - x_j) - K \star \rho(x_i), \quad \delta (K^h)^{ij} = K^h(x_i - x_j) - K^h \star \rho(x_i) \quad (4.35)
\]
where \( h = 1, \ldots, d \).

By the similar method in the previous two sections, one can easily obtain the following

**Proposition 14** The contribution \( J_2 \) from the \( K_2 \) part with \( K_2 \in L^\infty \) can be estimated as

\[
J_2 \leq \int_0^t \frac{d}{\eta \sigma} \left[ H_N(s) + \frac{C}{N} \right] ds,
\]

where \( \eta^{-1} \) is in the order of \( \| K_2 \|_{L^\infty}^2 \) and \( C \) is a universal constant depending on \( \| K_2 \|_{L^\infty} \).

**Proof of Prop. 14.** Now we proceed to control \( J_2 \) as in (4.18) with \( \nu = 2 \), that is

\[
J_2 = -\frac{1}{N} \frac{\sigma}{4N} \int_0^t \int_{\mathbb{D}^N} \rho_N \rho_N Q_N^2 \, dX \, ds
\]

Firstly, we rewrite the 2nd term above as

\[
-\frac{1}{N} \int \rho_N Q_N^2 \, dX
\]

\[
= -\frac{1}{N^2} \int \rho_N \frac{\partial \rho_N}{\partial \rho_N} (\text{div}_x K_2)(x_i - x_j) \, dX
\]

\[
= \frac{1}{N^2} \sum_{i,j=1}^N \left\{ \int \rho_N \nabla x_i \log \rho_N \delta K_2^{ij} \, dX + \int \rho_N \nabla x_i \log \frac{\rho_N}{\bar{\rho}_N} \delta K_2^{ij} \, dX \right\}
\]

by integration by parts, where \( \delta K_2^{ij} \) is defined in (4.35).

Consequently, one has

\[
J_2 = -\frac{1}{N^2} \sum_{i,j=1}^N \int_0^t \int \rho_N \nabla x_i \log \frac{\rho_N}{\bar{\rho}_N} \delta K_2^{ij} \, dX \, ds - \frac{\sigma}{4N} \int_0^t \int_{\mathbb{D}^N} \rho_N \left| \nabla x \log \frac{\rho_N}{\bar{\rho}_N} \right|^2 \, dX \, ds
\]

The last inequality is ensured by the Cauchy-Schwarz inequality. For fixed \( i \), one has

\[
\int \rho_N \left( \frac{1}{N} \sum_{j=1}^N \delta K_2^{ij} \right)^2 \, dX = \sum_{h=1}^d \int \rho_N \left( \frac{1}{N} \sum_{j=1}^N \delta (K_2^h)_{ij} \right)^2 \, dX.
\]
By the same trick in bounding $J_1$ and applying the main estimate Theorem 6 with $g \equiv 1$, one has for $\eta$ small such that $\sqrt{\eta}\|K_2\|_{L^\infty} < \frac{1}{2e}$,

$$
\int \rho_N \left( \frac{1}{N} \sum_{j=1}^{N} \delta(K_2^{h})_{ij} \right)^2 \, dX \leq \frac{1}{\eta} H_N(t) + \frac{3 \Lambda_2}{\eta N},
$$

where

$$
\Lambda_2 \equiv 1 + \frac{5\bar{\alpha}}{(1 - \bar{\alpha})^3} + \frac{\bar{\beta}}{1 - \bar{\beta}} < \infty \tag{4.37}
$$

since

$$
\bar{\alpha} = (2e\sqrt{\eta}\|K_2\|_{L^\infty})^4 < 1, \quad \bar{\beta} = \left(2\sqrt{2e\eta}\|K_2\|_{L^\infty}\right)^4 < 1.
$$

Integrating over time completes the proof. $\square$

### 4.5 Final step of the Proof of Theorem 3

Now we can prove Theorem 3. Indeed, combining Lemma 10, Prop. 11, Prop. 13 and Prop. 14, one finally reaches

$$
H_N(t) \leq H_N(0) + \Lambda_0(\sigma - \sigma_N)^2 + C \int_0^t |\log \varepsilon_N(s)| (H_N(s) + \frac{C}{N}) \, ds + C \int_0^t \varepsilon_N(s)(h(s) + 1) \, ds. \tag{4.38}
$$

If one chooses the parameter $\varepsilon_N(s) = H_N(s) + \frac{C}{N}$ at time $s$, then the above inequality reduces to

$$
H_N(t) \leq H_N(0) + \Lambda_0(\sigma - \sigma_N)^2 + C \int_0^t |\log(H_N(s) + \frac{C}{N})| \left(H_N(s) + \frac{C}{N}\right)(1 + h(s)) \, ds.
$$

By Gronwall’s inequality, one finally reaches

$$
H_N(t) \leq \left( H_N(0) + \frac{C}{N} + \Lambda_0(\sigma - \sigma_N)^2 \right) \exp\left(\exp(-C \int_0^t (1 + h(s) \, ds)\right),
$$
where $C$ is a universal constant depending on the time length $t$, the dimension $d$, the viscosity $\sigma$ and some uniform bounds in (2.10) and assumptions on $K$ while $0 \leq h \in L^1_{\text{loc}}$ with $\int_0^t h \, ds = C_t$ as in Corollary 3. Other parts follows exactly as the 2nd order cases.

This completes the proof of Theorem 3.
Chapter 5: Preliminary of combinatorics

In this chapter, we list several classical combinatorics results that will be used in the proof of the main estimates. We first recall Stirling’s formula for \( n = 1, 2, \ldots \),

\[
  n! = \lambda_n \sqrt{2\pi n} \left( \frac{n}{e} \right)^n,
\]  

(5.1)

where \( 1 < \lambda_n < \frac{11}{10} \) and \( \lambda_n \to 1 \) as \( n \to \infty \). A straightforward consequence of the Stirling’s formula is

\[
p^p \leq p! \ e^p,
\]

which will be used frequently for simplicity.

**Lemma 11** For any \( 1 \leq p \leq q \), one has

\[
\binom{q}{p} \leq e^p q^p p^{-p}.
\]

**Proof of Lemma 11** The proof is straightforward by the Stirling’s formula.  

**Lemma 12** For any \( 1 \leq p \leq q \), one has

\[
|\{(b_1, \ldots, b_p) \in \mathbb{N}^p \mid \forall l \ 1 \leq b_l \leq q, \quad b_1 + b_2 + \cdots + b_p = q\}| = \binom{q - 1}{p - 1}.
\]

**Proof of Lemma 12** When \( p = 1 \), the lemma trivially holds true with the convention \( \binom{0}{0} = 1 \) if \( p = q = 1 \). We thus assume \( p \geq 2 \) in the following. Since each \( p \)-tuple
\((b_1, b_2, \cdots, b_p)\) uniquely determines a \((p-1)\)-tuple \((c_1, c_2, \cdots, c_{p-1})\) and reciprocally via
\[
c_1 = b_1, \; c_2 = b_1 + b_2, \; \cdots, \; c_{p-1} = b_1 + b_2 + \cdots + b_{p-1},
\]
it suffices to verify that
\[
|\{(c_1, c_2, \cdots, c_{p-1}) \mid 1 \leq c_1 < c_2 < \cdots < c_{p-1} \leq q - 1\}| = \binom{q-1}{p-1}.
\]
This is simply obtained by choosing \(p-1\) distinct integers from the set \(\{1, 2, \cdots, q-1\}\) and assigning the smallest one to \(c_1\), the second smallest to \(c_2\), and so on. \(\square\)

Much of the combinatorics that we handle is based only on the multiplicity in the multi-indices. It is therefore convenient to know how many multi-indices can have the same multiplicity signature

**Lemma 13** For any \(a_1, \ldots, a_q \in \mathbb{N}\) s.t. \(a_1 + \cdots + a_q = p\), then the set of multi-indices \(I_p = (i_1, \ldots, i_p)\) with \(1 \leq i_k \leq q\) and corresponding multiplicities has cardinal
\[
\left|\left\{(i_1, \ldots, i_p) \in \{1, \ldots, q\}^p \mid \forall l \; a_l = |\{k \mid i_k = l\}|\right\}\right| = \frac{p!}{a_1! \cdots a_q!}.
\]

*Proof* This is the basic multinomial relation: We have to choose \(1\) \(a_1\) times among \(p\) positions, \(2\) \(a_2\) times among the remaining positions and so on... \(\square\)

Similarly as for the binomial coefficients, \(\frac{p!}{a_1! \cdots a_q!}\) is the coefficient of \(x_1^{a_1} \cdots x_q^{a_q}\) in the expansion of \((x_1 + \cdots + x_q)^p\) leading to the obvious estimate
\[
\sum_{a_1, \ldots, a_q \geq 0, \; a_1 + \cdots + a_q = p} \frac{p!}{a_1! \cdots a_q!} = q^p. \tag{5.2}
\]
Definitions To let the presentation simple, let us introduce some notations here.

We write the integer valued $p$–tuple as $I_p = (i_1, \cdots, i_p)$. The overall set $T_{q,p}$ of those indices is defined as

$$T_{q,p} = \{I_p = (i_1, \cdots, i_p) | 1 \leq i_\nu \leq q, \text{ for all } 1 \leq \nu \leq p \}. \quad (5.3)$$

We thus define the multiplicity function $\Phi_{q,p} : T_{q,p} \to \{0, 1, \cdots, p\}^q$ with $\Phi_{q,p}(I_p) = A_q = (a_1, a_2, \cdots, a_q)$, where

$$a_l = |\{1 \leq \nu \leq p | i_\nu = l\}|.
$$

With the multiplicity function $\Phi_{q,p}$, we can proceed to define the “effective set” $E_{q,p}$ of index $I_p$ as

$$E_{q,p} = \{I_p \in T_{q,p} | \Phi_{q,p}(I_p) = A_q = (a_1, \cdots, a_q) \text{ with } a_\nu \neq 1 \text{ for any } 1 \leq \nu \leq q\}. \quad (5.4)$$

The cardinality of the effective set $E_{N,2k}$ or $E_{N,4k}$ play a crucial role in the combinatorics argument later, which is given by the following lemma

**Lemma 14** Assume that $1 \leq p \leq q$. Then

$$|E_{q,p}| \leq \sum_{l=1}^{\lfloor \frac{p}{2} \rfloor} \left( \binom{q}{l} \right) l^p \leq \left( \frac{p}{2} \right) \left( \frac{q}{\lfloor \frac{p}{2} \rfloor} \right) \left( \frac{p}{2} \right)^p \leq \frac{p}{2} e^{\frac{p}{2}} q^2 \left( \frac{p}{2} \right)^2. \quad (5.5)$$

**Proof** If $p = 1$, then $E_{q,p} = \emptyset$. The estimate (5.5) holds trivially. Hence we assume that $p \geq 2$. Assume that there are $l$ distinct integers in $I_p$, then $1 \leq l \leq \lfloor \frac{p}{2} \rfloor$ by the definition of $E_{q,p}$.

We count the number $|\{I_p \in E_{q,p} | \{|i_1, \cdots, i_p| = l \} \}$ by the multiple principle.

Indeed, at the first step, we choose $l$ distinct integers from $\{1, 2, \cdots, N\}$. There are
choices in this step. Then we order those integers at \( p \) positions with possible repetition. The total number of all orderings can be bounded by \( l^p \), the total number without any restriction. Therefore one reaches

\[
|\mathcal{E}_{q,p}| = \sum_{l=1}^{\lfloor \frac{p}{2} \rfloor} |\{I_p \in \mathcal{E}_{q,p} \mid |\{i_1, \ldots, i_p\}| = l\}| = \sum_{l=1}^{\lfloor \frac{p}{2} \rfloor} \binom{q}{l} l^p.
\]

Simply applying the Lemma 11, we complete the proof. \( \Box \)
Chapter 6: Main estimates: The 2nd order case

In this chapter, we establish the main estimates Theorem 5 for the 2nd order case. This chapter is the most technical part in the article [93]. We simply the proof and emphasize the key properties to make use of the Laws of Large Numbers corresponding to certain cancellation rules.

6.1 Intuitive calculations: the scaling of $R_N$

We present some of the basic scaling properties of $R_N$. Recall that the definition (3.1) of $R_N$ in the 2nd order case, that is the double summation

$$R_N = \frac{1}{N} \sum_{i,j=1}^{N} \nabla v_i \log f(x_i, v_i) \cdot \{ K(x_i - x_j) - K \ast \rho(x_i) \}.$$  

Then a trivial bound for $|R_N|$ is simply

$$|R_N| \leq (2\|K\|_{L^\infty}\|\nabla \log f\|_{L^\infty}) N. \quad (6.1)$$

However inserting this bound in the evolution of the relative entropy

$$H_N(t) \leq H_N(0) - \frac{1}{N} \int_{0}^{t} \int f_N R_N \, dZ \, ds$$

for the purely deterministic case for instance would only give that $H_N(t) = O(1)$ without any chance of converging. Instead Theorem 5 essentially proves that $R_N$ is of order 1 and not of order $N$, which indicates the need of certain cancellation rules.
To get
\[
\int_{(D \times \mathbb{R}^d)^N} \bar{f}_N \exp(|R_N|) \, dZ \leq C < \infty,
\]
where \(C\) doesn't depend on \(N\), we expand \(\exp(|R_N|)\) by Taylor expansion. Note though that
\[
\frac{1}{(2k+1)!} |R_N|^{2k+1} \leq \frac{1}{(2k)!} |R_N|^{2k} \left( \frac{2k+1}{2} + \frac{1}{2(2k+1)!} |R_N|^2 \right)
\]
\[
\leq \frac{1}{2(2k)!} |R_N|^{2k} + \frac{1}{(2k+2)!} |R_N|^{2k+2},
\]
so that we only have to bound the even terms and have
\[
\exp(|R_N|) = \sum_{k=0}^{\infty} \frac{1}{k!} |R_N|^k \leq 3 \sum_{k=0}^{\infty} \frac{1}{(2k)!} |R_N|^{2k}.
\]
Consequently, we have
\[
\int \bar{f}_N \exp(|R_N|) \, dZ \leq 3 \sum_{k=0}^{\infty} \frac{1}{(2k)!} \int |R_N|^{2k} \bar{f}_N \, dZ. \tag{6.2}
\]
The basic idea of the proof for Theorem 5 is to expand the sum defining \(R_N\) in \(|R_N|^{2k}\) and show that a large number of terms vanish under integral with respect to \(\bar{f}_N\). Indeed, the \(k\)-th term in (6.2) can be expanded as
\[
\frac{1}{(2k)!} \int |R_N|^{2k} \bar{f}_N \, dZ
\]
\[
= \frac{1}{(2k)!} N^{2k} \int \sum_{1 \leq i_1, j_1 \leq N} \cdots \sum_{1 \leq i_{2k}, j_{2k} \leq N} (F_{i_1} \cdot \delta K^{i_1,j_1}) \cdots (F_{i_{2k}} \cdot \delta K^{i_{2k},j_{2k}}) \bar{f}_N \, dZ
\]
\[
= \frac{1}{(2k)!} N^{2k} \sum_{I_{2k} \in \mathcal{T}_{N,2k}} \sum_{J_{2k} \in \mathcal{T}_{N,2k}} \int (F_{i_1} \cdot \delta K^{i_1,j_1}) \cdots (F_{i_{2k}} \cdot \delta K^{i_{2k},j_{2k}}) \bar{f}_N \, dZ. \tag{6.3}
\]
where we recall the definition (5.3) of \(\mathcal{T}_{q,p}\) for \(q = N\) and \(p = 2k\) and we define in this chapter
\[
F_i = \nabla_{v_i} \log f(x_i, v_i), \quad \delta K^{i,j} = K(x_i - x_j) - K \ast \rho(x_i).
\]
In the expansion (6.3), one typical term with fixed index \((I_{2k}, J_{2k})\) can be bounded simply by

\[
\left| \int (F_{i_1} \cdot \delta K^{i_1,j_1}) \cdots (F_{i_{2k}} \cdot \delta K^{i_{2k},j_{2k}}) \tilde{f}_N \, dZ \right|
\]

(6.4)

with \((a_1, \cdots, a_N)\) is just the multiplicity of \(I_{2k}\). Even under stronger assumption \(\|\nabla_v \log f\|_{L^\infty} < \infty\) compared to the one \(\sup_p \frac{M_p}{p} < \infty\) in Theorem 5, another trivial bound for each term in the series (6.2) based on (6.4) will give us

\[
\frac{1}{(2k)!} \int |R_N|^{2k} \tilde{f}_N \, dZ \leq \frac{1}{(2k)!} N^{2k} (2\|K\|_{L^\infty} \|\nabla_v \log f\|_{L^\infty})^{2k},
\]

(6.5)

which will blow up if we fix \(k\) but let \(N \to \infty\). However, the above simple bound tells us we only need to focus on the case \(k\) is small compared to \(N\): the trivial bound discussed here will be enough for the case \(k \gg N\).

In the following, we only present two basic calculations, indicative of the type of cancellations that we use.

**Lemma 15** Assume that \(f \in L^\infty \cap L^1(\mathbb{D} \times \mathbb{R}^d)\) with \(f \geq 0\) and \(\int f = 1\). Assume that \(K \in L^\infty\) and that \(\nabla_v f \in L^1_{loc}\), then

\[
\int_{\mathbb{D}^N \times (\mathbb{R}^d)^N} R_N \tilde{f}_N \, dZ = 0.
\]

**Proof** Simply expanding \(R_N\), we get

\[
\int R_N \tilde{f}_N \, dZ = \frac{1}{N} \sum_{i,j=1}^N \int \nabla v_i \log f(x_i, v_i) \cdot \left\{ K(x_i - x_j) - K \ast \rho(x_i) \right\} f(x_i, v_i) \cdots f(x_N, v_N) \, dZ.
\]

For fixed \((i, j)\), notice that \(f(x_i, v_i) \nabla v_i \log f(x_i, v_i) = \nabla v_i f(x_i, v_i)\), and no other terms depend on \(v_i\). Integration by parts thus implies that the integral vanishes.
Indeed, by Fubini’s Theorem, without loss of generality, we only need to check

\[ \int \nabla_v f(x, v) K \ast \rho(x) \, dx \, dv = 0 \quad (6.6) \]

and

\[ \int \nabla_{v_1} f(x_1, v_1) \{K(x_1 - x_2) - K \ast \rho(x_1)\} \rho(x_2) \, dx_1 \, dv_1 \, dx_2 = 0. \quad (6.7) \]

\[ \square \]

Lemma 15 only illustrates the simplest cancellation in \( R_N \). It is also straightforward to show some orthogonality property between the terms in the sum defining \( R_N \). This leads to the first indication that indeed \( R_N \) is of order 1 and not \( N \).

**Lemma 16** Assume that \( f \in L^\infty \cap L^1(\mathbb{D} \times \mathbb{R}^d) \) with \( f \geq 0 \) and \( \int f = 1 \). Assume that \( K \in L^\infty \) and that \( \nabla_v f \in L^2_{\text{loc}} \), then

\[ \int_{\mathbb{D} \times \mathbb{R}^d} |R_N|^2 \bar{f}_N \, dZ \leq 4 \|K\|_{L^\infty}^2 \int_{\mathbb{D} \times \mathbb{R}^d} |\nabla_v \log f|^2 f \, dx \, dv. \]

**Proof** For convenience we recall

\[ F_i = \nabla_{v_i} \log f(x_i, v_i), \quad \delta K^{i,j} = K(x_i - x_j) - K \ast \rho(x_i). \]

Simply expand the left-hand side

\[ \int |R_N|^2 \bar{f}_N \, dZ = \frac{1}{N^2} \sum_{i_1,i_2=1}^{N} \sum_{j_1,j_2=1}^{N} \int F_{i_1} \cdot \delta K^{i_1,j_1} F_{i_2} \cdot \delta K^{i_2,j_2} \bar{f}_N \, dZ. \]

If \( i_1 \neq i_2 \), then by integration by parts,

\[ \int F_{i_1} \cdot \delta K^{i_1,j_1} F_{i_2} \cdot \delta K^{i_2,j_2} \bar{f}_N \, dZ = 0. \]

Indeed, without loss of generality, let \( i_1 = 1 \) and \( i_2 = 2 \), then

\[ \int F_{i_1} \cdot \delta K^{i_1,j_1} F_{i_2} \cdot \delta K^{i_2,j_2} \bar{f}_N \, dZ = \int_{(\mathbb{D} \times \mathbb{R}^d)^2} \nabla_{v_1} f(x_1, v_1) \cdot \delta K^{1,j_1} \nabla_{v_2} f(x_2, v_2) \cdot \delta K^{2,j_2} \, dz_1 \, dz_2 = 0, \]
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by integration by parts since $\delta K^{1,j_1}$ and $\delta K^{2,j_2}$ do not depend any $v$ variables.

If $i_1 = i_2$ while $j_1 \neq j_2$, then at least one of $\{j_1, j_2\}$ is not equal to $i_1$, then this type of integral vanishes by the definition of convolution. Indeed, without lost of generality, let assume that $i_1 = i_2 = 1$ and $j_1 = 2$ while $j_2 \neq 2$, then

$$\int_{(\mathbb{D} \times \mathbb{R}^d)^N} F_{i_1} \cdot \delta K^{i_1,j_1} F_{i_2} \cdot \delta K^{i_2,j_2} \bar{f}_N \, dZ$$

$$= \int_{(\mathbb{D} \times \mathbb{R}^d)^N} \left[ \nabla v_1 \log f(x_1, v_1) \cdot \{K(x_1 - x_2) - K \ast \rho(x_1)\} \right]$$

$$\cdot \left[ \nabla v_1 \log f(x_1, v_1) \cdot \{K(x_1 - x_{j_2}) - K \ast \rho(x_1)\} \right] \bar{f}_N \, dZ$$

$$= \int_{(\mathbb{D} \times \mathbb{R}^d)^{N-1}} \left[ \nabla v_1 \log f(x_1, v_1) \cdot \{K(x_1 - x_{j_2}) - K \ast \rho(x_1)\} \right] \Pi_{i \neq 2} f(x_i, v_i) \, dz_i$$

$$\cdot \left( \nabla v_1 \log f(x_1, v_1) \cdot \int_{\mathbb{D}} \{K(x_1 - x_2) - K \ast \rho(x_1)\} \rho(x_2) \, dx_2 \right)$$

$$= 0,$$

where we used that

$$\int_{\mathbb{D}} \{K(x_1 - x_2) - K \ast \rho(x_1)\} \rho(x_2) \, dx_2 = 0,$$

by the definition of convolution, and since $\rho$ has integral 1.

Hence after integration only those terms with indices $i_1 = i_2$ and $j_1 = j_2$ contribute to the summation. That is

$$\frac{1}{N^2} \sum_{i_1,i_2=1}^{N} \sum_{j_1,j_2=1}^{N} \int F_{i_1} \cdot \delta K^{i_1,j_1} F_{i_2} \cdot \delta K^{i_2,j_2} \bar{f}_N \, dZ$$

$$= \frac{1}{N^2} \sum_{i=1}^{N} \sum_{j=1}^{N} \int (F_{i} \cdot \delta K^{i,j})^2 \bar{f}_N \, dZ \leq 4 \|K\|_{L^\infty}^2 \int_{\mathbb{D} \times \mathbb{R}^d} |\nabla v \log f|^2 f \, dx \, dv,$$

which completes the proof. $\square$
6.2 Main Estimates: Proof of Theorem 5

Now we are ready to give the complete proof of Theorem 5. From the discussion above, it only show the convergence of the series

$$\sum_{k=0}^{\infty} \frac{1}{(2k)!} \int |R_N|^{2k} \bar{f}_N \, dZ$$

which we divide in two different cases: $k$ is small compared to $N$ or $k$ is comparable or larger than $N$. The first part, $3k \leq N$, is more delicate and requires some preparatory combinatorics work. The second part, $3k > N$, is almost trivial since now the coefficients $\frac{1}{(2k)!}$ dominates and we can simply use the trivial bound similar to (6.5). We remark the general strategy is the same for the 1st order systems but it is more difficult there and the cancellation rules there are more tricky.

Accordingly Theorem 5 is a consequence of the following two propositions

**Proposition 15** For $3k \leq N$, we have

$$\sum_{k=0}^{\lfloor N/3 \rfloor} \frac{1}{(2k)!} \int |R_N|^{2k} \bar{f}_N \, dZ \leq 1 + 2 \sum_{k=1}^{\lfloor N/3 \rfloor} k \left( 8e^2 \|K\|_{L^\infty} \left( \sup_p \frac{M_p}{p} \right) \right)^{2k}.$$

**Proposition 16** For $3k > N$, we have

$$\sum_{k=\lfloor N/3 \rfloor+1}^{\infty} \frac{1}{(2k)!} \int |R_N|^{2k} \bar{f}_N \, dZ \leq \sum_{k=\lfloor N/3 \rfloor+1}^{\infty} k \left( 5e^2 \|K\|_{L^\infty} \left( \sup_p \frac{M_p}{p} \right) \right)^{2k}.$$

Let us briefly explain how we can prove Theorem 5 from Proposition 15 and Proposition 16.

**Proof of Theorem 5** Recall that

$$\sum_{k=1}^{\infty} k r^k = r \frac{d}{dr} \sum_{k=0}^{\infty} r^k = \frac{r}{(1-r)^2}.$$
Under the assumption $\|K\|_{L^\infty} \sup_p \frac{M_p}{p} < \frac{1}{8e^2}$, we have that
\[
\sum_{k=1}^{\lfloor \frac{N}{3} \rfloor} k \left( 8e^2 \|K\|_{L^\infty} \left( \sup_p \frac{M_p}{p} \right) \right)^{2k} \leq \sum_{k=1}^{\infty} k \left( 8e^2 \|K\|_{L^\infty} \left( \sup_p \frac{M_p}{p} \right) \right)^{2k} < \infty,
\]
and
\[
\sum_{k=\lfloor \frac{N}{3} \rfloor +1}^{\infty} \left( 5e^2 \|K\|_{L^\infty} \left( \sup_p \frac{M_p}{p} \right) \right)^{2k} \leq \sum_{k=1}^{\infty} \left( \frac{5}{8} \right)^{2k} \leq \frac{\left( \frac{5}{8} \right)^2}{1 - \left( \frac{5}{8} \right)^2} < \infty.
\]

Hence, by (6.2), Proposition 15 and Proposition 16 we have that
\[
\int \bar{f}_N \exp(|R_N|) \, dZ \leq 3 \sum_{k=0}^{\infty} \frac{1}{(2k)!} \int |R_N|^{2k} \bar{f}_N \, dZ \leq 3 \left( 1 + 2 \sum_{k=1}^{\infty} k \left( 8e^2 \|K\|_{L^\infty} \left( \sup_p \frac{M_p}{p} \right) \right)^{2k} + \sum_{k=1}^{\infty} \left( \frac{5}{8} \right)^{2k} \right) \leq 5 + 6 \left( \frac{8e^2 \|K\|_{L^\infty} \left( \sup_p \frac{M_p}{p} \right)}{1 - \left( \frac{8e^2 \|K\|_{L^\infty} \left( \sup_p \frac{M_p}{p} \right)}{8} \right)^2} \right)^2.
\]

This completes the proof. \( \square \)

6.2.1 The case $3k \leq N$: Proof of Proposition 15

We start with the general rule for cancellation in the expansion (6.3).

**Lemma 17 (General Cancellation Rule)** Fix an integer $p \geq 1$. Take any pair of multi-indices $(I_p, J_p)$, where $I_p = (i_1, i_2, \ldots, i_p)$ and $J_p = (j_1, j_2, \ldots, j_p)$. All components of $I_p$ and $J_p$ are taken from the set $\{1, 2, \ldots, N\}$. Then
\[
\int_{(\mathbb{R}^2)^N} \left( \nabla_{v_i} \log f(x_{i_1}, v_{i_1}) \cdot \{K(x_{i_1} - x_{j_1}) - K \ast \rho(x_{i_1})\} \right) \cdots \left( \nabla_{v_p} \log f(x_{i_p}, v_{i_p}) \cdot \{K(x_{i_p} - x_{j_p}) - K \ast \rho(x_{i_p})\} \right) \bar{f}_N \, dZ = 0
\]
provided that one of the following statements is satisfied:

1) there exists one $i_\nu$, such that $i_\nu \notin \{i_1, \ldots, i_{\nu-1}, i_{\nu+1}, \ldots, i_p\}$;

2) there exists one $j_\nu$, such that $j_\nu \notin \{i_1, i_2, \ldots, i_p\} \cup \{j_1, \ldots, j_{\nu-1}, j_{\nu+1}, \ldots, j_p\}$.
Proof  The proof of the this lemma is essentially the same as Lemma 15 and Lemma 16. For completeness, we give a short proof here. Let us first check the case 1) above. Without loss of generality, we can assume \( i_{\nu} = i_1 = 1 \) while \( i_2 \neq 1, \cdots, i_p \neq 1 \). Now use the conventions \( F_i \) and \( \delta K^{i,j} \) to simplify notations. Hence the integral becomes

\[
\int_{(\mathbb{D} \times \mathbb{R}^d)^N} (F_{i_1} \cdot \delta K^{1,j_1}) \cdot (F_{i_2} \cdot \delta K^{i_2,j_2}) \cdots (F_{i_p} \cdot \delta K^{i_p,j_p}) \bar{f}_N \, dZ
\]

where the only term depending on \( v_1 \) is \( f(x_1, v_1) \). Integration by parts shows that (6.8) holds.

In the second case, without loss of generality, we can assume that \( j_1 = 1 \), while \( j_2 \neq 1, \cdots, j_p \neq 1 \) and \( i_1 \neq 1, \cdots, i_p \neq 1 \). Hence the integral becomes

\[
\int \nabla_{v_1} f(x_1, v_1) \cdot \{ K(x_{i_1} - x_1) - K \ast \rho(x_{i_1}) \} (F_{i_2} \cdot \delta K^{i_2,j_2}) \cdots (F_{i_p} \cdot \delta K^{i_p,j_p}) \bar{f}_N \, dZ
\]

where only \( K(x_{i_1} - x_1) \) and \( f(x_1, v_1) \) are \( (x_1, v_1) \)-dependent. As in Lemma 16

\[
\int_{\mathbb{D} \times \mathbb{R}^d} \{ K(x_{i_1} - x_1) - K \ast \rho(x_{i_1}) \} f(x_1, v_1) \, dx_1 \, dv_1 = 0,
\]

and hence again (6.8) holds, completing the proof.

\( \square \)
Using the notation $\mathcal{E}_{N,2k}$ introduced in (5.4), the first cancellation rule above means that once the index $I_{2k} \notin \mathcal{E}_{N,2k}$, then

$$\int (F_{i_1} \cdot \delta K^{i_1,j_1}) \cdots (F_{i_{2k}} \cdot \delta K^{i_{2k},j_{2k}}) \bar{f}_N \, dZ = 0.$$ 

Therefore, we only need to count those couples $(I_{2k}, J_{2k})$ with $I_{2k} \in \mathcal{E}_{N,2k}$ and $J_{2k}$ belongs to the set defined as

$$P_{I_{2k}N,2k}^{I_{2k}N,2k} := \left\{ J_{2k} \in \mathcal{T}_{N,2k} \mid \begin{array}{l}
\text{either for all } 1 \leq \nu \leq 2k, j_{\nu} \in \{i_1, \cdots, i_{2k}\}; \\
or for any } \nu \text{ such that } j_{\nu} \notin \{i_1, \cdots, i_{2k}\}, \\
\exists \nu' \neq \nu, \text{ such that } j_{\nu} = j_{\nu'}.
\end{array} \right\}.$$ 

We now turn to bounding the number of choices of $J_{2k}$ in $P_{I_{2k}N,2k}$ with $I_{2k} \in \mathcal{E}_{N,2k}$.

**Lemma 18 (Choices of the multi-indices $J_{2k}$)** Assume that $3k \leq N$ and $I_{2k} \in \mathcal{E}_{N,2k}$ with $|\{i_1, \cdots, i_{2k}\}| = l$. Recall that $1 \leq l \leq k$. Then we have

$$|P_{I_{2k}N,2k}| = l^{2k} + \sum_{h=2}^{2k} l^{2k-h} \binom{2k}{h} |\mathcal{E}_{N-l,h}|. \quad (6.9)$$

Furthermore,

$$|P_{I_{2k}N,2k}| \leq P_{N,2k} := 2ke^{k} 2^{2k} k^k N^k. \quad (6.10)$$

**Proof** Without loss of generality, we assume that as a set $\{i_1, \cdots, i_{2k}\} = \{1, 2, \cdots, l\}$. By the definition of the set $P_{I_{2k}N,2k}$, we have two cases. The first case is that all $j_{\nu}$ are chosen from $\{1, 2, \cdots, l\}$. The total number of such $J_{2k}$ is $l^{2k}$ since each $j_{\nu}$ can be any integer from 1 to $l$.

In the second case, there exists some $j_{\nu}$ in $\{l+1, \cdots, N\}$ and for each such $j_{\nu} \geq l + 1$, there exists $\nu' \neq \nu$ such that $j_{\nu} = j_{\nu'}$. That is to say, each component
\( j_\nu \geq l + 1 \) is repeated. Denote by

\[
h = |\{1 \leq \nu \leq 2k | j_\nu \geq l + 1\}|
\]

the number of components of \( J_{2k} \) which are larger than \( l \). We thus have \( 2 \leq h \leq 2k \).

For a fixed \( h \), we need to choose \( h \) positions in \( J_{2k} \) to put integers bigger than \( l \) for \( \binom{2k}{h} \) choices.

The remaining \( (2k - h) \) positions of \( J_{2k} \) can be filled with any integer in \( \{1, 2, \cdots, l\} \), for \( l^{2k-h} \) choices.

Finally, we choose \( h \) integers from the set \( \{l + 1, \cdots, N\} \) for each of the \( h \) positions in \( J_{2k} \) that we chose initially. Again, the multiplicity for each integer chosen is at least two and the order is taken into account. This coincides with the definition of \( E_{N-l,h} \). Hence, in this step, the total number is just \( |E_{N-l,h}| \).

Therefore for a fixed \( h \), one has that

\[
|\{J_{2k} \in \mathcal{P}^{I_{2k}}_N \mid h \text{ components of } J_{2k} \text{ are larger than } l\}| = \binom{2k}{h} l^{2k-h} |E_{N-l,h}|.
\]

Adding all the cases together, we obtain

\[
|\mathcal{P}^{I_{2k}}_{N,2k}| = l^{2k} + \sum_{h=2}^{2k} |\{J_{2k} \in \mathcal{P}^{I_{2k}}_N \mid h \text{ components of } J_{2k} \text{ are larger than } l\}|
\]

\[
= l^{2k} + \sum_{h=2}^{2k} \binom{2k}{h} l^{2k-h} |E_{N-l,h}|,
\]

which is exactly (6.9).

Now we simplify the bound for \( |\mathcal{P}^{I_{2k}}_{N,2k}| \). Applying Lemma 14, we have

\[
|E_{N-l,h}| \leq \frac{h}{2} e^{\frac{h}{2}} (N - l)^{\frac{h}{2}} \left(\frac{h}{2}\right)^{\frac{h}{2}}.
\]
Therefore
\[
|\mathcal{P}_{N,2k}^{I_{2k}}| \leq l^{2k} + \sum_{h=2}^{2k} l^{2k-h} \frac{k^h}{h!} \left( N - l \right)^{\frac{h}{2}} \left( \frac{h}{2} \right)^{\frac{h}{2}}
\]
\[
\leq l^{2k} + 2ke^k \sum_{h=2}^{2k} l^{2k-h} \frac{k^h}{h!} \left( N - l \right)^{\frac{h}{2}} k^{\frac{h}{2}}
\]
\[
\leq 2ke^k \left\{ \sum_{h=0}^{2k} \frac{h^h}{h!} l^{2k-h} \left( N - l \right)^{\frac{h}{2}} k^{\frac{h}{2}} \right\} = 2ke^k \left( l + \sqrt{k(N-l)} \right)^{2k}
\]
\[
\leq 2ke^k 2^{2k} k^k N^k.
\]
This completes the proof.
\[\square\]

We are now ready to prove Prop. 15 by combining Lemma 14 and Lemma 18.

**Proof of Prop. 15** Applying Lemma 17, the expansion in 6.3 becomes
\[
\frac{1}{(2k)!} \int |R_N|^{2k} \tilde{f}_N \, dZ = \frac{1}{(2k)!} \frac{1}{N^{2k}} \sum_{I_{2k} \in \mathcal{E}_{N,2k}} \sum_{J_{2k} \in \mathcal{P}_{N,2k}^{I_{2k}}} \int (F_{i_1} \cdot \delta K^{i_1,j_1}) \cdots (F_{i_{2k}} \cdot \delta K^{i_{2k},j_{2k}}) \tilde{f}_N \, dZ.
\]

Combining the typical bound (6.4) and the definition \( M_p = \| \nabla \log f \|_{L^p(af)} \), i.e.
\[
\int |\nabla v_1 \log f(x_1,v_1)|^{a_1} \cdots |\nabla v_N \log f(x_N,v_N)|^{a_N} \tilde{f}_N \, dZ = M_{a_1}^{a_1} M_{a_2}^{a_2} \cdots M_{a_N}^{a_N} \leq \left( \sup_p \frac{M_p}{p} \right)^{2k} a_1^{a_1} \cdots a_N^{a_N},
\]
with the convention that \( 0^0 = 1 \), we obtain
\[
\frac{1}{(2k)!} \int |R_N|^{2k} \tilde{f}_N \, dZ
\]
\[
= \frac{1}{(2k)!} \frac{1}{N^{2k}} \sum_{l=1}^{k} \sum_{I_{2k} \in \mathcal{E}_{N,2k}, |\{i_1,\cdots,i_{2k}\}|=l} \sum_{J_{2k} \in \mathcal{P}_{N,2k}^{I_{2k}}} \int (F_{i_1} \cdot \delta K^{i_1,j_1}) \cdots (F_{i_{2k}} \cdot \delta K^{i_{2k},j_{2k}}) \tilde{f}_N \, dZ
\]
\[
\leq \frac{1}{(2k)!} \frac{1}{N^{2k}} \sum_{l=1}^{k} \sum_{I_{2k} \in \mathcal{E}_{N,2k}, |\{i_1,\cdots,i_{2k}\}|=l} P_{N,2k} \left( 2\|K\|_{L^\infty} \left( \sup_p \frac{M_p}{p} \right)^{2k} \right)^{a_1^{a_1} \cdots a_N^{a_N}}
\]
where we recall that \( P_{N,2k} = 2k e^k 2^{2k} k^k N^k \) which is the bound obtained on \( |\mathcal{P}_{N,2k}^{I_{2k}}| \) in Lemma 18.
Observe that for a given \( l \) and given multiplicities \( a_1, \ldots, a_l \), the number of \( I_{2k} \in E_{N,2k} \) with such multiplicities is bounded by

\[
\frac{(2k)!}{(a_1)! \cdots (a_l)!},
\]

by Lemma 13.

Thus

\[
\sum_{l=1}^{k} \sum_{I_{2k} \in E_{N,2k}. \, |\{i_1, \ldots, i_{2k}\}|=l} d_1^{a_1} \cdots d_N^{a_N}
\]

\[
= \sum_{l=1}^{k} \binom{N}{l} \sum_{a_1+\cdots+a_l=2k, \, a_1 \geq 2, \ldots, a_l \geq 2} \frac{(2k)!}{(a_1)! \cdots (a_l)!} d_1^{a_1} \cdots d_l^{a_l}
\]

\[
\leq (2k)! e^{2k} \sum_{l=1}^{N} \binom{N}{l} \left( \frac{2k-l-1}{l-1} \right),
\]

where the last inequality is ensured by \( a_i^{a_i} \leq a_i! e^{a_i} \) and a direct consequence of Lemma (12)

\[
|\{(a_1, \ldots, a_l)|a_1 + \cdots + a_l = 2k, \, a_1 \geq 2, \ldots, a_l \geq 2\}|
\]

\[
= |\{(b_1, \ldots, b_l)|b_1 + \cdots + b_l = 2k, \, b_1 \geq 1, \ldots, b_l \geq 1\}| = \binom{2k-l-1}{l-1}.
\]

Since \( 1 \leq l \leq k \), Stirling’s formula gives

\[
\binom{2k-l-1}{l-1} \leq \binom{2k}{k} \leq \frac{1}{\sqrt{k}} 2^{2k}.
\]

Combining all the estimates, one obtains

\[
\frac{1}{(2k)!} \int |R_N|^{2k} \tilde{f}_N \, dZ
\]

\[
\leq \frac{(2\|K\|_{L^\infty})^{2k}}{(2k)!} \frac{1}{N^{2k}} \left( \sup_p \frac{M_p}{p} \right)^{2k} (2k e^{2k} k^k N^k) \left( \frac{1}{\sqrt{k}} (2e^{2k}) (2k)! \right) \sum_{l=1}^{k} \binom{N}{l}
\]

\[
\leq 2 \sqrt{k} \left( 8 \|K\|_{L^\infty} \left( \sup_p \frac{M_p}{p} \right) \right)^{2k} e^{3k} k^k \frac{N^k}{N^k k} \binom{N}{k}.
\]

(6.13)

Now we use Stirling’s formula again to simplify the binomial coefficient above,

\[
\frac{k^k}{N^k} \frac{N!}{(N-k)!} \leq \frac{1}{\sqrt{\pi k}} \sqrt{\frac{N}{N-k}} \left( \frac{N}{N-k} \right)^{N-k}.
\]
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The assumption $3k \leq N$ gives that \( \frac{N}{N-k} \leq \frac{3}{2} \) and further implies
\[
\frac{k^k}{N^k} \left( \begin{array}{c} N \\ k \end{array} \right) \leq \sqrt{\frac{3}{2\pi k}} e^k.
\]

Using this bound in (6.13) we complete the proof of Prop 15. \( \Box \)

### 6.2.2 The case $3k > N$: Proof of Proposition 16

Now we establish the estimate for large $k$.

**Proof of Proposition 16** We only need the trivial bound for $R_N$, that is
\[
|R_N| \leq 2\|K\|_{L^\infty} \sum_{i=1}^{N} |\nabla v_i \log f|.
\]

As what we did in the previous section, one proceeds as

\[
\frac{1}{(2k)!} \int |R_N|^2 \bar{f}_N \d Z \leq \frac{(2\|K\|_{L^\infty})^{2k}}{(2k)!} \int \left( \sum_{i=1}^{N} |\nabla v_i \log f(x_i, v_i)| \right)^{2k} \bar{f}_N \d Z
\]

\[
= \frac{(2\|K\|_{L^\infty})^{2k}}{(2k)!} \sum_{a_1+\cdots+a_N=2k, \ a_1 \geq 0, \cdots, a_N \geq 0} \frac{(2k)!}{(a_1)! \cdots (a_N)!} M_{a_1}^{a_1} \cdots M_{a_N}^{a_N}
\]

\[
\leq \left( 2e\|K\|_{L^\infty} \left( \sup_p \frac{M_p}{p} \right) \right)^{2k} \left[ \sum_{a_1+\cdots+a_N=2k, \ a_1 \geq 0, \cdots, a_N \geq 0} 1 \right]
\]

where the summation inside the bracket \( [\cdot] \) equals to
\[
|\{(a_1, \cdots, a_N)|a_1 + \cdots + a_N = 2k, a_i \geq 0 \text{ for } 1 \leq i \leq N\}| = \binom{2k + N - 1}{N - 1}
\]

by applying Lemma 12 with $b_i = a_i + 1$. To simplify this binomial coefficient, we write $N - 1 = 2ks$, where $s < \frac{3}{2}$, yielding
\[
\binom{2k + N - 1}{N - 1} = \frac{(2k(1 + s))!}{(2ks)!(2k)!}.
\]

Apply Stirling’s formula to the factorials above and using the fact that $(1 + \frac{1}{s})^s < e$ for $s > 0$, we get $N \geq 2$ and $3k > N$,
\[
\binom{2k + N - 1}{N - 1} \leq \left( \frac{5}{2} \right)^{2k} e^{2k}.
\]
Inserting this control back into (6.14), one finally reaches

$$\frac{1}{(2k)!} \int |R_N|^{2k} \bar{f}_N \, dZ \leq \left( 5e^2 \left\| K \right\|_{L^\infty} \left( \sup_p \frac{M_p}{p} \right) \right)^{2k}.$$  

Summation over all $k > \frac{N}{3}$ completes the proof. □
Chapter 7: Main Estimates: The 1st order case

In this chapter, we prove the main estimates Theorem 6 and Theorem 7, the most technical part in the article [95]. The main idea is essentially the same as the one in the second order case. However, the combinatorics arguments here are more complicated than the 2nd order case. Indeed, in the Newton dynamics or in the limit Vlasov system, the velocity field \((v, K \ast \rho(x))\) in the limit is divergence free and in particular the velocity in the \(x\)–direction only depends on \(v\) while the velocity in the \(v\)–direction only depends on \(x\), more directly leading to cancellation rules for instance in the expansion (6.3) induced by integration by parts.

7.1 Main estimate I : Proof of Theorem 6

Quite different to the main estimate in the 2nd order cases, here essentially we only have one index \(J_{4k} \in T_{N,4k}\) rather than the couple \((I_{2k}, J_{2k})\). And the cancellation rule is essentially only due to the definition of convolution for instance for a function \(\phi\) and integers \(i \neq j\)

\[
\int_{B} \{\phi(x_i - x_j) - \phi \ast \rho(x_i)\} \rho(x_j) \, dx_j = 0.
\]


Proof of Theorem 6  As we did before, we write

\[ \delta \phi^{ij} = \phi(x_i - x_j) - \phi * \rho(x_i). \]

By symmetry we assume that \( i = 1 \) in the following and call \( R_N = R_{N,1}^{\phi,g} \) in this proof.

By Taylor’s expansion and the discussion before (6.2), one has

\[ \exp(R_N) = \sum_{k=0}^{\infty} \frac{1}{k!} (R_N)^k \leq 3 \sum_{k=0}^{\infty} \frac{1}{(2k)!} (R_N)^{2k}. \]

Hence it suffices only to bound the series with even terms

\[ \int_{\mathbb{D}^N} \bar{\rho}_N \exp(R_N) \, dX \leq 3 \sum_{k=0}^{\infty} \frac{1}{(2k)!} \int \bar{\rho}_N (R_N)^{2k} \, dX, \quad (7.1) \]

where in general the \( k \)-th even term can be expanded as

\[ \frac{1}{(2k)!} \int \bar{\rho}_N (R_N)^{2k} \, dX \]

\[ = \frac{1}{(2k)!} \frac{1}{N^{2k}} \sum_{j_1, \ldots, j_{4k} = 1}^{N} \int_{\mathbb{D}^N} \bar{\rho}_N g^{4k}(x_1) \delta \phi^{j_1} \cdots \delta \phi^{j_{4k}} \, dX. \quad (7.2) \]

We divide the proof in two different cases: \( k \) is small compared to \( N \) or \( k \) is comparable to or larger than \( N \). In the first case, \( 4k \leq N \), we apply Lemma 14 to get the combinatorics work done. The second part, \( 4k > N \), is almost trivial since now the coefficients \( \frac{1}{(2k)!} \) dominates.

Case: \( 4 \leq 4k \leq N \)  Recall the definitions of the overall set (see (5.3)) and the multiplicity function in chapter 5. Write

\[ J_{4k} = (j_1, \ldots, j_{4k}) \in T_{N,4k}, \quad \Phi_{N,4k}(J_{4k}) = B_N = (b_1, b_2, \ldots, b_N). \]

In (7.2), the integral with index \( J_{4k} = (j_1, \ldots, j_{4k}) \in T_{N,4k} \) vanishes provided that for some \( 2 \leq l \leq N \), the multiplicity \( b_l = 1 \). That means number \( l \) is only be taken
once in $J_{4k}$, say only $j_\nu = l$. Indeed,

$$\int_{\mathbb{D}^N} \tilde{\rho}_N(g(x_1))^{4k} \delta \phi^{j_1} \cdots \delta \phi^{j_{4k}} \, dX$$

$$= \int_{\mathbb{D}^{N-1}} \frac{\tilde{\rho}_N}{\rho(x_2)} (g(x_1))^{4k} \Pi_{\nu \neq \nu'} \delta \phi^{j_{\nu'}} \Pi_{\nu' \neq l} \, dx_{\nu'}$$

$$\cdot \left( \int_{\mathbb{D}} (\phi(x_1 - x_l) - \phi \ast \rho(x_1)) \rho(x_l) \, dx_l \right)$$

$$= 0,$$

by the definition of the convolution

$$\phi \ast \rho(x_1) = \int_{\mathbb{D}} \phi(x_1 - x_2) \rho(x_2) \, dx_2.$$

Consequently, the indices $J_{4k} \in \mathcal{T}_{N,4k}$ for the non-vanishing terms in (7.2) only have two types: either 1) $b_l \neq 1$ for all $1 \leq l \leq N$ or 2) $b_1 = 1$ but $b_l \neq 1$ for all $2 \leq l \leq N$. Recall the definition of the “effective set” $\mathcal{E}_{q,p}$ before lemma 14. The total number of the first type indices $J_{4k}$ with all $b_l \neq 1$ is just $|\mathcal{E}_{N,4k}|$.

Let us count the other type indices, i.e. those $J_{4k}$ with $b_1 = 1$ but $b_l \neq 1$ for any $2 \leq l \leq N$. In the first step, we choose one position from $4k$ ones for number 1 since $a_1 = 1$. We have $\binom{4k}{1}$ choices in this step. All other components of $J_{4k}$ are chosen from the set $\{2, 3, \cdots, N\}$ but no number is only chosen once. Hence, in this step the total choice should be $|\mathcal{E}_{N-1,4k-1}|$. By the multiplication rule, the total number of this type $J_{4k}$ is $4k|\mathcal{E}_{N-1,4k-1}|$.

Consequently, the number of the non-vanishing terms in (7.2) after integral is no larger than

$$|\mathcal{E}_{N,4k}| + 4k|\mathcal{E}_{N-1,4k-1}| \leq (1 + 4k)|\mathcal{E}_{N,4k}| \leq 10k^2 e^{2k} N^{2k}(2k)^{2k}. \quad (7.3)$$

The last inequality above is ensured by Lemma 14.
For each term in the summation of (7.2), one trivially has

\[
\int_{\mathbb{D}^N} \tilde{\rho}_N (g(x_1))^{4k} \delta \phi^{1j_1} \cdots \delta \phi^{1j_k} \, dX \leq (2\|\phi\|_{L^\infty} \|g\|_{L^\infty})^{4k}.
\]  

(7.4)

Consequently, combining (7.2), (7.3) and (7.4), for \(1 \leq k \leq \left\lfloor \frac{N}{4} \right\rfloor\), we obtain

\[
\frac{1}{(2k)!} \int \tilde{\rho}_N (R_N)^{2k} \, dX \leq \frac{1}{(2k)!} \frac{1}{N^{2k}} \left( 10k^2 e^{2k} N^{2k} (2k)^{2k} \right) (2\|\phi\|_{L^\infty} \|g\|_{L^\infty})^{4k}.
\]

\[
\leq 5k^{\frac{3}{2}} (2e\|\phi\|_{L^\infty} \|g\|_{L^\infty})^{4k}.
\]

(7.5)

The last inequality in (7.5) is obtained by the Stirling’s formula for \(n = 2k\).

Case: \(4k > N\) In this case, we don’t need count how many terms in (7.2) will remain after integral. We can simply use the total number \(|T_{N,4k}| = N^{4k}\) in the calculation. Combing (7.2) and (7.4), we have for \(k > \left\lfloor \frac{N}{4} \right\rfloor\)

\[
\frac{1}{(2k)!} \int \tilde{\rho}_N (R_N)^{2k} \, dX \leq \frac{1}{(2k)!} \frac{1}{N^{2k}} N^{4k} (2\|\phi\|_{L^\infty} \|g\|_{L^\infty})^{4k}
\]

\[
\leq k^{-\frac{1}{2}} (2\sqrt{2e}\|\phi\|_{L^\infty} \|g\|_{L^\infty})^{4k}.
\]

(7.6)

The last inequality in (7.6) is also obtained by the Stirling’s formula.

Combing (7.5), (7.6) and (7.1), we establish

\[
\int_{\mathbb{D}^N} \tilde{\rho}_N \exp(R_N) \, dX \leq 3 \left( 1 + \sum_{k=1}^{\left\lfloor \frac{N}{4} \right\rfloor} 5k^{\frac{3}{2}} (2e\|\phi\|_{L^\infty} \|g\|_{L^\infty})^{4k}
\]

\[
+ \sum_{k=\left\lfloor \frac{N}{4} \right\rfloor + 1}^{\infty} k^{-\frac{1}{2}} (2\sqrt{2e}\|\phi\|_{L^\infty} \|g\|_{L^\infty})^{4k} \right).
\]

The proof of (4.5) is completed by

\[
\sum_{k=1}^{\left\lfloor \frac{N}{4} \right\rfloor} 5k^{\frac{3}{2}} (2e\|\phi\|_{L^\infty} \|g\|_{L^\infty})^{4k} \leq \frac{5}{2} \alpha \sum_{k=1}^{\infty} k(k+1)\alpha^{k-1}
\]

\[
= \frac{5}{2} \alpha \frac{d^2}{d\alpha^2} \left( \sum_{k=0}^{\infty} \alpha^k \right) = \frac{5}{2} \alpha \left( \frac{1}{1-\alpha} \right)^{\prime\prime} = \frac{5\alpha}{(1-\alpha)^3} < \infty
\]

and

\[
\sum_{k=\left\lfloor \frac{N}{4} \right\rfloor + 1}^{\infty} k^{-\frac{1}{2}} (2\sqrt{2e}\|\phi\|_{L^\infty} \|g\|_{L^\infty})^{4k} \leq \sum_{k=1}^{\infty} \beta^k = \frac{1}{1-\beta} - 1 = \frac{\beta}{1-\beta} < \infty.
\]

\(\square\)
7.2 Main estimate II: Proof of Theorem 7

The combinatorics here is the most difficult one in this thesis. Let us recall some important notations

\[ G_{ij} = \left[ \sum_{h,l=1}^{d} R_{hl}(x_i) \delta V_{hl}^{ij} \right] - \Delta_{ij}, \tag{7.7} \]

where

\[ R_{hl}(x) = \frac{1}{\rho(x)} \partial_h \partial_l \rho(x), \quad R(x) = \sum_{h,l=1}^{d} |R_{hl}(x)|, \]

and

\[ \delta V_{hl}^{ij} = V_{hl}(x_i - x_j) - V_{hl} \ast \rho(x_i), \quad \Delta_{ij} = (\text{div}_x K)(x_i - x_j) - (\text{div}_x K) \ast \rho(x_i). \]

Using the new notion of \( G_{ij} \), we can write \( \Theta_N = \Theta_N = \frac{1}{N} \sum_{i,j=1}^{N} G_{ij} \).

For any \( p \geq 1 \), we further denote

\[ M_p \equiv \left( \int_{D} (|R(x)| + 1)^p \rho(x) \, dx \right)^{\frac{1}{p}}. \tag{7.8} \]

Consequently, a simple calculation can show that

\[ \sup_{p \geq 1} \frac{M_p}{p} \leq \sup_{p \geq 1} \frac{\|R\|_{L^p(\rho \, dx)}}{p} + 1 < \infty. \tag{7.9} \]

The quantity \( \sup_{p \geq 1} \frac{M_p}{p} \) will enter the estimates below.

As in the proof of Theorem 6, since

\[ \int_{D^N} \tilde{\rho}_N \exp(\Theta_N) \, dX \leq 3 \sum_{k=0}^{\infty} \frac{1}{(2k)!} \int_{D^N} \tilde{\rho}_N |\Theta_N|^{2k} \, dX, \tag{7.10} \]

it suffices to show the convergence of the series of even terms

\[ 1 + \sum_{k=1}^{\infty} \frac{1}{(2k)!} \int_{D^N} \tilde{\rho}_N |\Theta_N|^{2k} \, dX = 1 + \sum_{k=1}^{\infty} \frac{1}{(2k)!} \frac{1}{N^{2k}} \sum_{i_1,\ldots,i_{2k}=1}^{N} \sum_{j_1,\ldots,j_{2k}=1}^{N} \int_{D^N} \tilde{\rho}_N G_{i_1,j_1} \cdots G_{i_{2k},j_{2k}} \, dX. \tag{7.11} \]
As the previous section, we divide the proof into two cases: the technical case when \( k \) is relatively small compared to \( N \) and the trivial case when \( k \) is comparable to or larger than \( N \).

Accordingly Theorem 7 is a consequence of the following two propositions

**Proposition 17** If \( 4k > N \), one has

\[
\frac{1}{(2k)!} \int_{\mathbb{D}^N} \tilde{\rho}_N |\Theta_N|^{2k} \, dX \leq \left( 6e^2 [\|V\|_{L^\infty} + \|\text{div}_x K\|_{L^\infty}] \left( \sup_{p \geq 1} \frac{M_p}{p} \right) \right)^{2k}.
\]

**Proposition 18** For \( 4 \leq 4k \leq N \), one has

\[
\frac{1}{(2k)!} \int_{\mathbb{D}^N} \tilde{\rho}_N |\Theta_N|^{2k} \, dX \leq \left( 1600 [\|V\|_{L^\infty} + \|\text{div}_x K\|_{L^\infty}] \left( \sup_{p \geq 1} \frac{M_p}{p} \right) \right)^{2k}.
\]

Let us give a quick proof of Theorem 7 assuming Proposition 17 and Proposition 18. **Proof of Theorem 7** By (7.10) and Proposition 17 and Proposition 18, one has

\[
\int_{\mathbb{D}^N} \tilde{\rho}_N \exp(\Theta_N) \, dX \leq 3 \left( 1 + \sum_{k=1}^{\lfloor \frac{N}{4} \rfloor} \left( 1600 [\|V\|_{L^\infty} + \|\text{div}_x K\|_{L^\infty}] \left( \sup_{p \geq 1} \frac{M_p}{p} \right) \right)^{2k} \right.
\]

\[
+ \sum_{k=\lfloor \frac{N}{4} \rfloor + 1}^{\infty} \left( 6e^2 [\|V\|_{L^\infty} + \|\text{div}_x K\|_{L^\infty}] \left( \sup_{p \geq 1} \frac{M_p}{p} \right) \right)^{2k} \bigg).
\]

By the definition of \( \gamma \) and (7.9), one obtains

\[
\int_{\mathbb{D}^N} \tilde{\rho}_N \exp(\Theta_N) \, dX \leq 3 \sum_{k=0}^{\infty} \gamma^k = \frac{3}{1 - \gamma} < \infty.
\]

This completes the proof of Theorem 7. \( \square \)

We now proceed to establish the above propositions. We start with the easier one.
7.2.1 The case $4k > N$: Proof of Proposition 17

In this case, it is sufficient to apply the trivial bound for $G^{ij}$ without considering any possible cancellation due to the integration against $\tilde{\rho}_N$, that is

$$|G^{ij}| \leq 2\|V\|_{L^\infty}|R(x_i)| + 2\|\text{div}_x K\|_{L^\infty} \leq 2 \||V\|_{L^\infty} + \|\text{div}_x K\|_{L^\infty}|(\text{Re} (x_i))| + 1) \tag{7.12}$$

Consequently, for $k > \frac{N}{4}$ the $k$-th even term in (7.11) can be estimated with

$$\frac{1}{(2k)!}2^{2k}(\|V\|_{L^\infty} + \|\text{div}_x K\|_{L^\infty})^{2k}\sum_{a_1,\ldots,a_{2k}=1}^{2k}\tilde{\rho}_N(\sum_{i=1}^{2k}|R(x_i)|) \leq \frac{1}{(2k)!}2^{2k}(\|V\|_{L^\infty} + \|\text{div}_x K\|_{L^\infty})^{2k}\sum_{a_1,\ldots,a_{2k}=1}^{2k}\tilde{\rho}_N((\text{Re} (x_i))| + 1) \tag{7.13}$$

where we recall that (7.8), i.e.

$$M_{a_i} = \int_D (|R(x)| + 1)^{a_i} \rho(x) \, dx$$

and we use the convention that $M_0 = 1$ as well as $0! = 1$. By the fact (7.9), one has for any $1 \leq i \leq N$

$$M_{a_i}^{a_i} \leq a_i^{a_i} \left(\sup_{\rho \geq 1} \frac{M_{\rho}}{\rho}\right)^{a_i} \leq e^{a_i} (a_i)! \left(\sup_{\rho \geq 1} \frac{M_{\rho}}{\rho}\right)^{a_i},$$

where the last inequality uses the fact $n^n \leq e^n n!$. Inserting it into (7.13), one obtains

$$\frac{1}{(2k)!}\int_{\mathbb{R}^N} \tilde{\rho}_N|\Theta_N|^{2k} \, dX \leq \left(2e\||V\|_{L^\infty} + \|\text{div}_x K\|_{L^\infty}\right)\left(\sup_{\rho \geq 1} \frac{M_{\rho}}{\rho}\right)^{2k}\sum_{a_1,\ldots,a_N=2k, a_1 \geq 0, \ldots, a_N \geq 0} \frac{(2k)!}{(a_1)! \cdots (a_N)!} M_{a_1}^{a_1} \cdots M_{a_N}^{a_N}, \tag{7.14}$$

where the summation inside the bracket $[\cdot]$ is noting but $\binom{2k+N-1}{N-1}$. Again it is a consequence of Lemma 12 in Chapter 5. See the argument in the proof of Prop. 16.
We set that $N - 1 = 2ks$ where $s < 2$ since $4k > N$, leading to
\[
\binom{2k + N - 1}{N - 1} = \frac{(2k(1 + s))!}{(2k)! (2k)!}
\]
By the Stirling’s formula, the fact $(1 + \frac{1}{s})^s < e$ for any $s > 0$ and here $0 < s < 2$, one has the estimate
\[
\binom{2k + N - 1}{N - 1} \leq (3e)^{2k}.
\]
Inserting it into (7.14), one obtains that for $4k > N$
\[
\frac{1}{(2k)!} \int_{\mathbb{R}^N} \bar{\rho}_N |\Theta_N|^{2k} \, dX \leq \left(6e^2 \left(\|V\|_{L^\infty} + \|\text{div}_x K\|_{L^\infty}\right) \left(\sup_{p \geq 1} \frac{M_p}{p}\right) \right)^{2k}.
\]
\[ (7.15) \]
This gives the proof of Proposition 17.

Now we proceed to prove the case when $4k \leq N$. It is the most technical part of this article. We need several new combinatorics lemmas.

### 7.2.2 The case $4 \leq 4k \leq N$: Proof of Proposition 18

In this case, the purely trivial estimate as the previous case for
\[
\frac{1}{(2k)!} \int_{\mathbb{R}^N} \bar{\rho}_N |\Theta_N|^{2k} \, dX
\]
is far from enough to show the convergence of (7.11). Indeed, even under a strong assumption $\|R\|_{L^\infty} < \infty$, for fixed $k$, the following estimate
\[
\frac{1}{(2k)!} \int_{\mathbb{R}^N} \bar{\rho}_N |\Theta_N|^{2k} \leq N^{2k} \frac{2^{2k}}{(2k)!} \left(\|V\|_{L^\infty} + \|\text{div}_x K\|_{L^\infty}\right)^{2k} \left(\|R\|_{L^\infty} + 1\right)^{2k}
\]
will blow up when we send $N$ to infinity. Fortunately, most of the terms in the following expansion
\[
\frac{1}{(2k)!} \int_{\mathbb{R}^N} \bar{\rho}_N \left|\frac{1}{N} \sum_{i,j=1}^N G_{ij}^{ij}\right|^{2k} \, dX
\]
\[ (7.16) \]
will vanish after the integration against $\tilde{\rho}_N$.

Now we need to count the pairs $(I_{2k}, J_{2k})$ again. Recall the definitions of $T_{N,2k}$ in (5.3) and of the multiplicity function $\Phi_{N,2k}$. As a convention, we denote that $\Phi_{N,2k}(I_{2k}) = A_N = (a_1, a_2, \cdots, a_N)$ and $\Phi_{N,2k}(J_{2k}) = (b_1, \cdots, b_N)$. Finally we denote

$$m_I = |\{l \ | \ a_l = 1\}|, \quad n_I = |\{l \ | \ a_l > 1\}|,$$

s.t. $m_I + n_I$ is exactly the number of integers present in $I_{2k}$: $m_I + n_I = |\{l \ | \ a_l \geq 1\}|$.

Observe that for a particular choice of $I_{2k}$ and $J_{2k}$

$$\int_{\mathbb{D}^N} \tilde{\rho}_N G^{i_1,j_1} \cdots G^{i_{2k},j_{2k}} \ dX$$

$$\leq \int_{\mathbb{D}^N} \tilde{\rho}_N \Pi_{\nu=1}^{2k}(\|V\|_{L^\infty} + \|\text{div} \ K\|_{L^\infty}) (|R(x_\nu)| + 1) \ dX$$

$$\leq 2^{2k}(\|V\|_{L^\infty} + \|\text{div} \ K\|_{L^\infty})^2 \int_{\mathbb{D}^N} \tilde{\rho}_N (R(x_1) + 1)^{a_1} \cdots (R(x_N) + 1)^{a_N} \ dX.$$

(7.17)

As one readily sees this bound only depends on the multiplicity in $I_{2k}$ and therefore the main difficulty is to identify and count for which $I_{2k}$ and $J_{2k}$ the above integral does not vanish.

We start by the following lemma which, for every $I_{2k}$, identifies the only possible $J_{2k}$ s.t. the integral does not vanish.

First we simplify the possible expression of $I_{2k}$ which makes the counting easier by using the natural symmetry by permutation of the problem. For any $\tau \in \mathcal{S}_N$, we simply define $\tau(I_{2k}) = (\tau(i_1), \ldots, \tau(i_{2k}))$. Thus $\tau$ is a one-to-one application on the $I_{2k}$ and moreover

$$\int_{\mathbb{D}^N} \tilde{\rho}_N G^{i_1,j_1} \cdots G^{i_{2k},j_{2k}} \ dX = \int_{\mathbb{D}^N} \tilde{\rho}_N G^{\tau(i_1),\tau(j_1)} \cdots G^{\tau(i_{2k}),\tau(j_{2k})} \ dX.$$
Therefore we only need to consider one $I_{2k}$ in each of the equivalence classes $\{\tau(I_{2k}), \forall \tau \in S_N\}$, leading to

**Definition 4** A multi-index $I_{2k}$ belongs to the reduced form set $\mathcal{R}_{N,2k}$ iff $0 < a_1 \leq a_2 \ldots \leq a_n$ and $a_{n+1} = \cdots = a_N = 0$.

Note that for any $I_{2k}$ there exists only one $\bar{I}_{2k} \in \mathcal{R}_{N,2k}$ that belongs to the same class, even though there can be several $\tau$ s.t. $\tau(I_{2k}) = \bar{I}_{2k}$.

By the definition of $m_I$ and $n_I$, if $I_{2k} \in \mathcal{R}_{N,2k}$, one hence has $a_l = 1$ for $l = 1, \cdots, m_I$, $a_l > 1$ for $l = m_I + 1, \cdots, m_I + n_I$ and $a_l = 0$ for $l > m_I + n_I$.

**Lemma 19 (Cancellation Rules)** For any $m$, $n$, define as $J_{m,n}$ the set of indices $J_{2k}$ with multiplicity $(b_1, \ldots, b_N)$ satisfying

- $b_l \geq 1$ for any $l = 1 \ldots m$;
- $b_l \neq 1$ for any $l > m + n$.

Then for any $I_{2k} \in \mathcal{R}_{N,2k}$ and any $J_{2k} \notin J_{m_I,n_I}$, one has that

$$\int_{\mathbb{D}_N} \bar{\rho}_N G^{i_1,j_1} \cdots G^{i_{2k},j_{2k}} dX = 0.$$ 

This lemma implies that we only need to count for each $I_{2k} \in \mathcal{R}_{N,2k}$, the indices $J_{2k} \in J_{m_I,n_I}$ as the others lead to vanishing integrals. Lemma 19 is not an equivalence: There are still indices $J_{2k} \in J_{m_I,n_I}$ giving a vanishing integral. But the formulation above allows for simpler combinatorics and in particular $J_{m_I,n_I}$ only depends in a basic manner on $I_{2k}$ through the two integers $m_I$ and $n_I$. 
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Proof of Lemma 19 Choose any \( I_{2k} \in \mathcal{R}_{N,2k} \), without loss of generality, assume that \( I_{2k} \) has the following form

\[
I_{2k} = \left(1, 2, \ldots, m_I, m_I + 1, \ldots, m_I + n_I, \ldots, m_I + n_I \right). 
\]

Choose any \( J_{2k} \notin \mathcal{J}_{m_I,n_I} \). That means that there exists \( l \leq m_I \) s.t. \( b_l = 0 \) or that there exists \( l > m_I + n_I \) s.t. \( b_l = 1 \). Each case corresponds to a different cancellation in the integral.

The case \( b_l = 0 \) for some \( l \leq m_I \). By the definition of the reduced form, \( a_l = 1 \) and therefore the index \( l \) appears only once in \( I_{2k} \) and never in \( J_{2k} \) thus being present exactly once in the product inside the integral. Assume that \( i_\nu = l \) for some \( \nu \) so

\[
\int_{\mathbb{D}} \bar{\rho}_N G^{i_1,j_1} \ldots G^{i_{2k},j_{2k}} dX = \int_{\mathbb{D}^{n-1}} \left( \bar{\rho}_N \prod_{\nu' \neq \nu} G^{i_{\nu'},j_{\nu'}} \left( \int_{\mathbb{D}} \rho(x_{\nu'}) G^{i_{\nu'},j_{\nu'}} dx_{i_{\nu'}} \right) \right) \Pi_{\nu' \neq \nu} dx_{i_{\nu'}}.
\]

Now it is enough to remark that for any \( i \) and \( j \)

\[
\int_\mathbb{D} \rho(x_i) G^{ij} dx_i = 0, \tag{7.18}
\]
as

\[
\int_\mathbb{D} \rho(x_i) G^{ij} dx_i = \int_\mathbb{D} \rho(x_i) \sum_{h,l=1}^d R_{hl}(x_i) \delta V_{hl}^{ij} dx_i - \int_\mathbb{D} \rho(x_i) \Delta^{ij} dx_i \\
= \sum_{h,l=1}^d \int_\mathbb{D} \partial_{x_i} \rho(x_i) \left[ V_{hl}(x_i - x_j) - V_{hl} \ast \rho(x_i) \right] dx_i - \int_\mathbb{D} \rho(x_i) \Delta^{ij} dx_i \\
= \int_\mathbb{D} \rho(x_i) \left[ (\text{div}_x K)(x_i - x_j) - (\text{div}_x K) \ast \rho(x_i) \right] dx_i - \int_\mathbb{D} \rho(x_i) \Delta^{ij} dx_i \\
= 0,
\]

where we do integration by parts twice from the 2nd line to the 3rd line and recall that

\[
\sum_{h,l=1}^d \partial_{x_h} \partial_{x_l} V_{hl} = \text{div}_x K
\]
and
\[ \Delta^{ij} = (\text{div}_x K)(x_i - x_j) - (\text{div}_x K) \ast \rho(x_i). \]

The case \( b_l = 1 \) for some \( l > m_l + n_l \). Again by definition, this means that \( a_l = 0 \).

The index \( l \) appears only once in \( J_{2k} \) and never in \( I_{2k} \). Again it is present exactly once in the product inside the integral. Assume that \( j_\nu = l \) for some \( \nu \) so
\[
\int_{\mathbb{D}} \bar{\rho}_N G^{i_1,j_1} \cdots G^{i_{2k},j_{2k}} \, dX \quad = \int_{\mathbb{D}^{N-1}} \bar{\rho}_N \Pi_{l' \neq l} G^{i_{l'},j_{l'}} \left( \int_{\mathbb{D}} \rho(x_{j_\nu}) G^{i_\nu,j_\nu} \, dx_{j_\nu} \right) \Pi_{l' \neq l} \, dx_{j_{l'}}.
\]
The results then follows from the fact that for \( i \neq j \)
\[
\int_{\mathbb{D}} \rho(x_j) G^{ij} \, dx_j = 0. \tag{7.19}
\]

Indeed,
\[
\int_{\mathbb{D}} \rho(x_j) R_{hl}(x_i) \left( V_{hl}(x_i - x_j) - V_{hl} \ast \rho(x_i) \right) \, dx_j
\]
\[= R_{hl}(x_i) \left[ \int_{\mathbb{D}} \rho(x_j) V_{hl}(x_i - x_j) \, dx_j - V_{hl} \ast \rho(x_i) \right] = 0,
\]
by the definition of the convolution
\[V_{hl} \ast \rho(x_i) = \int_{\mathbb{D}} V_{hl}(x_i - x_j) \rho(x_j) \, dx_j,
\]
while similarly
\[
\int_{\mathbb{D}} \rho(x_j) \left( (\text{div}_x K)(x_i - x_j) - (\text{div}_x K) \ast \rho(x_i) \right) \, dx_j = 0.
\]

And from the definition of \( G^{ij} \) in (7.7),
\[
\int_{\mathbb{D}} \rho(x_j) G^{ij} \, dx_j = \sum_{h,l=1}^{d} \int_{\mathbb{D}} \rho(x_j) R_{hl}(x_i) \left( V_{hl}(x_i - x_j) - V_{hl} \ast \rho(x_i) \right) \, dx_j
\]
\[+ \int_{\mathbb{D}} \rho(x_j) \left( (\text{div}_x K)(x_i - x_j) - (\text{div}_x K) \ast \rho(x_i) \right) \, dx_j = 0.
\]
From the cancellations obtained in Lemma 19, it is enough to bound $|\mathcal{J}_{m,n}|$ and for each $m$ and $n$ the cardinal of $\{I_{2k} \mid m_I = m, n_I = n\}$. Indeed by (7.16) and (7.17), one has

$$
\int_{\mathcal{D}N} \rho_N \left| \frac{1}{N} \sum_{i,j=1}^{N} G_{ij} \right|^{2k} dX \leq 2^{2k} \left[ \|V\|_{L^\infty} + \|\text{div } K\|_{L^\infty} \right]^{2k} \frac{1}{N^{2k}} \cdot \left( \sum_{a_1 + \cdots + a_N = 2k, \ a_1 \geq 0, \ldots, a_N \geq 0} |\mathcal{J}_{m_a, n_a}| \right) \cdot \left| \left\{ I_{2k} \mid \Phi_{N,2k}(I_{2k}) = (a_1, \ldots, a_N) \right\} \right|
$$

where we denote $m_a = m(a_1, \ldots, a_N) = |\{l \mid a_l = 1\}|$, $n_a = n(a_1, \ldots, a_N) = |\{l \mid a_l > 1\}|$.

Recall that $M^p_p = \int (|R(x)| + 1)^p \rho(x) dx$ and thus

$$
\int_{\mathcal{D}N} \rho_N (R(x_1) + 1)^{a_1} \cdots (R(x_N) + 1)^{a_N} dX \leq e^{2k} \left( \sup_{p \geq 1} \frac{M^p_p}{p} \right)^{2k} a_1! \cdots a_N!.
$$

On the other hand by Lemma 13

$$
|\left\{ I_{2k} \mid \Phi_{N,2k}(I_{2k}) = (a_1, \ldots, a_N) \right\}| \leq \frac{(2k)!}{a_1! \cdots a_N!},
$$

which implies that

$$
\frac{1}{(2k)!} \int_{\mathcal{D}N} \rho_N \left| \frac{1}{N} \sum_{i,j=1}^{N} G_{ij} \right|^{2k} dX \leq \frac{(2e)^{2k}(\|V\|_{L^\infty} + \|\text{div } K\|_{L^\infty})^{2k}}{N^{2k}} \left( \sup_{p \geq 1} \frac{M^p_p}{p} \right)^{2k} \sum_{a_1 + \cdots + a_N = 2k, \ a_1 \geq 0, \ldots, a_N \geq 0} |\mathcal{J}_{m_a, n_a}|.
$$

The missing estimate is given by

**Lemma 20** One has that for some universal constant $C$

$$
|\mathcal{J}_{m,n}| \leq C^k N^{k-m/2} k^{k+m/2},
$$

where $C$ can be chosen as 512 $e$ or roughly 1400.

Assuming the above lemma true for the time being, we may now conclude the proof of the Proposition 18 as

$$
\frac{1}{(2k)!} \int_{\mathcal{D}N} \rho_N \left| \frac{1}{N} \sum_{i,j=1}^{N} G_{ij} \right|^{2k} dX \leq \frac{(2e)^{2k}(\|V\|_{L^\infty} + \|\text{div } K\|_{L^\infty})^{2k}}{N^{2k}} \left( \sup_{p \geq 1} \frac{M^p_p}{p} \right)^{2k} \sum_{a_1 + \cdots + a_N = 2k, \ a_1 \geq 0, \ldots, a_N \geq 0} C^k N^{k-m_a/2} k^{k+m_a/2}.
$$
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Consider any \((a_1, \cdots, a_N)\) with exactly \(p\) coefficients \(a_l \geq 1\). Up to \(\binom{N}{p}\) permutations, we can actually assume that \(a_1, \cdots, a_p \geq 1\). All the other \(a_l\) are 0. Since we have \(m_a + n_a = p\) and \(m_a + 2n_a \leq 2k\) then \(m_a \geq 2(p-k)\). As \(N \geq k\) then

\[ N^{k-m_a/2}k^{k+m_a/2} \leq N^{k-(p-k)_+}k^{k+(p-k)_+}. \]

Hence

\[ \sum_{a_1+\cdots+a_N=2k} N^{k-m_a/2}k^{k+m_a/2} = \sum_{p=1}^{2k} \binom{N}{p} \sum_{a_1,\ldots,a_p \geq 1, a_1+\cdots+a_p=2k} N^{k-(p-k)_+}k^{k+(p-k)_+} \]

\[ \leq \sum_{p=1}^{2k} \binom{N}{p} \binom{2k-1}{p-1} N^{k-(p-k)_+}k^{k+(p-k)_+}, \]

by Lemma 12. Simply bound \(\binom{2k-1}{p-1} \leq 2^{2k}\) and now for \(p \leq k\) since obviously \(\binom{N}{p}\) is maximum for \(p = k\)

\[ \sum_{p=1}^{k} \binom{N}{p} \binom{2k-1}{p-1} N^{k-(p-k)_+}k^{k+(p-k)_+} \leq 2^{2k} k \binom{N}{k} N^k k^k \leq (8e^k) N^{2k}, \]

by Lemma 11. Similarly for \(p > k\),

\[ \binom{N}{p} N^{k-(p-k)_+}k^{k+(p-k)_+} \leq e^p N^p p^{-p} N^{2k-p} k^p = e^p N^{2k}. \]

Hence again

\[ \sum_{p=k+1}^{2k} \binom{N}{p} \binom{2k-1}{p-1} N^{k-(p-k)_+}k^{k+(p-k)_+} \leq k 2^{2k} e^{2k} N^{2k} < \frac{1}{2} (8e^2) N^{2k}. \]

Finally,

\[ \frac{1}{(2k)!} \int_{D^N} \bar{p}_N \left| \frac{1}{N} \sum_{i,j=1}^{N} G^{ij} \right|^{2k} dX \leq (32e^4C)^k \left( \|V\|_{L^\infty} + \|\text{div} K\|_{L^\infty} \right) \left( \sup_{p \geq 1} \frac{M_p}{p} \right)^{2k} \]

\[ \leq (1600)^{2k} \left( \|V\|_{L^\infty} + \|\text{div} K\|_{L^\infty} \right) \left( \sup_{p \geq 1} \frac{M_p}{p} \right)^{2k}. \]

concluding the proof of Proposition 18.

Now we give the proof of the above lemma. Proof of Lemma 20 One simply has to impose that \(b_l \geq 1\) for \(l \leq m\) and \(b_l = 0, 2, 3, \ldots\) for \(l > m + n\). Let us
distinguish further between those \( l > m + n \) where \( b_l = 0 \) and those for which \( b_l \geq 2 \).

Choose first \( p = 0, 1, \ldots, \lfloor \frac{2k-m}{2} \rfloor \) and choose then \( p \) indices \( l_1, \ldots, l_p \) between \( m + n + 1 \) and \( N \) which will correspond to \( b_l \geq 2 \). There are \( \binom{N-m-n}{p} \) such possibilities.

Once these \( l_1, \ldots, l_p \) have been chosen, the set of possible multiplicities for \( J_{2k} \in J_{m,n} \) is given by

\[
B_{m,n,p,l_1,\ldots,l_p} = \{ (b_1, \ldots, b_N) \mid b_1, \ldots, b_m \geq 1, b_{l_1}, \ldots, b_{l_p} \geq 2, b_l = 0 \text{ if } l > m + n \text{ and } l \neq l_1, \ldots, l_p, \text{ and } b_1 + b_2 + \cdots + b_N = 2k \}.
\]

Applying the invariance by permutation, one may assume that \( l_1 = m + n + 1, l_2 = m + n + 2 \ldots \). Denoting the partial sums \( s_m = b_1 + \cdots + b_m \) and \( s_n = b_{m+n+1} + \cdots + b_{m+n+p} \), one has

\[
|J_{m,n}| = \sum_{p=0}^{k-m/2} \binom{N-m-n}{p} \sum_{s_m = m}^{2k-2p} \sum_{b_1, \ldots, b_m \geq 1, b_{l_1}, \ldots, b_{l_p} \geq 2} \sum_{b_{l_1}, \ldots, b_{l_p} \geq 2} b_1 + \cdots + b_m = s_m \sum_{b_{m+n+1}, \ldots, b_{m+n+p} \geq 2, b_{m+n+1} + \cdots + b_{m+n+p} = s_n} \frac{(2k)!}{b_1! \cdots b_{m+n+p}!}.
\]

Using the standard multinomial summation (5.2), one can easily calculate the last sum to obtain

\[
|J_{m,n}| = \sum_{p=0}^{k-m/2} \binom{N-m-n}{p} \sum_{s_m = m}^{2k-2p} \sum_{b_1, \ldots, b_m \geq 1} b_1 + \cdots + b_m = s_m \sum_{s_n = 2p}^{2k-s_m - s_n} \frac{n^{2k-s_m-s_n}}{(2k-s_m-s_n)!} \sum_{b_{m+n+1}, \ldots, b_{m+n+p} \geq 2, b_{m+n+1} + \cdots + b_{m+n+p} = s_n} \frac{(2k)!}{b_1! \cdots b_{m+n+p}!}.
\]

Now bound the sum on \( b_1 \ldots b_m \) by the sum starting at \( b_1, \ldots, b_m = 0 \) and similarly
for the sum on \( b_{m+n+1} \ldots b_{m+n+p} \) to obtain

\[
|J_{m,n}| \leq \sum_{p=0}^{k-m/2} \binom{N-m-n}{p} \sum_{s_m=m}^{2k-2p} \sum_{s_n=2p}^{2k-s_m} \frac{(2k)! \cdot n^{2k-s_m-s_n} m^{s_m} p^{s_n}}{(2k-s_m-s_n)! s_m! s_n!}.
\]

We recall the obvious bound \( \binom{a}{b} \leq 2^a \) so that

\[
\frac{(2k)!}{(2k-s_m-s_n)! s_m! s_n!} = \frac{(2k-s_m)!}{(2k-s_m-s_n)! s_n!} \frac{(2k)!}{(2k-s_m)! s_m!} = \binom{2k-s_m}{s_n} \leq 2^{4k}.
\]

Furthermore by the Stirling’s formula, more precisely by lemma 11 as \( m + n \leq N/2 \),

\[
\binom{N-m-n}{p} \leq e^p N^p p^{-p}.
\]

Thus

\[
|J_{m,n}| \leq 2^{4k} \sum_{p=0}^{k-m/2} e^p N^p \sum_{s_m=m}^{2k-2p} \sum_{s_n=2p}^{2k-s_m} n^{2k-s_m-s_n} p^{s_n} m^{s_m}.
\]

Note that \( 2k - s_m - s_n \geq 0 \) and \( s_n - p \geq 0 \) and \( m, n, p \leq 2k \) so

\[
n^{2k-s_m-s_n} p^{s_n-p} m^{s_m} \leq (2k)^{2k-p}.
\]

Therefore finally

\[
|J_{m,n}| \leq 2^{6k} e^k (2k)^2 \sum_{p=0}^{k-m/2} N^p k^{2k-p} \leq 2^{6k} e^k (2k)^2 k N^{k-m/2} k^{k+m/2} < (2^6 e)^k N^{k-m/2} k^{k+m/2}.
\]

as since \( N \geq k \), the maximum of \( N^p k^{2k-p} \) is attained for the maximal value of \( p \). \( \square \)
Appendix A: Preliminary about entropy and relative entropy

A.1 Definitions

Consider a Polish (complete separable metric) space $E$. For instance in this thesis we set it as $\mathbb{D} \times \mathbb{R}^d$ in the 2nd order case (1.1) or $\mathbb{D}$ in the 1st order case (1.2). There are two important quantities that we use to quantify (Kac’s) chaos: the Boltzmann entropy and the Fisher information. Denote by $f_N, g_N \in \mathcal{P}(E^N)$. And recall we denote by $Z = (z_1, \cdots, z_N) \in E^N$ with $z \in E$ in general. The (scaled) entropy is defined as

$$H_N(f_N) = \frac{1}{N} \int_{E^N} f_N \log f_N \, dz_1 \cdots dz_N. \quad (A.1)$$

The Fisher information is

$$I_N(f_N) = \frac{1}{N} \int_{E^N} \frac{\left| \nabla f_N \right|^2}{f_N} \, dz_1 \cdots dz_N. \quad (A.2)$$

The relative entropy of $f_N$ w.r.t. $g_N$ is defined as

$$H_N(f_N|g_N) = \frac{1}{N} \int_{E^N} f_N \log \frac{f_N}{g_N} \, dz_1 \cdots dz_N. \quad (A.3)$$

Upon normalization with the factor $1/N$, both the entropy and the relative entropy have the very famous tensorized property.
Lemma 21 (Tensorization properties) If $f_N$ is tensorized or (Boltzmann-)chaotic, i.e. there exists a probability measure $f$ on $E$ s.t. $f_N = f^\otimes N$, then
\[
\begin{aligned}
H_N(f_N) &= H_1(f) = H(f) = \int_E f \log f \, dz, \\
I_N(f_N) &= I_1(f) = I(f) = \int_E \frac{\lvert \nabla f \rvert^2}{f} \, dz.
\end{aligned}
\]
Similarly, if in addition $g_N$ is tensorized, with $g_N = g^\otimes N$, then
\[
H_N(f_N|g_N) = H_1(f|g) = H(f|g) = \int_E f \log \frac{f}{g} \, dz.
\]
Simply checking the definitions will give the proof.

A.2 Monotonicity of the relative entropy

Recall that the $k$-marginal of $f_N$ is defined as
\[
f_{N,k}(z_1, \cdots, z_k) = \int_{E^N-k} f_N(X) \, dz_{k+1} \cdots dz_N.
\]
One has the following key observation as per

Proposition 19 (General form of Prop. 1) Assume that $f_N \in \mathcal{P}(E^N)$ (not necessarily symmetric) and $f_{N-1} \in \mathcal{P}(E^{N-1})$ with the assumption
\[
\int_E f_N(z_1, \cdots, z_N) \, dz_i = f_{N-1}(z_1, \cdots, \hat{z}_i, \cdots, z_N), \quad i = 1, \cdots, N,
\]
where $\hat{z}_i$ means the variable $z_i$ is taken away at that position. Then one has
\[
H_{N-1}(f_{N-1}) \leq H_N(f_N).
\]
Consequently, provided that $f_N \in \mathcal{P}_{Sym}(E^N)$, $f_{N,k}$ the $k$-marginal of $f_N$ and that $f \in \mathcal{P}(E)$, one has
\[
H_k(f_{N,k}) \leq H_N(f_N), \quad H_k(f_{N,k}|f^\otimes k) \leq H_N(f_N|f^\otimes N). \tag{A.4}
\]
The proof of the above proposition relies on a consequence or a variant of the very famous General H"older inequality (See Appendix B g in [52]) as per

**Lemma 22 (General H"older inequality)** For $N$ functions $f_i$ defined on $E^{N-1}$ $(N \geq 2)$, one defines a function $f : E^N \to \mathbb{R}$ as

$$f(z_1, \cdots, z_N) = \prod_{i=1}^N f_i(z_1, \cdots, z_{i-1}, \hat{z}_i, z_{i+1}, \cdots, z_N),$$

where $\hat{z}_i$ means we omit the variable $z_i$ at that position. Then one has

$$\|f\|_{L^1} \leq \prod_{i=1}^N \|f_i\|_{L^{N-1}}. \quad (A.5)$$

**Proof.** The case with $N = 2$ can be easily show by Fubini’s theorem. For $N \geq 3$, it can be proved by induction and the usual H"older inequality. $\square$

**Proof of Proposition 19.** By the symmetry,

$$H_{N-1}(f_{N-1}) = \frac{1}{N-1} \frac{1}{N} \sum_{i=1}^N \int_{E^N} f_N \log f_{N-1}(z_1, \cdots, z_{i-1}, \hat{z}_i, z_{i+1}, \cdots, z_N) \, dZ$$

$$= \frac{1}{N} \int_{E^N} f_N \log G_N(Z) \, dX,$$

where

$$G_N(Z) = \prod_{i=1}^N (f_{N-1}(\hat{z}_i))^\frac{1}{N-1}.$$

Applying Lemma 22, one has

$$\|G_N\|_{L^1} \leq \prod_{i=1}^N \|f_{N-1}(\hat{z}_i)\|_{L^{N-1}}^{\frac{1}{N-1}} \|f_{N-1}\|_{L^1}^{\frac{N}{N-1}} \leq 1.$$

Consequently,

$$H_N(f_N) - H_{N-1}(f_{N-1}) = \frac{1}{N} \int_{E^N} f_N \log \frac{f_N}{G_N} \, dZ$$

$$= \frac{1}{N} \int G_N \left( \frac{f_N}{G_N} \log \frac{f_N}{G_N} + 1 - \frac{f_N}{G_N} \right) \, dZ - \frac{1}{N} \int G_N \, dZ + \frac{1}{N} \int f_N \, dZ \geq 0,$$

where the first integral in the second line is non-negative since the function $h(x) = x \log x + 1 - x \geq 0$ for any $x \geq 0$. The second part of this theorem is a direct consequence of the first part. $\square$
A.3 Csiszár-Kullback-Pinsker (CKP) inequality

The classical Csiszár-Kullback-Pinsker (CKP) inequality can be illustrated by the following elementary calculation.

**Lemma 23** Assume that \( \rho, \bar{\rho} \in \mathcal{P}(\mathbb{T}^d) \cap L^1(\mathbb{T}^d) \cap L^\infty(\mathbb{T}^d) \). Then one has a baby version of CKP inequality

\[
\|\rho - \bar{\rho}\|_{L^1} \leq \|\rho - \bar{\rho}\|_{L^2} \leq \sqrt{2(\|\rho\|_{L^\infty} + \|\bar{\rho}\|_{L^\infty})} \sqrt{H(\rho|\bar{\rho})}.
\]

**Proof** Let \( g(x) = x \log x \) for \( x \geq 0 \) with the convention that \( g(0) = 0 \). Then Taylor’s expansion near \( \bar{\rho} \) gives

\[
g(\rho) - g(\bar{\rho}) = (1 + \log \bar{\rho})(\rho - \bar{\rho}) + \frac{1}{2}g''(\xi)(\rho - \bar{\rho})^2,
\]

with \( \xi \) chosen between \( \rho \) and \( \bar{\rho} \). Taking the integral of both sides leads to

\[
H(\rho|\bar{\rho}) = \int_{\mathbb{T}^d} \rho(z) \log \frac{\rho(z)}{\bar{\rho}(z)} \, dz = \frac{1}{2} \int_{\mathbb{T}^d} \frac{1}{\xi(z)}(\rho(z) - \bar{\rho}(z))^2 \, dz.
\]

Then

\[
\|\rho - \bar{\rho}\|_{L^2} \leq 2 \left( \sup_z \left| \xi(z) \right| \right) H(\rho|\bar{\rho}) \leq 2(\|\rho\|_{L^\infty} + \|\bar{\rho}\|_{L^\infty})H(\rho|\bar{\rho}).
\]

The control of the \( L^1 \) norm by the \( L^2 \) norm is ensured by the Cauchy-Schwarz inequality. \( \square \)

A.4 Lower bounds for the entropy

For \( E = \mathbb{T}^d \) where \( \int_E 1 \, dz = 1 \), the entropy is always non-negative, i.e.

\[
\int_{EN} f_N \log f_N \, dZ = \int (f_N \log f_N + 1 - f_N) \, dZ \geq 0,
\]
thanks to the function $h(x) = x \log x + 1 - x \geq 0$ for any $x > 0$.

If we work on the unbounded space for instance $E = \mathbb{D} \times \mathbb{R}^d$ in the 2nd order case, a uniform bound w.r.t. $N$ for the moments of $f_N$ up to time $T$ is required, for instance

$$\sup_{N \geq 2} \sup_{0 \leq t \leq T} \frac{1}{N} \int \left| \sum_{i=1}^{N} |z_i|^2 f_N \right| dZ < \infty.$$  

We assume a finite moment for initial distribution $f_0^0$ and then we can propagate the bound such that it is still uniform in $N$ up to time $T$.

Now we can give a lower bound for $H_N(f_N)$ as

$$H_N(f_N) = \frac{1}{N} \int f_N \log f_N \; dZ$$

$$= \frac{1}{N} \int G_N \left( \frac{f_N}{G_N} \log \frac{f_N}{G_N} - \frac{f_N}{G_N} + 1 \right) + \frac{1}{N} \int f_N \log G_N$$

$$\geq \frac{1}{N} \int f_N \log G_N$$

where for instance if $E = \mathbb{R}^d$ then $G_N \in \mathcal{P}(E)$ is usually chosen as the Gaussian

$$G_N(X) \equiv \frac{1}{\pi^{dN/2}} \exp \left(- \sum_{i=1}^{N} |z_i|^2 \right),$$

this explains why the 2nd moment bound is important.
Appendix B:

B.1 Weak-strong uniqueness on Eq. (1.3) and the proof of Theorem 4

Assume that $f$ and $\tilde{f}$ solve Vlasov equation (1.3) in weak sense. Assume that $f$ satisfies (1.10). By density we may assume that $f$ is smooth, $C^1$, and decays at infinity without ever vanishing; just consider any such sequence $f_n$ satisfying uniformly the bound (1.10) and pass to the limit $f_n \to f$ at the end of the argument.

Consider for any $t \in [0, T]$ and decompose

$$H(t) = \int_{\mathbb{R}^d} \tilde{f} \log(\tilde{f}) \, dx \, dv = \int \tilde{f} \log \tilde{f} - \int \tilde{f} \log f$$

$$\leq \int \tilde{f}^0 \log \tilde{f}^0 - \sigma \int_0^t \int \|\nabla_v \tilde{f}\|^2 \, \tilde{f} - \int \tilde{f} \log f,$$

with $\tilde{f}^0 = \tilde{f}(t = 0)$ and per the assumption of dissipation of entropy for $\tilde{f}$ in Theorem 4.

By our assumption $f$ is smooth and $\log f$ can hence be used as a test function. Thus since $\tilde{f}$ is a solution to the Vlasov equation (1.3) in the sense of distribution, one has that

$$\int_{\mathbb{R}^d} \tilde{f} \log f = \int_{\mathbb{R}^d} \tilde{f}^0 \log f^0$$

$$+ \int_0^t \int_{\mathbb{R}^d} \tilde{f}(s, x, v) (\partial_t \log f + v \cdot \nabla_x \log f + K \ast \tilde{\rho} \cdot \nabla_v \log f + \sigma \Delta_v \log f).$$
Since $f$ is a strong solution to the Vlasov equation, this leads to

\[
\int \tilde{f} \log f = \int \tilde{f}^0 \log f^0 + \int_0^t \int \tilde{f}(s, x, v) R \, dx \, dv \, ds
+ \sigma \int_0^t \int \tilde{f}(s, x, v) \left( \frac{\Delta v f}{f} + \Delta_v \log f \right) \, dx \, dv \, ds,
\]

where we define

\[
R := \nabla_v \log f(x, v) \cdot \{K \star \tilde{\rho}(x) - K \star \rho(x)\}.
\]

Observe now that, with usual entropy estimates

\[
- \int \tilde{f}(s, x, v) \left( \frac{\Delta v f}{f} + \Delta_v \log f \right) \, dx \, dv - \int \frac{\nabla_v f}{f} \, dx \, dv
= \int \left( f \nabla f \nabla \log f \frac{\nabla v f}{f} + 2 \frac{\nabla v f}{f} \frac{\nabla f}{f} - \frac{\nabla v f}{f} \right) \, dx \, dv
= - \int \frac{\nabla v}{f} \nabla f \log f \, dx \, dv \leq 0.
\]

Therefore

\[
H(t) \leq H(0) - \int_0^t \int_{D \times \mathbb{R}^d} \tilde{f} R \, dx \, dv \, ds. \quad \text{(B.1)}
\]

Note that by the definition of $R$

\[
\int_{D \times \mathbb{R}^d} f \, R \, dx \, dv = \int \nabla_v f \left( K \star \tilde{\rho} - K \star \rho \right) \, dx \, dv = 0,
\]

as $K \star \rho$ and $K \star \tilde{\rho}$ do not depend on $v$. Hence

\[
\int_{D \times \mathbb{R}^d} \tilde{f} \, R \, dx \, dv = \int_{D \times \mathbb{R}^d} (\tilde{f} - f) \, R \, dx \, dv.
\]

Simply bound

\[
\left| \int_{D \times \mathbb{R}^d} \tilde{f} R \, dx \, dv \right| \leq \|K \star (\tilde{\rho} - \rho)\|_{L^\infty} \int_{D \times \mathbb{R}^d} |\nabla_v \log f| |\tilde{f} - f| \, dx \, dv.
\]

Observe that

\[
\|K \star (\tilde{\rho} - \rho)\|_{L^\infty} \leq \|K\|_{L^\infty} \|\tilde{\rho} - \rho\|_{L^1} \leq \|K\|_{L^\infty} \|\tilde{f} - f\|_{L^1},
\]
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so that

\[ H(t) \leq H(0) + \|K\|_{L^\infty} \int_0^t \|\tilde{f} - f\|_{L^1} \left[ \int_{\mathbb{D} \times \mathbb{R}^d} |\nabla_v \log f| |\tilde{f} - f| \, dx \, dv \right] \, ds. \]

Use the weighted Csiszár-Kullback-Pinsker inequality in Theorem 1 in [21] with 
\[ \varphi(x, v) = |\nabla_v \log f| \] to obtain

\[ \int |\nabla_v \log f||\tilde{f} - f| \, dx \, dv \leq \frac{2}{\lambda_f} \left( \frac{3}{2} + \log \int e^{\lambda_f |\nabla_v \log f|} f \, dx \, dv \right) \left( \sqrt{H} + \frac{1}{2} H \right). \]

Recall the notation

\[ \theta_f = \sup_{t \in [0, T]} \int e^{\lambda_f |\nabla_v \log f|} f \, dx \, dv < \infty, \]

by the assumption (1.10). This leads to

\[ H(t) \leq H(0) + C \left( 1 + \log \theta_f \right) \|K\|_{L^\infty} \int_0^t \|f - \tilde{f}\|_{L^1} \left( \sqrt{H} + \frac{H}{2} \right) \, ds. \]

Simply use now the classical Csiszár-Kullback-Pinsker inequality (see [138]) to find

\[ H(t) \leq H(0) + C \left( 1 + \log \theta_f \right) \|K\|_{L^\infty} \int_0^t \left( H + \frac{H^{3/2}}{2} \right) \, ds. \quad (B.2) \]

As long as \( H(t) \leq 1 \), then \( H^{3/2} \leq H \). Eq. (B.2) gives a Gronwall’s inequality which proves Theorem 4.

**B.2 Proof of Proposition 10**

We first denote the linear operator for a fixed \( \rho(t, x) \) as

\[ L = v \cdot \nabla_x f + K \ast \rho \cdot \nabla_v. \]

To show the existence of a smooth solution over a short time, it is sufficient to propagates some norms of \( |\nabla f| \).
**Step I:** Propagate $\|\nabla f\|_{L^1}$ and $\|\nabla f\|_{L^\infty}$. It is easy to check that

$$\{ \partial_t (\nabla_x f) + L(\nabla_x f) = \sigma \Delta_v(\nabla_x f) - (K \ast \nabla_x \rho) \cdot \nabla_v f, \partial_t (\nabla_v f) + L(\nabla_v f) = \sigma \Delta_v(\nabla_v f) - \nabla_x f. \}$$

(B.3)

In the following, we also write

$$\nabla f = \begin{pmatrix} \nabla_x f \\ \nabla_v f \end{pmatrix}.$$  

Hence the equation (B.3) can be written as

$$\partial_t (\nabla f) + L(\nabla f) = \sigma \Delta_v(\nabla f) - \begin{pmatrix} (K \ast \nabla_x \rho) \cdot \nabla_v f \\ \nabla_x f \end{pmatrix}.$$  

The evolution of $\|\nabla f\|_{L^1}$ is given by

$$\frac{d}{dt} \|\nabla f\|_{L^1} \leq (\|K\|_{L^\infty} + 1) \|\nabla f\|_{L^1} (\|K\|_{L^\infty} \|\nabla \rho\|_{L^1} + 1) \|\nabla f\|_{L^1}$$

$$\leq (\|K\|_{L^\infty} \|\nabla f\|_{L^1} + 1) \|\nabla f\|_{L^1}.$$  

This is a closed inequality as the right-hand side only depends on $\|\nabla f\|_{L^1}$. This may blow-up in finite time because of the $\|\nabla f\|_{L^1}^2$. However there exists $T > 0$ which depends only on $\|\nabla f^0\|_{L^1}$ s.t. sup$_{t \leq T} \|\nabla f\|_{L^1} < \infty$. This is the time interval over which Prop. 10 holds.

By the maximum principle, we can now bound $\|\nabla f\|_{L^\infty}$ up to this time $T$. Indeed

$$\frac{d}{dt} \|\nabla f\|_{L^\infty} \leq (\|K\|_{L^\infty} \|\nabla f\|_{L^1} + 1) \|\nabla f\|_{L^\infty} \leq C \|\nabla f\|_{L^\infty}.$$  

Observe that there cannot be any blow-up in $\|\nabla\|_{L^\infty}$ before there is blow-up in $\|\nabla\|_{L^1}$.
To conclude this step, we have obtained a time $T > 0$, s.t.

$$
\|\nabla f\|_{L^1} \leq C, \quad \|\nabla f\|_{L^\infty} \leq C, \quad \forall t \leq T,
$$

where $C$ depends on $\|K\|_{L^\infty}$, $\|\nabla f^0\|_{L^1}$ and $\|\nabla f^0\|_{L^\infty}$.

**Step II:** Define the variable quantity

$$
\Theta_f(t, \lambda) := \int_{D \times \mathbb{R}^d} f \exp(\lambda |\nabla \log f|) \, dx \, dv.
$$

The main object below is to bound $\Theta_f(t, \lambda)$ in $[0, T]$ for some $\lambda$ as the estimate required for weak-strong uniqueness argument is

$$
\sup_{t \in [0, T]} \int f \exp(\lambda |\nabla_v \log f|) \, dz < \infty.
$$

First, we derive the equation for $\exp(\lambda |\nabla \log f|)$. Denote

$$
\vec{N} = \nabla \log f = \begin{pmatrix} \vec{N}_x \\ \vec{N}_v \end{pmatrix} = \begin{pmatrix} \nabla_x \log f \\ \nabla_v \log f \end{pmatrix}, \quad \vec{n} = \frac{\vec{N}}{|\vec{N}|}.
$$

By Eq. (B.3), one has that

$$(\partial_t + L) \exp(\lambda |\nabla \log f|) = \lambda \exp(\lambda |\nabla \log f|) \vec{n} \cdot (\partial_t + L) \vec{N}
$$

$$
= \lambda \exp(\lambda |\nabla \log f|) \vec{n} \cdot \begin{pmatrix} -(K \ast \nabla \rho) \cdot \nabla_v \log f + \frac{\sigma}{f} (\Delta_v (\nabla_x f) - \nabla_x \log f \Delta_v f) \\ -\nabla_x \log f + \frac{\sigma}{f} (\Delta_v (\nabla_v f) - \nabla_v \log f \Delta_v f) \end{pmatrix}
$$

$$
\leq C \lambda \exp(\lambda |\nabla \log f|) |\nabla \log f|
$$

$$
+ \sigma \lambda \frac{1}{f} \exp(\lambda |\nabla \log f|) \vec{n} \cdot \begin{pmatrix} \Delta_v (\nabla_x f) - \nabla_x \log f \Delta_v f \\ \Delta_v (\nabla_v f) - \nabla_v \log f \Delta_v f \end{pmatrix}.
$$
Thus
\[
\partial_t (f \exp(\lambda |\nabla \log f|)) + L(f \exp(\lambda |\nabla \log f|)) \\
\leq C \lambda f \exp(\lambda |\nabla \log f|) |\nabla \log f| + \sigma \exp(\lambda |\nabla \log f|) \Delta_v f \\
+ \sigma \lambda \exp(\lambda |\nabla \log f|) \vec{n} \cdot \begin{pmatrix}
\Delta_v (\nabla_x f) - \nabla_x \log f \Delta_v f \\
\Delta_v (\nabla_v f) - \nabla_v \log f \Delta_v f
\end{pmatrix}.
\]

Hence, by integration by parts,
\[
\frac{d}{dt} \int_{D \times \mathbb{R}^d} f \exp(\lambda |\nabla \log f|) \, dz \leq C \lambda \int f \exp(\lambda |\nabla \log f|) |\nabla \log f| + Q_\sigma,
\]
where $Q_\sigma$ is an extra term due to the diffusion,
\[
Q_\sigma = \sigma \lambda \int \frac{\exp(\lambda |\nabla \log f|)}{|\nabla \log f|} \left( |\nabla_x \log f| \cdot \Delta_x (\nabla_x f) - |\nabla_x \log f|^2 \Delta_v f + \\
\nabla_v \log f \cdot \Delta_v (\nabla_v f) - |\nabla_v \log f|^2 \Delta_v f \right) + \sigma f \exp(\lambda |\nabla \log f|) \Delta_v f.
\]

Notice that
\[
(\nabla_x \log f) \cdot \Delta_v (\nabla_x f) = |\nabla_x \log f|^2 \Delta_v f + 2(\nabla_x \log f) \cdot (\nabla_v f \cdot \nabla_v) (\nabla_x \log f) \\
+ f \nabla_x \log f \cdot \Delta_v (\nabla_x \log f),
\]
and
\[
(\nabla_v \log f) \cdot \Delta_v (\nabla_v f) = |\nabla_v \log f|^2 \Delta_v f + 2(\nabla_v \log f) \cdot (\nabla_v f \cdot \nabla_v) (\nabla_v \log f) \\
+ f \nabla_v \log f \cdot \Delta_v (\nabla_v \log f).
\]
We hence obtain that

\[ Q_\sigma = 2\lambda \int f \exp(\lambda |\nabla \log f|) \vec{n} \cdot (\vec{N}_v \cdot \nabla_v) \vec{N} + \lambda \sigma \int f \exp(\lambda |\nabla \log f|) \vec{n} \cdot \Delta_v \vec{N} \]

\[ + \sigma \int f \exp(\lambda |\nabla \log f|) \Delta_v f \]

\[ = \lambda \sigma \int f \exp(\lambda |\nabla \log f|) \vec{N}_v (\nabla_v \vec{N} \vec{n}) + \lambda \sigma \int f \exp(\lambda |\nabla \log f|) \vec{n} \cdot \Delta_v \vec{N} \]

\[ = \lambda \sigma \int f \exp(\lambda |\nabla \log f|) \vec{N}_v (\nabla_v \vec{N} \vec{n}) - \lambda \sigma \sum_{i=1}^{2d} \int f \exp(\lambda |\nabla \log f|) \nabla_v N_i \cdot \nabla_v n_i \]

\[ - \lambda \sigma \sum_{i=1}^{2d} \int f \exp(\lambda |\nabla \log f|) (\vec{N}_v + \lambda \nabla_v \vec{N} \vec{n}) n_i \nabla_v N_i \]

\[ = -\lambda^2 \sigma \int f \exp(\lambda |\nabla \log f|) |\nabla_v \vec{N} \vec{n}|^2 - \lambda \sigma \int f \exp(\lambda |\nabla \log f|) \nabla_v \vec{N} \cdot \nabla_v \vec{n} \]

\[ \leq 0. \]

Hence,

\[ \frac{d}{dt} \int_{D \times \mathbb{R}^d} f \exp(\lambda |\nabla \log f|) \, dz \leq C\lambda \int f \exp(\lambda |\nabla \log f|) |\nabla \log f|. \]

That is

\[ \partial_t \Theta_f - C\lambda \partial_\lambda \Theta_f \leq 0. \]

The characteristic equation is given by \( \lambda(t) = \lambda_0 e^{-Ct} \) which implies

\[ \Theta_f(t, \lambda(t)) \leq \Theta_f(0, \lambda_0) = \int f \exp(\lambda_0 |\nabla \log f|) < \infty. \]

Hence we get

\[ \int f \exp(\lambda_0 e^{-Ct} |\nabla \log f|) \leq \Theta_f(0) < \infty. \]

Consequently (1.10) holds for \( \lambda_f < \lambda_0 e^{-CT} \), where \( C = \|K * \nabla_x \rho\|_{L^\infty} + 1 < \infty. \)

In the case \( \sigma = 0 \), we can easily propagate the bound for \( |\nabla \log f| \) by tracing back the characteristics.
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