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### List of Abbreviations

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\mathbb{R}$</td>
<td>The set of real numbers</td>
</tr>
<tr>
<td>$\mathbb{C}$</td>
<td>The set of complex numbers</td>
</tr>
<tr>
<td>$|\cdot|<em>p$, $|\cdot|</em>{L^p}$, $|\cdot|_{l^p}$</td>
<td>The $L^p$-norm, $l^p$-norm and $p$-norm when there is no ambiguity</td>
</tr>
<tr>
<td>$\langle \cdot, \cdot \rangle$</td>
<td>The inner product</td>
</tr>
<tr>
<td>$\text{supp}(f)$</td>
<td>The support of a function $f$</td>
</tr>
<tr>
<td>$\hat{f}$</td>
<td>The Fourier transform of $f$</td>
</tr>
<tr>
<td>$f_\lambda$</td>
<td>The dilation of $f$ with scale $\lambda$</td>
</tr>
<tr>
<td>$\text{Sym}(\mathcal{H})$</td>
<td>The space of symmetric operators on a Hilbert space $\mathcal{H}$</td>
</tr>
<tr>
<td>$A^*$</td>
<td>The conjugate transpose of a matrix $A$</td>
</tr>
<tr>
<td>$\text{tr}(A)$</td>
<td>The trace of a matrix / operator $A$</td>
</tr>
<tr>
<td>$\rho(A)$</td>
<td>The spectrum of a matrix / operator $A$</td>
</tr>
<tr>
<td>$\text{real}(z)$</td>
<td>The real part of a complex number $z$</td>
</tr>
<tr>
<td>$\text{imag}(z)$</td>
<td>The imaginary part of a complex number $z$</td>
</tr>
<tr>
<td>$\bar{z}$</td>
<td>The complex conjugate of a complex number $z$</td>
</tr>
<tr>
<td>$\text{sinc}$</td>
<td>The sinc function defined by $\text{sinc}(x) = \sin(\pi x)/(\pi x)$</td>
</tr>
<tr>
<td>1D / 2D / 3D</td>
<td>one / two / three dimensional</td>
</tr>
<tr>
<td>CDI</td>
<td>Coherent Diffractive Imaging</td>
</tr>
<tr>
<td>CNN</td>
<td>Convolutional Neural Network</td>
</tr>
<tr>
<td>PCA</td>
<td>Principal Component Analysis</td>
</tr>
<tr>
<td>POVM</td>
<td>Positive Operator Valued Measure</td>
</tr>
<tr>
<td>PSD</td>
<td>Power Spectral Density</td>
</tr>
<tr>
<td>SNR</td>
<td>Signal to Noise Ratio</td>
</tr>
<tr>
<td>SSS</td>
<td>Strict Sense Stationary</td>
</tr>
<tr>
<td>SVM</td>
<td>Support Vector Machine</td>
</tr>
<tr>
<td>WSS</td>
<td>Wide Sense Stationary</td>
</tr>
</tbody>
</table>
Chapter 1: Background

1.1 Signal reconstruction without phase

Phase retrieval is a fundamental problem in signal reconstruction. In this problem we seek to recover the phase of a signal from the magnitude of linear measurements. It has important applications in X-ray crystallography, quantum information and speech recognition.

1.1.1 X-ray crystallography

![Figure 1.1: The experiment settings for X-ray crystallography.](image)

Figure 1.1: The experiment settings for X-ray crystallography.
X-ray crystallography is an important technique for determining the atomic and molecular structure of a crystal. Figure 1.1 illustrates the measurement process. The structure of the crystal causes the X-ray to diffract, and the diffracted pattern is produced on the far-field. The diffracted pattern only contains the magnitude of the Fourier transform of the crystal. A detailed description can be found in [49, 80, 90].

In X-ray crystallography, or more generally, coherent diffractive imaging (CDI), we only have information on the magnitude of the linearly transformed data. The phase information is difficult to get by experiment due to the high oscillation rate (∼ $10^{15}$Hz) of the electromagnetic field. Therefore, we seek to regain the phase information from the magnitude measurements and reconstruct the crystal image.

X-ray crystallography set a start of the phase retrieval problems. The earliest and most popular method is the alternating projection algorithms proposed by Gerchberg and Saxton, later improved by Fienup [49]. There is no guarantee of convergence in that iteration method, and it does not work well for 3D images. The phase retrieval problem arouses interests of a lot of mathematicians, and is gradually generalized to a setting that more applications fit in.

1.1.2 Quantum information

In quantum tomography, the quantum state is identified from the statistics of the measurements [39, 62]. Suppose we have a $d$-dimensional Hilbert space $\mathcal{H}$. A quantum state is a Hermitian matrix $\rho$ with trace $\text{tr}(\rho) = 1$.

The quantum measurements are generally described by positive operator val-
ued measures (POVM’s). That is,

\[ \mathbf{A} = \{A_1, \cdots, A_m\} \]  

where each \( A_k, k = 1, \cdots, m \), is Hermitian. The measurement gives

\[ \mathbf{A}(\rho) = (\text{tr}\rho A_1, \cdots, \text{tr}\rho A_m). \]  

(1.2)

If \( \rho \) is a pure state, that is, \( \rho = |\psi\rangle\langle\psi| \), then the recovery of the state falls into the problem of generalized phase retrieval, as studied in [103]. Moreover, if we choose to use rank-one POVM’s \( (A_k = |f_k\rangle\langle f_k|, k = 1, \cdots, m) \), then we have

\[ \text{tr}\rho A_k = |\langle\psi|f_k\rangle|^2. \]  

(1.3)

In this case, we see that the quantum measurements give (squared) magnitude of the linear measurements of the state. The reconstruction of the underlying state is thus modeled by the phase retrieval problem.

1.1.3 Audio signal processing

The phase retrieval problem finds its application in audio processing as well [16]. In speech recognition, sampled speech signals are first transformed to the time-frequency domain via discrete windowed Fourier transform. In most signal enhancement algorithms, we only modify the amplitude of the transformed signal in the time-frequency domain and keep its noisy phase.

To illustrate, we take the example from [16]. The speech signal is sampled as \( \{x(t) : t = 0, 1, \cdots, T - 1\} \). The fast windowed Fourier transform gives for
\[ \omega = 0, 1, \cdots, M - 1 \]

that

\[ X(k, \omega) = \sum_{t=0}^{M-1} g(t) x(t + kN) e^{-2\pi i \omega t / M}, \quad k = 0, 1, \cdots, \frac{T - M}{N}. \tag{1.4} \]

where \( g \) is the analysis window function, \( M \) is the window size and \( N \) is the time step. In the Ephraim-Malah noise reduction method, we apply a nonlinear transform on \( |X(k, \omega)| \) that reads

\[
Y(k, \omega) = \sqrt{\pi} \frac{v(k, \omega)}{2} \exp \left( -\frac{v(k, \omega)}{2} \right) \left[ (1 + v(k, \omega)) I_0 \left( \frac{v(k, \omega)}{2} \right) + v(k, \omega) I_1 \left( \frac{v(k, \omega)}{2} \right) \right] |X(k, \omega)|, \tag{1.5}
\]

where \( I_0 \) and \( I_1 \) are Bessel functions and \( v \) and \( \gamma \) are estimates to some SNRs. The enhanced speech signal is then

\[
x^\sharp(t) = \sum_{k=0}^{(T-M)/N} \sum_{\omega=0}^{M-1} Y(k, \omega) \frac{X(k, \omega)}{|X(k, \omega)|} e^{2\pi i \omega (t - kN) / M} h(t - kN), \tag{1.6}
\]

where \( h \) is the synthesis window function. We see that in this example, in the representation domain, we do some manipulation without using the information from the phase. In fact, the phase in this case is noisy and it is desired that we do reconstruction without phase.

### 1.2 Signal classification using convolutional neural networks

Convolutional neural networks (CNNs) have enjoyed conspicuous success in various pattern recognition tasks [68, 70, 78, 95]. CNNs are artificial neural networks that use convolution in place of general matrix multiplication in at least one place
The convolution operation, which we denote by $\ast$, is understood to be

$$ f \ast g(t) = \int f(s)g(t - s)ds $$

where the integral domain and the measure are to be specified depending on the detailed problem settings. In the discrete 2D case, the convolution reads as a left multiplication by a Toeplitz matrix.

In CNNs, we use convolution between a signal and a filter. The filter in this case is called the kernel. In most applications, we take kernels of much smaller size than the input signals. In this case, the machine learning system will have the sparse connection property (see [54], Chapter 9), which roughly means that a pixel in the input only affects a few pixels in the output. If we have a deep structure, then we expect that in shallow layers each pixel in the output relates to only the neighboring pixels in the input, while in deep layers each pixel is affected by all the pixels in the input. It is therefore believed that CNNs are able to catch different levels of features in different layers.

Another property that makes convolution important is its equivariance to translations (in 1D case, it is said to be time-invariant), which says that the operation of convolution commutes with translation. Intuitively, if we move the object by certain pixels, the output will move by the same number of pixels.
1.2.1 The AlexNet and GoogleNet

The AlexNet (see [68]) and GoogleNet ([95]) are typical CNNs used in image classification. While they have different structures and the latter is much deeper than the former, they do have in common that they both contain convolution layers, detection layers and pooling layers. Their structures are illustrated in Figure 1.2 and 1.3, respectively.

![Figure 1.2: The AlexNet (the structure is the CNN used in [68]).](image)

![Figure 1.3: The GoogleNet (the structure is the CNN used in [95]).](image)

In a detector layer, a nonlinear function called the activation function is applied entrywise to the signal. This function in some cases has biological motivations.
(for instance the *rectifier*, which is defined to be $f(x) = \max\{0, x\}$) and in some cases (such as softmax function) has a probabilistic explanation.

In a pooling layer, the output of the network is replaced with a summary statistic of nearby outputs ([54], Chapter 9). In both the AlexNet and the GoogleNet, the maximum of pixels in a certain neighborhood is taken. On one hand, pooling reduces the computing complexity; on the other hand, it makes the representation to be approximately invariant to small translations.

In AlexNet and GoogleNet, the coefficients in the network are trained using certain training data. The representation of images are sent through fully connected layers and a softmax layer to output the classification results.

1.2.2 The Scattering Transform

The scattering network is a deep neural network introduced in [78]. It has been successfully applied in several image classification tasks [32, 63].

The scattering network is a CNN because it has convolutional layers, detection layers as well as pooling layers. It is different from the traditional CNNs for the following reasons: first, the convolutional layers are prescribed as certain class of wavelets; second, the nonlinearity is the absolute value instead of the rectifier; third, in the pooling layer the scattering network uses a lower frequency filter to take local averages.

An input of a scattering network propagates along the paths from the first layer of the network to an output. A path is defined as a sequence of filters. For
instance, in Figure 1.4, \((g_{1,1}, g_{2,1}, g_{3,1}, g_{4,1})\) is a path, while \((g_{1,2}, g_{2,1}, g_{3,1}, g_{4,1})\) is not a path. If the paths are labeled in this way we can denote the path to be the indexes, for instance, \(((1, 1), (2, 1), (3, 1), (4, 1))\). Since we have a tree-structured network the paths are well-defined.

The scattering network is also called a scattering transform. There is a surjective map from \(\mathbb{R}^{d+}\) to the set of all paths (see [78], Chapter 3) and thus the scattering network is comparable to the traditional Fourier transform.

A typical scattering transform is illustrated in Figure 1.4. We see that it is a tree-structured CNN and there is an output from every layer. In terms of CNN, we have only presented the feature extraction of the scattering network, and in practice, we put a classifier such as a PCA layer or an SVM layer (see [32]) at the bottom.

As can be seen in Figure 1.4, an input signal propagates through the paths of the network to generate outputs in all the layers. For instance, \(y_{4,1}\) on the top right corner reads

\[
y_{4,1}(t) = \left| |f * g_{1,1}| * g_{2,1}| * g_{3,1}| * \phi_4(t) \right|
\]

In scattering networks, the filters \(g_{i,j}\)'s are taken to be different scales of a mother wavelet \(\psi\), that is, we take dilations of \(\psi\):

\[
g_{i,j}(t) = \psi_{\lambda_{i,j}}(t) := \lambda_{i,j}^d \psi(\lambda_{i,j} t), \quad (1.8)
\]

and \(\phi_i\) is taken to be a fixed scale of the scaling function \(\phi\) associated with \(\psi\), that is,

\[
\phi_i(t) = 2^{-Jd} \phi(2^{-J} t), \quad \forall i = 1, 2, 3, \ldots. \quad (1.9)
\]

A scattering network is promising because some good properties can be demon-
Figure 1.4: The scattering network.

In particular, a scattering transform is approximately invariant to translations, and stable in correspondence with small deformations. These properties are important when we want to do image classification because we hope that translations and deformations will not change the class of an image. However, these properties hold to be true only if we use specifically designed wavelets. For instance, in 1D one possibility is to use the cubic spline Battle-Lemarié wavelets (see [44] for an instruction on how to construct this family of wavelets), with the scaling function given by

$$\hat{\phi}(\xi) = \frac{16\sqrt{315} \sin^4(\frac{\xi}{2})}{\sqrt{2\pi} \xi^4 \sqrt{4 \cos^6(\frac{\xi}{2}) + 114 \cos^4(\frac{\xi}{2}) + 180 \cos^2(\frac{\xi}{2}) + 17}}$$
and the mother wavelet given by

\[ \hat{\psi}(\xi) = \frac{256\sqrt{315}}{\sqrt{2\pi}} \xi e^{i\xi^2} \frac{\sin^8(\frac{\xi}{4})}{\xi^4} \left( \frac{F(\frac{\xi}{4})}{G(\frac{\xi}{4})G(\frac{\xi}{2})} \right)^{\frac{1}{2}}, \quad (1.11) \]

where

\[ F(\xi) = 4\sin^6(\xi) + 114\sin^4(\xi) + 180\sin^2(\xi) + 17 \]

and

\[ G(\xi) = 4\cos^6(\xi) + 114\cos^4(\xi) + 180\cos^2(\xi) + 17. \]

In practice, specifically in image classification, it is possible to take a Morlet wavelet and achieve state-of-the-art results (see [32]).

In a scattering network, the translation invariance is achieved when the pooling layer contains only extremely low-pass filters. This is not practical and the resulting feature would be useless because almost all information is lost. Therefore, the invariance property that makes it work is still mainly the equivariance property due to the use of convolution.

In [105,106], the authors give a more general structure for scattering networks. Instead of families of wavelets, the authors consider the filters that compose a semi-discrete frame. They show the equivariance and stability of a general scattering network. We discuss the semi-discrete frames in Section 2.1 and compare their structure with our general framework in Chapter 4.
Chapter 2: Mathematical Preliminaries

2.1 Frame theory

In [16], the authors study the phase retrieval problem using the frames, which is a useful tool in applied harmonic analysis and signal processing. An extended study of frame theory can be found in [37,38,41]. We take the definition for a finite frame in a Hilbert space.

**Definition 2.1.1.** Let \( \mathcal{H} \) be a \( n \)-dimensional Hilbert space. \( \mathcal{F} = \{ f_1, f_2, \ldots, f_m \} \subset \mathcal{H} \) is a frame for \( \mathcal{H} \) if there exist constants \( A, B > 0 \) such that

\[
A \| x \|^2 \leq \sum_{k=1}^{m} |\langle x, f_k \rangle|^2 \leq B \| x \|^2 \quad (2.1)
\]

for any \( x \in \mathcal{H} \).

The constants \( A \) and \( B \) in the above is called lower and upper frame bounds, respectively. A frame \( \mathcal{F} \) is tight if it is possible to choose \( A = B \) in (2.1). Further, if the optimal frame bounds are \( A = B = 1 \), then the frame is said to be a Parseval frame. If we only have the second inequality in (2.1), then we call \( \mathcal{F} \) a Bessel sequence.

Since we have a finite dimensional space and a finite frame, we have the following equivalent definition given as a lemma.
Lemma 2.1.2. (see [41], Chapter 1) \( \mathcal{F} \) is a frame for \( \mathcal{H} \) if only if it spans \( \mathcal{H} \).

Given a frame \( \mathcal{F} = \{f_1, f_2, \ldots, f_m\} \), if we consider \( x \in \mathcal{H} \) as a signal, we can take linear measurements with the frames as \( \langle x, f_k \rangle \) for \( k = 1, \ldots, m \). We can perfectly reconstruct \( x \) in this case.

Definition 2.1.3. Let \( \mathcal{F} = \{f_1, f_2, \ldots, f_m\} \) be a frame in \( \mathcal{H} \). The analysis operator \( T \) associated with \( \mathcal{F} \) is defined by

\[
T : \mathcal{H} \to \mathbb{C}^m \quad T(x) = \{\langle x, f_k \rangle\}_{k=1}^m \; ;
\]

whereas the synthesis operator \( T^* \) is defined by

\[
T^* : \mathbb{C}^m \to \mathcal{H} \quad T^*(c) = \sum_{k=1}^m c_k f_k \; .
\]

The frame operator \( S : \mathcal{H} \to \mathcal{H} \) is defined to be \( S = T^*T \).

In this case \( S \) is always invertible by the definition of frames, and the perfect reconstruction formula is given by

\[
x = S^{-1}Sx = \sum_{k=1}^m \langle x, f_k \rangle S^{-1} f_k \; .
\]

Therefore, we can see that in the case of linear measurements, it is rather easy to reconstruct the signal. We never lose information (and even have redundant information) in the process of measurements, and therefore it does not take much effort to get back. However, if we make nonlinear measurements, the process of reconstruction will be much more difficult, as we will discuss in later chapters.

For convolutional neural networks, the linear measurements are taken using convolutions. We introduce the semi-discrete frames as defined in [105,106]. In this case, we specify the signals to be taken from \( L^2(\mathbb{R}^d) \).
Definition 2.1.4. Let $\mathcal{F} = \{f_k\}_{k \in I} \subset L^1(\mathbb{R}^d) \cap L^2(\mathbb{R}^d)$ where $I$ is an index set that is at most countable. $\mathcal{F}$ is said to form the atoms of a semi-discrete Bessel sequence if there exists a constant $B > 0$ such that

$$\sum_{k \in I} \|x \ast f_k\|_2^2 \leq B \|x\|_2^2$$

for any $x \in L^2(H)$. Further, we say $\mathcal{F}$ form the atoms of a semi-discrete frame if there is also a constant $A > 0$ such that

$$A \|x\|_2^2 \leq \sum_{k \in I} \|x \ast f_k\|_2^2 \leq B \|x\|_2^2$$

for any $x \in L^2(H)$.

If we define the Fourier transform of a function $f \in L^1(\mathbb{R}^d)$ to be

$$\hat{f}(\omega) = \int_{\mathbb{R}^d} f(t)e^{-2\pi i \omega \cdot t} dt,$$

we have the Parseval’s relation

$$\|x \ast f_k\|_2 = \|\hat{x} \cdot \hat{f}_k\|_2$$

for each $k$.

According to the above, it makes sense to consider filters that lie in some larger space (for instance, that contains “the delta function”) when we talk about the application in CNNs. We are going to define that space in Chapter 4. We introduce some preliminary definitions that will be used there.

Definition 2.1.5. (Algebra over a field) Let $K$ be a field. Let $V$ be a vector space over $K$ equipped with an additional binary operation (called the product)

$$\cdot : V \times V \to V.$$
Then $V$ is said to be an algebra over $K$ if for all $x, y, z \in V$ and all $a, b \in V$,

1. $(x + y) \cdot z = x \cdot z + y \cdot z$;

2. $x \cdot (y + z) = x \cdot y + x \cdot z$;

3. $(ax) \cdot (by) = (ab)x \cdot y$.

**Definition 2.1.6.** (see [50]) A Banach algebra is an algebra $B$ over $\mathbb{C}$ equipped with a norm with respect to which it is a Banach space and which satisfies

$$\|xy\| \leq \|x\| \|y\| \quad (2.10)$$

for all $x, y \in B$.

### 2.2 Holomorphic functional calculus

Let $T$ be a bounded linear operator on a Banach space, the holomorphic functional calculus relates a function of $T$ with its spectrum $\rho(T)$. A detailed study can be found in [85], Chapter IX. We will mainly focus on the case where $A$ is a Hermitian matrix.

**Definition 2.2.1.** Let $B$ be a Banach space and $A$ be a linear operator. The resolvent transformation of $A$ is defined to be

$$R_A(z) = (A - zI)^{-1}. \quad (2.11)$$

The following theorem states a decomposition result for a general linear transformation.
**Theorem 2.2.2.** (see [85], Chapter XI.148) Let $A$ be a bounded linear map of the Banach space $\mathcal{B}$ and let $\rho$ and $\rho'$ be two complementary isolated parts of its spectrum. Then $\mathcal{B} = \mathcal{B}_\rho \oplus \mathcal{B}_{\rho'}$ each of which is transformed by $A$ to itself. The projection $P_\rho$ on $\mathcal{B}_\rho$ is equal to

$$P_\rho = -\frac{1}{2\pi i} \int_{\partial D} R_A(z)dz ,$$

(2.12)

taken along the boundary of an arbitrary domain $D$ which is admissible with respect to $A$ and contains all elements in $\rho$ and no element in $\rho'$.

In the case where $A$ is a Hermitian matrix, the above theorem reads

**Theorem 2.2.3.** Let $A$ be an $n$-by-$n$ Hermitian matrix with spectral decomposition

$$A = \sum_{j=1}^{n} \lambda_j P_j$$

(2.13)

where $\lambda_j$’s are the eigenvalues of $A$ and $P_j$’s are the corresponding orthogonal projections. Then we have for each $j = 1, \cdots, n$ that

$$P_j = -\frac{1}{2\pi i} \int_{\partial \Gamma_j} R_A(z)dz ,$$

(2.14)

where $\Gamma_j$ is a Jordan curve that encloses only one eigenvalue $\lambda_j$.

A Hermitian matrix $A$ has $n$ eigenvalues (counting multiplicities), which we denote as $\lambda_j$ or $\lambda_j(A)$ for $j = 1, \cdots, n$. In the following chapters, unless otherwise specified, we shall always assume that $\lambda_1(A) \geq \lambda_2(A) \geq \cdots \geq \lambda_n(A)$.

2.3 Lipschitz continuity and extension theorems

The Lipschitz property (see [26]) is closely related to the stability of both the phaseless reconstruction and the CNN.
Definition 2.3.1. Let \((X, d_X)\) and \((Y, d_Y)\) be two metric spaces where \(d_X\) and \(d_Y\) are the distance functions respectively. A continuous map \(f : X \to Y\) is said to be Lipschitz continuous, or Lipschitz, if

\[
\sup_{x_1, x_2 \in X} \frac{d_Y(f(x_1), f(x_2))}{d_X(x_1, x_2)} < \infty. 
\]

In this case, we denote

\[
\text{Lip}(f) := \sup_{x_1, x_2 \in X} \frac{d_Y(f(x_1), f(x_2))}{d_X(x_1, x_2)}. 
\]

The Lipschitz continuity implies an upper bound. In some cases it makes sense to introduce a lower bound as well. We define the bi-Lipschitz property as follows.

Definition 2.3.2. Let \((X, d_X)\) and \((Y, d_Y)\) be two metric spaces where \(d_X\) and \(d_Y\) are the distance functions respectively. A continuous map \(f : X \to Y\) is said to be bi-Lipschitz, if there exist constants \(A\) and \(B\), with \(0 < A \leq B < \infty\), such that

\[
A d_X(x_1, x_2) \leq d_Y(f(x_1), f(x_2)) \leq B d_X(x_1, x_2) \quad (2.17)
\]

Obviously, if a function \(f\) is bi-Lipschitz, then it is injective. However, in general the injectivity of a Lipschitz function does not imply the bi-Lipschitz property.

If a Lipschitz continuous function is defined only on a subspace of a metric space, under some conditions it is possible to extend the function to the whole space while keeping the Lipschitz constant. We state the Kirszbraun Theorem (see [104]).

Definition 2.3.3. (The Kirszbraun Property (K)) Let \(X\) and \(Y\) be two metric spaces with metric \(d_X\) and \(d_Y\) respectively. \((X, Y)\) is said to have Property (K) if for any pair of families of closed balls \(\{B(x_i, r_i) : i \in I\}, \{B(y_i, r_i) : i \in I\}\), such
that $d_Y(y_i, y_j) \leq d_X(x_i, x_j)$ for each $i, j \in I$, it holds that

$$\bigcap_{i \in I} B(x_i, r_i) \neq \emptyset \Rightarrow \bigcap_{i \in I} B(y_i, r_i) \neq \emptyset .$$

(2.18)

In general it may not be obvious whether a given pair of metric spaces satisfies the Property (K). Nevertheless, if $X$ and $Y$ are both Hilbert spaces, then the Property (K) is guaranteed. We state it as a theorem.

**Theorem 2.3.4.** ([104], Chapter 10) Suppose $X$ and $Y$ are Hilbert spaces and $d_X$ and $d_Y$ are the metrics induced by the inner products in each space respectively. Then $(X, Y)$ has Property (K).

The Kirszbraun Theorem states the following:

**Theorem 2.3.5.** ([104], Chapter 10) Let $X$ and $Y$ be two metric spaces and $(X, Y)$ has Property (K). Suppose $U$ is a subset of $X$ and $f : U \to Y$ is a Lipschitz map. Then there exists a Lipschitz map $F : X \to Y$ which extends $f$ to $X$ such that $F|_U = f$ and $\text{Lip}(F) = \text{Lip}(f)$.

2.4 Random processes

Random processes are useful models in signal processing. In this section, we define the basic concepts that will be used later. We refer to [67] for a detailed discussion.

**Definition 2.4.1.** A family of random variables $X_t : t \in \mathbb{T}$ defined on a common probability space $(\Omega, \mathcal{F}, \mathbb{P})$ is called a random process if $\mathbb{T}$ is a subset of the real line and it is called a random field if $\mathbb{T}$ is multi-dimensional.
When there is no misunderstanding, we shall call $X_t$ a random process regardless of $\mathfrak{T}$. A trajectory of $X_t$ is the realization $X_\omega(t)$ for some fixed $\omega \in \Omega$.

Now we introduce the notion of strict and wide sense stationary (SSS and WSS) processes.

**Definition 2.4.2.** A random process $X_t$ is called strict sense stationary (SSS) if for any $t_1, \ldots, t_n \in \mathfrak{T}$ and $A_1, \ldots, A_n \in \mathfrak{F}$ the probabilities

$$
P\left\{ X_{t_1+\tau} \in A_1, \ldots, X_{t_n+\tau} \in A_n \right\}$$

(2.19)

does not depend on $\tau$, where $\tau \in \mathfrak{T}$.

**Definition 2.4.3.** A random process $X_t$ is called wide sense stationary (WSS) if there exist a constant (the expectation) $\mu$ and a function (the auto-correlation) $R(t), t \in \mathfrak{T}$ such that $E(X_t) = \mu$ and $E(X_t \bar{X}_s) = R(t - s)$ for all $t, s \in \mathfrak{T}$.

Obviously, if the second moment is finite, then SSS implies WSS. For a WSS process, the power spectral density (PSD) is the Fourier transform of the autocorrelation. This is the Wiener-Khinchin theorem (see [82], Chapter 10):

**Theorem 2.4.4.** (Wiener-Khinchin) Let $X = X(t)$ be a WSS process. Let $S_X(\omega) := \lim_{T \to \infty} E \left[ \left| (2T)^{-1} \int_{-T}^{T} X(t)e^{-2\pi i \omega t} dt \right|^2 \right]$ be the spectral power density and let $R_X(t) = E [X(t)\bar{X}(t - \tau)]$ be the auto-correlation function. Then

$$S_X(\omega) = \hat{R}_X(\omega).$$

(2.20)
Chapter 3: Stable reconstruction for the phase retrieval problem

3.1 Frame settings of the phase retrieval problem

We first give a rigorous setting of the phase retrieval problem, in the language of frame theory, introduced in Chapter 2.1.

3.1.1 The measurement maps

Let $\mathcal{H}$ be a $n$-dimensional real or complex Hilbert space, in practice $\mathcal{H} = \mathbb{R}^d$ or $\mathbb{C}^n$. Assume that $\mathcal{F} = \{f_1, \cdots, f_m\}$ is a frame for $\mathcal{H}$. We denote the nonlinear measurement maps $\alpha$ and $\beta$ to be

$$\alpha : \mathcal{H} \to \mathbb{R}^m, \quad \alpha(x) = (|\langle x, f_k \rangle|)_{1 \leq k \leq m}, \quad (3.1)$$

and

$$\beta : \mathcal{H} \to \mathbb{R}^m, \quad \beta(x) = (|\langle x, f_k \rangle|^2)_{1 \leq k \leq m}. \quad (3.2)$$

We call $\alpha$ the magnitude measurement map and $\beta$ the square measurement map.

Note that $\beta$ is the entriwise square of $\alpha$. Also, there is an ambiguity of a universal phase, that is,

$$\alpha(x) = \alpha(e^{i\phi}x), \quad \forall \phi \in [0, 2\pi). \quad (3.3)$$
Therefore, we consider an equivalence relation $\sim$ defined by $x \sim y$ if and only if there is a scalar $a$ with $|a| = 1$ such that $y = ax$. Let $\hat{\mathcal{H}}$ denote the collection of the equivalence classes and $\hat{x}$ denote the elements in $\hat{\mathcal{H}}$. Now we read $\alpha : \hat{\mathcal{H}} \to \mathbb{R}^m$ and $\beta : \hat{\mathcal{H}} \to \mathbb{R}^m$.

The phase retrieval problem, or the phaseless reconstruction problem, refers to analyzing when $\alpha$ (or equivalently, $\beta$) is an injective map, and in this case to finding “good” left inverses. The frame $\mathcal{F}$ is said to be phase retrievable if the nonlinear map $\alpha$ (or $\beta$) is injective. We also say $\alpha$ (or $\beta$) is phase retrievable in the case.

### 3.1.2 Distance function of the quotient space

In general, a quotient space induced by an equivalence relation is not necessarily metrizable. Nevertheless, in the setting described above, there are natural distance functions associated with $\alpha$ and $\beta$.

We consider two classes of metrics (distances), respectively:

1. the class of natural metrics. For every $1 \leq p \leq \infty$ and $x, y \in \mathcal{H}$, we define
   
   $$D_p(\hat{x}, \hat{y}) = \min_{|a|=1} \|x - ay\|_p. \tag{3.4}$$
   
   When no subscript is used, $\|\cdot\|$ denotes the Euclidean norm, $\|\cdot\| = \|\cdot\|_2$.

2. the class of matrix norm induced metrics. For every $1 \leq p \leq \infty$ and $x, y \in \mathcal{H}$, we define
   
   $$d_p(\hat{x}, \hat{y}) = \|xx^* - yy^*\|_p = \begin{cases} \left( \sum_{k=1}^{n} (\sigma_k)^p \right)^{1/p} & \text{for } 1 \leq p < \infty, \\ \max_{1 \leq k \leq n} \sigma_k & \text{for } p = \infty, \end{cases} \tag{3.5}$$

where $(\sigma_k)_{1 \leq k \leq n}$ are the singular values of the operator $xx^* - yy^*$, which is of rank
at most 2. Here $x^*$ denotes the adjoint of $x$ (see [12] for a detailed discussion), which is the transpose conjugate of $x$ if $H = \mathbb{R}^n$ or $\mathbb{C}^n$.

Our choice in (3.5) corresponds to the class of Schatten norms. In particular, $d_\infty$ corresponds to the operator norm $\|\cdot\|_{op}$ in $\text{Sym}(\mathcal{H}) = \{T : \mathcal{H} \to \mathcal{H}, T = T^*\}$; $d_2$ corresponds to the Frobenius norm $\|\cdot\|_{F_r}$ in $\text{Sym}(\mathcal{H})$; $d_1$ corresponds to the nuclear norm $\|\cdot\|_*$ in $\text{Sym}(H)$. Specifically, we have

$$d_\infty(x, y) = \|xx^* - yy^*\|_{op}, \quad d_2(x, y) = \|xx^* - yy^*\|_{F_r},$$

$$d_1(x, y) = \|xx^* - yy^*\|_*.$$

Note that the Frobenius norm $\|T\|_{F_r} = \sqrt{\text{tr}(TT^*)}$ induces the Euclidean distance on $\text{Sym}(\mathcal{H})$. As a consequence of Lemma 3.8 in [12], we have:

$$d_\infty(x, y) = \frac{1}{2} \|x\|^2 - \|y\|^2 + \frac{1}{2} \sqrt{(\|x\|^2 + \|y\|^2)^2 - 4|\langle x, y \rangle|^2},$$

$$d_2(x, y) = \sqrt{\|x\|^4 + \|y\|^4 - 2|\langle x, y \rangle|^2},$$

$$d_1(x, y) = \sqrt{(\|x\|^2 + \|y\|^2)^2 - 4|\langle x, y \rangle|^2}.$$

To study the above distances it is important to study eigenvalues of symmetric matrices. Let $S^{p,q}(\mathcal{H})$ denote the set of symmetric operators that have at most $p$ strictly positive eigenvalues and $q$ strictly negative eigenvalues. In particular, $S^{1,0}(\mathcal{H})$ is the set of non-negative symmetric operators of rank at most one:

$$S^{1,0}(\mathcal{H}) = \{xx^*, \ x \in \mathcal{H}\}. \quad (3.6)$$

If $\mathcal{H} = \mathbb{R}^n$ or $\mathbb{C}^n$, then $\text{Sym}(\mathcal{H})$ is the set of $n$-dimensional Hermitian matrices.

**Theorem 3.1.1.** We have the following statements regarding $D_p$ and $d_p$:
1. For each $1 \leq p \leq \infty$, $D_p$ and $d_p$ are well-defined metrics (distances) on $\hat{\mathcal{H}}$.

2. $(D_p)_{1 \leq p \leq \infty}$ are equivalent metrics, that is, each $D_p$ induces the same topology on $\hat{\mathcal{H}}$ as $D_1$. Additionally, for every $1 \leq p, q \leq \infty$ the embedding $i : (\hat{\mathcal{H}}, D_p) \to (\hat{\mathcal{H}}, D_q)$, $i(x) = x$, is Lipschitz with Lipschitz constant

$$L^D_{p,q,n} = \max(1, n^{\frac{1}{q} - \frac{1}{p}}).$$

(3.7)

3. For $1 \leq p \leq \infty$, $(d_p)_{1 \leq p \leq \infty}$ are equivalent metrics, that is each $d_p$ induces the same topology on $\hat{\mathcal{H}}$ as $d_1$. Additionally, for every $1 \leq p, q \leq \infty$ the embedding $i : (\hat{\mathcal{H}}, d_p) \to (\hat{\mathcal{H}}, d_q)$, $i(x) = x$, is Lipschitz with Lipschitz constant

$$L^d_{p,q,n} = \max(1, 2^{\frac{1}{q} - \frac{1}{p}}).$$

(3.8)

4. The identity map $i : (\hat{\mathcal{H}}, D_p) \to (\hat{\mathcal{H}}, d_p)$, $i(x) = x$, is continuous with continuous inverse. However it is not Lipschitz, nor is its inverse.

5. The metric space $(\hat{\mathcal{H}}, D_p)$ is Lipschitz isomorphic to $S^{1,0}(\mathcal{H})$ endowed with Schatten norm $\|\cdot\|_p$. The isomorphism is given by the map

$$\kappa_\alpha : \hat{\mathcal{H}} \to S^{1,0}(\mathcal{H}) , \quad \kappa_\alpha(x) = \begin{cases} \frac{1}{\|x\|}xx^* & \text{if } x \neq 0 \\ 0 & \text{if } x = 0 \end{cases}. \quad (3.9)$$

The embedding $\kappa_\alpha$ is bi-Lipschitz with the lower Lipschitz constant

$$\min(2^{\frac{1}{2} - \frac{1}{p}}, n^{\frac{1}{p} - \frac{1}{2}})$$

and the upper Lipschitz constant

$$\sqrt{2} \max(n^{\frac{1}{2} - \frac{1}{p}}, 2^{\frac{1}{2} - \frac{1}{p}}).$$
In particular, for \( p = 2 \), the lower Lipschitz constant is 1 and the upper Lipschitz constant is \( \sqrt{2} \).

6. The metric space \((\hat{\mathcal{H}}, d_p)\) is isometrically isomorphic to \( S^{1,0}(\mathcal{H}) \) endowed with Schatten norm \( \|\cdot\|_p \). The isomorphism is given by the map

\[
\kappa_\beta : \hat{\mathcal{H}} \to S^{1,0}(\mathcal{H}) , \quad \kappa_\beta(x) = xx^* . \tag{3.10}
\]

In particular the metric space \((\hat{\mathcal{H}}, d_1)\) is isometrically isomorphic to \( S^{1,0}(\mathcal{H}) \) endowed with the nuclear norm \( \|\cdot\|_1 \).

7. The nonlinear map \( \iota : (\hat{\mathcal{H}}, D_p) \to (\hat{\mathcal{H}}, d_p) \) defined by

\[
\iota(x) = \begin{cases} \frac{x}{\sqrt{\|x\|}} & \text{if } x \neq 0 \\ 0 & \text{if } x = 0 \end{cases}
\]

is bi-Lipschitz with the lower Lipschitz constant \( \min(2^{\frac{1}{2} - \frac{1}{p}}, n^{\frac{1}{2} - \frac{1}{2}}) \) and the upper Lipschitz constant \( \sqrt{2} \max(n^{\frac{1}{2} - \frac{1}{2}}, 2^{\frac{1}{2} - \frac{1}{2}}) \).

**Proof.** 1. The well-defined-ness of the metrics means that the metrics are the same for different choices inside the equivalence classes and is obvious from the definition of the metrics. Also immediately seen from the definition, \( D_p(\hat{x}, \hat{y}) \geq 0 \) for any \( \hat{x}, \hat{y} \in \hat{\mathcal{H}} \) and \( D_p(\hat{x}, \hat{y}) = 0 \) if and only if \( \hat{x} = \hat{y} \). Also \( D_p(\hat{x}, \hat{y}) = D_p(\hat{y}, \hat{x}) \) since \( \|x - ay\|_p = \|y - a^{-1}x\|_p \) for any \( x, y \in \mathcal{H}, |a| = 1 \). Moreover, for any \( \hat{x}, \hat{y}, \hat{z} \in \hat{\mathcal{H}} \), fix \( D_p(\hat{x}, \hat{y}) = \|x - ay\|_p, D_p(\hat{y}, \hat{z}) = \|z - by\| \), then

\[
D_p(\hat{x}, \hat{z}) \leq \|x - ab^{-1}z\|_p = \|bx - az\|_p \\
\leq \|bx - aby\|_p + \|aby - az\|_p = D_p(\hat{x}, \hat{y}) + D_p(\hat{y}, \hat{z}) .
\]
Therefore $D_p$ is a metric. $d_p$ is also a metric since $\|\cdot\|_p$ in the definition of $d_p$ is the standard Schatten $p$-norm of a matrix.

2. For $p \leq q$, by Hölder’s inequality we have for any $x = (x_1, x_2, \ldots, x_n) \in \mathcal{H}$ that
\[
\sum_{i=1}^{n} |x_i|^p \leq n^{(1 - \frac{p}{q})} \left( \sum_{i=1}^{n} |x_i|^q \right)^{\frac{p}{q}}.
\]
Thus $\|x\|_p \leq n^{\left( \frac{1}{p} - \frac{1}{q} \right)} \|x\|_q$. Also, since $\|\cdot\|_p$ is homogeneous, we can assume $\|x\|_p = 1$. Then $\sum_{i=1}^{n} |x_i|^q \leq \sum_{i=1}^{n} |x_i|^p = 1$.

Thus $\|x\|_q \leq \|x\|_p$. Therefore, we have
\[
D_q(\hat{x}, \hat{y}) = \|x - a_1 y\|_q \geq n^{\left( \frac{1}{q} - \frac{1}{p} \right)} \|x - a_1 y\|_p \geq n^{\left( \frac{1}{q} - \frac{1}{p} \right)} D_p(\hat{x}, \hat{y})
\]
and $D_p(\hat{x}, \hat{y}) = \|x - a_2 y\|_p \geq \|x - a_2 y\|_q \geq D_q(\hat{x}, \hat{y})$ for some $a_1, a_2$ with magnitude 1. Hence
\[
D_q(\hat{x}, \hat{y}) \leq D_p(\hat{x}, \hat{y}) \leq n^{\left( \frac{1}{p} - \frac{1}{q} \right)} D_q(\hat{x}, \hat{y}).
\]
We see that $(D_p)_{1 \leq p \leq \infty}$ are equivalent. The second part follows then immediately.

3. The proof is similar to Part 2. Note that there are at most two $\sigma_i$’s that are nonzero, so we have $2^{\left( \frac{1}{p} - \frac{1}{q} \right)}$ instead of $n^{\left( \frac{1}{p} - \frac{1}{q} \right)}$.

4. To prove that $D_p$ and $d_p$ are equivalent, we need only to show that each open ball with respect to $D_p$ contains an open ball with respect to $d_p$, and vice versa. By (ii) and (iii), it is sufficient to consider the case when $p = 2$.

First, we fix $x \in \mathcal{H} = \mathbb{C}^n$, $r > 0$. Let $R = \min(1, rn^{-2}(2 \|x\|_{\infty} + 1)^{-1})$. Then for any $\hat{y}$ such that $D_2(\hat{x}, \hat{y}) < R$, we take $y$ such that $\|x - y\| < R$, then
∀1 ≤ i, j ≤ n, |x_i x_j - y_i y_j| = |x_i(x_j - y_j) + (x_i - y_i)y_j| < |x_i|R + R(|x_i| + R) = R(2|x_i| + R) ≤ R(2|x_i| + 1) ≤ nR^2. Hence \(d_2(\hat{x}, y) = \|xx^* - yy^*\|_2 < n^2 \cdot nR^{-2} = r\).

On the other hand, we fix \(x \in \mathcal{H} = \mathbb{C}^n, R > 0\). Let \(r = R^2/\sqrt{2}\). Then for any \(\hat{y}\) such that \(d_2(\hat{x}, \hat{y}) < r\), we have

\[
(d_2(\hat{x}, \hat{y}))^2 = \|x\|^4 + \|y\|^4 - 2 |\langle x, y \rangle|^2 < r^2 = \frac{R^4}{2}.
\]

But we also have

\[
(D_2(\hat{x}, \hat{y}))^2 = \min_{|a| = 1} \|x - ay\|^2 = \left\| x - \frac{\langle x, y \rangle}{\langle x, y \rangle} y \right\|^2 = \|x\|^2 + \|y\|^2 - 2 |\langle x, y \rangle|,
\]

so

\[
(D_2(\hat{x}, \hat{y}))^4 = \|x\|^4 + \|y\|^4 + 2 \|x\|^2 \|y\|^2 - 4(\|x\|^2 + \|y\|^2)\langle x, y \rangle + 4\langle x, y \rangle^2.
\]

Since \(|\langle x, y \rangle| \leq \|x\| \|y\| \leq (\|x\|^2 + \|y\|^2)/2\), we can easily check that \((D_2(\hat{x}, \hat{y}))^4 \leq 2(d_2(\hat{x}, \hat{y}))^2 < R^4\). Hence \(D_2(\hat{x}, \hat{y}) < R\).

Thus \(D_2\) and \(d_2\) are indeed equivalent metrics. Therefore \(D_p\) and \(d_q\) are equivalent. Also, the imbedding \(i\) is not Lipschitz: if we take \(x = (x_1, 0, \ldots, 0) \in \mathbb{C}^n\), then \(D_2(\hat{x}, 0) = |x_1|, d_2(\hat{x}, 0) = |x_1|^2\).
5. First, for \( p = 2 \), for \( \hat{x} \neq \hat{y} \) in \( \hat{H} - \{0\} \), we compute the quotient

\[
\rho(x, y) = \frac{\|\kappa_\alpha(x) - \kappa_\alpha(y)\|^2}{D_2(x, y)^2}
\]

\[
= \frac{\|x - y\|^{-1} xx^* - \|y\|^{-1} yy^*\|^2}{\|x\|^2 + \|y\|^2 - 2 \langle x, y \rangle}
\]

\[
= \frac{\|xx^*\|^2 \|y\|^2 + \|x\|^2 \|yy^*\|^2 - 2 \|x\| \|y\| \text{tr}(xx^*yy^*)}{\|x\|^4 \|y\|^2 + \|x\|^2 \|y\|^4 - 2 \|x\|^2 \|y\|^2 \|x^*y\|}
\]

\[
= 1 + \frac{2 \|x\| \|y\| (\|x\| \|y\| \|x^*y\| - \text{tr}(xx^*yy^*)))}{\|x\|^4 \|y\|^2 + \|x\|^2 \|y\|^4 - 2 \|x\|^2 \|y\|^2 \|x^*y\|}
\]

where we used \( \|xx^*\| = \|x\|^2 \). For simplicity write \( a = \|x\| \), \( b = \|y\| \) and \( t = \|\langle x, y \rangle\| \cdot (\|x\| \|y\|)^{-1} \). We have \( a > 0 \), \( b > 0 \) and \( 0 \leq t \leq 1 \).

Now

\[
\rho(x, y) = 1 + \frac{2(abt - abt^2)}{a^2 + b^2 - 2abt}.
\]

Obviously \( \rho(x, y) \geq 1 \). Now we prove that \( \rho(x, y) \leq 2 \). Note that

\[
1 + \frac{2(abt - abt^2)}{a^2 + b^2 - 2abt} \leq 2 \iff a^2 + b^2 - 4abt + 2abt^2 \geq 0,
\]

but

\[
a^2 + b^2 - 4abt + 2abt^2 \geq 2ab - 4abt + 2abt^2 = 2ab(t - 1)^2 \geq 0,
\]

so we are done. Note that take any \( x, y \) with \( \langle x, y \rangle = 0 \) we would have \( \rho(x, y) = 1 \). On the other hand, taking \( \|x\| = \|y\| \) and let \( t \to 1 \) we see that \( \rho(x, y) = 2 - \epsilon \) is achievable for any small \( \epsilon > 0 \). Therefore the constants are optimal. The case where one of \( x \) and \( y \) is zero would not break the constraint of these two constants. Therefore after taking the square root, we get lower Lipschitz constant \( 1 \) and upper Lipschitz constant \( \sqrt{2} \).
For other \( p \), we use the results in (ii) and (iii) to get that the lower Lipschitz constant for \( \kappa_{\alpha} \) is \( \min(2^{\frac{1}{2} - \frac{1}{p}}, n^{\frac{1}{p} - \frac{1}{2}}) \) and the upper Lipschitz constant is \( \sqrt{2} \max(n^{\frac{1}{2} - \frac{1}{p}}, 2^{\frac{1}{p} - \frac{1}{2}}) \).

6. This follows directly from the construction of the map.

7. This follows directly from Part 5 and Part 6.

\[ \Box \]

The distance functions that we choose for the phase retrieval setting are natural. In some other settings, for instance, when we can fix a component of the original signal (see [52]), we cannot quotient out a global phase and will be forced to use the Euclidean distance. In this case we do not have the bi-Lipschitz property (see [52]) that is crucial for a stable reconstruction. We discuss the bi-Lipschitz property in the following sections.

3.1.3 The noisy measurement model

While the choice of \( p \) is not important here, we are particularly interested in \( D_2 \) (corresponding to the Euclidean distance) and \( d_1 \) (corresponding to the nuclear norm) for their importance in various settings in other problems.

In the following sections we are going to establish two important results: first, a phase retrievable frame always induces a bi-Lipschitz measurement map; second, the inverse of the measurement map can be extended to the entire Euclidean space \( \mathbb{R}^m \) while the Lipschitz constant is increased by only a small number. Specifically,
suppose $a$ is the lower Lipschitz bound of the measurement map, we get a reconstruction map $\omega : \mathbb{R}^m \to \hat{H}$ such that

$$\text{Lip}(\omega) \leq \frac{8.25}{a}.$$  \hfill (3.11)

Consider the map $\alpha$ (a similar discussion works for $\beta$). Assume an additive noise model $y = \alpha(x) + \nu$, where $\nu \in \mathbb{R}^m$ is the noise. For a signal $x_0 \in \hat{H}$, and noise $\nu_1 \in \mathbb{R}^m$, let $y_1 = \alpha(x_0) + \nu_1 \in \mathbb{R}^m$ be the measurement vector, and let $x_1 = \omega(y_1)$ be the reconstructed signal. We have

$$D_2(x_0, x_1) = D_2(\omega(\alpha(x_0)), \omega(y_1)) \leq \text{Lip}(\omega) \cdot \|\alpha(x_0) - y_1\| = \text{Lip}(\omega) \cdot \|\nu_1\|.$$  

Figure 3.1 is an illustration of this model. In fact, we have stability in a stronger sense. If we have two noisy measurements $y_1 = \alpha(x_0) + \nu_1$ and $y_2 = \alpha(x_0) + \nu_2$ of the signal $x_0$, then

$$D_2(x_1, x_2) = D_2(\omega(y_1), \omega(y_2)) \leq \text{Lip}(\omega) \cdot \|y_1 - y_2\| = \text{Lip}(\omega) \cdot \|\nu_1 - \nu_2\|.$$  

3.2 Phase retrievability implies bi-Lipschitz property

In this section we study the relation between Phase retrievability and bi-Lipschitz property. It is obvious that if $\alpha$ and $\beta$, as defined in (3.1) and (3.2), are bi-Lipschitz with respect to the corresponding metrics, then they are phase retrievable. We focus on the converse. In this section, we shall assume that $\alpha$ and $\beta$ are phase retrievable.

We first define three types of Lipschitz bounds for $\alpha$ and $\beta$ respectively.
Definition 3.2.1. (Lipschitz bounds for $\alpha$) The following Lipschitz bounds are defined for the measurement $\alpha$. The square roots of those bounds are called the Lipschitz constants.

1. The global lower and upper Lipschitz bounds, respectively:

$$A_0 = \inf_{x, y \in \hat{H}} \frac{\|\alpha(x) - \alpha(y)\|_2^2}{D_2(x, y)^2},$$

$$B_0 = \sup_{x, y \in \hat{H}} \frac{\|\alpha(x) - \alpha(y)\|_2^2}{D_2(x, y)^2};$$

2. The type I local lower and upper Lipschitz bounds at $z \in \hat{H}$, respectively:

$$A(z) = \lim_{r \to 0} \inf_{\substack{x, y \in \hat{H} \\ D_2(x, z) < r \\ D_2(y, z) < r}} \frac{\|\alpha(x) - \alpha(y)\|_2^2}{D_2(x, y)^2},$$

$$B(z) = \lim_{r \to 0} \sup_{\substack{x, y \in \hat{H} \\ D_2(x, z) < r \\ D_2(y, z) < r}} \frac{\|\alpha(x) - \alpha(y)\|_2^2}{D_2(x, y)^2};$$
3. The type II local lower and upper Lipschitz bounds at \( z \in \hat{H} \), respectively:

\[
\tilde{A}(z) = \lim_{r \to 0} \inf_{x \in \hat{H}} \frac{\|\alpha(x) - \alpha(z)\|_2^2}{D_2(x, z)^2},
\]

\[
\tilde{B}(z) = \lim_{r \to 0} \sup_{x \in \hat{H}} \frac{\|\alpha(x) - \alpha(z)\|_2^2}{D_2(x, z)^2}.
\]

**Definition 3.2.2.** (Lipschitz bounds for \( \beta \)) The following Lipschitz bounds are defined for the measurement \( \beta \). The square roots of those bounds are called the Lipschitz constants.

1. The global lower and upper Lipschitz bounds, respectively:

\[
a_0 = \inf_{x,y \in \hat{H}} \frac{\|\beta(x) - \beta(y)\|_2^2}{d_1(x, y)^2},
\]

\[
b_0 = \sup_{x,y \in \hat{H}} \frac{\|\beta(x) - \beta(y)\|_2^2}{d_1(x, y)^2};
\]

2. The type I local lower and upper Lipschitz bounds at \( z \in \hat{H} \), respectively:

\[
a(z) = \lim_{r \to 0} \inf_{x,y \in \hat{H}} \frac{\|\beta(x) - \beta(y)\|_2^2}{d_1(x, y)^2},
\]

\[
b(z) = \lim_{r \to 0} \sup_{x,y \in \hat{H}} \frac{\|\beta(x) - \beta(y)\|_2^2}{d_1(x, y)^2};
\]

3. The type II local lower and upper Lipschitz bounds at \( z \in \hat{H} \), respectively:

\[
\tilde{a}(z) = \lim_{r \to 0} \inf_{x \in \hat{H}} \frac{\|\beta(x) - \beta(z)\|_2^2}{d_1(x, z)^2},
\]

\[
\tilde{b}(z) = \lim_{r \to 0} \sup_{x \in \hat{H}} \frac{\|\beta(x) - \beta(z)\|_2^2}{d_1(x, z)^2}.
\]
From the definitions, we have the following lemma due to homogeneity.

**Lemma 3.2.3.** The Lipschitz bounds defined above satisfy the following relations:

1. \( A_0 = A(0), B_0 = B(0), a_0 = a(0), b_0 = b(0) \).

2. For \( z \neq 0 \), \( A(z) = A(z/\|z\|), B(z) = B(z/\|z\|), a(z) = a(z/\|z\|), b(z) = b(z/\|z\|) \).

In the following sections we are going to establish the bi-Lipschitz properties for both \( \alpha \) and \( \beta \), given that they are phase retrievable.

### 3.2.1 The bi-Lipschitz property for the magnitude measurement map

#### 3.2.1.1 The case \( \mathcal{H} = \mathbb{R}^n \)

For an index set \( I \subset \{1, 2, \ldots, m\} \), let \( \mathcal{F}[I] = \{f_k, k \in I\} \) denote the frame subset indexed by \( I \). Also, let \( \sigma_1^2[I] \) and \( \sigma_n^2[I] \) denote the upper and lower frame bound of the set \( \mathcal{F}[I] \), respectively. It is straightforward to see that they respectively correspond to the largest and smallest eigenvalues of \( \sum_{k \in I} f_k f_k^* \), that is,

\[
\sigma_1^2[I] = \lambda_1 \left( \sum_{k \in I} f_k f_k^* \right) \quad (3.12)
\]

and

\[
\sigma_n^2[I] = \lambda_n \left( \sum_{k \in I} f_k f_k^* \right) . \quad (3.13)
\]

The following theorem summarizes some of the main results in [19].

**Theorem 3.2.4.** (see [19]) Let \( \mathcal{F} \subset \mathbb{R}^n \) be a phase retrievable frame for \( \mathbb{R}^n \). Let \( A \) and \( B \) denote its optimal lower and upper frame bound, respectively. Then
1. For every $0 \neq x \in \mathbb{R}^n$, $A(x) = \sigma_n^2[\text{supp}(\alpha(x))]$ where $\text{supp}(\alpha(x)) = \{k, \langle x, f_k \rangle \neq 0\}$;

2. For every $x \in \mathbb{R}^n$, $\tilde{A}(x) = A(x)$;

3. $A_0 = A(0) = \min_{I \subset \{1,2,\ldots,m\}} (\sigma_n^2[I] + \sigma_n^2[I^c])$;

4. For every $x \in \mathbb{R}^n$, $B(x) = \tilde{B}(x) = B$;

5. $B_0 = B(0) = \tilde{B}(0) = B$.

3.2.1.2 The case $\mathcal{H} = \mathbb{C}^n$

We analyze the complex case by doing a realification first. Consider the $\mathbb{R}$-linear map $j : \mathbb{C}^n \to \mathbb{R}^{2n}$ defined by

$$j(z) = \begin{bmatrix} \text{real}(z) \\ \text{imag}(z) \end{bmatrix}.$$  

This realification is studied in detail in [12]. We call $j(z)$ the realification of $z$. For simplicity, in this paper we will denote $\xi = j(x)$, $\eta = j(y)$, $\zeta = j(z)$, $\varphi = j(f)$, $\delta = j(d)$, respectively.

For a frame set $\mathcal{F} = \{f_1, f_2, \cdots, f_m\}$, define the symmetric operator

$$\Phi_k = \varphi_k \varphi_k^T + J \varphi_k \varphi_k^T J^T, \quad k = 1, 2, \cdots, m.$$  

where

$$J = \begin{bmatrix} 0 & -I \\ I & 0 \end{bmatrix} \quad (3.14)$$

is a matrix in $\mathbb{R}^{2n \times 2n}$.
Also, define $S : \mathbb{R}^{2n} \to \text{Sym}(\mathbb{R}^{2n})$ by

$$
S(\xi) = \begin{cases} 
0 & \text{if } \xi = 0 \\
\sum_{k : \Phi_k \xi \neq 0} \frac{1}{(\Phi_k \xi, \xi)} \Phi_k \xi \xi^T \Phi_k & \text{if } \xi \neq 0
\end{cases}.
$$

We have the following result:

**Theorem 3.2.5.** Let $F \subset \mathbb{C}^n$ be a phase retrievable frame for $\mathbb{C}^n$. Let $A$ and $B$ denote its optimal lower and upper frame bound, respectively. For any $z \in \mathbb{C}^n$, let $\zeta = j(z)$ be its realification. Then

1. For every $0 \neq z \in \mathbb{C}^n$, $A(z) = \lambda_{2n-1}(S(\zeta))$;
2. $A_0 = A(0) > 0$;
3. For every $z \in \mathbb{C}^n$, $\tilde{A}(z) = \lambda_{2n-1} \left( S(\zeta) + \sum_{k : (z, f_k) = 0} \Phi_k \right)$;
4. $\tilde{A}(0) = A$;
5. For every $z \in \mathbb{C}^n$, $B(z) = \tilde{B}(z) = \lambda_1 \left( S(\zeta) + \sum_{k : (z, f_k) = 0} \Phi_k \right)$;
6. $B_0 = B(0) = \tilde{B}(0) = B$.

To prove the theorem we need the following lemma.

**Lemma 3.2.6.** Fix $x \in \mathbb{C}^n$ and $z \in \mathbb{C}^n$. Let $\xi = j(x)$ and $\zeta = j(z)$ be their realifications, respectively. Let $\xi_0 \in \hat{\xi} := \{j(\hat{x}) \in \mathbb{R}^{2n} : \hat{x} \in \hat{x}\}$ be a point in the equivalence class that satisfies $D_2(x, z) = \|\xi_0 - \zeta\|$. Then it is necessary that

$$
\langle \xi_0, J\zeta \rangle = 0 \tag{3.15}
$$
\[ \langle \xi_0, \zeta \rangle \geq 0 \tag{3.16} \]

where \( J \) is defined as in (3.14).

**Proof.** For \( \theta \in [0, 2\pi) \) define

\[ U(\theta) := \cos(\theta)I + \sin(\theta)J. \]

Then it is easy to compute that

\[ j(e^{i\theta}x) = U(\theta)\xi. \]

Therefore,

\[
D_2(x,z) = \min_{\theta \in [0,2\pi]} \| U(\theta)\xi - \zeta \|^2 = \|\xi\|^2 + \|\zeta\|^2 - 2 \max_{\theta \in [0,2\pi]} \langle U(\theta)\xi, \zeta \rangle.
\]

If \( \langle U(\theta)\xi, \zeta \rangle \) is constantly zero, then we are done. Otherwise, note that

\[
\max_{\theta \in [0,2\pi]} \langle U(\theta)\xi, \zeta \rangle = \left( \langle \xi, \zeta \rangle^2 + \langle J\xi, \zeta \rangle^2 \right)^{\frac{1}{2}}
\]

and the maximum is achieved at \( \theta = \theta_0 \) if and only if

\[
\cos(\theta_0) = \frac{\langle \xi, \zeta \rangle}{\left( \langle \xi, \zeta \rangle^2 + \langle J\xi, \zeta \rangle^2 \right)^{\frac{1}{2}}}
\]

and

\[
\sin(\theta_0) = \frac{\langle J\xi, \zeta \rangle}{\left( \langle \xi, \zeta \rangle^2 + \langle J\xi, \zeta \rangle^2 \right)^{\frac{1}{2}}}. \]
Now we can compute

$$\langle \xi_0, J\zeta \rangle = \langle U(\theta_0)\xi, J\zeta \rangle$$

$$= \cos(\theta_0) \langle \xi, J\zeta \rangle + \sin(\theta_0) \langle J\xi, J\zeta \rangle$$

$$= \frac{\langle \xi, \zeta \rangle}{(\langle \xi, \zeta \rangle^2 + \langle J\xi, \zeta \rangle^2)^{\frac{1}{2}}} \langle \xi, J\zeta \rangle + \frac{\langle J\xi, \zeta \rangle}{(\langle \xi, \zeta \rangle^2 + \langle J\xi, \zeta \rangle^2)^{\frac{1}{2}}} \langle J\xi, J\zeta \rangle$$

$$= \frac{\langle \xi, \zeta \rangle}{(\langle \xi, \zeta \rangle^2 + \langle J\xi, \zeta \rangle^2)^{\frac{1}{2}}} \langle -J\xi, \zeta \rangle + \frac{\langle J\xi, \zeta \rangle}{(\langle \xi, \zeta \rangle^2 + \langle J\xi, \zeta \rangle^2)^{\frac{1}{2}}} \langle \xi, \zeta \rangle$$

$$= 0 .$$

So we get (3.15). (3.16) is obvious. \(\square\)

Now we are ready to prove the theorem.

**Proof.** (of Theorem 3.2.5)

1. Denote

$$p(x, y) := \frac{\|\alpha(x) - \alpha(y)\|^2}{D_2(x, y)^2}, \quad x, y \in \mathbb{C}^n, \ x \neq y.$$  \hspace{1cm} (3.17)

We can represent this quotient in terms of \(\xi\) and \(\eta\). It is easy to compute that

$$p(x, y) = P(\xi, \eta)$$

$$:= \sum_{k=1}^{m} \langle \Phi_k \xi, \xi \rangle + \langle \Phi_k \eta, \eta \rangle - 2\sqrt{\langle \Phi_k \xi, \xi \rangle \langle \Phi_k \eta, \eta \rangle} \frac{\|\xi\|^2 + \|\eta\|^2 - 2\sqrt{\langle \xi, \eta \rangle^2 + \langle J\xi, J\eta \rangle^2}}{\|\xi\|^2 + \|\eta\|^2 - 2\sqrt{\langle \xi, \eta \rangle^2 + \langle J\xi, J\eta \rangle^2}} .$$  \hspace{1cm} (3.18)

Fix \(r > 0\). Take \(\xi, \eta \in \mathbb{R}^{2n}\) that satisfy

$$D_2(x, z) = \|\xi - \zeta\| < r$$

and

$$D_2(y, z) = \|\eta - \zeta\| < r .$$
Let
\[ \mu = \frac{\xi + \eta}{2} \]
and
\[ \nu = \frac{\xi - \eta}{2} \, . \]

Then \( \| \nu \| < r \).

Note that for \( r \) small enough we have that \( \| \mu \| > \| \nu \| \) and that

\[ \Phi_k \zeta \neq 0 \Rightarrow \Phi_k \mu \neq 0 \, . \]
Thus

\[
P(\xi, \eta) = \left( \sum_{k=1}^{m} \langle \Phi_k(\mu + \nu), \mu + \nu \rangle + \langle \Phi_k(\mu - \nu), \mu - \nu \rangle - 2\sqrt{\langle \Phi_k(\mu + \nu), \mu + \nu \rangle \langle \Phi_k(\mu - \nu), \mu - \nu \rangle} \right) \left( \|\mu + \nu\|^2 + \|\mu - \nu\|^2 - 2\sqrt{\langle \mu + \nu, \mu - \nu \rangle^2 + \langle \mu + \nu, \mu - \nu \rangle^2} \right)^{-1}
\]

\[
= \left( \sum_{k=1}^{m} \langle \Phi_k\mu, \mu \rangle + \langle \Phi_k\nu, \nu \rangle - \sqrt{\langle \Phi_k\mu, \mu \rangle + \langle \Phi_k\nu, \nu \rangle)^2 - 4 \langle \Phi_k\mu, \nu \rangle^2} \right) \left( \|\mu\|^2 + \|\nu\|^2 - \sqrt{\|\mu\|^4 + \|\nu\|^4 - 2\|\mu\|^2\|\nu\|^2 + 4 \langle \mu, \nu \rangle^2} \right)^{-1}
\]

\[
\geq \left( \sum_{k: \Phi_k \neq 0} \langle \Phi_k\mu, \mu \rangle + \langle \Phi_k\nu, \nu \rangle - \sqrt{\langle \Phi_k\mu, \mu \rangle + \langle \Phi_k\nu, \nu \rangle)^2 - 4 \langle \Phi_k\mu, \nu \rangle^2} \right) \left( \|\mu\|^2 + \|\nu\|^2 - \sqrt{\|\mu\|^4 + \|\nu\|^4 - 2\|\mu\|^2\|\nu\|^2} \right)^{-1}
\]

\[
= \frac{1}{2\|\nu\|^2} \sum_{k: \Phi_k \neq 0} \langle \Phi_k\mu, \mu \rangle + \langle \Phi_k\nu, \nu \rangle - \langle \Phi_k\mu, \mu \rangle \sqrt{1 + \left( \frac{\langle \Phi_k\nu, \nu \rangle}{\langle \Phi_k\mu, \mu \rangle} \right)^2 - 4 \left( \frac{\langle \Phi_k\nu, \nu \rangle}{\langle \Phi_k\mu, \mu \rangle} \right)^2}
\]

\[
= \frac{1}{2\|\nu\|^2} \sum_{k: \Phi_k \neq 0} \langle \Phi_k\mu, \mu \rangle + \langle \Phi_k\nu, \nu \rangle - \langle \Phi_k\mu, \mu \rangle \sqrt{1 + \frac{\langle \Phi_k\nu, \nu \rangle}{\langle \Phi_k\mu, \mu \rangle} + \frac{\langle \Phi_k\nu, \nu \rangle^2}{\langle \Phi_k\mu, \mu \rangle^2} - 4 \frac{\langle \Phi_k\nu, \nu \rangle^2}{\langle \Phi_k\mu, \mu \rangle^2}}
\]

\[
= \frac{1}{2\|\nu\|^2} \sum_{k: \Phi_k \neq 0} \langle \Phi_k\mu, \mu \rangle + \langle \Phi_k\nu, \nu \rangle - \langle \Phi_k\mu, \mu \rangle \left( 1 + \frac{\langle \Phi_k\nu, \nu \rangle}{\langle \Phi_k\mu, \mu \rangle} - 2 \frac{\langle \Phi_k\nu, \nu \rangle^2}{\langle \Phi_k\mu, \mu \rangle^2} \right) + O(\|\nu\|^4)
\]

\[
= \sum_{k: \Phi_k \neq 0} \frac{\langle \Phi_k\mu, \nu \rangle^2}{\langle \Phi_k\mu, \mu \rangle \|\nu\|^2} + O(\|\nu\|^2)
\]

\[
= \frac{1}{\|\nu\|^2} (S(\mu)\nu + O(\|\nu\|^2))
\]
Note that
\[ |\langle J_{\mu}, \nu \rangle| = |\langle J_{\mu}, \nu \rangle - \langle J_{\zeta}, \nu \rangle| \leq \|J_{\mu} - J_{\zeta}\| \|\nu\| = \|\mu - \zeta\| \|\nu\| \] (3.19)

since \( \langle J_{\zeta}, \nu \rangle = 0 \) by Lemma 3.2.6. Together with \( \|\mu - \zeta\| < r \) we have

\[
\|P_{J_{\mu}}\nu\| = \frac{|\langle J_{\mu}, \nu \rangle|}{\|J_{\mu}\|} = \frac{|\langle J_{\mu}, \nu \rangle|}{\|\mu\|} \leq \frac{r \|\nu\|}{\|\mu\|},
\]

and thus

\[
\|P_{J_{\mu}}^\perp \nu\|^2 \geq \left(1 - \frac{r^2}{\|\mu\|^2}\right) \|\nu\|^2 .
\]

As a consequence, we have

\[
P(\xi, \eta) = \frac{1}{\|\nu\|^2} \langle S(\mu)P_{J_{\mu}}^\perp \nu, P_{J_{\mu}}^\perp \nu \rangle + O(\|\nu\|^2)
\]

\[
\geq \frac{1}{\|P_{J_{\mu}}^\perp \nu\|^2} \langle S(\mu)P_{J_{\mu}}^\perp \nu, P_{J_{\mu}}^\perp \nu \rangle \left(1 - \frac{r^2}{\|\mu\|^2}\right) + O(r^2)
\]

\[
\geq \left(1 - \frac{r^2}{\|\mu\|^2}\right) \lambda_{2n-1} (S(\mu)) + O(r^2) .
\]

Take \( r \to 0 \), by the continuity of eigenvalues with respect to matrix entries we have that

\[
A(z) \geq \lambda_{2n-1} (S(\zeta)) .
\] (3.20)

On the other hand, take \( E_{2n-1} \) to be the unit-norm eigenvector correspondent to \( \lambda_{2n-1} (S(\zeta)) \). For each \( r > 0 \), take \( \xi = \zeta + \frac{r}{2} E_{2n-1} \) and \( \eta = \zeta - \frac{r}{2} E_{2n-1} \).

Then

\[
p(x, y) = P(\xi, \eta) = \lambda_{2n-1} (S(\zeta)) .
\]

Hence

\[
A(z) \leq \lambda_{2n-1} (S(\zeta)) .
\]
Together with (3.20) we have

\[ A(z) = \lambda_{2n-1}(S(\zeta)) . \]

2. Assume on the contrary that \( A_0 = 0 \), then for any \( N \in \mathbb{N} \), there exist \( x_N, y_N \in H \) for which

\[ p(x_N, y_N) = \frac{\|\alpha(x_N) - \alpha(y_N)\|^2}{D_2(x_N, y_N)^2} \leq \frac{1}{N}. \]  \hspace{1cm} (3.21)

Without loss of generality we assume that \( \|x_N\| \geq \|y_N\| \) for each \( N \), for otherwise we can just swap the role of \( x_N \) and \( y_N \). Also due to homogeneity we assume \( \|x_N\| = 1 \). By compactness of the closed ball \( B_1(0) = \{ x \in H : \|x\| \leq 1 \} \) in \( H = \mathbb{C}^n \), there exist convergent subsequences of \( \{x_N\}_{N \in \mathbb{N}} \) and \( \{y_N\}_{N \in \mathbb{N}} \), which to avoid overuse of notations we still denote as \( \{x_N\}_{N \in \mathbb{N}} \rightarrow x_0 \in H \) and \( \{y_N\}_{N \in \mathbb{N}} \rightarrow y_0 \in H \).

Since \( \|x_0\| = 1 \) we have from (i) that \( A(x_0) > 0 \). Note that \( D_2(x_N, y_N) \leq \|x_N\| + \|y_N\| \leq 2 \), so by (3.21) we have \( \|\alpha(x_N) - \alpha(y_N)\| \rightarrow 0 \). That is, \( \|\alpha(x_0) - \alpha(y_0)\| = 0 \). By injectivity we have \( x_0 = y_0 \) in \( \hat{H} \). By Theorem 3.2.5 Part 1,

\[ p(x_N, y_N) \geq A(x_0) - 1/N > 1/N \]

for \( N \) large enough. This is a contradiction with (3.21).

3. The case \( z = 0 \) is an easy computation. We now present the proof for \( z \neq 0 \).

First we consider \( p(x, z) = P(\xi, \zeta) \) as defined in (3.18). Fix \( r > 0 \). Take \( \xi \in \mathbb{R}^{2n} \) that satisfy \( D_2(x, z) = \|\xi - \zeta\| < r \). Let

\[ d = x - z \]
and
\[ \delta = j(d) = \xi - \zeta. \]

Note that
\[
P(\xi, \zeta) = \frac{\sum_{k=1}^{m} \langle \Phi_k \xi, \xi \rangle + \langle \Phi_k \zeta, \zeta \rangle - 2 \sqrt{\langle \Phi_k \xi, \xi \rangle \langle \Phi_k \zeta, \zeta \rangle}}{\| \xi \|^2 + \| \zeta \|^2 - 2 \sqrt{\langle \xi, \zeta \rangle^2 + \langle \xi, J \zeta \rangle^2}}.
\]

We can compute its numerator
\[
\sum_{k=1}^{m} \langle \Phi_k \xi, \xi \rangle + \langle \Phi_k \zeta, \zeta \rangle - 2 \sqrt{\langle \Phi_k \xi, \xi \rangle \langle \Phi_k \zeta, \zeta \rangle}
\]
\[
= \sum_{k=1}^{m} \langle \Phi_k \zeta, \zeta \rangle + 2 \langle \Phi_k \zeta, \delta \rangle + \langle \Phi_k \delta, \delta \rangle + \langle \Phi_k \zeta, \zeta \rangle -
\]
\[
2 \sqrt{(\langle \Phi_k \zeta, \zeta \rangle + 2 \langle \Phi_k \zeta, \delta \rangle + \langle \Phi_k \delta, \delta \rangle) \cdot \langle \Phi_k \zeta, \zeta \rangle}
\]
\[
= \sum_{k: \Phi_k \zeta \neq 0} 2 \langle \Phi_k \zeta, \zeta \rangle + 2 \langle \Phi_k \zeta, \delta \rangle + \langle \Phi_k \delta, \delta \rangle -
\]
\[
2 \langle \Phi_k \zeta, \zeta \rangle \left(1 + \frac{\langle \Phi_k \zeta, \zeta \rangle \langle \Phi_k \zeta, \delta \rangle + \frac{1}{2} \langle \Phi_k \zeta, \zeta \rangle \langle \Phi_k \delta, \delta \rangle}{\langle \Phi_k \zeta, \zeta \rangle^2} -
\]
\[
\frac{1}{8} \frac{4 \langle \Phi_k \zeta, \zeta \rangle^2 \langle \Phi_k \zeta, \delta \rangle^2}{\langle \Phi_k \zeta, \zeta \rangle^4} + O \left( \| \delta \|^{3} \right) \right) + \sum_{k: \Phi_k \zeta = 0} \langle \Phi_k \delta, \delta \rangle
\]
\[
= \sum_{k: \Phi_k \zeta \neq 0} \langle \Phi_k \zeta, \delta \rangle^2 + \sum_{k: \Phi_k \zeta = 0} \langle \Phi_k \delta, \delta \rangle + O \left( \| \delta \|^{3} \right);
\]
and its denominator
\[
\| \xi \|^2 + \| \zeta \|^2 - 2 \sqrt{\langle \xi, \zeta \rangle^2 + \langle \xi, J \zeta \rangle^2}
\]
\[
= 2 \| \zeta \|^2 + \| \delta \|^2 + 2 \langle \zeta, \delta \rangle - 2 \| \zeta \|^2 \left(1 +
\]
\[
\frac{\| \zeta \|^2 \langle \zeta, \delta \rangle + \frac{1}{2} \langle \zeta, \delta \rangle + \frac{1}{2} \langle J \zeta, \delta \rangle^2}{\| \zeta \|^4} - \frac{4 \| \zeta \|^4 \langle \zeta, \delta \rangle^2}{8 \| \zeta \|^8} + O \left( \| \delta \|^{3} \right) \right)
\]
\[
= \| \delta \|^2 + O \left( \| \delta \|^{3} \right).
\]

We used Lemma 3.2.6 to get \( \langle J \zeta, \delta \rangle = 0 \) in the above.
Take \( r \to 0 \), we see that
\[
\tilde{A}(z) \geq \lambda_{2n-1} \left( S(\zeta) + \sum_{k: \langle z, f_k \rangle = 0} \Phi_k \right).
\]

Let \( \tilde{E}_{2n-1} \) be the unit-norm eigenvector corresponding to
\[
\lambda_{2n-1} \left( S(\zeta) + \sum_{k: \langle z, f_k \rangle = 0} \Phi_k \right).
\]

Note that \( \langle J\zeta, \tilde{E}_{2n-1} \rangle = 0 \) since \( S(\zeta)J\zeta = 0 \) and \( \Phi_k J\zeta = J\Phi_k \zeta = 0 \) for each \( k \) with \( \langle z, f_k \rangle = 0 \). Take \( \xi = \zeta + \frac{r}{2} \tilde{E}_{2n-1} \) for each \( r \), we again also have
\[
\tilde{A}(z) \leq \lambda_{2n-1} \left( S(\zeta) + \sum_{k: \langle z, f_k \rangle = 0} \Phi_k \right).
\]

Therefore
\[
\tilde{A}(z) = \lambda_{2n-1} \left( S(\zeta) + \sum_{k: \langle z, f_k \rangle = 0} \Phi_k \right).
\]

4. Take \( z = 0 \) in Part 3.

5. \( \tilde{B}(z) \) can be computed in a similar way as in (iii) (in particular, the expansion for \( P(\xi, \zeta) \) is exactly the same). We compute \( B(z) \). \( B(0) \) is computed in [22], Lemma 16. Now we consider \( z \neq 0 \). Use the same notations as in (3.18).

Fix \( r > 0 \). Again, take \( \xi, \eta \in \mathbb{R}^{2n} \) that satisfy \( D_2(x, z) = \|\xi - \zeta\| < r \) and \( D_2(y, z) = \|\eta - \zeta\| < r \). Let \( \mu = (\xi + \eta)/2 \) and \( \nu = (\xi - \eta)/2 \). Also let \( \delta_1 = \xi - \zeta \) and \( \delta_2 = \eta - \zeta \). Recall that
\[
P(\xi, \eta) = \sum_{k=1}^{m} \frac{\langle \Phi_k \xi, \xi \rangle + \langle \Phi_k \eta, \eta \rangle - 2\sqrt{\langle \Phi_k \xi, \xi \rangle \langle \Phi_k \eta, \eta \rangle}}{\|\xi\|^2 + \|\eta\|^2 - 2\sqrt{\langle \xi, \eta \rangle^2 + \langle \xi, J\eta \rangle^2}}.
\]
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Now we compute it as $\sum_{k=1}^{m} = \sum_{k: \Phi_k \xi \neq 0} + \sum_{k: \Phi_k \xi = 0}$. Again,

$$
\sum_{k: \Phi_k \xi \neq 0} \frac{\langle \Phi_k \xi, \xi \rangle + \langle \Phi_k \eta, \eta \rangle - 2 \sqrt{\langle \Phi_k \xi, \xi \rangle \langle \Phi_k \eta, \eta \rangle}}{\|\xi\|^2 + \|\eta\|^2 - 2 \sqrt{\langle \xi, \eta \rangle^2 + \langle \xi, J \eta \rangle^2}}
$$

$$
= \sum_{k: \Phi_k \xi \neq 0} \frac{\langle \Phi_k \mu, \mu \rangle + \langle \Phi_k \nu, \nu \rangle - \sqrt{(\langle \Phi_k \mu, \mu \rangle + \langle \Phi_k \nu, \nu \rangle)^2 - 4 \langle \Phi_k \mu, \nu \rangle^2}}{\|\mu\|^2 + \|\nu\|^2 - \sqrt{\|\mu\|^4 + \|\nu\|^4 - 2 \|\mu\|^2 \|\nu\|^2 + 4 \langle \mu, J \nu \rangle^2}}.
$$

(3.22)

Using the same computation as in (i), we get that the numerator is

$$
\sum_{k: \Phi_k \xi \neq 0} \langle \Phi_k \mu, \mu \rangle + \langle \Phi_k \nu, \nu \rangle - \sqrt{(\langle \Phi_k \mu, \mu \rangle + \langle \Phi_k \nu, \nu \rangle)^2 - 4 \langle \Phi_k \mu, \nu \rangle^2}
$$

$$
= 2 \langle \mathcal{S}(\mu) \nu, \nu \rangle + O(\|\nu\|^4).
$$

Since $\mu \neq 0$, the denominator is

$$
\|\mu\|^2 + \|\nu\|^2 - \sqrt{\|\mu\|^4 + \|\nu\|^4 - 2 \|\mu\|^2 \|\nu\|^2 + 4 \langle \mu, J \nu \rangle^2}
$$

$$
= \|\mu\|^2 + \|\nu\|^2 - \|\mu\|^2 \sqrt{1 + \frac{\|\nu\|^2}{\|\mu\|^2} - \frac{2 \|\nu\|^2}{\|\mu\|^2} + \frac{4 \langle \mu, J \nu \rangle^2}{\|\mu\|^4}}
$$

$$
= \|\mu\|^2 + \|\nu\|^2 - \|\mu\|^2 \left(1 - \frac{\|\nu\|^2}{\|\mu\|^2} + \frac{2 \langle \mu, J \nu \rangle^2}{\|\mu\|^4}\right) + O(\|\nu\|^4)
$$

(3.23)

$$
= 2 \|\nu\|^2 - \frac{2 \langle J \mu, \nu \rangle^2}{\|\mu\|^2} + O(\|\nu\|^4)
$$

$$
= 2 \|\nu\|^2 + O(\|\nu\|^4) \text{ by (3.19)}.
$$

Also we can compute using the denominator as above (note that $\nu = (\delta_1 - \delta_2)/2$) that

$$
\sum_{k: \Phi_k \xi = 0} \frac{\langle \Phi_k \xi, \xi \rangle + \langle \Phi_k \eta, \eta \rangle - 2 \sqrt{\langle \Phi_k \xi, \xi \rangle \langle \Phi_k \eta, \eta \rangle}}{\|\xi\|^2 + \|\eta\|^2 - 2 \sqrt{\langle \xi, \eta \rangle^2 + \langle \xi, J \eta \rangle^2}}
$$

$$
= \sum_{k: \Phi_k \xi = 0} \frac{\left(\|\Phi_k^{1/2} \delta_1\| - \|\Phi_k^{1/2} \delta_2\|\right)^2}{\|\delta_1 - \delta_2\|^2 + O(\|\nu\|^4)}.
$$

(3.24)
Now put together (3.22), (3.23) and (3.24), we get

\[ P(\xi, \eta) = \frac{\langle S(\mu) \nu, \nu \rangle + O(\|\nu\|^4)}{\|\nu\|^2 + O(\|\nu\|^4)} + \sum_{k: \Phi_k \xi = 0} \frac{\left( \|\Phi_k^{1/2} \delta_1\| - \|\Phi_k^{1/2} \delta_2\| \right)^2}{\|\delta_1 - \delta_2\|^2 + O(\|\nu\|^4)}. \]

Note that

\[ \left( \|\Phi_k^{1/2} \delta_1\| - \|\Phi_k^{1/2} \delta_2\| \right)^2 \leq \langle \Phi_k (\delta_1 - \delta_2), \delta_1 - \delta_2 \rangle \]

since it is equivalent to

\[ \langle \Phi_k \delta_1, \delta_1 \rangle \langle \Phi_k \delta_2, \delta_2 \rangle \geq (\langle \Phi_k \delta_1, \delta_2 \rangle)^2, \quad (3.25) \]

which is the Cauchy-Schwarz inequality. Therefore, we have that

\[ P(\xi, \eta) \leq \frac{\langle (S(\mu) + \sum_{k: \Phi_k \xi = 0} \Phi_k) \nu, \nu \rangle + O(\|\nu\|^4)}{\|\nu\|^2 + O(\|\nu\|^4)} \leq \lambda_1 \left( S(\mu) + \sum_{k: \Phi_k \xi = 0} \Phi_k \right) + O(r^2). \]

Take \( r \to 0 \) we have

\[ B(z) \leq \lambda_1 \left( S(\zeta) + \sum_{k: \Phi_k \zeta = 0} \Phi_k \right). \]

Again we get the other direction of the above inequality by taking \( \xi = \zeta + \frac{r}{2} E_1 \) and \( \eta = \zeta - \frac{r}{2} E_1 \) for each \( r > 0 \) where \( E_1 \) is the unit-norm eigenvector correspondent to \( \lambda_1 \left( S(\zeta) + \sum_{k: (z,f_k) = 0} \Phi_k \right) \). Note that for each \( r \), the equality in (3.25) holds for this pair of \( \xi \) and \( \eta \).

6. Take \( z = 0 \) in Part 5.
3.2.2 The bi-Lipschitz property for the square measurement map

The nonlinear map $\beta$ as defined in (3.2) naturally induces a linear map between $\text{Sym}(\mathcal{H})$ and $\mathbb{R}^m$:

$$A : \text{Sym}(\mathcal{H}) \to \mathbb{R}^m \quad A(T) = \langle T f_k, f_k \rangle_{1 \leq k \leq m}, \quad (3.26)$$

where $\text{Sym}(\mathcal{H})$ is the space of symmetric operator on $\mathcal{H}$. Note that the map $\beta$ is injective if and only if $A$ restricted to $S^{1,0}(\mathcal{H})$ is injective.

The following theorem summarizes the results on the bi-Lipschitz properties for $\beta$:

**Theorem 3.2.7.** (see [12,19]) Let $\mathcal{F}$ be a phase retrievable frame for $H = \mathbb{C}^n$. Then

1. the global lower Lipschitz bound $a_0 > 0$;

2. the global upper Lipschitz bound $b_0 < \infty$, and

$$b_0 = \max_{\|x\| = \|y\| = 1} \sum_{k=1}^m (\text{real} \, (\langle x, f_k \rangle \langle f_k, y \rangle))^2$$

$$= \max_{\|x\| = 1} \sum_{k=1}^m |\langle x, f_k \rangle|^4$$

$$= \|T\|^4_{B(H, l^4_m)},$$

where $T : H \to \mathbb{C}^m$ is the analysis operator defined by $x \mapsto (\langle x, f_k \rangle)_{k=1}^m$, and $l^4_m := (\mathbb{C}^m, \|\cdot\|_4)$.

**Remark 3.2.8.** An upper bound of $b_0$ is given by

$$b_0 \leq B \left( \max_{1 \leq k \leq m} \|f_k\| \right)^2 \leq B^2,$$

where $B$ is the upper frame bound of $\mathcal{F}$.
We give an expression of the local Lipschitz bounds as well. Define $\mathcal{R} : \mathbb{R}^{2n} \to \text{Sym}(\mathbb{R}^{2n})$ by

$$
\mathcal{R}(\xi) = \sum_{k=1}^{m} \Phi_k \xi \xi^T \Phi_k.
$$

**Theorem 3.2.9.** Let $\mathcal{F}$ be a phase retrievable frame for $H = \mathbb{C}^n$. For every $0 \neq z \in H$, let $\zeta = j(z)$ denote the realification of $z$. Then

1. $a(z) = \bar{a}(z) = \frac{\lambda_{2n-1}(\mathcal{R}(\zeta))}{\|\zeta\|^2}$;
2. $b(z) = \bar{b}(z) = \frac{\lambda_1(\mathcal{R}(\zeta))}{\|\zeta\|^2}$;
3. $(\text{see [12]}) a(0) = a_0 = \min_{\|\zeta\|=1} \lambda_{2n-1}(\mathcal{R}(\zeta))$;
4. $\bar{a}(0) = \min_{\|x\|=1} \sum_{k=1}^{m} |\langle x, f_k \rangle|^4$;
5. $b(0) = \bar{b}(0) = b_0$.

**Proof.** Only the first two parts are nontrivial. We prove them as follows.

Fix $z \in \mathbb{C}^n$. Take $x = z + d_1$ and $y = z + d_2$ with $\|d_1\| < r$ and $\|d_2\| < r$ for $r$ small. Let $u = x + y = 2z + d_1 + d_2$ and $v = x - y = d_1 - d_2$. Let $\mu = 2\zeta + \delta_1 + \delta_2 \in \mathbb{R}^{2n}$ and $\nu = \delta_1 - \delta_2 \in \mathbb{R}^{2n}$ be the realification of $u$ and $v$, respectively. Define

$$
\rho(x, y) = \frac{||\beta(x) - \beta(y)||^2}{d_1(x, y)^2}.
$$

By the same computation as in [12], Section 4.1, we get

$$
\rho(x, y) = Q(\zeta; \delta_1, \delta_2)
$$

$$
:= \frac{\langle \mathcal{R}(2\zeta + \delta_1 + \delta_2)(\delta_1 - \delta_2), \delta_1 - \delta_2 \rangle}{\|2\zeta + \delta_1 + \delta_2\|^2 \left\langle P_{J(2\zeta + \delta_1 + \delta_2)}(\delta_1 - \delta_2), \delta_1 - \delta_2 \right\rangle}.
$$

Since

$$
J(2\zeta + \delta_1 + \delta_2) \in \ker \mathcal{R}(2\zeta + \delta_1 + \delta_2)
$$
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we have

\[
Q(\zeta; \delta_1, \delta_2) = \frac{\langle \mathcal{R}(2\zeta + \delta_1 + \delta_2) P_{J(2\zeta + \delta_1 + \delta_2)}^\perp (\delta_1 - \delta_2), P_{J(2\zeta + \delta_1 + \delta_2)}^\perp (\delta_1 - \delta_2) \rangle}{\|2\zeta + \delta_1 + \delta_2\|^2 \langle P_{J(2\zeta + \delta_1 + \delta_2)}^\perp (\delta_1 - \delta_2), \delta_1 - \delta_2 \rangle}.
\]

Now let \(\delta = \delta_1 + \delta_2\) and \(\nu = \delta_1 - \delta_2\). Note the set inclusion relation

\[
\{ \delta_1, \delta_2 \in \mathbb{R}^{2n} : \|\delta\| < \frac{r}{2}, \|\nu\| < \frac{r}{2}, \nu \perp J(2\zeta + \delta) \} \subset \{ \delta_1, \delta_2 \in \mathbb{R}^{2n} : \|\delta_1\| < r, \|\delta_2\| < r, \nu \perp J(2\zeta + \delta) \} \subset \{ \delta_1, \delta_2 \in \mathbb{R}^{2n} : \|\delta\| < 2r, \|\nu\| < 2r, \nu \perp J(2\zeta + \delta) \}.
\]

Thus we have

\[
\inf_{\|\delta\| < 2r} Q(\zeta; \delta_1, \delta_2) \leq \inf_{\|\delta_1\| < r} \inf_{\|\delta_2\| < r} Q(\zeta; \delta_1, \delta_2) \leq \inf_{\|\delta\| < r/2} \inf_{\|\nu\| < r/2} Q(\zeta; \delta_1, \delta_2).
\]

That is,

\[
\inf_{\|\delta\| < 2r} \frac{\lambda_{2n-1}(\mathcal{R}(2\zeta + \delta))}{\|2\zeta + \delta\|^2} \leq \inf_{\|\delta_1\| < r} \inf_{\|\delta_2\| < r} Q(\zeta; \delta_1, \delta_2) \leq \inf_{\|\delta\| < r/2} \frac{\lambda_{2n-1}(\mathcal{R}(2\zeta + \delta))}{\|2\zeta + \delta\|^2}.
\]

Take \(r \to 0\), by the continuity of eigenvalues with respect to the matrix entries, we have

\[
\lambda_{2n-1}(\mathcal{R}(\zeta))/\|\zeta\|^2 \leq a(z) \leq \lambda_{2n-1}(\mathcal{R}(\zeta))/\|\zeta\|^2.
\]

That is,

\[
a(z) = \lambda_{2n-1}(\mathcal{R}(\zeta))/\|\zeta\|^2.
\]

Now consider

\[
\rho(x, z) = \frac{\|\beta(x) - \beta(z)\|^2}{d_1(x, z)^2}.
\]
For simplicity write $\delta = \delta_1$. We can compute that

$$
\rho(x, z) = Q(\zeta; \delta)
= \frac{\langle \mathcal{R}(2\zeta + \delta)\delta, \delta \rangle}{\|2\zeta + \delta\|^2 \langle P_{J(2\zeta+\delta)}^\perp \delta, \delta \rangle}
= \frac{\langle \mathcal{R}(2\zeta + \delta) P_{J(2\zeta+\delta)}^\perp \delta, P_{J(2\zeta+\delta)}^\perp \delta \rangle}{\|2\zeta + \delta\|^2 \langle P_{J(2\zeta+\delta)}^\perp \delta, \delta \rangle}.
$$

Note that

$$
\inf_{\delta \perp J(2\zeta+\delta)} \|\delta\| < r \quad \inf_{\|\sigma\| < r} Q(\zeta; \delta) \geq \inf_{\|\sigma\| < r} \lambda_{2n-1}(\mathcal{R}(2\zeta)) + \epsilon.
$$

Take $r \to 0$ we have that

$$
\tilde{a}(z) \geq \lambda_{2n-1}(\mathcal{R}(2\zeta))/\|2\zeta\|^2 = \lambda_{2n-1}(\mathcal{R}(\zeta))/\|\zeta\|^2.
$$

On the other hand, take $\tilde{e}_{2n-1}$ to be a unit-norm eigenvector correspondent to $\lambda_{2n-1}(\mathcal{R}(2\zeta))$. Then by the continuity of eigenvalues with respect to the matrix entries, for any $\epsilon > 0$, there exists $t > 0$ so that $\delta = t\tilde{e}_{2n-1}$ satisfy

$$
\frac{\langle \mathcal{R}(2\zeta + \delta)\delta, \delta \rangle}{\langle P_{J(2\zeta+\delta)}^\perp \delta, \delta \rangle} \leq \lambda_{2n-1}(\mathcal{R}(2\zeta)) + \epsilon
$$

and from there we have

$$
\tilde{a}(z) \leq \lambda_{2n-1}(\mathcal{R}(2\zeta))/\|2\zeta\|^2 = \lambda_{2n-1}(\mathcal{R}(\zeta))/\|\zeta\|^2.
$$

Therefore,

$$
\tilde{a}(z) = \lambda_{2n-1}(\mathcal{R}(\zeta))/\|\zeta\|^2.
$$

In a similar way (replacing infimum by supremum) we also get $b(z)$ and $\tilde{b}(z)$ as stated in the theorem. \qed
3.3 Global stable reconstruction

The results above show that if the frame $\mathcal{F}$ is phase retrievable, then the nonlinear map $\alpha$ (resp., $\beta$) is bi-Lipschitz between the metric spaces $(\hat{\mathcal{H}}, D_2)$ (resp., $(\hat{\mathcal{H}}, d_1)$) and $(\hat{\mathcal{H}}, \|\cdot\|_q)$. Recall that the Lipschitz constants between $(\hat{\mathcal{H}}, D_2)$ (resp., $(\hat{\mathcal{H}}, d_1)$) and $(\mathbb{R}^m, \|\cdot\|_2)$ are given by $\sqrt{A_0}$ (resp., $\sqrt{a_0}$) and $\sqrt{B_0}$ (resp., $\sqrt{b_0}$):

$$\sqrt{A_0} D_2(x, y) \leq \|\alpha(x) - \alpha(y)\| \leq \sqrt{B_0} D_2(x, y) , \quad (3.28)$$

$$\sqrt{a_0} d_1(x, y) \leq \|\beta(x) - \beta(y)\| \leq \sqrt{b_0} d_1(x, y) . \quad (3.29)$$

Clearly the inverse map defined on the range of $\alpha$ (resp., $\beta$) from metric space $(\alpha(\hat{\mathcal{H}}), \|\cdot\|)$ (resp., $(\beta(\hat{\mathcal{H}}), \|\cdot\|)$) to $(\hat{\mathcal{H}}, D_2)$ (resp., $(\hat{\mathcal{H}}, d_1)$):

$$\bar{\omega} : \alpha(\hat{\mathcal{H}}) \subset \mathbb{R}^m \to \hat{\mathcal{H}} \quad , \quad \bar{\omega}(c) = x \quad \text{if} \quad \alpha(x) = c ; \quad (3.30)$$

$$\bar{\psi} : \beta(\hat{\mathcal{H}}) \subset \mathbb{R}^m \to \hat{\mathcal{H}} \quad , \quad \bar{\psi}(c) = x \quad \text{if} \quad \beta(x) = c . \quad (3.31)$$

is Lipschitz with Lipschitz constant $1/\sqrt{A_0}$ (resp., $1/\sqrt{a_0}$). We prove that both $\bar{\omega}$ and $\bar{\psi}$ can be extended to the entire $\mathbb{R}^m$ as a Lipschitz map, and its Lipschitz constant is increased by a small factor.

The proof should be easy to establish if we can establish that $(\mathbb{R}^m, \mathcal{H})$ has the Property (K) as defined in Section 2.3. However, the following examples show that it is not the case.

**Example 3.3.1.** Property (K) does not hold for $\hat{\mathcal{H}}$ with norm $D_ho$. Specifically, $(\mathbb{R}^m, \mathbb{R}^n/\sim)$ does not have Property (K). We give a counterexample for $m = n = 2, \rho = 2$: Let $\tilde{y}_1 = (3, 1), \tilde{y}_2 = (-1, 1), \tilde{y}_3 = (0, 1)$ be the representatives of three
points \(y_1, y_2, y_3\) in \(\mathbb{R}^2 / \sim\). Then \(D_2(y_1, y_2) = 2\sqrt{2}, D_2(y_2, y_3) = 1\) and \(D_2(y_1, y_3) = 3\).

Consider \(x_1 = (0, 0), x_2 = (0, -2\sqrt{2}), x_3 = (-1, -2\sqrt{2})\) in \(\mathbb{R}^2\) with the Euclidean distance, then we have \(\|x_1 - x_2\| = 2\sqrt{2}, \|x_2 - x_3\| = 1\) and \(\|x_1 - x_3\| = 3\). For \(r_1 = \sqrt{6}, r_2 = 2 - \sqrt{2}, r_3 = \sqrt{6} - \sqrt{3}\), we see that \((1 - \sqrt{2}, 1 + \sqrt{2}) \in \bigcap_{i=1}^{3} B(x_i, r_i)\) but \(\bigcap_{i=1}^{3} B(y_i, r_i) = \emptyset\). To see \(\bigcap_{i=1}^{3} B(y_i, r_i) = \emptyset\), it suffices to look at the upper half plane in \(\mathbb{R}^2\). If we look at the upper half plane \(H\), then \(B(y_1, r_1)\) becomes the union of two parts, namely \(B(\tilde{y}_1, r_1) \cap H\) and \(B(-\tilde{y}_1, r_1) \cap H\), and \(B(y_i, r_i)\) becomes \(B(\tilde{y}_i, r_i)\) for \(i = 2, 3\). But \((B(\tilde{y}_1, r_1) \cap H) \cap B(\tilde{y}_2, r_2) = \emptyset\) and \((B(-\tilde{y}_1, r_1) \cap H) \cap B(\tilde{y}_3, r_3) = \emptyset\).

So we obtain that \(\bigcap_{i=1}^{3} B(y_i, r_i) = \emptyset\).

**Example 3.3.2.** Property (K) does not hold for \(\mathcal{H}\) with norm \(d_p\). Specifically, \((\mathbb{R}^m, \mathbb{C}^n / \sim)\) does not have Property (K). Let \(m\) be any positive integer and \(n = 2, p = 2\). We want to show that \((X, Y) = (\mathbb{R}^m, \mathbb{C}^n / \sim)\) does not have Property (K).

Let \(\tilde{y}_1 = (1, 0)\) and \(\tilde{y}_2 = (0, \sqrt{3})\) be representatives of \(y_1, y_2 \in Y\), respectively. Then \(d_1(y_1, y_2) = 4\). Pick any two points \(x_1, x_2\) in \(X\) with \(\|x_1 - x_2\| = 4\). Then \(B(x_1, 2)\) and \(B(x_2, 2)\) intersect at \(x_3 = (x_1 + x_2)/2 \in X\). It suffices to show that the closed balls \(B(y_1, 2)\) and \(B(y_2, 2)\) have no intersection in \(H\). Assume on the contrary that the two balls intersect at \(y_3\), then pick a representative of \(y_3\), say \(\tilde{y}_3 = (a, b)\) where \(a, b \in \mathbb{C}\). It can be computed that

\[
d_1(y_1, y_3) = |a|^4 + |b|^4 - 2|a|^2 + 2|b|^2 + 2|a|^2|b|^2 + 1 \quad (3.32)
\]

and

\[
d_1(y_2, y_3) = |a|^4 + |b|^4 + 6|a|^2 - 6|b|^2 + 2|a|^2|b|^2 + 9 \quad (3.33)
\]

Set \(d_1(y_1, y_3) = d_1(y_2, y_3) = 2\). Take the difference of the right hand side of (3.32)
and (3.33), we have \(|b|^2 - |a|^2 = 1| and thus \(|b|^2 \geq 1| However, the right hand side of (3.32) can be rewritten as \((|a|^2 + |b|^2 - 1)^2 + 4|b|^2|\), so \(d_1(y_1, y_3) = 2| would imply that \(|b|^2 \leq 1/2|\) This is a contradiction.

Nevertheless, we can still use the Kirszbraun theorem. We need to circumvent by first constructing a Lipschitz map from the symmetric matrices to the rank-one’s. This is stated as the following lemma.

Lemma 3.3.3. Consider the spectral decomposition of any self-adjoint operator \(A\) in \(\text{Sym}(\mathcal{H})\), say \(A = \sum_{k=1}^{d} \lambda_{m(k)} P_k\), where \(\lambda_1 \geq \lambda_2 \geq \cdots \geq \lambda_n\) are the \(n\) eigenvalues including multiplicities, and \(P_1, \ldots, P_d\) are the orthogonal projections associated to the \(d\) distinct eigenvalues. Additionally, \(m(1) = 1| and \(m(k + 1) = m(k) + r(k)|\), where \(r(k) = \text{rank}(P_k)\) is the multiplicity of eigenvalue \(\lambda_{m(k)}\). Then the map

\[
\pi : \text{Sym}(\mathcal{H}) \to S^{1,0}(\mathcal{H}) \ , \ \pi(A) = (\lambda_1 - \lambda_2)P_1
\]

(3.34)

satisfies the following two properties:

1. for \(1 \leq p \leq \infty\), \(\pi\) is Lipschitz continuous from \((\text{Sym}(\mathcal{H}), \|\cdot\|_p)\) to \((S^{1,0}(\mathcal{H}), \|\cdot\|_p)\)

with Lipschitz constant \(\text{Lip}(\pi) \leq 3 + 2^{1+\frac{1}{p}}\);

2. \(\pi(A) = A\) for all \(A \in S^{1,0}(\mathcal{H})\).

Proof. Part 2 follows directly from the expression of \(\pi\). We prove Part 1 as follows.

Let \(A, B \in \text{Sym}(\mathcal{H})\) where

\[
A = \sum_{k=1}^{d} \lambda_{m(k)} P_k
\]
and

\[ B = \sum_{k' = 1}^{d'} \mu_{m(k')}Q_{k'}. \]

We now show that

\[ \| \pi(A) - \pi(B) \|_p \leq (3 + 2^{1 + \frac{1}{p}}) \| A - B \|_p. \quad (3.35) \]

Assume \( \lambda_1 - \lambda_2 \leq \mu_1 - \mu_2 \). Otherwise switch the notations for \( A \) and \( B \). If \( \mu_1 - \mu_2 = 0 \) then \( \pi(A) = \pi(B) = 0 \) and the inequality (3.35) is satisfied. Assume now \( \mu_1 - \mu_2 > 0 \). Thus \( Q_1 \) is of rank 1 and \( \| Q_1 \|_p = 1 \) for all \( p \). First we consider the case \( \lambda_1 - \lambda_2 > 0 \). In this case \( P_1 \) is of rank 1, and we have

\[ \pi(A) - \pi(B) = (\lambda_1 - \lambda_2)P_1 - (\mu_1 - \mu_2)Q_1 \]

\[ = (\lambda_1 - \lambda_2)(P_1 - Q_1) + (\lambda_1 - \mu_1 - (\lambda_2 - \mu_2))Q_1. \quad (3.36) \]

Here \( \| P_1 \|_\infty = \| Q_1 \|_\infty = 1 \). Therefore we have \( \| P_1 - Q_1 \|_\infty \leq 1 \) since \( P_1, Q_1 \geq 0 \). From that we have \( \| P_1 - Q_1 \|_p \leq 2^{\frac{1}{p}} \). Also, by Weyl’s inequality we have \( |\lambda_i - \mu_i| \leq \| A - B \|_\infty \) for each \( i \). Apply this to \( i = 1, 2 \) we get \( |\lambda_1 - \mu_1 - (\lambda_2 - \mu_2)| \leq |\lambda_1 - \mu_1| + |\lambda_2 - \mu_2| \leq 2 \| A - B \|_\infty \). Thus \( |\lambda_1 - \mu_1| + |\lambda_2 - \mu_2| \leq 2 \| A - B \|_\infty \leq 2 \| A - B \|_p \).

Let \( g := \lambda_1 - \lambda_2 \), \( \delta := \| A - B \|_p \), then apply the above inequality to (3.36) we get

\[ \| \pi(A) - \pi(B) \|_p \leq g \| P_1 - Q_1 \|_p + 2\delta \leq 2^{\frac{1}{p}}g + 2\delta. \quad (3.37) \]

If \( 0 < g \leq (2 + 2^{-\frac{1}{p}})\delta \), then \( \| \pi(A) - \pi(B) \|_p \leq (2^{1 + \frac{1}{p}} + 3)\delta \) and we are done.

Now we consider the case where \( g > (2 + 2^{-\frac{1}{p}})\delta \). Note that in this case we have \( \delta < g/2 \). Thus we have \( |\lambda_1 - \mu_1| < g/2 \) and \( |\lambda_2 - \mu_2| < g/2 \). That means \( \mu_1 > (\lambda_1 + \lambda_2)/2 \) and \( \mu_2 < (\lambda_1 + \lambda_2)/2 \). Therefore, we can use holomorphic functional
calculus as introduced in Section 2.2 to put

\[ P_1 = -\frac{1}{2\pi i} \oint_{\gamma} R_A dz \]

and

\[ Q_1 = -\frac{1}{2\pi i} \oint_{\gamma} R_B dz \]

where \( R_A = (A - zI)^{-1} \), \( R_B = (B - zI)^{-1} \), and \( \gamma = \gamma(t) \) is the contour given in Figure 3.2 (note that \( \gamma \) encloses \( \mu_1 \) but not \( \mu_2 \)) and used also by [108]. Therefore

\[ (R_A - R_B)(z) = R_A(z) - (I + R_A(z)(B - A))^{-1}R_A(z) \]

\[ = \sum_{n \geq 1} (-1)^n (R_A(z)(B - A))^n R_A(z) \]

Figure 3.2: Contour for the integrals

we have

\[ \| P_1 - Q_1 \|_p \leq \frac{1}{2\pi} \int_I \| (R_A - R_B)(\gamma(t)) \|_p |\gamma'(t)| dt . \]
since for large $L$ we have

$$
\|RA(z)(B - A)\|_\infty \leq \|R_A(z)\|_\infty \|B - A\|_p
$$

$$
\leq \frac{\delta}{\text{dist}(z, \sigma(A))}
\leq \frac{2\delta}{g} < \frac{2}{2 + 2^{-\frac{1}{p}}} < 1 ,
$$

(3.40)

where $\sigma(A)$ denotes the spectrum of $A$. Therefore we have

$$
\|(RA - RB)(\gamma(t))\|_p \leq \sum_{n \geq 1} \|R_A(\gamma(t))\|_\infty^{n+1} \|A - B\|_p^n
$$

$$
= \frac{\|R_A(\gamma(t))\|_\infty^2 \|A - B\|_p}{1 - \|R_A(\gamma(t))\|_\infty \|A - B\|_p}
\leq \frac{\|A - B\|_p}{\text{dist}^2(\gamma(t), \sigma(A))} \cdot (2^{1+\frac{1}{p}} + 1) ,
$$

(3.41)

since dist$(\gamma(t), \sigma(A)) \geq g/2$ for each $t$ for large $L$. Here we used the fact that if we order the singular values of any matrix $X$ such that $\sigma_1(X) \geq \sigma_2(X) \geq \cdots$, then for any $i$ we have $\sigma_i(XY) \leq \sigma_1(X)\sigma_i(Y)$, and thus for two operators $X, Y \in \text{Sym}(\mathcal{H})$, we have $\|XY\|_p \leq \|X\|_\infty \|Y\|_p$. Hence by (3.38) and (3.41) we have

$$
\|P_1 - Q_1\|_p \leq (2^{\frac{1}{p}} + 2^{-1}) \frac{\|A - B\|_p}{\pi} \int_I \frac{1}{\text{dist}^2(\gamma(t), \sigma(A))} |\gamma'(t)| dt .
$$

(3.42)

By evaluating the integral and letting $L$ approach infinity for the contour, we have

as in [108]

$$
\int_I \frac{1}{\text{dist}^2(\gamma(t), \sigma(A))} |\gamma'(t)| dt = 2 \int_0^\infty \frac{1}{t^2 + (\frac{g}{2})^2} dt
$$

$$
= \left[ \frac{4}{g} \arctan \left( \frac{2t}{g} \right) \right]_0^\infty
$$

$$
= \frac{2\pi}{g} .
$$

(3.43)

Hence

$$
\|P_1 - Q_1\|_p \leq (2^{\frac{1}{p}} + 2^{-1}) \frac{\|A - B\|_p}{\pi} \cdot \frac{2\pi}{g} = (2^{1+\frac{1}{p}} + 1) \frac{\delta}{g} .
$$

(3.44)
Thus by the first inequality in (3.37) and (3.44) we have

\[ \| \pi(A) - \pi(B) \|_p \leq (3 + 2^{1+\frac{1}{p}}) \delta . \]

Now we are left with the case \( \lambda_1 - \lambda_2 = 0 < \mu_1 - \mu_2 \). Note that in this case we have that \( \pi(A) - \pi(B) = - (\mu_1 - \mu_2) Q_1 = ((\lambda_1 - \mu_1) - (\lambda_2 - \mu_2)) Q_1 \), and therefore

\[ \| \pi(A) - \pi(B) \|_p \leq 2 \| A - B \|_p < (3 + 2^{1+\frac{1}{p}}) \| A - B \|_p . \]

We have proved that \( \| \pi(A) - \pi(B) \|_p \leq (3 + 2^{1+\frac{1}{p}}) \| A - B \|_p \). That is to say,

\[ \pi : (\text{Sym}(H), \| \cdot \|_p) \rightarrow (S^{1,0}(H), \| \cdot \|_p) \]

is Lipschitz continuous with

\[ \text{Lip}(\pi) \leq 3 + 2^{1+\frac{1}{p}} . \]

\[ \square \]

**Remark 3.3.4.** Numerical experiments suggest that the Lipschitz constant of \( \pi \) is smaller than 5 for \( p = \infty \). On the other hand, it cannot be smaller than 2 as the following example shows.

**Example 3.3.5.** If \( A = \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix}, B = \begin{pmatrix} 2 & 0 \\ 0 & 0 \end{pmatrix} \), then \( \pi(A) = \begin{pmatrix} 0 & 0 \\ 0 & 0 \end{pmatrix} \) and \( \pi(B) = \begin{pmatrix} 2 & 0 \\ 0 & 0 \end{pmatrix} \). Here we have \( \| \pi(A) - \pi(B) \|_\infty = 2 \) and \( \| A - B \|_\infty = 1 \). Thus for this example we have

\[ \| \pi(A) - \pi(B) \|_\infty = 2 \| A - B \|_\infty . \]
Now we are ready to establish the extension result. The precise statement is given in the following theorem:

**Theorem 3.3.6.** Let \( \mathcal{F} = \{f_1, \ldots, f_m\} \) be a phase retrievable frame for the \( n \) dimensional Hilbert space \( \mathcal{H} \), and let \( \alpha, \beta : \hat{\mathcal{H}} \to \mathbb{R}^m \) denote the injective nonlinear analysis maps as defined in (3.1) and (3.2). Let \( A_0 \) and \( a_0 \) denote the positive constants as in (3.28) and (3.29). Then

1. there exists a Lipschitz continuous function \( \omega : \mathbb{R}^m \to \hat{\mathcal{H}} \) so that \( \omega(\alpha(x)) = x \) for all \( x \in \hat{\mathcal{H}} \). For any \( 1 \leq p, q \leq \infty \), \( \omega \) has an upper Lipschitz constant \( \text{Lip}(\omega)_{p,q} \) between \( (\mathbb{R}^m, \|\cdot\|_p) \) and \( (\hat{\mathcal{H}}, D_q) \) bounded by:

\[
\text{Lip}(\omega)_{p,q} \leq \begin{cases} 
& \frac{3\sqrt{2}+4}{\sqrt{A_0}} \cdot 2^{\frac{1}{q}-\frac{1}{2}} \cdot \max(1, m^{\frac{1}{2} - \frac{1}{p}}) \text{ for } q \leq 2; \\
& \frac{3\sqrt{2}+2^{\frac{3}{2}+\frac{1}{q}}}{\sqrt{A_0}} \cdot n^{\frac{1}{2} - \frac{1}{q}} \cdot \max(1, m^{\frac{1}{2} - \frac{1}{p}}) \text{ for } q > 2.
\end{cases}
\] (3.45)

Explicitly this means: for \( q \leq 2 \) and for all \( c, d \in \mathbb{R}^m \):

\[
D_q(\omega(c), \omega(d)) \leq \frac{3\sqrt{2}+4}{\sqrt{A_0}} \cdot 2^{\frac{1}{q}-\frac{1}{2}} \cdot \max(1, m^{\frac{1}{2} - \frac{1}{p}}) \|c - d\|_p ,
\] (3.46)

whereas for \( q > 2 \) and for all \( c, d \in \mathbb{R}^m \):

\[
D_q(\omega(c), \omega(d)) \leq \frac{3\sqrt{2}+2^{\frac{3}{2}+\frac{1}{q}}}{\sqrt{A_0}} \cdot n^{\frac{1}{2} - \frac{1}{q}} \cdot \max(1, m^{\frac{1}{2} - \frac{1}{p}}) \|c - d\|_p .
\] (3.47)

In particular, for \( p = 2 \) and \( q = 2 \) its Lipschitz constant \( \text{Lip}(\omega)_{2,2} \) is bounded by \( \frac{4+3\sqrt{2}}{\sqrt{A_0}} \):

\[
D_2(\omega(c), \omega(d)) \leq \frac{4+3\sqrt{2}}{\sqrt{A_0}} \|c - d\| .
\] (3.48)

2. there exists a Lipschitz continuous function \( \psi : \mathbb{R}^m \to \hat{\mathcal{H}} \) so that \( \psi(\beta(x)) = x \) for all \( x \in \hat{\mathcal{H}} \). For any \( 1 \leq p, q \leq \infty \), \( \psi \) has an upper Lipschitz constant...
\text{Lip}(\psi)_{p,q}$ between $([\mathbb{R}^m, \|\cdot\|_p]$ and $(\hat{H}, d_q)$ bounded by:

\[
\text{Lip}(\psi)_{p,q} \leq \begin{cases} 
\frac{3+2\sqrt{2}}{\sqrt{a_0}} \cdot 2^{\frac{1}{2} - \frac{1}{p}} \cdot \max(1, m^{\frac{1}{2} - \frac{1}{p}}) & \text{for } q \leq 2; \\
\frac{3+2^{1+\frac{1}{q}}}{\sqrt{a_0}} \cdot \max(1, m^{\frac{1}{2} - \frac{1}{p}}) & \text{for } q > 2.
\end{cases}
\] (3.49)

Explicitly this means: for $q \leq 2$ and for all $c, d \in \mathbb{R}^m$:

\[
d_q(\psi(c), \psi(d)) \leq \frac{3 + 2\sqrt{2}}{\sqrt{a_0}} \cdot 2^{\frac{1}{2} - \frac{1}{p}} \cdot \max(1, m^{\frac{1}{2} - \frac{1}{p}}) \|c - d\|_p,
\] (3.50)

whereas for $q > 2$ and for all $c, d \in \mathbb{R}^m$:

\[
d_q(\psi(c), \psi(d)) \leq \frac{3 + 2^{1+\frac{1}{q}}}{\sqrt{a_0}} \cdot \max(1, m^{\frac{1}{2} - \frac{1}{p}}) \|c - d\|_p.
\] (3.51)

In particular, for $p = 2$ and $q = 1$ its Lipschitz constant $\text{Lip}(\psi)_{2,1}$ is bounded by $\frac{4+3\sqrt{2}}{\sqrt{a_0}}$:

\[
d_1(\psi(c), \psi(d)) \leq \frac{4 + 3\sqrt{2}}{\sqrt{a_0}} \|c - d\|.
\] (3.52)

Proof. The proof for $\alpha$ and $\beta$ are the same in essence. For simplicity we do it for $\beta$ first.

We need to construct a map $\psi : ([\mathbb{R}^m, \|\cdot\|_p] \rightarrow (\hat{H}, d_q)$ such that $\psi(\beta(x)) = x$ for all $x \in \hat{H}$, and $\psi$ is Lipschitz continuous. We prove the Lipschitz bound (3.49), which implies (3.52) for $p = 2$ and $q = 1$.

The following construction of $\psi$ is summarized in Figure 3.3.

Set $M = \beta(\hat{H}) \subset \mathbb{R}^m$. Due to the bi-Lipschitz property of $\beta$, there is a map $\tilde{\psi}_1 : M \rightarrow \hat{H}$ that is Lipschitz continuous and satisfies $\tilde{\psi}_1(\beta(x)) = x$ for all $x \in \hat{H}$. Additionally, the Lipschitz bound between $(M, \|\cdot\|_2)$ (that is, $M$ with Euclidean distance) and $(\hat{H}, d_1)$ is given by $1/\sqrt{a_0}$.
Figure 3.3: Illustration of the extended Lipschitz map. We omitted the change of norms. First we construct a map from the image of the nonlinear measurement to Sym(\mathcal{H}), then we use the Kirszbraun Theorem to extend it to \mathbb{R}^m, we use \pi defined in Lemma 3.3.3 to map it to \mathbb{S}^1, and isometrically transform it back to \hat{\mathcal{H}}.

First we change the metric on \hat{\mathcal{H}} from \bar{d}_1 to \bar{d}_2 and embed isometrically \hat{\mathcal{H}} into Sym(\mathcal{H}) with Frobenius norm (i.e. the Euclidean metric):

\[
(M, \|\cdot\|_2) \xrightarrow{\tilde{\psi}_1} (\hat{\mathcal{H}}, d_1) \xrightarrow{i_{1,2}} (\hat{\mathcal{H}}, d_2) \xrightarrow{\kappa_\beta} (\text{Sym}(\mathcal{H}), \|\cdot\|_{\text{Fr}}),
\]

where \(i_{1,2}(x) = x\) is the identity of \(\hat{\mathcal{H}}\) and \(\kappa_\beta\) is the isometry (3.10). We obtain a map \(\tilde{\psi}_2 : (M, \|\cdot\|_2) \rightarrow (\text{Sym}(\mathcal{H}), \|\cdot\|_{\text{Fr}})\) of Lipschitz constant

\[
\text{Lip}(\tilde{\psi}_2) \leq \text{Lip}(\tilde{\psi}_1)\text{Lip}(i_{1,2})\text{Lip}(\kappa_\beta) = \frac{1}{\sqrt{a_0}},
\]
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where we used $\text{Lip}(i_{1,2}) = L_{1,2,n}^d = 1$ by (3.8).

Kirszbraun Theorem extends isometrically $\tilde{\psi}_2$ from $M$ to the entire $\mathbb{R}^m$ with Euclidean metric $\|\cdot\|$. Thus we obtain a Lipschitz map $\psi_2 : (\mathbb{R}^m, \|\cdot\|) \to (\text{Sym}(\mathcal{H}), \|\cdot\|_{Fr})$ of Lipschitz constant $\text{Lip}(\psi_2) = \text{Lip}(\tilde{\psi}_2) \leq \frac{1}{\sqrt{a_0}}$ such that $\psi_2(\beta(x)) = xx^*$ for all $x \in \hat{\mathcal{H}}$.

The third step is to piece together $\psi_2$ with norm changing identities. For $q \leq 2$ we consider the following maps:

\[
(\mathbb{R}^m, \|\cdot\|_p) \xrightarrow{j_{p,2}} (\mathbb{R}^m, \|\cdot\|_2) \xrightarrow{\psi_2} (\text{Sym}(\mathcal{H}), \|\cdot\|_{Fr}) \xrightarrow{\pi} (S^{1,0}(\mathcal{H}), \|\cdot\|_{Fr}) \xrightarrow{\kappa_{\beta}^{-1}} (\mathcal{H}, d_2) \xrightarrow{i_{2,q}} (\mathcal{H}, d_q),
\]

where $j_{p,2}$ and $i_{2,q}$ are identity maps on the respective spaces that change the metric and $\pi$ is the map defined in Eq. (3.34). The map $\psi$ claimed by Theorem 3.3.6 is obtained by composing:

\[
\psi : (\mathbb{R}^m, \|\cdot\|_p) \to (\mathcal{H}, d_q), \quad \psi = i_{2,q} \cdot \kappa_{\beta}^{-1} \cdot \pi \cdot \psi_2 \cdot j_{p,2}.
\]

Its Lipschitz constant is bounded by

\[
\text{Lip}(\psi)_{p,q} \leq \text{Lip}(j_{p,2})\text{Lip}(\psi_2)\text{Lip}(\pi)\text{Lip}(\kappa_{\beta}^{-1})\text{Lip}(i_{2,q})
\leq \max(1, m^{\frac{1}{2} - \frac{1}{p}}) \frac{1}{\sqrt{a_0}} \cdot (3 + 2\sqrt{2}) \cdot 1 \cdot 2\beta^{-\frac{1}{2}}.
\]

Hence we obtained (3.50). The other equation (3.52) follows for $p = 2$ and $q = 1$.

For $q > 2$ we use:

\[
(\mathbb{R}^m, \|\cdot\|_p) \xrightarrow{j_{p,2}} (\mathbb{R}^m, \|\cdot\|_2) \xrightarrow{\psi_2} (\text{Sym}(\mathcal{H}), \|\cdot\|_{Fr}) \xrightarrow{\pi} (S^{1,0}(\mathcal{H}), \|\cdot\|_q) \xrightarrow{\kappa_{\beta}^{-1}} (\mathcal{H}, d_q),
\]
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where $j_{p,2}$ and $I_{2,q}$ are identity maps on the respective spaces that change the metric.

The map $\psi$ claimed by Theorem 3.3.6 is obtained by composing:

$$
\psi : (\mathbb{R}^m, \|\cdot\|_p) \to (\hat{\mathcal{H}}, d_q), \quad \psi = \kappa_{\beta}^{-1} \cdot \pi \cdot I_{2,q} \cdot \psi_2 \cdot j_{p,2}.
$$

Its Lipschitz constant is bounded by

$$
\operatorname{Lip}(\psi)_{p,q} \leq \operatorname{Lip}(j_{p,2})\operatorname{Lip}(\psi_2)\operatorname{Lip}(I_{2,q})\operatorname{Lip}(\pi)\operatorname{Lip}(\kappa_{\beta}^{-1}) \\
\leq \max(1, m^{\frac{1}{2} - \frac{1}{p}}) \cdot \frac{1}{\sqrt{a_0}} \cdot 1 \cdot (3 + 2^{1+\frac{1}{q}}) \cdot 1.
$$

Hence we obtained (3.51).

Replace $\beta$ by $\alpha$, $\psi$ by $\omega$, and $\kappa_{\beta}$ by $\kappa_{\alpha}$ in the proof above, using the Lipschitz constants for $\kappa_{\alpha}$ in Proposition 3.1.1, we obtain (3.46) and (3.47).

The theorem above guarantees a Lipschitz extension for both measurements $\alpha$ and $\beta$. In fact this works for more general measurements because we do not need to assume a rank-1 measurement for our theory to work. For instance, in quantum tomography as introduced in Section 1.1.2, suppose we have a pure state $\rho = |\psi\rangle\langle\psi|$, and the measurements are given as $A(\rho) = (\text{tr}pA_k)_{k=1}^{m}$. Naturally, we adapt the distance function $d_p$ induced by the matrix norms for $\rho$. Then suppose the measurement is bi-Lipschitz, we can use the same way as in Theorem 3.3.6 to extend the inverse map to $\mathbb{R}^m$. 
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Chapter 4: Lipschitz properties of Convolutional neural networks

4.1 Motivations for studying the stability of deep networks

Although AlexNet and GoogleNet introduced in Section 1.2 achieve state-of-the-art classification accuracy, a small variation of an input image may easily cause classification errors. In [96], the authors found that for AlexNet, a randomly selected image can be slightly distorted and be classified wrong. We take their illustrating example as shown in Figure 4.1. In all those examples, a tiny distortion (that cannot be told by human eyes) on the input image causes the classification to be wrong.

Figure 4.1: The adversarial examples given in [96]. In each group (row) of pictures, the picture on the left is correctly labeled by AlexNet, the picture on the right is labeled wrong as “ostrich”, and the picture in the middle show their difference.
The authors of [96] have studied the upper frame bounds for each layer of the AlexNet. The following table shows the frame bounds computed numerically.

<table>
<thead>
<tr>
<th>Layer</th>
<th>Size</th>
<th>Stride</th>
<th>Upper bound</th>
</tr>
</thead>
<tbody>
<tr>
<td>Conv. 1</td>
<td>$3 \times 11 \times 11 \times 96$</td>
<td>4</td>
<td>2.75</td>
</tr>
<tr>
<td>Conv. 2</td>
<td>$96 \times 5 \times 5 \times 256$</td>
<td>1</td>
<td>10</td>
</tr>
<tr>
<td>Conv. 3</td>
<td>$256 \times 3 \times 3 \times 384$</td>
<td>1</td>
<td>7</td>
</tr>
<tr>
<td>Conv. 4</td>
<td>$384 \times 3 \times 3 \times 384$</td>
<td>1</td>
<td>7.5</td>
</tr>
<tr>
<td>Conv. 5</td>
<td>$384 \times 3 \times 3 \times 256$</td>
<td>1</td>
<td>11</td>
</tr>
<tr>
<td>FC. 1</td>
<td>$9216 \times 4096$</td>
<td>N/A</td>
<td>3.12</td>
</tr>
<tr>
<td>FC. 2</td>
<td>$4096 \times 4096$</td>
<td>N/A</td>
<td>4</td>
</tr>
<tr>
<td>FC. 3</td>
<td>$4096 \times 1000$</td>
<td>N/A</td>
<td>4</td>
</tr>
</tbody>
</table>

Figure 4.2: The frame bound for each layer of AlexNet. Taken from [96].

The scattering network has the property that it is approximately translation invariant and stable to deformation. However, that property depends on a careful selection of wavelets. Moreover, the feature generating process is fixed for different problems while the feature selection process is trained from data.

We are interested to see whether we can do feature selection inside the network. To do this, we do a case study in which we free the dilation factors in a Scattering Network and train it from data.

We seek to have a scattering network trained for the task of image classification. The training and testing data are taken from the MNIST dataset of handwritten digits. We take a two-layer Scattering Network and put at the bottom an SVM for classification. The structure is illustrated in Figure 4.3. We take a Morlet wavelet and train the convolutional filters as dilations of the wavelet. The training of the dilation factor is done iteratively with the training of the linear SVM, using both deterministic and stochastic gradient descent.
Figure 4.3: The structure of the scattering network for our case study. $x$ is the input signal; $h^j_k$'s are the convolutional filters taken to be the dilation of a Morlet wavelet with trained scales; $g$ is the pooling function followed by a downsampling factor $L$; the feature $y$ goes through a linear SVM to generate the classification result.

In our setting, the two-dimensional filters, $h^j_k$, are parametrized as dilations of the tensor products of two one-dimensional wavelets. We use the same pre-defined wavelet $\psi$ for both. That is,

$$h^j_k(t_1, t_2) = \psi_{\lambda^j_k, 1} \otimes \psi_{\lambda^j_k, 2}(t_1, t_2) = \lambda^j_k \lambda^j_k \psi(\lambda^j_k t_1) \psi(\lambda^j_k t_2). \quad (4.1)$$

The optimization problem associated with the linear SVM is

$$\min_{\lambda, w, b} \frac{1}{2} \|w\|^2 + C \sum_{n=1}^{N} l(y_n, a_n; w, b), \quad (4.2)$$

where

$$l(y, a; w, b) = \max(0, 1 - a(b + \langle w, y \rangle)) \quad (4.3)$$
and $y$ is the vector composed of the following vectors:

$$
y_0 = x * g;$$

$$y_1^j = \left| x * h_1^j \right| * g, 1 \leq j \leq 3;$$

$$y_2^j = \left| x * h_1^{[j/3]} \right| * h_2^j * g, 1 \leq j \leq 9. $$

<table>
<thead>
<tr>
<th>Error rate (%)</th>
<th>Class 0</th>
<th>Class 1</th>
<th>Class 2</th>
<th>Class 3</th>
<th>Class 4</th>
<th>Class 5</th>
<th>Class 6</th>
<th>Class 7</th>
<th>Class 8</th>
<th>Class 9</th>
</tr>
</thead>
<tbody>
<tr>
<td>stochastic gradient descent</td>
<td>11.5</td>
<td>2.75</td>
<td>32.87</td>
<td>49.88</td>
<td>39.12</td>
<td>42.63</td>
<td>21.62</td>
<td>38.5</td>
<td>38.37</td>
<td>41</td>
</tr>
<tr>
<td>deterministic gradient descent</td>
<td>1.87</td>
<td>1.12</td>
<td>6</td>
<td>8.25</td>
<td>5.5</td>
<td>10.25</td>
<td>4.5</td>
<td>8</td>
<td>12</td>
<td>10.87</td>
</tr>
<tr>
<td>libSVM</td>
<td>3</td>
<td>1.62</td>
<td>6.25</td>
<td>7.5</td>
<td>4.87</td>
<td>9.37</td>
<td>5.25</td>
<td>7.75</td>
<td>10.87</td>
<td>10</td>
</tr>
</tbody>
</table>

Figure 4.4: The classification results for MNIST. The error rate shows the percentage of data correctly labeled. The first row shows the results using the stochastic gradient descent method, the second row shows the results using the deterministic gradient descent method, the third row shows the results using libSVM, the fourth row shows the results where $|\cdot|$ is replaced by $|\cdot|^2$.

The testing results are shown in Figure 4.4. From the testing results, we see that training a variant version of scattering network is not successful since (1) the widely-used stochastic gradient descent method works bad (2) the result from deterministic method does not provide significant improvement from the linear SVM result. One reason is that the scattering network structure is too restrictive and learning the dilation factors does not seem to be a well-posed problem. We are
motivated to develop the theory for a more general model, preferably including all: AlexNet, GoogleNet and the scattering network.

4.2 A framework for a general convolutional neural network

We consider a CNN that maps the input signal to the representations (of the features of the signal). In most applications, a fully connected neural network is put at the bottom of the representations and outputs the classes for the input signal.

![Figure 4.5: The structure of a layer of CNN. A CNN consists of a chain of layers, which makes the structure “deep”.

The CNN that we consider has a feed-forward structure and the input propagates through several layers. In the CNN, each layer consists of input nodes, convolutional filters, detection / merge operations, pooling filters, outputs (feature) and output nodes. We understand each component as follows.

1. The *input nodes* are signals from the output nodes in the previous layer (it is the input of the whole network for the first layer).

2. The *convolutional filters* are the filters that perform convolution with the signal
from the input nodes. Suppose $y$ is a signal in one of the input nodes, and $g$ is the filter, the output is

$$z(t) = y * g(t) = \int y(t-s)g(s)ds = \int y(s)g(t-s)ds .$$

3. The detection / merge operations are nonlinear operations applied pointwise to the output of the convolutional filters. In this stage, several outputs may be merged by some pointwise operation to produce a single output.

4. The pooling filters lower the dimensionality/bandwidth to generate the outputs.

5. The output nodes are signals that are passed to the next layer. The signal on the output nodes is identical to that on the input nodes of the next layer.

The space of the filters are chosen to be the Banach Algebra of tempered distributions with an essentially bounded Fourier Transform, that is,

$$\mathcal{B} = \{ f \in S'(\mathbb{R}^d), \| \hat{f} \|_\infty < \infty \} , \quad (4.4)$$

with $\|f\|_\mathcal{B} := \| \hat{f} \|_\infty$ for each $f \in \mathcal{B}$.

Note that in the above definition we ask $\hat{f}$ to be an ordinary function so it makes sense to define its $L^\infty$ norm and multiplication. We check that $\mathcal{B}$ is indeed a Banach algebra as follows.

**Lemma 4.2.1.** $\mathcal{B}$ as defined in (4.4) is a Banach algebra, where the $+$ operation is pointwise addition, and the $\cdot$ operation is the convolution defined by

$$f * g = (\hat{f} \hat{g})^\vee , \quad (4.5)$$
Proof. Note that $\mathcal{B}$ is closed under the convolution in the sense of (4.5) because $\hat{f}\hat{g} \in L^\infty(\mathbb{R}^d)$ and therefore is also in $\mathcal{S}'(\mathbb{R}^d)$. Since the Fourier transform is an isomorphism on $\mathcal{S}'(\mathbb{R}^d)$, the inverse Fourier transform of $\hat{f}\hat{g}$ also lies in $\mathcal{S}'(\mathbb{R}^d)$.

After the closedness is clear, it is trivial to check that $\mathcal{B}$ is indeed an algebra.

The fact that $\mathcal{B}$ is a Banach algebra is due to the norm inequality

$$\|\hat{f}\hat{g}\|_\infty \leq \|\hat{f}\|_\infty \|\hat{g}\|_\infty.$$  \hfill (4.6)


We now return to the settings of CNN. In our framework, there can be three types of merging. Type I takes inputs $y_1, \cdots, y_k$ from $k$ different channels, apply a nonlinearity function $\sigma_1, \cdots, \sigma_k$ respectively, and then take the sum. That is, the output is

$$z = \sum_{j=1}^{k} \sigma_j(y_j).$$  \hfill (4.7)

Type II takes inputs $y_1, \cdots, y_k$ from $k$ different channels, apply a nonlinearity, and then apply a pointwise $p$-norm aggregation. That is, the output is

$$z = \left( \sum_{j=1}^{k} |\sigma_j(y_j)|^p \right)^{1/p}.$$  \hfill (4.8)

Type III takes inputs $y_1, \cdots, y_k$ from $k$ different channels, apply a nonlinearity with $L^\infty$ norm bounded by 1, and then apply a pointwise multiplication. That is, the output is

$$z = \prod_{j=1}^{k} \sigma_j(y_j).$$  \hfill (4.9)
Figure 4.6: The three types of merge. Type I is taking sum of three inputs, Type II is taking $p$-norm aggregation, Type III is taking pointwise product.

with $\|\sigma_j\|_{\infty} \leq 1$ for each $j$.

We now stop to discuss two widely used operations that can be modeled by merging, namely, the max pooling and the average pooling. These operations are illustrated in Figure (4.7).
Figure 4.7: A toy example that shows how pooling works. The left image is subdivided into nine regions. The pooling operation outputs one value for each region. We take the top right corner for example. In the case of max pooling, we have \( c = \max\{c_{1,1}, c_{1,2}, c_{2,1}, c_{2,2}\} \); in the case of average pooling, we have \( c = (c_{1,1} + c_{1,2} + c_{2,1} + c_{2,2})/4 \).

*Max pooling* is the operation of taking the maximal element among those in the same sub-regions. We can use translations and dilation to separate elements in a sub-region to distinct channels, as illustrated in Figure 4.8. Then a \( L^\infty \)-aggregation select the largest element and does the max pooling.

Figure 4.8: Max pooling modeled as Type II aggregation using \( L^\infty \) norm.

*Average pooling* replaces “taking the max” by “taking the average”. Similarly to max pooling, it can be done by taking the sum as illustrated in Figure 4.9.
We illustrate the entire structure of an $M$-layer ConvNet as Figure 4.10.

Figure 4.10: The detail of an $M$-layer ConvNet. The signals at output nodes are identical as at input nodes in the next layer. There may or may not be output in each layer.

Suppose there are $n_m$ nodes in the $m$’s layer (this works for $m < M$ but $m = M$ is a similar case in which there is no output node). We denote them by $\mathcal{I}_m = \{N_{m,1}, N_{m,2}, \cdots, N_{m,n_m}\}$. Then within the layer, each node is connected to several filters. The filter can be either a pooling filter, or a convolutional filter. Associated with $N_{m,n}$ for $1 \leq k \leq n_m$, we denote the pooling filter to be $\phi_{m,n}$, and
the convolutional filters to be $G_{m,n} = \{g_{m,n;1}, \cdots g_{m,n;k_{m,n}}\}$. Then the set of filters in the $m$-th layer is

$$G_m = \bigcup_{n=1}^{n_m} G_{m,n} . \quad (4.10)$$

The filters can be classified into three categories according to the three types of merging (if a filter is not merged with other filters, then we classify it as Type I). We denote the sets of all Type-I, II, III filters by $\tau_1, \tau_2, \tau_3$, respectively.

Note that each filter is associated with one and only one output node. We use $O_m = \{N_{m,1}', N_{m,2}', \cdots , N_{m,n_m}'\}$ to denote the set of output nodes of the $m$-th layer. Note that $n_m' = n_{m+1}$ and there is a one-one correspondence between $O_m$ and $\mathcal{I}_{m+1}$. The output nodes automatically divides $G_m$ into $n_m'$ disjoint subsets $G_m = \bigcup_{n'=1}^{n_m'} G'_{m,n'}$, where $G'_{m,n'}$ is the set of filters merged into $N_{m,n'}$.

The detail of one layer is illustrated in Figure 4.11.

For each filter $g_{m,n;k}$, we define the associated multiplier $l_{m,n;k}$ in the following way: suppose $g_{m,n;k} \in G'_{m,n'}$, let $K = |G'_{m,n'}|$ denote the cardinality of $G'_{m,n'}$. Then

$$l_{m,n;k} = \begin{cases} K & , \text{if } g_{m,n;k} \in \tau_1 \cup \tau_3 \\ K^{\max\{0,2/p-1\}} & , \text{if } g_{m,n;k} \in \tau_2 \end{cases} \quad (4.11)$$

We define the 1st type Bessel bound for the node $N_{m,n}$ to be

$$B_{m,n}^{(1)} = \left\| \hat{\phi}_{m,n} \right\|_2^2 + \sum_{k=1}^{k_{m,n}} l_{m,n;k} D_{m,n;k} - d |\hat{g}_{m,n;k}|_2^2 \right\|_{\infty} , \quad (4.12)$$

the 2nd type Bessel bound to be

$$B_{m,n}^{(2)} = \left\| \sum_{k=1}^{k_{m,n}} l_{m,n;k} D_{m,n;k} - d |\hat{g}_{m,n;k}|_2 \right\|_{\infty} , \quad (4.13)$$
Figure 4.11: The detail of one layer. \( N \)'s are the input nodes, \( N' \)'s are the output nodes. \( \phi \)'s and \( g \)'s are the filters, \( D \)'s are the dilation factors. \( \sigma \)'s are the nonlinearities.

and the generating bound to be

\[
B_{m,n}^{(3)} = \left\| \delta_{m,n} \right\|_{\infty}^2 . \tag{4.14}
\]

Then we define the 1st type Bessel bound for the \( m \)-th layer to be

\[
B_{m}^{(1)} = \max_{1 \leq n \leq n_m} B_{m,n}^{(1)} , \tag{4.15}
\]

the 2nd type Bessel bound to be

\[
B_{m}^{(2)} = \max_{1 \leq n \leq n_m} B_{m,n}^{(2)} . \tag{4.16}
\]
and the generating bound to be

$$B_m^{(3)} = \max_{1 \leq n \leq n_m} B_{m,n}^{(3)}.$$

(4.17)

### 4.3 Computation of the Lipschitz constant

Let a CNN defined in the previous section be given. For any input signal $f$ and $\tilde{f}$. Let $f_N$ be the output for $f$ from the node $N$, and $\tilde{f}_N$ be the output for $\tilde{f}$ from the node $N$. Let $V$ be the collection of all nodes. We say $L$ is a Lipschitz bound for the CNN if

$$\sum_{N \in V} \| f_N - \tilde{f}_N \|_2^2 \leq L \| f - \tilde{f} \|_2^2.$$

(4.18)

Define the map $\Phi : L^2(\mathbb{R}^d) \rightarrow [L^2(\mathbb{R}^d)]^{|V|}$ by

$$\Phi(f) = (f_N)_{N \in V}.$$

(4.19)

Then a norm $\| \cdot \|_\cdot$ defined on $[L^2(\mathbb{R}^d)]^{|V|}$ by

$$\left\| \left( f_N \right)_{N \in V} \right\| = \left( \sum_{N \in V} \| f_N \|_2^2 \right)^{1/2}$$

is well defined and $\sqrt{L}$ is a Lipschitz constant in the sense that

$$\left\| \Phi(f) - \Phi(\tilde{f}) \right\| \leq \sqrt{L} \| f - \tilde{f} \|_2.$$

(4.20)

We have the following theorem for computing the Lipschitz bound.

**Theorem 4.3.1.** Consider a ConvNet with $M$ layers and in the $m$-th layer it has 1st type Bessel bound $B_m^{(1)}$, 2nd type Bessel bound $B_m^{(2)}$ and generating bound $B_m^{(3)}$. 
Then the ConvNet implies a nonlinear map that is Lipschitz continuous, and its
Lipschitz bound is given by the optimal value of the following linear program:

\[
\begin{align*}
\max & \quad \sum_{m=1}^{M} z_m \\
\text{s.t.} & \quad y_0 = 1 \\
& \quad y_m + z_m \leq B_m^{(1)} y_{m-1}, \quad 1 \leq m \leq M - 1 \\
& \quad y_m \leq B_m^{(2)} y_{m-1}, \quad 1 \leq m \leq M - 1 \\
& \quad z_m \leq B_m^{(3)} y_{m-1}, \quad 1 \leq m \leq M \\
& \quad y_m, z_m \geq 0, \quad \text{for all } m
\end{align*}
\] (4.21)

Proof. We are going to show that the optimal value for the linear program (4.21) is
a Lipschitz bound. In particular, we are going to study the sum \( \sum_{N \in V} \|f_N - \tilde{f}_N\|_2^2 \)
as \( \sum_{m=1}^{M} \sum_{N \in V_m} \|f_N - \tilde{f}_N\|_2^2 \).

We take the \( m \)-th layer for analysis. With Figure 4.16, we mark the signals
at the input nodes to be \( h_{m,1}, \ldots, h_{m,n_m} \) and the signals at the output nodes to be
\( h'_{m,1}, \ldots, h'_{m,n'_m} \). We estimate the Lipschitz bound by comparing the output nodes
and input nodes for each layer, and then derive a relation between the outputs and
the input at the very first layer. Note that with our notation here, \( h_{1,1} = f \) and
\( \tilde{h}_{1,1} = \tilde{f} \).

We have three types of merging. We study the relation between the output
and input of the merging blocks. For Type I, see Figure 4.12.

We have

\[
y_0 = \sum_{k=1}^{K} \sigma_k(y_k),
\] (4.22)
Figure 4.12: Type I merging. $y_0$ is the sum of $\sigma_1(y_1), \cdots, \sigma_K(y_K)$.

and

$$\tilde{y}_0 = \sum_{k=1}^{K} \sigma_k(\tilde{y}_k).$$  \hspace{1cm} (4.23)

Therefore

$$\|y_0 - \tilde{y}_0\|_2^2 = \left\| \sum_{k=1}^{K} \sigma_k(y_k) - \sigma_k(\tilde{y}_k) \right\|_2^2$$

$$\leq K \sum_{k=1}^{K} \|\sigma_k(y_k) - \sigma_k(\tilde{y}_k)\|_2^2$$  \hspace{1cm} (4.24)

$$\leq K \sum_{k=1}^{K} \|y_k - \tilde{y}_k\|_2^2.$$  

For Type II, see Figure 4.13.

Figure 4.13: Type II merging. $y_0$ is the aggregate of $\sigma_1(y_1), \cdots, \sigma_K(y_K)$ using $p$-norm.

We have

$$y_0 = \left( \sum_{k=1}^{K} |\sigma_k(y_k)|^p \right)^{1/p},$$  \hspace{1cm} (4.25)
\[ \bar{y}_0 = \left( \sum_{k=1}^{K} |\sigma_k(\bar{y}_k)|^p \right)^{1/p}, \quad (4.26) \]

Therefore if \( p \leq 2 \) we have

\[
\|y_0 - \bar{y}_0\|_2^2 \\
= \left\| \left( \sum_{k=1}^{K} |\sigma_k(y_k)|^p \right)^{1/p} - \left( \sum_{k=1}^{K} |\sigma_k(\bar{y}_k)|^p \right)^{1/p} \right\|_2^2 \\
\leq \left\| \left( \sum_{k=1}^{K} |\sigma_k(y_k) - \sigma_k(\bar{y}_k)|^p \right)^{1/p} \right\|_2^2 \\
\leq K^{2/p-1} \left\| \left( \sum_{k=1}^{K} |\sigma_k(y_k) - \sigma_k(\bar{y}_k)|^2 \right)^{1/2} \right\|_2^2 \\
= K^{2/p-1} \sum_{k=1}^{K} \|\sigma_k(y_k) - \sigma_k(\bar{y}_k)\|_2^2 \\
\leq K^{2/p-1} \sum_{k=1}^{K} \|y_k - \bar{y}_k\|_2^2;
\]

and if \( p > 2 \) we have

\[
\|y_0 - \bar{y}_0\|_2^2 \\
= \left\| \left( \sum_{k=1}^{K} |\sigma_k(y_k)|^p \right)^{1/p} - \left( \sum_{k=1}^{K} |\sigma_k(\bar{y}_k)|^p \right)^{1/p} \right\|_2^2 \\
\leq \left\| \left( \sum_{k=1}^{K} |\sigma_k(y_k) - \sigma_k(\bar{y}_k)|^p \right)^{1/p} \right\|_2^2 \\
\leq \left\| \left( \sum_{k=1}^{K} |\sigma_k(y_k) - \sigma_k(\bar{y}_k)|^2 \right)^{1/2} \right\|_2^2 \\
= \sum_{k=1}^{K} \|\sigma_k(y_k) - \sigma_k(\bar{y}_k)\|_2^2 \\
\leq \sum_{k=1}^{K} \|y_k - \bar{y}_k\|_2^2.
\]

For Type III, see Figure 4.14.
Figure 4.14: Type III merging. \( y_0 \) is the product of \( \sigma_1(y_1), \cdots, \sigma_K(y_K) \), with \( \|\sigma_j\|_\infty \leq 1 \) for \( j = 1, \cdots, K \).

We have \( y_0 = \prod_{k=1}^K \sigma_k(y_k) \) and \( \bar{y}_0 = \prod_{k=1}^K \sigma_k(\bar{y}_k) \). Therefore,

\[
\begin{align*}
\|y_0 - \bar{y}_0\|_2 &= \left\| \prod_{k=1}^K \sigma_k(y_k) - \prod_{k=1}^K \sigma_k(\bar{y}_k) \right\|_2 \\
&= \left\| \prod_{k=1}^K \sigma_k(y_k) + \sum_{J=1}^{K-1} \left[ -\prod_{k=1}^J \sigma_k(y_k) \prod_{k=J+1}^K \sigma_k(\bar{y}_k) + \prod_{k=1}^J \sigma_k(y_k) \prod_{k=J+1}^K \sigma_k(\bar{y}_k) \right] \right\|_2 \\
&= \left\| \prod_{k=1}^{K-1} \sigma_k(y_k) \cdot (\sigma_K(y_K) - \sigma_K(\bar{y}_K)) + \sum_{J=2}^{K-1} \prod_{k=1}^J \sigma_k(y_k) \cdot (\sigma_J(y_J) - \sigma_J(\bar{y}_J)) \cdot \prod_{k=J+1}^K \sigma_k(\bar{y}_k) + \right\|_2 \\
&\leq \prod_{k=1}^{K-1} \|\sigma_k(y_k)\|_\infty \cdot \|\sigma_K(y_K) - \sigma_K(\bar{y}_K)\|_2 + \\
&\sum_{J=2}^{K-1} \prod_{k=1}^J \|\sigma_k(y_k)\|_\infty \cdot \prod_{k=J+1}^K \|\sigma_k(\bar{y}_k)\|_\infty \cdot \|\sigma_J(y_J) - \sigma_J(\bar{y}_J)\|_2 + \\
&\prod_{k=2}^K \|\sigma_k(\bar{y}_k)\|_\infty \cdot \|\sigma_1(y_1) - \sigma_1(\bar{y}_1)\|_2 \\
&\leq \sum_{k=1}^K \|\sigma_k(y_k) - \sigma_k(\bar{y}_k)\|_2 \\
&\leq \sum_{k=1}^K \|y_k - \bar{y}_k\|_2,
\end{align*}
\]

\( (4.29) \)
and thus
\[ \| y_0 - \tilde{y}_0 \|_2^2 \leq K \sum_{k=1}^{K} \| y_k - \tilde{y}_k \|_2^2. \] (4.30)

For the downsampling / dilation operation, see Figure 4.15. We have

\[ f^{(1)} \xrightarrow{\downarrow D} f^{(2)} \]

Figure 4.15: Downsampling / dilation. \( f^{(2)} \) is the downsampled version of \( f^{(1)} \).

\[ \left\| f^{(2)} - \tilde{f}^{(2)} \right\|_2^2 = \int \left( f^{(1)}(Dx) - \tilde{f}^{(1)}(Dx) \right)^2 dx \]
\[ = \frac{1}{D^d} \int \left( f^{(1)}(x) - \tilde{f}^{(1)}(x) \right)^2 dx \]
\[ = \frac{1}{D^d} \left\| f^{(1)} - \tilde{f}^{(1)} \right\|_2^2. \] (4.31)

Therefore, when we compare the input nodes and output nodes of the \( m \)-th layer, we have
\[ \sum_{n=1}^{n'_m} \left\| h'_{m,n} - \tilde{h}'_{m,n} \right\|_2^2 + \sum_{n=1}^{n_m} \left\| f_{m,n} - f'_{m,n} \right\|_2^2 \leq B_m^{(1)} \left\| h_{m,n} - \tilde{h}_{m,n} \right\|_2^2, \] (4.32)

where \( B_m^{(1)} \) is as defined in Equation (4.15).

By the one-one correspondence of the output nodes in the \((m + 1)\)-th layer and the input nodes in the \( m \)-th layer, we know that
\[ \sum_{n=1}^{n_{m+1}} \left\| h_{m+1,n} - \tilde{h}_{m+1,n} \right\|_2^2 = \sum_{n=1}^{n'_m} \left\| h'_{m,n} - \tilde{h}'_{m,n} \right\|_2^2, \] (4.33)
and therefore,
\[ \sum_{n=1}^{n_{m+1}} \left\| h_{m+1,n} - \tilde{h}_{m+1,n} \right\|_2^2 + \sum_{n=1}^{n_m} \left\| f_{m,n} - \tilde{f}_{m,n} \right\|_2^2 \leq B_m^{(1)} \sum_{n=1}^{n_m} \left\| h_{m,n} - \tilde{h}_{m,n} \right\|_2^2, \] (4.34)
for $1 \leq m \leq M - 1$.

If we do not consider the output generating, then the forward propagation relation is

$$
\sum_{n=1}^{n_m} \left\| h_{m+1,n} - \tilde{h}_{m+1,n} \right\|_2^2 \leq B_m^{(2)} \sum_{n=1}^{n_m} \left\| h_{m,n} - \tilde{h}_{m,n} \right\|_2^2 , \\
$$

(4.35)

for $1 \leq m \leq M - 1$, and similarly, considering the output generating nodes alone gives

$$
\sum_{n=1}^{n_m} \left\| f_{m,n} - \tilde{f}_{m,n} \right\|_2^2 \leq B_m^{(3)} \sum_{n=1}^{n_m} \left\| h_{m,n} - \tilde{h}_{m,n} \right\|_2^2 , \\
$$

(4.36)

for $1 \leq m \leq M$.

Since we would like to compare $\sum_{m=1}^{M} \sum_{n=1}^{n_m} \left\| f_{m,n} - \tilde{f}_{m,n} \right\|_2^2$ with $\left\| h_{1,1} - \tilde{h}_{1,1} \right\|_2^2$; by (4.34)-(4.36), we see that the maximal value of the linear program (4.21) gives a Lipschitz bound.

We can also give a Lipschitz bound more explicit to compute.

**Corollary 4.3.2.** Consider a CNN with $M$ layers and in the $m$-th layer it has 1st type Bessel bound $B_m$. Then the CNN induces a nonlinear map that is Lipschitz continuous, and its Lipschitz bound is given by

$$
\prod_{m=1}^{M} \max\{1, B_m\} . \\
$$

(4.37)

**Proof.** From the definitions of $B_m^{(1)}, B_m^{(2)}$ and $B_m^{(3)}$ (4.12)-(4.14) it is obvious that

$$
B_m^{(1)} \leq B_m^{(2)} + B_m^{(3)} \\
$$

(4.38)

and from (4.15)-(4.17) we have hence

$$
B_m^{(1)} \leq B_m^{(2)} + B_m^{(3)} \\
$$

(4.39)
for each $m$. Then note that if $\{y_m\}_{m=0}^{M-1}$ and $\{z_m\}_{m=0}^{M-1}$ are the maximums of the linear program (4.21), then

$$z_m \leq B_m^{(1)} y_{m-1} - y_m, \quad 1 \leq m \leq M - 1,$$  \hspace{1cm} (4.40)

and

$$z_M \leq B_M^{(1)} y_{M-1}$$  \hspace{1cm} (4.41)

(note that $B_M^{(1)} = B_M^{(3)}$).
We take the sum over all $m$'s to get (denote $y_M = 0$)

\[
\begin{align*}
\sum_{m=1}^{M} z_m & \leq \sum_{m=1}^{M} B^{(1)}_m y_{m-1} - y_m \\
& = \sum_{m=0}^{M-1} B^{(1)}_{m+1} y_m - \sum_{m=1}^{M-1} y_m \\
& = B^{(1)}_1 + \sum_{m=1}^{M-1} (B^{(1)}_{m+1} - 1) y_m .
\end{align*}
\]

(4.42)

Also, $y_m \leq B^{(2)}_m y_{m-1}$ implies $y_m \leq B^{(1)}_m y_{m-1}$, so

\[
\begin{align*}
\sum_{m=1}^{M} z_m & \leq B^{(1)}_1 + \sum_{m=1}^{M-1} (\max\{1, B^{(1)}_{m+1}\} - 1) \\
& \leq \prod_{m'=1}^{M} \max\{1, B^{(1)}_m\} \\
& = \prod_{m=1}^{M} \max\{1, B^{(1)}_m\} .
\end{align*}
\]

(4.43)

\[\square\]

4.4 Examples

The Scattering Network, AlexNet and GoogleNet as introduced in Section 1.2 all fall in our general framework. In particular, Scattering network is a 1-Lipschitz map. In each layer the filters come from the wavelets used in multi-resolution analysis. A natural choice of wavelets has $B^{(1)}_{m,n} = B^{(2)}_{m,n} = B^{(3)}_{m,n} = 1$, for all $m, n$.

Therefore, the optimal solution in the linear program (4.21) is 1. The Alexnet and GoogleNet do not generate outputs in each layer except for the last one. Therefore, $B^{(1)}_{m,n} = B^{(3)}_{m,n}$ for each $1 \leq m \leq M - 1$. In this case, the result in Corollary 4.3.2 gives the optimal Lipschitz bound in the linear program (4.21).
4.4.1 A three-layer Scattering Network

Given a CNN, we can use three different approaches to estimate the Lipschitz constant. The first is by propagating backward from the outputs (either analytically or numerically) and collecting the Lipschitz constants of all the outputs. The second is by directly applying what we have discussed in Section 4.2. The third is by deriving a lower bound for $L$, either because of the specifics of the network or by numerical simulating.

We first give an example of a scattering network of three layers. The structure is the same as Figure 1.4. We consider the 1D case and the wavelet given by the Haar wavelets with the scaling function

$$\phi(t) = \begin{cases} 1, & \text{if } 0 \leq t < 1 \\ 0, & \text{otherwise} \end{cases}$$  \hspace{1cm} (4.44)

and the mother wavelet

$$\psi(t) = \begin{cases} 1, & \text{if } 0 \leq t < 1/2 \\ -1, & \text{if } 1/2 \leq t < 1 \\ 0, & \text{otherwise} \end{cases}$$  \hspace{1cm} (4.45)

In our convention, the sinc function is defined as

$$\text{sinc}(x) = \begin{cases} \frac{\sin(\pi x)}{(\pi x)}, & \text{if } x \neq 0 \\ 0, & \text{if } x = 0 \end{cases}$$  \hspace{1cm} (4.46)

We first look at real input functions. In this case the Haar wavelets $\phi$ and $\psi$ readily satisfies the unitarity condition given as Equation (2.7) in [78]. Recall that
in the scattering network the convolutional filters are given by scales of the mother wavelet $\psi$:

$$\psi_{2j}(x) = 2^{d_j}\psi(2^j x) ,$$ (4.47)

and the output generating filter is given by a scale of the scaling function $\phi$:

$$\phi_{2-j}(x) = 2^{-d_J}\phi(2^{-J} x) .$$ (4.48)

Take $J = 3$ in our example and consider all possible three-layer paths for $j = 0, -1, -2$. We have three branches from each node. Therefore we have outputs from $1 + 3 + 3^2 + 3^3 = 40$ nodes.

To convert the settings to our notations discussed in this chapter, we have a three-layer convolutional network (as in Section 2) for which the filters are given by $g_{1,l_1}, l_1 \in \{1, 2, 3\}$, $g_{2,l_2}, l_2 \in \{1, \cdots, 9\}$ and $g_{3,l_3}, l_3 \in \{1, \cdots, 27\}$, where

$$g_{m,l} = \begin{cases} 
\psi, & \text{if } \text{mod}(l,3) = 1; \\
\psi_{2-1}, & \text{if } \text{mod}(l,3) = 2; \\
\psi_{2-2}, & \text{if } \text{mod}(l,3) = 0.
\end{cases}$$

$q = ((1, l_1), (2, l_2), (3, l_3))$ is a path if and only if $l_2 \in \{3l_1 - k, k = 1, 2, 3\}$ and $l_3 \in \{3l_2 - k; k = 1, 2, 3\}$. $q = ((1, l_1), (2, l_2))$ is a path if and only if $l_2 \in \{3l_1 - k, k = 82$
1, 2, 3}. The set of all paths is

\[ Q = \left\{ \emptyset, \{(1, 1)\}, \{(1, 2)\}, \{(1, 3)\}, \{(1, 1), (2, 1)\}, \{(1, 1), (2, 2)\}, \{(1, 1), (2, 3)\}, \\
\{(1, 2), (2, 4)\}, \{(1, 2), (2, 5)\}, \{(1, 2), (2, 6)\}, \{(1, 3), (2, 7)\}, \\
\{(1, 3), (2, 8)\}, \{(1, 3), (2, 9)\} \right\} \bigcup \\
\left\{ (1, l_1), (2, l_2), (3, l_3), 1 \leq l_1 \leq 3, \ l_2 \in \{3l_1 - k, k = 1, 2, 3\}, \\
l_3 \in \{3l_2 - k, k = 1, 2, 3\} \right\} . \]

Also, for the output generation, \( \phi_1 = \phi_2 = \phi_3 = \phi_4 = 2^{-J} \phi(2^{-J} \cdot ) \). An illustration of the network is as in Figure 4.17, which appeared also as Figure 1.4.

![Figure 4.17: The three-layer scattering network in the example.](image)

**The first approach.** We know that we have a set of 40 paths, each generating an output. We can track back from each output to the input and compute a Lipschitz
bound, and then collect all the bound to compute a total bound. To do so, we use backpropagation and the chain rule. Note that $\psi_2(t) = 2^j \psi(2^j t)$ and thus $\|\psi\|_1 = \|\psi_2\|_1 = 1$. Therefore $\|g_{m,l}\|_1 = 1$ for all $m, l$. Similarly, $\|\phi_j\|_1 = 1$ for all $j$. Let $y$’s denote the outputs and $z$’s denote the intermediate values, as marked in Figure 4.17. Note that each $y$ is associated with a unique path. Consider two inputs $f$ and $\tilde{f}$, and $r \geq 1$. Take a path $q = ((1, l_1), (2, l_2), (3, l_3))$ we have

$$\|y_{4,t_3} - \tilde{y}_{4,t_3}\|_r = \|(z_{3,t_3} - \tilde{z}_{3,t_3}) * \phi_4\|_r$$

$$\leq \|z_{3,t_3} - \tilde{z}_{3,t_3}\|_r \|\phi_4\|_1 = \|z_{3,t_3} - \tilde{z}_{3,t_3}\|_r ;$$

$$\|z_{3,t_3} - \tilde{z}_{3,t_3}\|_r = \||z_{2,t_2} * g_{3,t_3}| - |\tilde{z}_{2,t_2} * g_{3,t_3}|\|_r$$

$$\leq \|z_{2,t_2} - \tilde{z}_{2,t_2}\|_r \|g_{3,t_3}\|_1 = \|z_{2,t_2} - \tilde{z}_{2,t_2}\|_r ;$$

$$\|z_{2,t_2} - \tilde{z}_{2,t_2}\|_r = \||z_{1,t_1} * g_{2,t_2}| - |\tilde{z}_{1,t_1} * g_{2,t_2}|\|_r$$

$$\leq \|z_{1,t_1} - \tilde{z}_{1,t_1}\|_r \|g_{2,t_2}\|_1 = \|z_{1,t_1} - \tilde{z}_{1,t_1}\|_r ;$$

$$\|z_{1,t_1} - \tilde{z}_{1,t_1}\|_r = \||f * g_{1,t_1}| - |\tilde{f} * g_{1,t_1}|\|_r$$

$$\leq \|f - \tilde{f}\|_r \|g_{1,t_1}\|_1 = \|f - \tilde{f}\|_r .$$

and similarly for all output $y_{m,l_m}$’s. Therefore, we have

$$\left\|\left\|\Phi(f) - \Phi(\tilde{f})\right\|_2^2 = \sum_{m,l_m} \left\|y_{m,l_m} - \tilde{y}_{m,l_m}\right\|_2^2 \leq 40 \left\|f - \tilde{f}\right\|_2^2 .$$

**The second approach.** According to the result from multi-resolution analysis (see [24, 44, 77]), we have $\|\hat{\phi}_{2-j}(\omega)\| + \sum_{j=-2}^0 \left|\hat{\psi}_{2j}(\omega)\right|^2 \leq 1$ (plotted in Figure 4.18), we have the first-type Bessel bounds for all layers are equal to 1. Indeed, we
can compute that
\[
\left| \hat{\phi}_{2-j}(\omega) \right| + \sum_{j=-2}^{0} \left| \hat{\psi}_{2j}(\omega) \right|^2 = \text{sinc}^2(8\omega) + \text{sinc}^2(\omega/2) \text{sinc}^2(\pi\omega/2) + \\
\text{sinc}^2(\omega)\sin^2(\pi\omega) + \text{sinc}^2(2\omega)\sin^2(2\pi\omega) .
\]
Thus in this way, according to our discussion in Section 2, we have
\[
\left\| \Phi(f) - \Phi(\tilde{f}) \right\|^2 \leq \left\| f - \tilde{f} \right\|^2.
\]

![Figure 4.18: Plot of \( |\hat{\phi}_{2-j}(\omega)| + \sum_{j=-2}^{0} |\hat{\psi}_{2j}(\omega)|^2 \)](image)

**The third approach.** A lower bound for the Lipschitz constant is derived by considering only the output \( y_{1,1} \) from the input layer. Obviously
\[
\left\| \Phi(f) - \Phi(\tilde{f}) \right\|^2 \geq \left\| (f - \tilde{f}) \ast \phi_1 \right\|^2.
\]
Thus
\[
\sup_{f \neq \tilde{f}} \frac{\left\| \Phi(f) - \Phi(\tilde{f}) \right\|^2}{\left\| f - \tilde{f} \right\|^2} \geq \sup_{f \neq \tilde{f}} \frac{\left\| (f - \tilde{f}) \ast \phi_1 \right\|^2}{\left\| f - \tilde{f} \right\|^2} = \left\| \phi_1 \right\|_{\infty}^2 = 1 .
\]
Therefore, 1 is the exact Lipschitz bound (and Lipschitz constant) in our example.
4.4.2 A general three-layer CNN

We now give an example of how to compute the Lipschitz constant as in Figure 4.19. In Figure 4.19 $f$ is the input, $y$’s are the outputs and $z$’s are the intermediate values within the network. We assume that $p \geq 2$.

Figure 4.19: An example of a three-layer CNN. $\sigma$ denotes the nonlinear pointwise function tanh.

Again we use three approaches to estimate the Lipschitz constant.

The first approach. In this approach we do not analyze the network by layers, but directly look at the outputs. We make use of the following rules: (1) backpropagation using the product rule and the chain rule; (2) each $p$-norm block is a multi-input-single-output nonlinear system with Lipschitz constant 1 for each channel.
Take two signals \( f \) and \( \tilde{f} \). We use \( \tilde{y} \)'s and \( \tilde{z} \)'s to denote the outputs and intermediate values corresponding to \( \tilde{f} \). Starting from the leftmost channels, we have for the first layer that

\[
|y_1 - \tilde{y}_1| = \left| (f - \tilde{f}) \ast \phi_1 \right|,
\]

and thus for any \( 1 \leq r \leq \infty \),

\[
\|y_1 - \tilde{y}_1\|_r \leq \left\| f - \tilde{f} \right\|_r \|\phi_1\|_1.
\]

(4.49)

For the second layer we have

\[
|y_{2,1} - \tilde{y}_{2,1}| = |(z_{1,1} - \tilde{z}_{1,1}) \ast \phi_{2,2}|,
\]

and thus

\[
\|y_{2,1} - \tilde{y}_{2,1}\|_r \leq \|z_{1,1} - \tilde{z}_{1,1}\|_r \|\phi_{2}\|_1.
\]

With

\[
\|z_{1,1} - \tilde{z}_{1,1}\|_r \leq \left\| f - \tilde{f} \right\|_r \|g_{1,1}\|_1,
\]

we have

\[
\|y_{2,1} - \tilde{y}_{2,1}\|_r \leq \left\| f - \tilde{f} \right\|_r \|g_{1,1}\|_1 \|\phi_{2}\|_1.
\]

(4.50)

Similarly,

\[
\|y_{2,2} - \tilde{y}_{2,2}\|_r \leq \|z_{1,2} - \tilde{z}_{1,2}\|_r \|\phi_{2}\|_1,
\]

and with

\[
|z_{1,2} - \tilde{z}_{1,2}| = \left( \left| f \ast g_{1,2} \right|^p + \left| f \ast g_{1,3} \right|^p + \left| f \ast g_{1,4} \right|^p \right)^{1/p} -
\]

\[
\left( \left| \tilde{f} \ast g_{1,2} \right|^p + \left| \tilde{f} \ast g_{1,3} \right|^p + \left| \tilde{f} \ast g_{1,4} \right|^p \right)^{1/p} \leq \left( \left| (f - \tilde{f}) \ast g_{1,2} \right|^p + \left| (f - \tilde{f}) \ast g_{1,3} \right|^p + \left| (f - \tilde{f}) \ast g_{1,4} \right|^p \right)^{1/p} \leq \left| (f - \tilde{f}) \ast g_{1,2} \right| + \left| (f - \tilde{f}) \ast g_{1,3} \right| + \left| (f - \tilde{f}) \ast g_{1,4} \right|
\]
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we have
\[ \|z_{1,2} - \tilde{z}_{1,2}\|_r \leq \left\| f - \tilde{f} \right\| (\|g_{1,2}\|_1 + \|g_{1,3}\|_1 + \|g_{1,4}\|_1) . \]

Therefore
\[ \|y_{2,2} - \tilde{y}_{2,2}\|_r \leq \left\| f - \tilde{f} \right\| (\|g_{1,2}\|_1 + \|g_{1,3}\|_1 + \|g_{1,4}\|_1) \|\phi_2\|_1 . \]

(4.51)

For the third layer we have
\[ \|y_{3,1} - \tilde{y}_{3,1}\|_r \leq \|z_{2,1} - \tilde{z}_{2,1}\|_r \|\phi_3\|_1 . \]

With
\[ \|z_{2,1} - \tilde{z}_{2,1}\|_r \leq \|z_{1,1} - \tilde{z}_{1,1}\|_r \|g_{2,1}\|_1 , \]

we have
\[ \|y_{3,1} - \tilde{y}_{3,1}\|_r \leq \left\| f - \tilde{f} \right\|_r \|g_{1,1}\|_1 \|g_{2,1}\|_1 \|\phi_3\|_1 . \]

(4.52)

Also,
\[ |z_{2,2} - \tilde{z}_{2,2}| = \left( |(z_{1,1} * g_{2,2})^p + |z_{1,1} * g_{2,3}|^p + |z_{1,2} * g_{2,4}|^p \right)^{1/p} - \]
\[ \left( |(\tilde{z}_{1,1} * g_{2,2})^p + |\tilde{z}_{1,1} * g_{2,3}|^p + |\tilde{z}_{1,2} * g_{2,4}|^p \right)^{1/p} \]
\[ \leq \left( |(z_{1,1} - \tilde{z}_{1,1}) * g_{2,2}|^p + |(z_{1,1} - \tilde{z}_{1,1}) * g_{2,3}|^p + |(z_{1,2} - \tilde{z}_{1,2}) * g_{2,4}|^p \right)^{1/p} \]
\[ \leq |(z_{1,1} - \tilde{z}_{1,1}) * g_{2,2}| + |(z_{1,1} - \tilde{z}_{1,1}) * g_{2,3}| + |(z_{1,2} - \tilde{z}_{1,2}) * g_{2,4}| , \]

which gives
\[ \|\tilde{z}_{2,2} - \tilde{z}_{2,2}\|_r \leq \|z_{1,1} - \tilde{z}_{1,1}\|_r (\|g_{2,2}\|_1 + \|g_{2,3}\|_1) + \|z_{1,2} - \tilde{z}_{1,2}\|_r \|g_{2,4}\|_1 . \]

A more obvious relation is
\[ \|z_{2,3} - \tilde{z}_{2,3}\|_r \leq \|z_{1,2} - \tilde{z}_{1,2}\|_r \|g_{2,5}\|_1 . \]
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Since tanh has value bounded in \([-1, 1]\), the \(L^\infty\) norm at \(z_{2,2}\) and \(z_{2,3}\) are bounded above by 1, and therefore we have

\[
\|z_{2,4} - \tilde{z}_{2,4}\|_r = \|z_{2,3}z_{2,2} - \tilde{z}_{2,3}\tilde{z}_{2,2}\|_r
\]

\[
= \|z_{2,3}z_{2,2} - \tilde{z}_{2,3}\tilde{z}_{2,2} + \tilde{z}_{2,3}\tilde{z}_{2,2} - \tilde{z}_{2,3}\tilde{z}_{2,2}\|_r
\]

\[
\leq \|z_{2,3} - \tilde{z}_{2,3}\|_r \|z_{2,2}\|_\infty + \|\tilde{z}_{2,3}\|_\infty \|z_{2,2} - \tilde{z}_{2,2}\|_r
\]

\[
\leq \|z_{2,2} - \tilde{z}_{2,2}\|_r + \|z_{2,3} - \tilde{z}_{2,3}\|_r
\]

and consequently we have

\[
\|y_{3,2} - \tilde{y}_{3,2}\|_r \leq \|z_{2,4} - \tilde{z}_{2,4}\|_r \|\phi_3\|_1
\]

\[
\leq (\|z_{2,2} - \tilde{z}_{2,2}\|_r + \|z_{2,3} - \tilde{z}_{2,3}\|_r) \|\phi_3\|_1
\]

\[
\leq \|z_{1,1} - \tilde{z}_{1,1}\|_r (\|g_{2,2}\|_1 + \|g_{2,3}\|_1) \|\phi_3\|_1 + \|z_{1,2} - \tilde{z}_{1,2}\|_r (\|g_{2,4}\|_1 + \|g_{2,5}\|_1) \|\phi_3\|_1
\]

\[
\leq \|f - \tilde{f}\|_r \left( \|g_{1,1}\|_1 (\|g_{2,2}\|_1 + \|g_{2,3}\|_1) + (\|g_{1,2}\|_1 + \|g_{1,3}\|_1 + \|g_{1,4}\|_1)(\|g_{2,4}\|_1 + \|g_{2,5}\|_1) \right) \|\phi_3\|_1
\]

(4.53)
Collecting (4.49)-(4.53) we have

\[ \sum_{m,l} \| y_{m,l} - \tilde{y}_{m,l} \|_r \leq \left\| f - \tilde{f} \right\|_r \left( \| \phi_1 \|_1 + \| g_{1,1} \|_1 \| \phi_2 \|_1 + \right. \]

\[ \left. (\| g_{1,2} \|_1 + \| g_{1,3} \|_1 + \| g_{1,4} \|_1) \| \phi_2 \|_1 + \right. \]

\[ \| g_{1,1} \|_1 \| g_{2,1} \|_1 \| \phi_3 \|_1 + \left( \| g_{1,1} \|_1 (\| g_{2,2} \|_1 + \| g_{2,3} \|_1) + \right. \]

\[ \left. (\| g_{1,2} \|_1 + \| g_{1,3} \|_1 + \| g_{1,4} \|_1)(\| g_{2,4} \|_1 + \| g_{2,5} \|_1) \| \phi_3 \|_1 \right) \]

\[ = \left\| f - \tilde{f} \right\|_r \left( \| \phi_1 \|_1 + (\| g_{1,1} \|_1 + \| g_{1,2} \|_1 + \| g_{1,3} \|_1 + \| g_{1,4} \|_1) \| \phi_2 \|_1 + \right. \]

\[ \left. \left( \| g_{1,1} \|_1 (\| g_{2,1} \|_1 + \| g_{2,2} \|_1 + \| g_{2,3} \|_1) + \right. \right. \]

\[ \left. \left. (\| g_{1,2} \|_1 + \| g_{1,3} \|_1 + \| g_{1,4} \|_1)(\| g_{2,4} \|_1 + \| g_{2,5} \|_1) \| \phi_3 \|_1 \right) \right). \]

On the other hand we also have

\[ \left\| \left\| \Phi(f) - \Phi(\tilde{f}) \right\| \right\|^2 = \sum_{m,l} \| y_{m,l} - \tilde{y}_{m,l} \|_2^2 \]

\[ \leq \left\| f - \tilde{f} \right\|_2^2 \left( \| \phi_1 \|_1^2 + \| g_{1,1} \|_1^2 \| \phi_2 \|_1^2 + \right. \]

\[ \left. (\| g_{1,2} \|_1 + \| g_{1,3} \|_1 + \| g_{1,4} \|_1)^2 \| \phi_2 \|_1^2 + \right. \]

\[ \| g_{1,1} \|_1^2 \| g_{2,1} \|_1^2 \| \phi_3 \|_1^2 + \left( \| g_{1,1} \|_1 (\| g_{2,2} \|_1 + \| g_{2,3} \|_1) + \right. \]

\[ \left. (\| g_{1,2} \|_1 + \| g_{1,3} \|_1 + \| g_{1,4} \|_1)(\| g_{2,4} \|_1 + \| g_{2,5} \|_1) \| \phi_3 \|_1^2 \right) \right). \]

\[ (4.54) \]

The second approach. To apply our formula, we first add \( \delta \)'s and form a network as in Figure 4.20. We have a four-layer network and as we have discussed,
we can compute, since \( p \geq 2 \), that

\[
\tilde{B}_1 = \left\| \tilde{g}_{1,1}^2 + \tilde{g}_{1,2}^2 + \tilde{g}_{1,3}^2 + \tilde{g}_{1,4}^2 + \tilde{\phi}_1^2 \right\|_\infty;
\]

\[
\tilde{B}_2 = \max \left\{ 1, \left\| \tilde{g}_{2,1}^2 + \tilde{g}_{2,2}^2 + \tilde{g}_{2,3}^2 + \tilde{\phi}_2^2 \right\|_\infty, \left\| \tilde{g}_{2,4}^2 + \tilde{g}_{2,5}^2 + \tilde{\phi}_2^2 \right\|_\infty \right\};
\]

\[
\tilde{B}_3 = \max \left\{ 2, \left\| \tilde{\phi}_3 \right\|_\infty \right\};
\]

\[
\tilde{B}_4 = \max \left\{ 1, \left\| \tilde{\phi}_3 \right\|_\infty \right\}.
\]

Then the Lipschitz constant is given by \((\tilde{B}_1 \tilde{B}_2 \tilde{B}_3 \tilde{B}_4)^{1/2}\), that is,

\[
\left\| \Phi(f) - \Phi(\tilde{f}) \right\|_2^2 \leq (\tilde{B}_1 \tilde{B}_2 \tilde{B}_3 \tilde{B}_4) \left\| f - \tilde{f} \right\|_2^2. \tag{4.55}
\]

Figure 4.20: Equivalence of the example. We can clearly see four layers from this illustration.

**The third approach.** In general (4.55) provides a more optimal bound than (4.54) because the latter does not consider the intrinsic relations of the filters that
are grouped together in the same layer. The actual Lipschitz bound can depend on the actual design of filters, not only on the Bessel bounds. We do a numerical experiment in which the Fourier transform of the filters in the same layer are the (smoothed) characteristic functions supported disjointly in the frequency domain.

Define $F(\omega) = \exp(4\omega^2/(4\omega^2 - 1)) \cdot \chi_{(-1/2,0)}(\omega)$ (as illustrated in Figure 4.21), and $G(\omega) = F(-\omega)$. The filters are defined in the Fourier domain to be

\[
\hat{\phi}_1(\omega) = F(\omega + 1) + \chi_{(-1,1)}(\omega) + G(\omega - 1)
\]

\[
\hat{g}_{1,1}(\omega) = F(\omega + 3) + \chi_{(-3,-2)}(\omega) + G(\omega + 2) + F(\omega - 2) + \chi_{(2,3)}(\omega) + G(\omega - 3)
\]

\[
\hat{g}_{1,2}(\omega) = F(\omega + 5) + \chi_{(-5,-4)}(\omega) + G(\omega + 4) + F(\omega - 4) + \chi_{(4,5)}(\omega) + G(\omega - 5)
\]

\[
\hat{g}_{1,3}(\omega) = F(\omega + 7) + \chi_{(-7,-6)}(\omega) + G(\omega + 6) + F(\omega - 6) + \chi_{(6,7)}(\omega) + G(\omega - 7)
\]

\[
\hat{g}_{1,4}(\omega) = F(\omega + 9) + \chi_{(-9,-8)}(\omega) + G(\omega + 8) + F(\omega - 8) + \chi_{(8,9)}(\omega) + G(\omega - 9)
\]

\[
\hat{\phi}_2(\omega) = F(\omega + 2) + \chi_{(-2,2)}(\omega) + G(\omega - 2)
\]

\[
\hat{g}_{2,1}(\omega) = F(\omega + 4) + \chi_{(-4,-3)}(\omega) + G(\omega + 3) + F(\omega - 3) + \chi_{(3,4)}(\omega) + G(\omega - 4)
\]

\[
\hat{g}_{2,2}(\omega) = F(\omega + 6) + \chi_{(-6,-5)}(\omega) + G(\omega + 5) + F(\omega - 5) + \chi_{(5,6)}(\omega) + G(\omega - 6)
\]

\[
\hat{g}_{2,3}(\omega) = F(\omega + 8) + \chi_{(-8,-7)}(\omega) + G(\omega + 7) + F(\omega - 7) + \chi_{(7,8)}(\omega) + G(\omega - 8)
\]

\[
\hat{g}_{2,4}(\omega) = F(\omega + 9) + \chi_{(-9,-8)}(\omega) + G(\omega + 8) + F(\omega - 8) + \chi_{(8,9)}(\omega) + G(\omega - 9)
\]

Then each function is in $C^\infty_c(\mathbb{R})$.

We numerically compute the $L^1$ norms of the inverse transform of the above functions using IFFT and numerical integration with stepsize 0.025: $\|\phi_1\|_1 = 1.8265,$
Figure 4.21: An illustration of $F(\omega)$. The functions we define in the Fourier domain are composed of the translations of $F$ and a reflected version of $F$.

$$
\|g_{1,1}\|_1 = 2.0781, \|g_{1,2}\|_1 = 2.0808, \|g_{1,3}\|_1 = 2.0518, \|g_{1,4}\|_1 = 2.0720, \|\phi_2\|_1 = 2.0572, \|g_{2,1}\|_1 = 2.0784, \|g_{2,2}\|_1 = 2.0734, \|g_{2,3}\|_1 = 2.0889, \|g_{2,4}\|_1 = 2.2390, \\
\|g_{2,5}\|_1 = 2.3175, \|\phi_3\|_1 = 2.6378.
$$

Then the constant on the right-hand side of Inequality (4.54) is 966.26, and by taking the square root we conclude that the Lipschitz constant computed using the first approach is less than or equal to $\Gamma_1 = 31.1$.

It is no effort to conclude that in the second approach, $\tilde{B}_1 = \tilde{B}_2 = \tilde{B}_4 = 1$ and $\tilde{B}_3 = 2$. Therefore the Lipschitz constant computed using the second approach
is $\Gamma_2 = \sqrt{2}$.

A numerical experiment suggests that the Lipschitz bound associated with our setting of filters is about $\Gamma_3 = 1.1937$. In the experiment we numerically compute the output of the network and record the largest ratio $||\Phi(f) - \Phi(\tilde{f})||/||f - \tilde{f}||_2$ over one million iterations. Numerically, we consider the range $[-20, 20]$ for both the time domain and the frequency domain and take stepsize to be 0.025. For each iteration we generate two randomly signals on $[-20, 20]$ with stepsize 1 and then upsample to the same scale with stepsize 0.025.

We conclude that the naïve first approach may lead to a much larger Lipschitz bound for analysis, and the second approach gives a more reasonable estimation.

### 4.4.3 A comparison between Theorem 4.3.1 and Corollary 4.3.2

In the examples above, the approximation in Corollary 4.3.2 readily gives the tightest Lipschitz bound. However, it is not always the case. We shall use the same network as in the last example but a different group of filters.

Define the function on the Fourier domain supported on $(-1, 1)$ as

$$F(\omega) \ = \ exp \left( \frac{4\omega^2 + 4\omega + 1}{4\omega^2 + 4\omega} \right) \chi_{(-1, -1/2)}(\omega) + \chi_{(-1/2, 1/2)}(\omega) +$$

$$\exp \left( \frac{4\omega^2 - 4\omega + 1}{4\omega^2 - 4\omega} \right) \chi_{(1/2, 1)}(\omega)$$

as illustrated in Figure 4.22.
Figure 4.22: An illustration of $F(\omega)$. The functions we define in the Fourier domain all shape like $F$ and are composed of translations of (part of) $F$.

With that done, we define the filters in the Fourier domain to be

$$\hat{\phi}_1(\omega) = F(\omega)$$

$$\hat{g}_{1,j}(\omega) = F(\omega + 2j - 1/2) + F(\omega - 2j + 1/2)$$

$$j = 1, 2, 3, 4.$$
\[ \hat{\phi}_2(\omega) = \exp\left( \frac{4\omega^2 + 12\omega + 9}{4\omega^2 + 12\omega + 8} \right) \chi_{(-3/2,3/2)}(\omega) + \]
\[ \exp\left( \frac{4\omega^2 - 12\omega + 9}{4\omega^2 - 12\omega + 8} \right) \chi_{(3/2,2)}(\omega) + \]
\[ \chi_{(-2,-3/2)}(\omega) + \]
\[ \hat{g}_{2,j}(\omega) = F(\omega + 2j) + F(\omega - 2j) \\
\text{for } j = 1, 2, 3. \]
\[ \hat{g}_{2,1}(\omega) = F(\omega + 2) + F(\omega - 2) \]
\[ \hat{g}_{2,5}(\omega) = F(\omega + 5) + F(\omega - 5) \]
\[ \hat{\phi}_3(\omega) = \exp\left( \frac{4\omega^2 + 20\omega + 25}{4\omega^2 + 20\omega + 24} \right) \chi_{(-3,-5/2)}(\omega) + \]
\[ \exp\left( \frac{4\omega^2 - 20\omega + 25}{4\omega^2 - 20\omega + 24} \right) \chi_{(5/2,3)}(\omega). \]

Then we have \( B_m^{(1)} = 2 \exp(-1/3) \), \( B_m^{(2)} = B_m^{(3)} = 1 \) for each \( m \). We execute a linear program using MATLAB and find out that the optimal Lipschitz bound is 2.2992, while the Lipschitz bound as derived in Corollary 4.3.2 is \( 8[\exp(-1/3)]^3 = 2.9430 \). Therefore, in general the output of the linear program (4.21) is more optimal than the product given in Corollary 4.3.2.

4.5 Stationary processes

Signals (audio or image) are often modeled as random processes [82]. In our case, there are two ways to model the input signal of a CNN: one is to consider \( X(t) \) as a random process (field) with some underlying space \((\Omega, \mathcal{F}, \mathbb{P})\) with finite
second-order moments (see [78], Chapter 4); the other is to regard $X$ as a random variable such that

$$X : (\Omega, \mathcal{F}, \mathbb{P}) \to L^2(\mathbb{R}^d).$$

The latter treatment makes it easy to make use of concentration inequalities (see [71, 72]). We shall present the former model for our general framework of CNN. We find out that the analysis is much parallel to the way

In this section, we shall use the notation $X(t)$ to emphasize the time (space) variable $t \in \mathbb{R}^d$ and $X_t(\omega)$ to emphasize $\omega \in \Omega$. In general, if we have dilations for random processes then after we merge the signals we lose stationarity. Thus in the section we assume that there is no dilation in our CNN.

Fix a trajectory $X(t) = X_\omega(t)$ for some $\omega \in \Omega$. Then we can define $\Phi(X)$ the same way as in (4.19). We first show that the output of a CNN is SSS provided that the input $X$ is SSS. This is stated as the following lemma.

**Lemma 4.5.1.** Suppose there is no dilation in CNN. If $X$ is an SSS process, then so is $\Phi(X)$.

**Proof.** This lemma lies on the following two facts.

1. If $X$ is SSS, then $\sigma(X(t))$, where $\sigma$ is a pointwise function, is also SSS;

2. If $X$ is SSS, then $X * g(t)$ defined as

$$ (X * g)_\omega(t) = \int X_\omega(t - s)g(s)ds, \quad (4.57)$$

is also SSS.
To see 1, we need to show
\[
P\left\{ \sigma(X_{t_1 + \tau}) \in A_1, \ldots, \sigma(X_{t_n + \tau}) \in A_n \right\} 
= P\left\{ \sigma(X_{t_1}) \in A_1, \ldots, \sigma(X_{t_n}) \in A_n \right\} 
\]
(4.58)
for any \( t_1, \ldots, t_n, \tau \in \mathbb{R}^d \) and any \( A_1, \ldots, A_n \in \mathcal{F} \). Let \( B_j = \sigma^{-1}(A_j) = \{ c \in \mathbb{C} : \sigma(c) \in A_j \} \) for \( j = 1, \ldots, n \). The above equality reads
\[
P\left\{ X_{t_1 + \tau} \in B_1, \ldots, X_{t_n + \tau} \in B_n \right\} 
= P\left\{ X_{t_1} \in B_1, \ldots, X_{t_n} \in B_n \right\} , 
\]
(4.59)
which holds true due to the assumption that \( X \) is SSS.

To see 2, note that since \( X \) is SSS there exists a semigroup of measure-preserving transformation
\[
\{ T^t : \Omega \to \Omega \}_{t \in \mathbb{R}^d}
\]
associated with \( X \) such that
\[
T^s T^t = T^{s+t}
\]
for each \( s, t \in \mathbb{R}^d \); and a function \( f \) such that
\[
f(T^t \omega) = X_t(\omega) ,
\]
(4.60)
for each \( \omega \in \Omega, t \in \mathbb{R}^d \). Thus
\[
X \ast g(t) = \int f(T^{t-s} \omega) g(s) ds .
\]
(4.61)
For any \( t_1, \cdots, t_n \in \mathbb{R}^d, A_1, \cdots, A_n \in \mathcal{F} \), let
\[
\Omega_\tau = \{ \omega \in \Omega : (X \ast g)_{t_1 + \tau}(\omega) \in A_1, \cdots, (X \ast g)_{t_n + \tau}(\omega) \in A_n \} .
\]
(4.62)
For $\omega \in \tilde{\Omega}_\tau$, note that $T^\tau \omega$ satisfies

$$(X * g)_{t_1}(\omega) \in A_1, \cdots, (X * g)_{t_n}(\omega) \in A_n.$$ 

Since $T^\tau$ is measure-preserving, we have $\mathbb{P}(\tilde{\Omega}_\tau) = \mathbb{P}(\tilde{\Omega}_0)$. Thus $X * g$ is SSS.

Given the two facts, the lemma is proved by tracking from the input to each output of the CNN.

\[\square\]

**Theorem 4.5.2.** Assume there is no dilation in CNN. Let $X$ and $Y$ be SSS processes with finite second-order moments. Then

$$E\left(\left\|\left\|\Phi(X) - \Phi(Y)\right\|\right\|^2\right) \leq L \cdot E\left(|X - Y|^2\right).$$

(4.63)

In particular, $|||\Phi(X)|||^2 \leq L \cdot E\left(|X|^2\right)$.

**Proof.** Since the input $X$ and $Y$ are SSS, so are the signals at all input and output nodes of the CNN. Therefore we can use the Wiener-Khinchin Theorem (Theorem 2.4.4) to relate the auto-correlation with the power spectrum.

Consider an SSS process $Z$ that are filtered by some fixed $g \in \mathcal{B}$. Denote $W = Z * g$. Then by Theorem 2.4.4 we have $R_W(0) = \int \hat{S}_W(\omega) d\omega$. Note that we have the transfer relation

$$\hat{S}_W(\omega) = \hat{S}_Z(\omega) \cdot |\hat{g}(\omega)|^2.$$  

(4.64)

That is to say,

$$E\left(|W|^2\right) = \int \hat{R}_W(\omega) |\hat{g}(\omega)|^2 d\omega.$$  

(4.65)

More generally, due to linearity of $E$, if we have two inputs $Z$ and $\tilde{Z}$ and a family
of filters \( \{g_j\}_{j \in J} \), we have

\[
\mathbb{E} \left( \sum_j \left| Z * g_j - \tilde{Z} * g_j \right|^2 \right) = \sum_j \int \hat{S}_{Z-\tilde{Z}}(\omega) |\hat{g}_j(\omega)|^2 d\omega \\
= \int \hat{S}_{Z-\tilde{Z}}(\omega) \sum_j |\hat{g}_j|^2 (\omega) d\omega \\
\leq \int \hat{S}_{Z-\tilde{Z}}(\omega) d\omega \cdot \left\| \sum_j |\hat{g}_j|^2 \right\|_\infty \\
= \mathbb{E} \left( \left| Z - \tilde{Z} \right|^2 \right) \cdot \left\| \sum_j |\hat{g}_j|^2 \right\|_\infty.
\]

(4.66)

With this, we can compare the correlation on the first input nodes with the outputs of the CNN similar to what we did in the proof of Theorem 4.3.1. Note that for merging, the inequalities (4.24), (4.27), (4.28), (4.30) still hold when \( \| \cdot \|_2^2 \) are replaced with \( \mathbb{E} |\cdot|^2 \). \( \square \)
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