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Facility Location (FL) problems are among the most fundamental problems in combinatorial optimization. FL problems are also closely related to Clustering problems. Generally, we are given a set of facilities, a set of clients, and a symmetric distance metric on these facilities and clients. The goal is to “open” the “best” subset of facilities, subject to certain budget constraints, and connect all clients to the opened facilities so that some objective function of the connection costs is minimized. In this dissertation, we consider generalizations of classical FL problems. Since these problems are NP-hard, we aim to find good approximate solutions in polynomial time.

We study the classic $k$-median problem which asks to find a subset of at most $k$ facilities such that the sum of connection costs of all clients to the closest facility is as small as possible. Our main result is a 2.675-approximation algorithm for this problem. We also consider the Knapsack Median (KM) problem which is a generalization of the $k$-median problem. In the KM problem, each facility is assigned
an opening cost. A feasible set of opened facilities should have the total opening
cost at most a given budget. The main technical challenge here is that the natural
LP relaxation has unbounded integrality gap. We propose a 17.46-approximation
algorithm for the KM problem. We also show that, after a preprocessing step, the
integrality gap of the residual instance is bounded by a constant.

The next problem is a generalization of the $k$-center problem, which is called
the Knapsack Center (KC) problem and has a similar budget constraint as in the
KM problem. Here we want to minimize the maximum distance from any client to
its closest opened facility. The KC problem is well-known to be 3-approximable.
However, the current approximation algorithms for KC are deterministic and it is
not hard to construct instances in which almost all clients have the worst-possible
connection cost. Unfairness also arises in this context: certain clients may consist-
tently get connected to distant centers. We design a randomized algorithm which
guarantees that the expected connection cost of “most” clients will be at most
$(1 + 2/e) \approx 1.74$ times the optimal radius and the worst-case distance remains the
same. We also show a similar result for the $k$-center problem: all clients have ex-
pected approximation ratio about 1.592 with a deterministic upper-bound of 3 in
the worst case.

It is well-known that a few outliers (very distant clients) may result in a
very large optimal radius in the center-type problems. One way to deal with this
issue is to cover only some $t$ out of $n$ clients in the so-called robust model. In this
thesis, we give tight approximation algorithms for both robust $k$-center and robust
matroid center problems. We also introduce a lottery model in which each client $j$
wants to be covered with probability at least $p_j \in [0, 1]$. We then give randomized approximation algorithms for center-type problems in this model which match the worst-case bounds of the robust model and slightly violate the coverage and fairness constraints.

Several of our results for FL problems in this thesis rely on novel dependent rounding schemes. We develop these rounding techniques in the general setting and show that they guarantee new correlation properties. Given the wide applicability of the standard dependent rounding, we believe that our new techniques are of independent interests.
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Chapter 1: Introduction

Combinatorial optimization is an important topic in Computer Science, which aims to find an optimal object from a finite (but possibly very large) set of objects. Many notable applications in other fields such as operations research, machine learning, artificial intelligence, and game theory involve solving discrete optimization problems. Unfortunately, most such optimization problems are NP-hard (see, e.g., [1–3].) Unless P=NP, which is believed to be highly unlikely by most researchers, there is no efficient algorithm (i.e., one that can find an optimal solution in polynomial time) for any NP-hard problem. The most popular approach in this case is to sacrifice the optimality and look for a good approximate solution. More formally, given an NP-hard minimization problem, we would like to find a polynomial-time algorithm which is provably guaranteed to return a solution whose cost is bounded by a small factor $\alpha$ times the optimal cost. We refer to such an algorithm as an $\alpha$-approximation algorithm. The factor $\alpha$ is called the approximation ratio or approximation guarantee of the algorithm.

Our goal is to make the approximation ratio as small as possible. However, approximating an NP-hard problem to below certain threshold can also be NP-hard. An $\alpha$-approximation algorithm for an NP-hard problem is said to be tight
if there does not exist an \((\alpha - \epsilon)\)-approximation algorithm for any \(\epsilon > 0\), unless \(P=NP\). Interestingly, not all NP-hard optimization problems are created equal: some problems can be significantly easier to approximate than others. For example, the Euclidean traveling salesman problem can be approximated to within a factor \((1+\epsilon)\) for any \(\epsilon > 0\) [4] while it is NP-hard approximate the maximum maximum clique to a factor better than \(O(n^{1-\gamma})\) for any \(\gamma > 0\) [5].

The main focus of this dissertation is on designing good approximation algorithms for the class of facility-location problems. The rest of this chapter is organized as follows. Section 1 describes a somewhat general setting for facility-location problems and their applications. In Section 2, we shall review known results for several classic facility-location and clustering problems. Then we give an outline of this dissertation in Section 3.

1.1 Facility Location Problems

Facility Location (FL) problems are among the most fundamental problems in combinatorial optimization, which have been studied intensively and extensively in the past few decades. In the general setting, we are given a set of facilities \(\mathcal{F}\), a set of clients \(\mathcal{C}\), and a symmetric distance metric \(^1\) \(d\) on \(\mathcal{F} \cup \mathcal{C}\). That is, for any \(i, j, k \in \mathcal{F} \cup \mathcal{C}\), we have \(d(i, j) = d(j, i)\) and \(d(i, j) + d(j, k) \geq d(i, k)\) (triangle inequality.) The goal is to open a subset of facilities, subject to certain feasibility constraints, and connect all clients to the open facilities so that some measurement constraints, and connect all clients to the open facilities so that some measurement

\(^1\)Note that most of the Facility Location problems are NP-hard to approximate to within any constant factor under a general distance function. We only consider metric Facility Location problems in this dissertation.
of the connection cost and the facility opening cost is minimized. Three of the
most well-studied, classic models under this setting are the Uncapacitated Facility
Location (UFL) problem, the $k$-median problem, and the $k$-center problem.

In the UFL problem, each facility $i \in \mathcal{F}$ has an opening cost $f_i \in \mathbb{R}_+$ and our
goal is to minimize the sum of the sum of connection cost from each client to the
nearest open facility plus the total opening facility cost. On the other hand, in the
$k$-median problem, we do not need to take into account the facility opening cost.
Instead, we have a cardinality constraint saying that at most $k$ facilities could be
open. Moreover, if we change our objective to minimize the maximum distance from
any client to the closest open facility and assume that $\mathcal{F} = \mathcal{C}$, then the problem is
known as the $k$-center problem.

One natural generalization of the $k$-median and $k$-center problems is to replace
the cardinality constraint by a knapsack constraint. That is, each facility $i$ will now
have a weight $w_i \geq 0$. We are given a budget $B > 0$ and require the total weight of
the solution set to be at most $B$. Here the two problems are known as the Knapsack
Median (KM) problem and Knapsack Center (KC) problem, respectively.

Another important way to define the feasibility constraint is requiring our
solution to be an independent set of a given matroid $\mathcal{M}$. For example, in the Matroid
Median problem, we look for a set of facilities being a basis of $\mathcal{M}$ which minimizes
the total connection cost of all clients. Many other facility location problems, such
as the data placement problem [6,7], the mobile facility location [8,9], the $k$-median
forest problem [10], and the metric-uniform minimum-latency UFL problem [11], can
be reduced to the Matroid Median problem [12].
FL problems have numerous applications in different areas, including Operational Research \cite{13,14}, Computational Biology \cite{15}, Computer Vision \cite{16,17}, Data Mining \cite{18}, and Network Design \cite{19}. Depending on the context, we may need to use a variant of the basic models. For example, in certain cases, we may require that each facility $i \in \mathcal{F}$ can only serve at most $c_i > 0$ clients. This is called the \textit{capacitated} version of the corresponding FL problem. In other applications, we may want to connect each client $j \in \mathcal{C}$ to exactly $r_j > 0$ facilities to ensure that $j$ still gets connected even when $r_j - 1$ facilities serving $j$ in the solution fail. This setting is called the \textit{fault-tolerant} version of the original problem.

Another notable application of the FL problems is in the context of epidemic prevention and mitigation. Suppose we have a set of potential hospital locations and information about the population demands of some country, which could be just the number of people living at some location. We already have some models to predict the spread of some disease, e.g. Ebola, over all people across the country. Now we look for locations to place the new hospitals which are \textit{most effective} in preventing/mitigating the disease. Then FL problems arise naturally in this context.

Facility Location problems are closely related to Clustering problems \cite{20}. For example, the $k$-center problem can also be considered a Clustering problem, wherein the set of given points (which is $\mathcal{F} = \mathcal{C}$ in this case) is partitioned into at most $k$ cluster with the objective function being the maximum cluster radius. Moreover, many techniques in FL problems have been successfully applied in other Clustering problems \cite{21,22}.
1.1.1 Summary

In summary, an instance of a FL problem studied in this thesis consists of a set of facilities \( F \), a set of clients \( C \), and a distance metric \( d \) on \( F \cup C \). We want to find a set \( S \subseteq F \) to minimize one of the following objective functions:

- the min-sum objective function: \( \sum_{j \in C} \min_{i \in S} d(i, j) \),
- the min-max objective function: \( \max_{j \in C} \min_{i \in S} d(i, j) \),

subject to one of the following feasibility constraints:

- the cardinality constraint: \( |S| \leq k \) for some given \( k \in \mathbb{Z}_+ \),
- the knapsack constraint: \( \sum_{i \in S} w_i \leq B \) for some given weight function \( w : F \rightarrow \mathbb{R}_+ \) and \( B \in \mathbb{R}_+ \),
- the matroid constraint: \( S \) should be a basis of some given matroid \( M \).

1.2 Background and Related Work

Here we review the current approximability results for several classic FL problems.

1.2.1 FL problems with the min-sum objective function

The UFL problem is known to be NP-hard. Therefore, researchers focus on designing approximation algorithms which run in polynomial time and produce a solution whose cost can be bounded a (preferably small) constant factor times the
optimal cost. Hochbaum [23] introduced an $O(\log n)$-approximation algorithm in 1982. Then Shmoys, Tardos and Aardal [24] gave the first constant approximation algorithm based on LP-rounding, where the ratio was 3.16. The approximation guarantee for UFL was then gradually improved by a series of papers [25–28]. The current best guarantee is 1.488 by the work of Shi Li [29] which carefully combines and randomizes JMS algorithm [30] and Byrka’s algorithm [28]. On the negative side, Guha and Kuller [31] showed the first hardness result for UFL which states that, unless $NP \subseteq DTIME(n^{O(\log \log n)})$, the UFL problem cannot be approximated to within a factor of 1.463. Then Sviridenko [26] improved the condition “$NP \subseteq DTIME(n^{O(\log \log n)})$” to “$P = NP$”.

The $k$-median problem is also known to be NP-hard. The first result for this problem was an $O(\log n \log \log n)$-approximation algorithm by Bartal [32]. Charikar, Guha, Tardos, and Shmoys [33] first gave a $6\frac{2}{3}$-approximation algorithm for $k$-median by an LP-rounding algorithm. Then, Jain and Vazirani [25] showed that one can use Lagrangian Relaxation to remove the budget constraint of opening at most $k$ facilities so that $k$-median is reduced to a special case of the UFL problem. Next, they construct the so-called bi-point solution, losing a factor of 3 in the process. Finally, they round this bi-point solution to an integral feasible solution losing another multiplicative factor of 2, yielding a 6-approximation. Later, Jain, Mahdian, and Saberi (JMS [30]) improved the approximation ratio of constructing the bi-point solution to 2 by an improved greedy algorithm with a clever dual fitting analysis, resulting in a 4-approximation. Following this, Arya et. al. [34] introduced a local-search-based $(3 + \epsilon)$-approximation algorithm.
Recently, Li and Svensson [35] give a breakthrough result stating that, given any $\alpha$-approximate solution to the $k$-median problem using $k + O(1)$ facilities, one can still transform it into an $(\alpha + \epsilon)$-approximate feasible solution in polynomial time. By opening a small constant extra number of facilities, Li and Svensson manage to improve the ratio when rounding the bi-point solution from 3 to $\frac{1 + \sqrt{3}}{2}$.

Taking into account the factor of 2 when constructing the bi-point solution, this is a $(1 + \sqrt{3} + \epsilon) \approx (2.73 + \epsilon)$-approximation for the $k$-median problem. The current best known approximation guarantee is $(2.675 + \epsilon)$, given by Byrka et al. [36]. In this work, the authors carefully design a set of 9 different rounding strategies which altogether improve the factor lost when rounding the bi-point solution from $\frac{1 + \sqrt{3}}{2} \approx 1.366$ to 1.337. On the negative side, Jain, Mahdian, and Saberi [30] showed that the $k$-median is $\text{NP}$-hard to approximate to within $1 + \frac{2}{e} \approx 1.735$.

The Capacitated $k$-median (CKM) problem is notoriously difficult to approximate. Recall that, in this problem, each facility $i \in \mathcal{F}$ can only serve at most $c_i$ different clients. There is no known constant approximation algorithm for this problem so far, nor do we know if such an algorithm exists. All known approximation algorithms so far either violate the capacitated constraint or the cardinality constraint. Byrka et al. give an $O(1/e^2)$-approximation algorithm by violating the capacity constraint by a factor of $(2 + \epsilon)$ in [37]. Recently, Shi Li [38] shows that there is an $O\left(\frac{1}{\epsilon^2} \log \frac{1}{\epsilon}\right)$-approximation algorithm for the CKM problem if allowed to open $(1 + \epsilon)k$ facilities and each facility may be open twice. A constant approximation ratio can also be achieved if allowed to violate the capacities by $(1 + \epsilon)$ [39, 40].

On the other hand, the Capacitated facility location problem (CFL) is much
easier to approximate. For the special case of uniform capacities, Korupolu et. al. [41] first gave a constant approximation, whose analysis was later improved by Chudak and Williamson [42]. The current best approximation ratio for the uniform CFL problem is 3 by Aggarwal et. al. [43]. For the general CFL problem, the first constant factor approximation algorithm was given by Pál et. al. [44]. Bansal et. al. [45] gave the current best 5-approximation algorithm for this problem. All mentioned algorithms are based on the local search method. The more recent work by An et. al. [46] introduced the first LP-based algorithm, settling the popular open question whether there exists such an algorithm for the CFL problem that was raised in [47]. Also, Svitkina [48] shows that the lower-bounded facility location problem, where each open facility should be assigned at least \( B \) clients, can be reduced to the CFL problem; and hence, admits a constant approximation guarantee.

The Fault-Tolerant \( k \)-median (FTKM) problem is also well-studied in the literature. As mentioned above, in this variant, we have to connect each client \( j \in C \) to at least \( r_j \geq 1 \) different facilities. When all \( r_j \)’s are equal, Swamy and Shmoys [49] gave a 4-approximation by using the Lagrangian relaxation technique. Then Hajiaghayi et. al. [50] introduced a 93-approximation algorithm for the non-uniform case, which is currently the best known guarantee.

The Knapsack Median problem was first proposed by Krishnaswamy et. al. [51]. Although this is a generalization of the \( k \)-median problem, we still do not know a stronger lower-bound than \( 1 + 2/e \) for the KM problem. Krishnaswamy et. al. [51] gave a bicriteria \((16 + \epsilon)\)-approximation while violating the budget constraint by \((1 + \epsilon)\). Then Kumar [52] gave the first constant approximation algorithms for
the problem although the ratio was very large – around 2700. Later, the work by Charikar & Li [53] and Swamy [12] improved the approximation ratio to 34 and 32, respectively. The main challenge when approximating this problem is due to the unbounded integrality gap of the natural LP relaxation. All approximation algorithms for the KM problem so far are using Kumar’s bound. This bound allows us to upper-bound the connection cost of a cluster of nearby clients in terms of the cost of the optimal integral solution.

1.2.2 FL problems with the min-max objective function

One of the most basic and well-known problems in this class is the $k$-center problem. Recall that, in this problem, we have $\mathcal{F} = \mathcal{C}$ (i.e. each client is also a center) and want to minimize the maximum radius of all $k$ clusters. The $k$-center problem is NP-hard and is 2-approximable [47]. Moreover, unless $\text{P} = \text{NP}$, we cannot approximate it to within factor $2 - \epsilon$ for any $\epsilon > 0$. If we require that some clients may not be open as a center (i.e. $\mathcal{F} \neq \mathcal{C}$), the problem is known as the $k$-supplier problem. It is relatively easy to modify most 2-approximation algorithms for $k$-center to obtain 3-approximation algorithms for the case $\mathcal{F} \neq \mathcal{C}$. Also, the lower-bound of $k$-supplier is known to be 3.

Similar to the KM problem, a natural generalization of the $k$-center problem is to assign a weight $w_j \geq 0$ to each client $j \in \mathcal{C}$ then require that the total weight of open centers should not exceed a given budget $B$. This problem is called the Knapsack Center problem and has a 3-approximation algorithm [54].
The Capacitated \( k \)-center problem seems to be easier to approximate than the \text{CKM} problem. It does admit a constant approximation ratio. Khuller and Sussmann [55] first gave a 6-approximation algorithm for the special case of uniform capacities. More than a decade later, the breakthrough work by Cygan et. al. [56] introduced the first constant factor approximation algorithm. Then An et. al. [57] improved the approximation ratio to 9, using a deterministic LP rounding algorithm.

The Fault-Tolerant \( k \)-center with uniform requirements was considered by Sussmann and Khuller [58]. They gave a 3-approximation algorithm for the problem.

The Matroid Center problem is another generalization of the \( k \)-center problem. In this problem, we replace the cardinality constraint by a matroid constraint. That is, given matroid \( \mathcal{M} = (\mathcal{F}, \mathcal{I}) \) where \( \mathcal{I} \) is the family of independent sets of the ground set \( \mathcal{F} \), we require any feasible open set of centers to be a member of \( \mathcal{I} \). This problem was first studied by Chen et. al. [59], who also gave a (tight) 3-approximation algorithm.

In some cases, a few clients may cause the optimal radius of a \( k \)-center instance to be blown-up significantly. This issue was addressed by Charikar et. al. [60]. They referred to such clients as \textit{outliers} and suggested a new model to deal with outliers. To this end, they introduced the so-called Robust \( k \)-center, in which we are also given an integer \( t < n \) and only need to serve at least \( t \) clients in \( \mathcal{C} \). Then they gave a 3-approximation algorithm for the Robust \( k \)-center problem. Chen et. al. [59] consider the Robust Matroid Center problem and provide a combinatorial algorithm which achieves a ratio of 7. Streaming and distributed algorithms for the \( k \)-center problem with outliers have been studied by McCutchen and Khuller [61] and by
Malkomes et. al. [62]. (Also, see [63] for a constant factor approximation algorithm for the $k$-median problem with outliers.)

Recently, there are new studies about generalizations of the $k$-center and $k$-supplier with outliers. The work by [64] considers the non-uniform $k$-center problem, in which we are given a set of radii $\{r_1, r_2, \ldots, r_k\}$ and want to assign these radii to the chosen $k$ centers so that all points are covered. The authors show that the problem cannot be approximated to within any constant factor (unless P=NP) and give a bi-criteria approximation algorithm which achieves an $O(1)$-approximation and opens some $\Theta(1)$ centers of each radius. Also, Ahmadian and Swamy [65] give a 5-approximation algorithm for the $k$-supplier with outliers and with lower-bounds on the number of connections of each facility. Cygan and Kociumaka [66] show that there is a constant factor approximation for the Capacitated $k$-center problem with outliers.

### 1.2.3 Related Clustering problems

Depending on the applications, we may need different objective functions than the min-sum and min-max measurements as in $k$-median and $k$-center. A notable example is the $k$-sum-radii problem proposed by Charikar and Panigrahy [21]. In this problem, we want to partition a set of points in a metric space into $k$ clusters so as to minimize the sum of cluster radii. Using similar ideas in [25] and [30], they applied the Lagrangian Relaxation technique to remove the cardinality constraint, used a primal-dual method to obtain a 3-approximation for the UFL-like problem,
and then obtained a bi-point solution while only losing a factor \((1+\varepsilon)\) in this process. After rounding the bi-point solution, their algorithm achieves an approximation ratio of \(\approx 3.5\). See [67–69] for more recent results on this problem.

Researchers have also tried to include additional requirements to obtain clusters satisfying desirable properties. Aggarwal et. al. [22] study some clustering problems in which we have a lower-bound on the number of points assigned to each cluster. For example, in the \(r\)-gather problem, we want to partition all given data points into clusters containing at least \(r\) points each so that the maximum radius of all clusters is minimized. Aggarwal et. al. [22] gave a (tight) 2-approximation algorithm for this problem. Clustering problems have also been studied under various models (see, e.g., [70–72]).

1.3 Dissertation outline

In this section, we briefly describe the our main technical contributions of the dissertation and how the next chapters are organized.

Chapter 2 discusses the dependent rounding technique which will be used extensively in the following chapters. It turns out that several of our FL problems require a new dependent-rounding method which can both preserve a set of hard “clustering contraints” and a set of soft knapsack constraints while guaranteeing “near-negative-correlation” among any subset of the variables. We will first review the basic dependent rounding scheme. Next, we describe a motivating problem in the context of FL problems and introduce new dependent rounding algorithms.
Finally, we prove the required correlation properties of our rounding schemes. Given the broad applicability of dependent rounding, we believe that the new techniques developed in this chapter will be of independent interests.

Chapter 3 presents an improved \((2.675 + \epsilon)\)-approximation algorithm for the \(k\)-median problem. We propose a set of 9 different randomized strategies to round the so-called \textit{bi-point solution} of any \(k\)-median instance. By solving a non-linear factor-revealing program, we obtain an approximation ratio of 1.3371, which improves upon the ratio of \(\frac{1 + \sqrt{3}}{2} \approx 1.366\) by Li and Svensson [35]. Taking into account a factor of 2 lost due to construction of the \textit{bi-point solution}, this gives a \((2.675 + \epsilon)\)-approximation algorithm. Using techniques developed in Chapter 2, we also improve the run-time from \(n^{O(1/\epsilon^2)}\) to \(n^{O((1/\epsilon) \log(1/\epsilon))}\).

In Chapter 4, we introduce a 17.46-approximation algorithm for the Knapsack Median problem, improving upon the 32-approximation algorithm by Swamy [12]. Our improvement in the approximation ratio comes from a new sparsification step which strengthens Kumar’s bound, a simple clustering step inspired by [33], and randomization in the final rounding step. Our preprocessing algorithm yields the following by-product result: the LP relaxation of any sparsed instances has bounded integrality gap. We also give a bicriteria \((1 + \sqrt{3} + \epsilon)\)-approximation algorithm if allowed to violate the knapsack constraint by \((1 + \epsilon)\).

We develop a new randomized algorithm for the Knapsack Center problem in Chapter 5, which not only matches the tight approximation ratio of 3 but also guarantees that almost all clients have expected connection cost at most \(1 + 2/e \approx 1.735\) times the optimal radius. The two main technical ideas here are (i) applying a
preprocessing step to ensure each center does not serve too many clients fractionally and (ii) utilizing the new dependent rounding method in Chapter 2.

Chapter 6 addresses the classic $k$-center problem. As mentioned before, there are simple 2-approximation algorithms for this problem. However, to the best of our knowledge, all of these algorithms are deterministic. For any such algorithm, it is not difficult to point out an instance in which most of the clients have connection cost actually matching the worst-case bound. Here we introduce a randomized algorithm which gives a slightly worse approximation guarantee of 3 but guarantees that all clients have expected approximation ratio only about 1.596.

Chapter 7 is about the center-type problems with outliers. We give tight approximation algorithms for the robust $k$-center and robust matroid center problems. We also introduce a new lottery model in which each client $j$ requests a “target” probability $p_j$ of being connected in the solution. Then we develop approximation algorithms for the fair robust $k$-center, fair robust knapsack center, and fair robust matroid center problems under this model.

Finally, we conclude the dissertation and discuss future works in Chapter 8.
Chapter 2: Dependent Rounding

2.1 Overview

2.1.1 Background

Randomized rounding is a very popular (and powerful) technique in designing approximation algorithms for NP-hard problems. The technique was first developed by Raghavan and Thompson [73]. The idea is to first solve the LP relaxation of our problem. Then the fractional LP solution \( x \in [0, 1]^n \) will be rounded into an integral solution \( X \in \{0, 1\}^n \) in a randomized manner. In the original work [73], each variable \( x_i \) will be rounded independently so that \( \Pr[X_i = 1] = x_i \). This old technique has two main advantages. First, since the marginal probabilities are preserved, the expected “cost” of \( X \) will be equal to the optimal value of the LP by linearity of expectation. Secondly, one can apply Chernoff-type bounds on any linear function of \( X \) and argue that \( X \) is “feasible” with high probability.

In many applications, there are hard constraints which cannot be violated. For example, we may have a cardinality constraint: \( \sum_{i=1}^n X_i \leq k \) for some parameter \( k \in \mathbb{N} \). The technique by Raghavan and Thompson performs badly in this case as we have to “condition” on the event that the cardinality constraint is not violated.
In a seminal work, Ageev and Sviridenko [74] introduced a deterministic rounding scheme, called \emph{pipage rounding}, which allows us to obtain a feasible $X$ with probability one. Roughly speaking, the idea is to round $x$ iteratively. In each step, we ensure that (i) at least one variable becomes integral and (ii) $x$ is modified in such a way that its “cost” (normally a linear function of $x$) does not increase.

The technique of Ageev and Sviridenko [74] was interpreted probabilistically in the work of Srinivasan [75] and further developed by Gandhi et. al. [76], giving rise to dependent-rounding schemes. In the past decade, dependent rounding techniques have found many applications in combinatorial optimization [53, 76–80]. Moreover, researchers have been trying to generalize the technique to make it work for matroid or matroid-intersection polytopes [81–83] and/or guarantee other correlation/concentration properties [36, 82, 84, 85].

The results by Srinivasan [75] are summarized in the following theorem.

\textbf{Theorem 2.1.1 (Srinivasan [75])}. There exists an algorithm \textsc{DepRound}(x) which takes as input a vector $x \in [0,1]^n$, and outputs a vector $X \in \{0,1\}^n$ in linear time with the following properties:

(A1) marginal probabilities are preserved: $\Pr[X_i = 1] = x_i$, for all $i \in [n]$,

(A2) $\lfloor \sum_{i=1}^n x_i \rfloor \leq \sum_{i=1}^n X_i \leq \lceil \sum_{i=1}^n x_i \rceil$ with probability one,

(A3) negative correlation: for any $S \subseteq [n]$, we have

$$\Pr \left[ \bigwedge_{i \in S} (X_i = 1) \right] \leq \prod_{i \in S} x_i,$$
and
\[
\Pr \left[ \bigwedge_{i \in S} (X_i = 0) \right] \leq \prod_{i \in S} (1 - x_i).
\]

The third property (A3) says that all variables are negatively correlated. In particular, this property allows us to apply Chernoff-type concentration bounds for linear functions of the variables [86].

2.1.2 Organization

Dependent rounding is a crucial tool to design (approximation) algorithms for facility-location problems in this thesis. In this chapter, we will discuss a new dependent-rounding technique, called Symmetric Randomized Dependent Rounding (SRDR), with stronger correlation properties. Both the basic dependent rounding and SRDR techniques will be applied extensively in later chapters. We also believe that SRDR is of independent interests.

The rest of this chapter is organized as follows. In Section 2, we review the weighted dependent rounding algorithm, which is slightly more general than the rounding scheme in [75]. In Section 3, we show that by randomly permuting the variables before applying weighted dependent rounding, the resulting variables will become “nearly” independent. Next, we formally state our basic problem (in the context of facility-location problems) and motivation for a new technique in Section 4. Then we consider a simple rounding algorithm which guarantees half-negative correlation among the variables in Section 5. Finally, we develop and analyze the
2.2 Weighted Dependent Rounding

Here we review the standard weighted dependent rounding algorithm. Suppose we are given a vector \( x \in [0, 1]^n \) and a “weight” vector \( a \in \mathbb{R}_+^n \). The goal is to round \( x \) into an integral vector \( X \in \{0, 1\}^n \) such that both the weighted sum and marginal probabilities are preserved (i.e., \( \sum_{i=1}^n a_i X_i = \sum_{i=1}^n a_i x_i \) and \( \mathbb{E}[X_i] = x_i \) for \( i \in [n] \)).

Note that this is always not possible: e.g., consider the case where there is only one variable \( x_1 = 0.5 \) with \( a_1 = 1 \). Thus, we may have to leave one fractional value in \( X \). Let \( \text{frac}(x) = \{ i \in [n] : 0 < x_i < 1 \} \) be the set of indices of fractional variables of \( x \). The basic algorithm is as follows.

Algorithm 1 Simplify \((x, a)\)

1: Choose any distinct pair \( i^*, j^* \in \text{frac}(x), \ i^* \neq j^* \)
2: Let \( \delta_+ \leftarrow \min\{1 - x_{i^*}, (a_{j^*} x_{j^*})/a_{i^*}\} \)
3: Let \( \delta_- \leftarrow \min\{x_{i^*}, (a_{j^*} (1 - x_{j^*}))/a_{i^*}\} \)
4: With probability \( \delta_+ / \delta_+ + \delta_- \),
   \[
   X \leftarrow x + (\delta_+) e_{i^*} - \left( \frac{a_{i^*}}{a_{j^*}} \delta_+ \right) e_{j^*},
   \]
   else,
   \[
   X \leftarrow x - (\delta_-) e_{i^*} + \left( \frac{a_{i^*}}{a_{j^*}} \delta_- \right) e_{j^*}.
   \]
5: return \( X \)

Algorithm 2 WeightedDepRound \((x, a)\)

1: while \( |\text{frac}(x)| \geq 2 \) do
2: \( x \leftarrow \text{Simplify}(x, a) \)
3: return \( x \)

To analyze WeightedDepRound, we need the following lemma.
Lemma 2.2.1. Given any vector $x \in [0,1]^n$ and $a \in \mathbb{R}_+^n$. Suppose $X$ is the output of Simplify($x,a$) and $i^*,j^*$ are indices chosen during the process. Then we have $X_i^*,X_j^* \in [0,1]$ and at least one of $X_i^*,X_j^*$ is in $\{0,1\}$. Also, we have the following properties

(B1) $a_i^*X_i^* + a_j^*X_j^* = a_i^*x_i^* + a_j^*x_j^*$,

(B2) $E[X_i^*] = x_i^*$ and $E[X_j^*] = x_j^*$,

(B3) $E[X_i^*X_j^*] \leq x_i^*x_j^*$ and $E[(1-X_i^*)(1-X_j^*)] \leq (1-x_i^*)(1-x_j^*)$.

Proof. By definition of $\delta_+$ and $\delta_-$, we have $x_i^*+\delta_+ \leq 1, x_i^* - \delta_- \geq 0, x_j^* - a_i^*\delta_+/a_j^* \geq 0$, and $x_j^* + a_i^*\delta_-/a_j^* \leq 1$. It is easy to verify that at least one of $X_i^*,X_j^*$ is in $\{0,1\}$. If the first rule in line 4 is used, we have

$$a_i^*X_i^* + a_j^*X_j^* = a_i^*(x_i^* + \delta_+) + a_j^*(x_j^* - a_i^*\delta_+/a_j^*)$$
$$= a_i^*x_i^* + a_j^*x_j^*.$$ 

Similarly, the second rule is called, we have

$$a_i^*X_i^* + a_j^*X_j^* = a_i^*(x_i^* - \delta_-) + a_j^*(x_j^* + a_i^*\delta_-/a_j^*)$$
$$= a_i^*x_i^* + a_j^*x_j^*.$$
Thus, (B1) holds. By construction, we obtain

\[ E[X_i^*] = \frac{\delta_-}{\delta_+ + \delta_-}(x_{i^*} + \delta_+) + \frac{\delta_+}{\delta_+ + \delta_-}(x_{i^*} - \delta_-) \]

\[ = x_{i^*}. \]

Similarly, \( E[X_j^*] = x_{j^*} \). Finally, we have

\[ E[X_i^* X_j^*] = \frac{\delta_-}{\delta_+ + \delta_-}(x_{i^*} + \delta_+) \left( x_{j^*} - \frac{a_{i^*}}{a_{j^*}} \delta_+ \right) + \frac{\delta_+}{\delta_+ + \delta_-}(x_{i^*} - \delta_-) \left( x_{j^*} + \frac{a_{i^*}}{a_{j^*}} \delta_- \right) \]

\[ = x_{i^*} x_{j^*} - \frac{a_{i^*}}{a_{j^*}} \cdot \frac{\delta^2 \delta_-}{\delta_+ + \delta_-} - \frac{a_{i^*}}{a_{j^*}} \cdot \frac{\delta^2 \delta_+}{\delta_+ + \delta_-} \]

\[ \leq x_{i^*} x_{j^*}, \]

since both \( \delta_+ \) and \( \delta_- \) are positive. Similarly, \( E[(1 - X_{i^*})(1 - X_{j^*})] \leq (1 - x_{i^*})(1 - x_{j^*}). \)

\[ \square \]

**Theorem 2.2.1.** Given any vector \( \mathbf{x} \in [0, 1]^n \) and \( \mathbf{a} \in \mathbb{R}_+^n \). The algorithm \textsc{WeightedDepRound}(\( \mathbf{x}, \mathbf{a} \)) will return a (random) vector \( \mathbf{X} \in [0, 1]^n \) with at most one floating value in \((0,1)\) in linear time such that

**C1** the weighted sum is preserved: \( \sum_{i=1}^n a_i X_i = \sum_{i=1}^n a_i x_i \) with probability one,

**C2** the marginal probabilities are preserved: \( E[X_i] = x_i \) for all \( i \in [n] \),

**C3** all variables are negatively correlated: for any \( S \subseteq [n] \), we have

\[ E \left[ \prod_{i \in S} X_i \right] \leq \prod_{i \in S} x_i, \]
and

\[
\mathbb{E}
\left[
\prod_{i \in S} (1 - X_i)
\right] \leq \prod_{i \in S} (1 - x_i).
\]

Proof. By Lemma 2.2.1, at least one new variable will become integral after each iteration of the while-loop at line 2. Thus, the algorithm terminates after \(O(n)\) time and \(X\) has at most one remaining fractional value. Note that there are only two variables being changed in each iteration and their sum remains unchanged by Lemma 2.2.1. Then, by induction, (C1) holds.

Now fix any variable \(x_i\). In each iteration, either \(x_i\) is not changed by \textsc{Simplify} or the expected value of the modified \(x_i\) remains the same. Again, by induction, \(\mathbb{E}[X_i] = x_i\).

Finally, fix any \(S \subseteq [n]\). For \(k = 0, 1, 2, \ldots, n\), let \(X^{(k)}\) denote the (random) value of \(x\) after \(k\) steps. We will prove property (C3) by induction. When \(k = 0\), the claim is vacuously true. For \(k \geq 1\), suppose \(\{i^*, j^*\}\) are indices chosen by \textsc{Simplify} in the \(k\)-th iteration. We consider the following cases:

- Case \(S \cap \{i^*, j^*\} = \emptyset\):

\[
\mathbb{E}
\left[
\prod_{i \in S} X_i^{(k)}
\right] = \prod_{i \in S} X_i^{(k-1)},
\]

- Case \(S \cap \{i^*, j^*\} = \{i^*\}\):

\[
\mathbb{E}
\left[
\prod_{i \in S} X_i^{(k)}
\right] = \prod_{i \in S \setminus \{i^*\}} X_i^{(k-1)} \mathbb{E}\left[X_i^{(k)}\right] = \prod_{i \in S} X_i^{(k-1)},
\]
• Case $S \cap \{i^*, j^*\} = \{j^*\}$:

$$E\left[\prod_{i \in S} X_i^{(k)}\right] = \prod_{i \in S \setminus \{j^*\}} X_i^{(k-1)}E\left[X_{j^*}^{(k)}\right] = \prod_{i \in S} X_i^{(k-1)},$$

• Case $S \cap \{i^*, j^*\} = \{i^*, j^*\}$:

$$E\left[\prod_{i \in S} X_i^{(k)}\right] = \prod_{i \in S \setminus \{i^*, j^*\}} X_i^{(k-1)}E\left[X_{i^*}^{(k)}X_{j^*}^{(k)}\right] \leq \prod_{i \in S} X_i^{(k-1)}.$$

Thus, $E\left[\prod_{i \in S} X_i^{(k)}\right] \leq \prod_{i \in S} X_i^{(k-1)}$. Summing over all possible values of $X^{(k-1)}$, we get

$$E\left[\prod_{i \in S} X_i^{(k)}\right] \leq E\left[\prod_{i \in S} X_i^{(k-1)}\right] \leq \prod_{i \in S} x_i,$$

by inductive hypothesis. Similarly, we have

$$E\left[\prod_{i \in S} (1 - X_i)\right] \leq \prod_{i \in S} (1 - x_i).$$
2.3 Near Independence via Random Permutation

The negative correlation property of WeightedDepRound gives us nice bounds of $E[\prod_i X_i]$ and $E[\prod_i (1 - X_i)]$. However, in certain cases, we may wish to bound products containing “mixed” factors of both $X_i$’s and $(1 - X_i)$’s. (We will further discuss this issue in the next section.) Note that if all variables were rounded independently, the expected value of such products would be equal to the product of $x_i$’s and $(1 - x_i)$’s. While this property may not hold true in our dependent rounding algorithm, we may actually show that the expected value might not deviate too much from the target product as if the variables are independently rounded.

In this section, we consider a simple modification to the standard weighted dependent rounding scheme in Section 2.2 which yields the near-independence property. The main result is as follows.

**Theorem 2.3.1.** Suppose we are given any vector $\mathbf{x} \in [0, 1]^n$ and $\mathbf{a} \in \mathbb{R}_+^n$ such that $\min_i \{x_i, 1 - x_i\} \geq \alpha$ and $\max_i a_i \min_i a_i \leq 1 + \alpha$ for some constant $\alpha \geq 0$. There is an algorithm which can round $\mathbf{x}$ in linear time and return a (random) vector $\mathbf{X} \in [0, 1]^n$ with at most one floating value in $(0, 1)$ such that

1. **(D1)** the weighted sum is preserved: $\sum_{i=1}^n a_i X_i = \sum_{i=1}^n a_i x_i$ with probability one,

2. **(D2)** the marginal probabilities are preserved: $E[X_i] = x_i$ for all $i \in [n]$,

3. **(D3)** any “small” subset of variables has the near-independence property: for any
disjoint sets \( S, T \subseteq [n] \)

\[
\left( 1 - \frac{8t(t-1)}{3n^2} \right) \lambda \leq \mathbb{E} \left[ \prod_{i \in S} X_i \prod_{i \in T} (1 - X_i) \right] \leq \left( 1 + \frac{8t}{3n^2} \right)^{t-1} \lambda,
\]

where \( t = |S \cup T| \).

2.3.1 Algorithm

The key idea is to permute the variables before applying the procedure SIMPLIFY on consecutive variables starting from the left.

\begin{algorithm}
\caption{WeightedDepRound2(x, a)}
\begin{algorithmic}[1]
\STATE Let \( \pi \) be a random permutation of \( (1, 2, \ldots, n) \)
\STATE \( i^* \leftarrow \pi(1) \)
\FOR {\( j \leftarrow 2, 3, \ldots, n \)}
\STATE \( j^* \leftarrow \pi(j) \)
\STATE \( x \leftarrow \text{Simplify}(x, a, i^*, j^*) \)
\IF {\( x_j \in (0, 1) \)}
\STATE \( i^* \leftarrow j^* \)
\ENDIF
\ENDFOR
\RETURN x
\end{algorithmic}
\end{algorithm}

2.3.2 Analysis

In this section, we will prove that WeightedDepRound2 satisfies the properties stated in Theorem 2.3.1. Using similar arguments as in Section 2.2, it is not difficult to show the following lemma.

Lemma 2.3.1. Given any vector \( x \in [0, 1]^n \) and \( a \in \mathbb{R}_+^n \). The algorithm WeightedDepRound2(x, a) will return a (random) vector \( X \in [0, 1]^n \) with at most one floating value in \((0, 1)\) in linear time such that
(D1) the weighted sum is preserved: \( \sum_{i=1}^{n} a_i X_i = \sum_{i=1}^{n} a_i x_i \) with probability one,

(D2) the marginal probabilities are preserved: \( \mathbf{E}[X_i] = x_i \) for all \( i \in [n] \).

So it remains to show the near-independence property. Let us take any \( x \in [0, 1]^n \), \( a \in \mathbb{R}_+^n \) such that \( \frac{\max_i a_i}{\min_i a_i} \leq 1 + \alpha \), where \( \alpha = \min_{i \in [n]} \{ x_i, 1-x_i \} \). Let \( \mathbf{X} \) be the resulting vector of \( \text{WeightedDepRound2}(x, a) \). For any disjoint sets \( S, T \subseteq [n] \), we shall prove that

\[
\left(1 - \frac{8t(t-1)}{3n\alpha^2}\right) \lambda \leq \mathbf{E} \left[ \prod_{i \in S} X_i \prod_{i \in T} (1 - X_i) \right] \leq \left(1 + \frac{8t}{3n\alpha^2}\right)^{t-1} \lambda, \tag{2.1}
\]

where \( t = |S \cup T| \) and \( \lambda = \prod_{i \in S} x_i \prod_{i \in T} (1 - x_i) \).

Suppose \( S \cup T = \{j_1, j_2, \ldots, j_t\} \). Let \( I := \{ \pi^{-1}(j_1), \pi^{-1}(j_2), \ldots, \pi^{-1}(j_t) \} \) be the set of “positions” of the variables with respect to \( \pi \). WLOG, assume that \( I = \{i_1, \ldots, i_t\} \) where \( i_1 < i_2 < \ldots < i_t \). For the ease of notation, we define 
\[
Y_j := X_{\pi(i_j)} \text{ if } \pi^{-1}(i_j) \in S \text{ and } Y_j := 1 - X_{\pi(i_j)} \text{ if } \pi^{-1}(i_j) \in S \text{ for } j = 1, 2, \ldots, t.
\]

Also, define \( q_j := \mathbf{E}[Y_j] \) for \( j \in [t] \). Then, inequality (2.1) is equivalent to

\[
\left(1 - \frac{8t(t-1)}{3n\alpha^2}\right) \prod_{i=1}^{t} q_i \leq \mathbf{E} \left[ \prod_{i=1}^{t} Y_i \right] \leq \left(1 + \frac{8t}{3n\alpha^2}\right)^{t-1} \prod_{i=1}^{t} q_i. \tag{2.2}
\]

In the rest of the analysis, we will analyze the change of \( x \) in the algorithm, but all the definitions of \( \lambda \) and \( q_j \)'s so far should only depend on the original value of \( x \). Let \( D_j = i_{j+1} - i_j \) for \( j = 1, 2, \ldots, t-1 \) and define \( D_t = 1 \). Note that \( D_j \) is a random variable which depends on \( \pi \).
We say that a variable $x_i$ is \textit{fixed} if it is rounded to zero or one during the process. The key observation for this analysis is that, for any subset of $t$ variables where $t$ is small is enough, the distance between these variables in our permutation is relatively large. It means that there is a good chance that they will be fixed before being rounded together by \textsc{Simplify}. Intuitively, this will limit the positive correlation among the variables.

\textbf{Lemma 2.3.2.} For any $j \in [t]$, let $\mathcal{E}_j$ denote the (bad) event that $x_{\pi(i_j)}$ is co-rounded with $x_{\pi(i_{j+1})}$ by \textsc{Simplify}. Define $\delta_j := (1 - \alpha)^{(D_j - 2)/2}$ for $j \leq t - 1$ and $\delta_t = 0$. We have that $\Pr[\mathcal{E}_j] \leq \delta_j$ for all $j \in [t]$.

\textit{Proof.} The claim is vacuously true for $j = t$. Assume $j \leq t - 1$. By construction, $x_{\pi(i_j)}$ will be co-rounded with exactly $D_j - 1$ other variables before meeting $x_{\pi(i_{j+1})}$ if it does not get fixed. Thus, it suffices to prove that the probability that $x_{\pi(i_j)}$ is fixed in two consecutive calls of \textsc{Simplify}, say \textsc{Simplify}(\textbf{x}, \textbf{a}, \pi(i_j), \pi(\ell)) and \textsc{Simplify}(\textbf{x}, \textbf{a}, \pi(i_j), \pi(\ell + 1)) where $\ell \in (j, t)$, is at least $\alpha$, regardless of the current value of $x_{\pi(i_j)}$.

First, let us focus on the call of \textsc{Simplify}(\textbf{x}, \textbf{a}, \pi(i_j), \pi(\ell)). For the rest of this proof, for simplicity, let us just write $x_{ij}$ and $a_{\ell}$ to indicate $x_{\pi(i_j)}$ and $a_{\pi(\ell)}$. In this procedure, we set

$$
\delta_+ = \min\left\{1 - x_{ij}, \frac{a_{\ell}}{a_{ij}}x_{\ell}\right\}, \quad \delta_- = \min\left\{x_{ij}, \frac{a_{\ell}}{a_{ij}}(1 - x_{\ell})\right\}.
$$

Then, with probability $\delta_-/(\delta_+ + \delta_-)$, we update $x_{ij} \leftarrow x_{ij} + \delta_+$. With remaining probability $\delta_+/(\delta_+ + \delta_-)$, we update $x_{ij} \leftarrow x_{ij} - \delta_-$. Consider the following cases:
• Case $1 - x_{ij} \leq \frac{a_{\ell}}{a_{ij}} x_{\ell}$: we have $\delta_+ = 1 - x_{ij}$. If $\delta_- = x_{ij}$ then $x_{ij}$ will be rounded to zero or one in both cases. Else, $\delta_- = \frac{a_{\ell}}{a_{ij}} (1 - x_{\ell})$, then $x_{ij}$ will be equal to 1 with probability at least

$$\frac{\delta_-}{\delta_+ + \delta_-} = \frac{\frac{a_{\ell}}{a_{ij}} (1 - x_{\ell})}{1 - x_{ij} + \frac{a_{\ell}}{a_{ij}} (1 - x_{\ell})} \geq \frac{\frac{a_{\ell}}{a_{ij}} (1 - x_{\ell})}{\frac{a_{\ell}}{a_{ij}} x_{\ell} + \frac{a_{\ell}}{a_{ij}} (1 - x_{\ell})} \geq 1 - x_{\ell} \geq \alpha.$$

• Case $1 - x_{ij} > \frac{a_{\ell}}{a_{ij}} x_{\ell}$: we have $\delta_+ = \frac{a_{\ell}}{a_{ij}} x_{\ell}$. If $\delta_- = x_{ij} \leq \frac{a_{\ell}}{a_{ij}} (1 - x_{\ell})$, then $x_{ij}$ will be equal to 0 with probability at least

$$\frac{\delta_+}{\delta_+ + \delta_-} = \frac{\frac{a_{\ell}}{a_{ij}} x_{\ell}}{\frac{a_{\ell}}{a_{ij}} x_{\ell} + x_{ij}} \geq \frac{\frac{a_{\ell}}{a_{ij}} x_{\ell}}{\frac{a_{\ell}}{a_{ij}} x_{\ell} + \frac{a_{\ell}}{a_{ij}} (1 - x_{\ell})} \geq x_{\ell} \geq \alpha.$$

Thus, the only case that $X_{ij}$ does not get fixed by SIMPLIFY($x, a, \pi(i_j), \pi(\ell)$) with probability at least $\alpha$ (in fact, $x_{ij}$ remains fractional with probability one in this case) is that

$$\frac{a_{\ell}}{a_{ij}} (1 - x_{\ell}) < x_{ij} < 1 - \frac{a_{\ell}}{a_{ij}} x_{\ell}.$$

Suppose this is the case and let $x'_{ij}$ denote the updated value of $x_{ij}$ after this step. Then the algorithm proceeds to call SIMPLIFY($x, a, \pi(i_j), \pi(\ell + 1)$). Using similar arguments, the only case that $X_{ij}$ does not get fixed by SIMPLIFY($x, a, \pi(i_j), \pi(\ell + 1)$) with probability at least $\alpha$ is that

$$\frac{a_{\ell+1}}{a_{ij}} (1 - x_{\ell+1}) < x'_{ij} < 1 - \frac{a_{\ell+1}}{a_{ij}} x_{\ell+1}. \quad (2.3)$$

Recall there are only two possible ways to update $x_{ij}$:
• Case 1: With probability $\frac{\delta_+}{\delta_+ + \delta_-}$, we have

\[
x_{ij}' = x_{ij} + \delta_+
\]

\[
= x_{ij} + \frac{a_\ell}{a_{ij}}X_{ij}
\]

\[
> \frac{a_\ell}{a_{ij}}(1 - x_\ell) + \frac{a_\ell}{a_{ij}}x_\ell
\]

\[
= \frac{a_\ell}{a_{ij}} \geq \frac{1}{1 + \alpha} = 1 - \frac{1}{1 + \alpha} \alpha \geq 1 - \frac{a_{\ell+1}}{a_{ij}}x_{\ell+1} > x_{ij}',
\]

which is a contradiction.

• Case 2: With probability $\frac{\delta_-}{\delta_+ + \delta_-}$, we have

\[
x_{ij}' = x_{ij} - \delta_-
\]

\[
= x_{ij} - \frac{a_\ell}{a_{ij}}(1 - x_\ell)
\]

\[
< 1 - \frac{a_\ell}{a_{ij}}x_\ell - \frac{a_\ell}{a_{ij}}(1 - x_\ell)
\]

\[
= 1 - \frac{a_\ell}{a_{ij}} \leq 1 - \frac{1}{1 + \alpha} = \frac{1}{1 + \alpha} \alpha \leq \frac{a_{\ell+1}}{a_{ij}}(1 - x_{\ell+1}) < x_{ij}',
\]

which is also a contradiction.

Therefore, inequality (1) does not hold and $x_{ij}$ will get fixed in the second call with probability at least $\alpha$.

\[\square\]

**Lemma 2.3.3.** Conditioning on any fixed value of $\pi$, we have that

\[
\prod_{i=1}^{t} \max\{0, q_i - \delta_i\} \leq \mathbb{E} \left[ \prod_{i=1}^{t} Y_i \right] \leq \prod_{i=1}^{t} (q_i + \delta_i).
\]
Proof. Recall that $q_i$’s are independent of $\pi$ as dependent rounding always preserves the marginals regardless of the order of calling SIMPLIFY. We shall prove this claim by (backward) induction on the number of variables. For $k \in [t]$, we let $F_k$ denote the an arbitrary, attainable configuration of the first $k$ variables $Y_1, \ldots, Y_k$ that has been produced by the algorithm. Also, define $F_0 := \emptyset$. We will prove that

$$
\prod_{i=k}^{t} \max\{0, q_i - \delta_i\} \leq \mathbb{E}\left[ \prod_{i=k}^{t} Y_i | F_{k-1} \right] \leq \prod_{i=k}^{t} (q_i + \delta_i).
$$

for all $k \in [t]$.

For the base case $k = t$, observe that $\mathbb{E}[Y_t | F_{t-1}] = q_t$ and $\delta_t = 0$. Now, for any $k \leq t$, we can write

$$
\begin{align*}
\mathbb{E}\left[ \prod_{i=k}^{t} Y_i | F_{k-1} \right] &= \mathbb{E}\left[ Y_t \prod_{i=k+1}^{t} Y_i | F_{k-1} \right] \\
&= \mathbb{E}\left[ Y_t \prod_{i=k+1}^{t} Y_i | \mathcal{E}_k \cap F_{k-1} \right] \Pr[\mathcal{E}_k | F_{k-1}] + \mathbb{E}\left[ Y_t \prod_{i=k+1}^{t} Y_i | \bar{\mathcal{E}}_k \cap F_{k-1} \right] \Pr[\bar{\mathcal{E}}_k | F_{k-1}] \\
&= \mathbb{E}\left[ Y_t \prod_{i=k+1}^{t} Y_i | \mathcal{E}_k \cap F_{k-1} \right] \Pr[\mathcal{E}_k] \\
&+ \sum_{y} y \mathbb{E}\left[ \prod_{i=k+1}^{t} Y_i | Y_k = y \cap \bar{\mathcal{E}}_k \cap F_{k-1} \right] \Pr[Y_k = y | \bar{\mathcal{E}}_k \cap F_{k-1}] \Pr[\bar{\mathcal{E}}_k].
\end{align*}
$$

(2.4)
**Upper-bound.** We bound the two terms in (2.4) as follows.

\[
E \left[ \prod_{i=k+1}^{t} Y_i | \mathcal{E}_k \land \mathcal{F}_{k-1} \right] \Pr[\mathcal{E}_k] \leq E \left[ \prod_{i=k+1}^{t} Y_i | \mathcal{E}_k \land \mathcal{F}_{k-1} \right] \delta_k \\
\leq \delta_k \prod_{i=k+1}^{t} (q_i + \delta_i),
\]

where the second inequality follows from the inductive hypothesis. Also,

\[
\sum_y y E \left[ \prod_{i=k+1}^{t} Y_i | Y_k = y \land \bar{\mathcal{E}}_k \land \mathcal{F}_{k-1} \right] \Pr[Y_k = y | \mathcal{F}_{k-1}] \Pr[\bar{\mathcal{E}}_k] \\
\leq \prod_{i=k+1}^{t} (q_i + \delta_i) \sum_y \Pr[Y_k = y | \bar{\mathcal{E}}_k \land \mathcal{F}_{k-1}] \Pr[\bar{\mathcal{E}}_k] \\
= \prod_{i=k+1}^{t} (q_i + \delta_i) \sum_y \Pr[Y_k = y | \bar{\mathcal{E}}_k | \mathcal{F}_{k-1}] \\
\leq \prod_{i=k+1}^{t} (q_i + \delta_i) \sum_y \Pr[Y_k = y | \mathcal{F}_{k-1}] \\
= \prod_{i=k+1}^{t} (q_i + \delta_i) E[Y_k | \mathcal{F}_{k-1}] = q_k \prod_{i=k+1}^{t} (q_i + \delta_i),
\]

where the first inequality is due to inductive hypothesis. Plug the two above bounds into (2.4), we get

\[
E \left[ \prod_{i=k}^{t} Y_i | \mathcal{F}_{k-1} \right] \leq \prod_{i=k}^{t} (q_i + \delta_i).
\]
Lower-bound. From (2.4), we have

\[
\begin{align*}
\mathbb{E} \left[ \prod_{i=k}^{t} Y_i \mid \mathcal{F}_{k-1} \right] &\geq \sum_y y \mathbb{E} \left[ \prod_{i=k+1}^{t} Y_i \mid Y_k = y \land \bar{\mathcal{E}}_k \land \mathcal{F}_{k-1} \right] \Pr[Y_k = y \mid \bar{\mathcal{E}}_k \land \mathcal{F}_{k-1}] \Pr[\bar{\mathcal{E}}_k] \\
&\geq \prod_{i=k+1}^{t} \max\{0, q_i - \delta_i\} \sum_y y \Pr[Y_k = y \mid \bar{\mathcal{E}}_k \land \mathcal{F}_{k-1}] \Pr[\bar{\mathcal{E}}_k] \\
&= \prod_{i=k+1}^{t} \max\{0, q_i - \delta_i\} \mathbb{E}[Y_k \mid \bar{\mathcal{E}}_k \land \mathcal{F}_{k-1}] \Pr[\bar{\mathcal{E}}_k] \\
&= \prod_{i=k+1}^{t} \max\{0, q_i - \delta_i\} (\mathbb{E}[Y_k \mid \mathcal{F}_{k-1}] - \mathbb{E}[Y_k \mid \mathcal{E}_k \land \mathcal{F}_{k-1}] \Pr[\mathcal{E}_k]) \\
&\geq \prod_{i=k+1}^{t} \max\{0, q_i - \delta_i\} (q_k - \delta_k),
\end{align*}
\]

where we use inductive hypothesis for the first inequality and the fact that \( \mathbb{E}[Y_k \mid \mathcal{E}_k \land \mathcal{F}_{k-1}] \Pr[\mathcal{E}_k] \leq \Pr[\mathcal{E}_k] = \delta_k \) in the final inequality. Since \( \mathbb{E} \left[ \prod_{i=k}^{t} Y_i \mid \mathcal{F}_{k-1} \right] \) is non-negative, we conclude that

\[
\mathbb{E} \left[ \prod_{i=k}^{t} Y_i \mid \mathcal{F}_{k-1} \right] \geq \prod_{i=k}^{t} \max\{0, q_i - \delta_i\}.
\]

\[\square\]

**Theorem 2.3.2** (Sandwich Theorem). We have

\[
\prod_{i=1}^{t} q_i \cdot \mathbb{E} \left[ \prod_{i=1}^{t-1} \max\left\{0, 1 - \frac{\delta_i}{q_i}\right\} \right] \leq \mathbb{E} \left[ \prod_{i=1}^{t} Y_i \right] \leq \prod_{i=1}^{t} q_i \cdot \mathbb{E} \left[ \prod_{i=1}^{t-1} \left(1 + \frac{\delta_i}{q_i}\right) \right].
\]
Proof. Note that $\delta_t = 0$ by our definition. For any fixed $\pi$, Lemma 2.3.3 gives

$$
\prod_{i=1}^{t} q_i \prod_{i=1}^{t-1} \max \left\{ 0, 1 - \frac{\delta_i}{q_i} \right\} \leq \mathbf{E} \left[ \prod_{i=1}^{t} Y_i \right] \leq \prod_{i=1}^{t} q_i \prod_{i=1}^{t-1} \left( 1 + \frac{\delta_i}{q_i} \right).
$$

The claim follows by taking expectation over random choice of $\pi$. \qed

The following technical lemmas will be useful later.

**Lemma 2.3.4.** For any subset $J \subseteq [t-1]$ where $|J| = s \in [1,t]$, we have

$$
\mathbf{E} \left[ \prod_{j \in J} \delta_j \right] = \mathbf{E} \left[ \prod_{j \in [s]} \delta_j \right].
$$

**Proof.** For any $S \subseteq [t-1]$, let us define

$$
f(S) := \mathbf{E} \left[ \prod_{j \in S} \delta_j \right] = \mathbf{E} \left[ \prod_{j \in S} (1 - \alpha)^{(D_j - 2)/2} \right] = \mathbf{E} \left[ (1 - \alpha)^{(\sum_{j \in S} D_j - 2s)/2} \right] = \mathbf{E} \left[ (1 - \alpha)^{(D(S) - 2s)/2} \right].
$$

Thus, to prove that $f(J) = f([s])$, it suffices to prove that $D(J)$ and $D([s])$ have the same distribution.

Recall that $I = \{i_1, i_2, \ldots, i_t\}$ is a random subset of $[n]$ and $D_j = i_{j+1} - i_j$ is the “distance” between element $i_j$ and $i_{j+1}$. Let $\Omega$ denote the sample space of $I$ (i.e., each event $I \in \Omega$ is a subset of size $t$ of $[n]$.) For each integer $d \in [n]$, let $g(d, S, P) := |\{I \in P : D(S) = d\}|$. We claim that $g(d, J, \Omega) = g(d, [s], \Omega)$. To see this, note that $\Omega$ can be partitioned as $\Omega = \bigcup_{i,j \in [n]} \Omega_{ij}$ where $\Omega_{ij}$ is the collection
of all subsets of size $t$ with the first element being $i$ and the last element being $j$. Then $\Omega_{ij}$ induces all possible sets $(D_1, D_2, \ldots, D_{t-1})$ such that $D_k \geq 1$ for all $k = 1, \ldots, t-1$ and $D_1 + \ldots + D_{t-1} = j - i - t + 1$, where each set is counted exactly once. Therefore, by symmetry, we have $g(d, J, \Omega_{ij}) = g(d, [s], \Omega_{ij})$. Summing over all $\Omega_{ij}$'s gives $g(d, J, \Omega) = g(d, [s], \Omega)$.

Finally, for all $d \in [n]$, we have

$$\Pr[D(J) = d] = \frac{g(d, J, \Omega)}{\binom{n}{i}} = \frac{g(d, [s], \Omega)}{\binom{n}{i}} = \Pr[D([s]) = d],$$

which means that $D(J)$ and $D([s])$ have the same distribution. \hfill \Box

**Claim 2.3.1.** For $0 \leq x < 1$ and $n \geq 0$, we have

$$\sum_{k=0}^{\infty} \binom{k+n}{n} x^k = \frac{1}{(1-x)^{n+1}}.$$ 

**Proof.** Starting with the well-known series

$$1 + x + x^2 + \ldots = \frac{1}{1-x},$$

we take derivative of both sides $n$ times and divide both sides by $n!$. \hfill \Box

**Lemma 2.3.5.** For $s \leq t$, we have that

$$\mathbb{E} \left[ \prod_{j \in [s]} \delta_j \right] \leq \left( \frac{8t}{3n\alpha} \right)^s.$$
Proof. Let \( D_j' := D_j - 1 \) be the number of variables between \( x_{\pi(i_j)} \) and \( x_{\pi(i_{j+1})} \). Also, note that \( \sqrt{1 - \alpha} \leq 1 - \alpha/2 \). Then we have

\[
E \left[ \prod_{j \in [s]} \delta_j \right] = E \left[ (1 - \alpha)^{(D([s]) - 2s)/2} \right] \\
= E \left[ (1 - \alpha)^{(D'([s]) - s)/2} \right] \\
\leq E \left[ (1 - \alpha/2)^{D'([s]) - s} \right] \\
= \left( \frac{1}{1 - \alpha/2} \right)^s \sum_{k=0}^{n-t} \Pr[D'_1 + \ldots + D'_s = k](1 - \alpha/2)^k \\
= \left( \frac{1}{1 - \alpha/2} \right)^s \sum_{k=0}^{n-t} \binom{k+s-1}{s-1} \binom{n-k-s}{t-s} \frac{1}{(n)} \binom{1}{1 - \alpha/2}^k. \tag{2.5}
\]

Now observe that

\[
\frac{\binom{n-k-s}{t-s}}{\binom{n}{t}} = \frac{t!(n-k-s)!(n-t)!}{(t-s)!n!(n-k-t)!} \\
= \frac{(t-s+1)\ldots t}{(n-s+1)\ldots n} \times \frac{(n-k-t+1)\ldots (n-t)}{(n-k-s+1)\ldots (n-s)} \\
\leq \left( \frac{t}{n} \right)^s.
\]

Plugging this into 2.5, we obtain

\[
E \left[ \prod_{j \in [s]} \delta_j \right] \leq \left( \frac{t}{n(1 - \alpha/2)} \right)^s \sum_{k=0}^{n-t} \binom{k+s-1}{s-1} (1 - \alpha/2)^k \\
\leq \left( \frac{t}{n(1 - \alpha/2)(\alpha/2)} \right)^s = \left( \frac{2t}{n\alpha(1 - \alpha/2)} \right)^s \leq \left( \frac{8t}{3n\alpha} \right)^s.
\]
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where the penultimate inequality is due to Claim 2.3.1 and the final inequality follows from the fact that $\alpha \leq 1/2$.

We are now ready to prove the required bound (2.2). For the lower-bound, we shall apply Weierstrass inequality which says that $\prod (1 - x_i) \geq 1 - \sum x_i$ where $x_i \leq 1$ for all $i$. By Theorem 2.3.2,

$$
\mathbb{E} \left[ \prod_{i=1}^{t} Y_i \right] \geq \prod_{i=1}^{t} q_i \cdot \mathbb{E} \left[ \prod_{i=1}^{t-1} \max \left\{ 0, 1 - \frac{\delta_i}{q_i} \right\} \right]
$$

$$
\geq \prod_{i=1}^{t} q_i \cdot \mathbb{E} \left[ \prod_{i=1}^{t-1} \max \left\{ 0, 1 - \frac{\delta_i}{\alpha} \right\} \right]
$$

$$
= \prod_{i=1}^{t} q_i \cdot \mathbb{E} \left[ \prod_{i=1}^{t-1} \left( 1 - \min \left\{ 1, \frac{\delta_i}{\alpha} \right\} \right) \right]
$$

$$
\geq \prod_{i=1}^{t} q_i \cdot \mathbb{E} \left[ 1 - \sum_{i=1}^{t-1} \min \left\{ 1, \frac{\delta_i}{\alpha} \right\} \right]
$$

$$
\geq \prod_{i=1}^{t} q_i \cdot \mathbb{E} \left[ 1 - \frac{1}{\alpha} \sum_{i=1}^{t-1} \delta_i \right]
$$

$$
= \prod_{i=1}^{t} q_i \cdot \left( 1 - \frac{1}{\alpha} \sum_{i=1}^{t-1} \mathbb{E}[\delta_i] \right)
$$

$$
= \prod_{i=1}^{t} q_i \cdot \left( 1 - \frac{t-1}{\alpha} \mathbb{E}[\delta_1] \right) \geq \prod_{i=1}^{t} q_i \cdot \left( 1 - \frac{8t(t-1)}{3n\alpha^2} \right),
$$

where the penultimate equality follows from Lemma 2.3.4 and the last inequality is due to Lemma 2.3.5.

For the upper-bound, we shall expand the product, apply Lemma 2.3.5 for each term $\mathbb{E}[\prod \delta_j]$ and then collapse them together using the binomial theorem. By
Theorem 2.3.2,

\[
E \left[ \prod_{i=1}^{t} Y_i \right] \leq \prod_{i=1}^{t} q_i \cdot E \left[ \prod_{i=1}^{t-1} \left( 1 + \frac{\delta_i}{q_i} \right) \right] \\
\leq \prod_{i=1}^{t} q_i \cdot E \left[ \prod_{i=1}^{t-1} \left( 1 + \frac{\delta_i}{\alpha} \right) \right] \\
= \prod_{i=1}^{t} q_i \cdot \left( 1 + \sum_{k=1}^{t-1} \binom{t}{k} \frac{E \left[ \prod_{j \in [k]} \delta_j \right]}{\alpha^k} \right) \\
\leq \prod_{i=1}^{t} q_i \cdot \left( 1 + \sum_{k=1}^{t-1} \binom{t}{k} \left( \frac{8t}{3n\alpha^2} \right)^k \right) \\
= \prod_{i=1}^{t} q_i \cdot \left( 1 + \frac{8t}{3n\alpha^2} \right)^{t-1}.
\]

This concludes the proof of Theorem 2.3.1.

2.4 A Motivating Problem

The main focus of this thesis is on facility-location and clustering problems. In particular, we study LP rounding algorithms this class of problems. In general, such methods usually have two main steps. The first step, often called the filtering step, is to assign each “center” or “facility” to the closest “client”. The set of client \( j \) and all facilities associated with it is called a cluster, denoted as \( F_j \). We also refer to \( j \) as the cluster center of \( F_j \). By the LP constraints, there should be at least one (fractionally) opened facility inside \( F_j \). We then “filter-out” some clusters to obtain a maximal collection \( \mathcal{F}' \) of pairwise-disjoint clusters. Note that the clusters removed in this step must intersect with some cluster in \( \mathcal{F}' \); and hence, one can bound the distance from their cluster centers to the cluster centers in \( \mathcal{F}' \). The
second step involves rounding the fractional solution subject to a budget constraint (or a matroid constraint, depending on our problem) and a set of \textit{cluster constraints}. The idea is to pick exactly one facility inside each cluster $F_j \in \mathcal{F}'$ to open. This strategy guarantees that (i) each cluster center in $\mathcal{F}'$ can be served effectively by a facility in its cluster and (ii) other clients can be connected “indirectly” to the facilities serving such cluster centers. Indeed, dependent rounding is a natural choice for this task.

We now formulate our basic problem. Suppose we have $m$ disjoint sets $F_1, \ldots, F_m \subseteq [n]$, a vector $a \in \mathbb{R}^+_n$ for some integer $n > 0$, and a parameter $B > 0$. Consider the following polytope

$$\mathcal{P} = \left\{ v \in [0,1]^n : v(F_j) = 1 \quad \forall j \in [m]; \quad \sum_{i=1}^n a_i v_i \leq B. \right\}$$

We are given a point $x \in \mathcal{P}$ and want to round $x$ into an integral point $X$ inside $\mathcal{P}$. (Here $x_i \in (0,1)$ is the “extent” that we want to pick facility $i$.) As mentioned before, $\mathcal{P}$ needs not contain any integral points. Fortunately, in our applications, it suffices to obtain an “almost” integral point with a few remaining fractional values.

It is not difficult to show that all extreme points of $\mathcal{P}$ have at most two fractional value. One can simply decompose $x$ into a convex combination of $t \leq n+1$ extreme points of $\mathcal{P}$:

$$x = p_1 x_1 + p_2 x_2 + \ldots + p_t x_t,$$

where $p_1, \ldots, p_t \geq 0$ and $\sum_{i=1}^t p_i = 1$. Now if we randomly pick $X := x_i$ with
probability $p_i$, we have that $E[X_j] = x_j$ for all $j \in [n]$. In some applications (e.g., the Knapsack Median problem in Chapter 3), preserving the marginal probabilities is all we need to obtain the desired results. In many other cases, we may require \textit{negative-correlation} between the variables.

To see the importance of the \textit{negative-correlation} property in our context, consider any client $j$ which is not a cluster center in $F'$. The LP constraint ensures that $x(F_j) = 1$. If all $x_i$’s are negative correlated, we have that

$$\Pr[\text{no center in } F_j \text{ is opened}] = E \left[ \prod_{i \in F_j} (1 - x_i) \right]$$

$$\leq \prod_{i \in F_j} (1 - x_i)$$

$$\leq \prod_{i \in F_j} e^{-x_i} = 1/e.$$

Thus, with probability at least $1 - 1/e$, client $j$ can be connected to some open inside its cluster $F_j$. Only with probability $\leq 1/e$, do we need to connect it indirectly via another cluster center in $F'$. Similar ideas have been exploited to design approximation algorithms for various FL problems (see, e.g., [28,53,78,87]).

In this chapter, we will discuss two approaches to our basic problem. Here we will try to describe these methods as general-purpose rounding algorithms because we believe that they are of independent interests.

**Approach 1.** One key ingredient which makes negative correlation possible in weighted dependent rounding is that we only change two variables at a time: one is increased and the other is decreased. As we have extra cluster constraints, this is not
always possible anymore. For example, suppose \( n = 2, a_1 = 1, a_2 = 2, x_1 = x_2 = 0.5 \) and \( B = 1.5 \). If we also require \( x_1 + x_2 = 1 \), then \( \mathbf{x} \) is already uniquely defined by two constraints \( (x_1 + x_2 = 1 \) and \( x_1 + 2x_2 = 1.5 \)). In this case, we cannot change \( \mathbf{x} \) without violating the constraints. This is not surprising as we already know that an extreme point of \( \mathcal{P} \) may have two fractional values.

On the other hand, as long as \( \mathbf{x} \) contains at least 3 floating variables, we still have some freedom to round it. Consider the following cases:

- **Case 1:** if there exists a cluster \( F_j \) with at least 3 fractional variables, say \( x_1, x_2, \) and \( x_3 \), then it is easy to find \( \mathbf{z} = (z_1, z_2, z_3) \) such that, for any \( \delta \in \mathbb{R} \),

\[
(x_1 + \delta z_1) + (x_2 + \delta z_2) + (x_3 + \delta z_3) = x_1 + x_2 + x_3,
\]

and

\[
a_1(x_1 + \delta z_1) + a_2(x_2 + \delta z_2) + a_3(x_3 + \delta z_3) = a_1x_1 + a_2x_2 + a_3x_3.
\]

Thus, we can change these variables, either along \( \mathbf{z} \) or \( -\mathbf{z} \), until one of them becomes zero or one.

- **Case 2:** if none of the clusters has \( \geq 3 \) fractional values, there must be two clusters \( F_j \) and \( F_{j'} \) such that each of them contains 2 floating variables. Suppose \( F_j \) contains \( x_1, x_2 \in (0, 1) \) and \( F_{j'} \) contains \( x_3, x_4 \in (0, 1) \). Again, in this
case, we can find $\vec{z} = (z_1, z_2, z_3, z_4)$ such that, for any $\delta \in \mathbb{R}$, we have

$$(x_1 + \delta z_1) + (x_2 + \delta z_2) = x_1 + x_2,$$

$$(x_3 + \delta z_3) + (x_4 + \delta z_4) = x_3 + x_4,$$

$$a_1(x_1 + \delta z_1) + a_2(x_2 + \delta z_2) + a_3(x_3 + \delta z_3) + a_4(x_4 + \delta z_4) = a_1 x_1 + a_2 x_2 + a_3 x_3 + a_4 x_4.$$  

(The vector $\vec{z}$ exists as we have 4 variables while there are only 3 constraints.)

Again, we can update $x$ along $\vec{z}$ or $-\vec{z}$ until at least one more variable gets rounded to zero or one.

Observe that there will be exactly two variables which are both increased or decreased together in the first case. Similarly, in the second case, rounding $x$ by $\vec{z}$ will result in exactly two variables increased and two variables decreased. Thus, we may have two variables moving in the same direction in a single step. This means that the variables are not negatively correlated anymore. However, as the number of variables that are positively correlated in a single step is still small (two in this case), we can still prove the following useful property: “all variables $x_i$ are half-negatively correlated.” That is, for any $S \subseteq [n]$, we have

$$\mathbb{E} \left[ \prod_{i \in S} x_i \right] \leq \sqrt{\prod_{i \in S} x_i}, \quad \text{and} \quad \mathbb{E} \left[ \prod_{i \in S} (1 - x_i) \right] \leq \sqrt{\prod_{i \in S} (1 - x_i)}.$$

In Section 4, we will prove a generalized theorem which states that if there are at most $s$ variables changing in the same direction at a time, then we still have
partial negative correlation among the variables. More formally, for any $S \subseteq [n],$

$$E \left[ \prod_{i \in S} x_i \right] \leq \prod_{i \in S} x_i^{1/s}, \quad \text{and} \quad E \left[ \prod_{i \in S} (1 - x_i) \right] \leq \prod_{i \in S} (1 - x_i)^{1/s}.$$  

**Approach 2.** In the previous approach, we see how to obtain half-negative correlation property by carefully choosing the variables to co-round in each iteration. In particular, this leads to a weaker bound on our bad event:

$$\Pr[\text{no center in } F_j \text{ is opened}] = E \left[ \prod_{i \in F_j} (1 - x_i) \right]$$

$$\leq \sqrt{\prod_{i \in F_j} (1 - x_i)} \leq \sqrt{\prod_{i \in F_j} e^{-x_i}} = e^{-1/2},$$

which is much worse than $1/e.$ Can we still improve this bound? The answer is yes but with an additional condition: the vector $X$ may now contain some $O(1)$ left-over fractional values.

First, for each cluster $F_k \in \mathcal{F}'$ let $C_k := F_j \cap F_k$ denote the set of facilities in $F_k$ that $j$ is interested in. Let $Y_k$ be the indicator for the event that some facility in $C_k$ is opened. The probability that no center in $F_j$ is open is now equal to $E[\prod_k (1 - Y_k)].$

Now observe that the updating rule in Case 1 of Approach 1 will process only one cluster $F_k \in \mathcal{F}$ at a time. So the random variables $Y_k$ are pairwise independent in this case. (While the variables $x_i$’s are not negatively correlated, this fact actually does not affect our bad event.) Thus, we can repeatedly simplify $x$ by this rule until each cluster $F_k$ has exactly two fractional variables, say $x_{i_1(k)}$ and $x_{i_2(k)}$. Also,
assume that $a_{i_1(k)} \leq a_{i_2(k)}$.

Now we shall not use the second rule in Approach 1 to round $x$ as it would introduce positive correlation to $Y_k$’s. Instead, for each cluster $F_k$, let us define $Z_k$ to be the indicator that $Z_k = 1$ if $i_2(k)$ is open and $Z_k = 0$ if $i_1(k)$ is open. The problem is now reduced to obtaining such a (random) vector $Z$ that $\sum_k Z_k a'_k \leq B'$ where $a'_k = a_{i_2(k)} - a_{i_1(k)}$ and $B' = B - \sum_k a_{i_1(k)}$ and $E[Z_k] = z_k := x_{i_2(k)}$. Unfortunately, we cannot simply use the standard weighted dependent rounding to round $z$. Although the variable $Z_k$’s will be negatively correlated, this property is not enough to give a good bound on $E[\prod_k (1 - Y_k)]$.

Let us analyze $E[\prod_k (1 - Y_k)]$. WLOG, we may assume that $C_k$ consists of either $i_1(k)$ or $i_2(k)$ but not both of them. (If none of them is in $C_k$, the factor $(1 - Y_k)$ has no contribution to the expression. If both of them are in $C_k$, then one of them will be opened and the bad event does not happen.) Let $S := \{k : i_1(k) \in C_k\}$ and $T := \{k : i_2(k) \in C_k\}$. We have

$$E\left[\prod_k (1 - Y_k)\right] = E\left[\prod_{k \in S} Z_k \prod_{k \in T} (1 - Z_k)\right]. \quad (2.6)$$

So we need a good upper-bound on the RHS of (2.6). The main technical difficulty here is that we have “mixed” terms of $Z_k$ and $(1 - Z_k)$ in the product. In Section 5, we will introduce a new dependent rounding technique, called Symmetric Randomized
**Dependent Rounding** (SRDR), which guarantees the following correlation:

\[
\mathbb{E} \left[ \prod_{k \in S} Z_k \prod_{k \in T} (1 - Z_k) \right] \leq \left( \prod_{k \in S} z_k \prod_{k \in T} (1 - z_k) \right)^{1 - 1/(t+1)},
\]

where \( t \) is the number of remaining unrounded values in \( Z \). In fact, setting \( t = O(1/\epsilon) \) suffices to obtain an upper-bound of \((1/e + \epsilon)\) in our problem. Also, the leftover \( 2t \) fractional values in \( X \) can be rounded deterministically after a pre-processing step. See Chapter 5 for further details.

### 2.5 Partial Negative Correlation

In this section, we study a more general setting in which a vector \( \mathbf{x} \in [0, 1]^n \) is (randomly) rounded into an “almost” integral vector subject to multiple linear constraints. The main idea is trying to keep the maximum number \( s \) of variables which are updated in the same direction as small as possible in every single step. Then we can show a trade-off between \( s \) and the “amount” of negative correlation.

Specifically, suppose we are given a polytope \( \mathcal{P} = \{ \mathbf{v} \in [0, 1]^n : A\mathbf{v} \leq \mathbf{b} \} \) where \( A \in \mathbb{R}^{m \times n} \) is an \( m \times n \) matrix and \( \mathbf{b} \in \mathbb{R}^n \). In most applications, the number of constraints \( m \) is (much) smaller than the number of variables \( n \). Observe that any extreme point of \( \mathcal{P} \) should have at most \( m \) fractional values in general. Then the resulting vector may contain up to \( m \) fractional values. Here suppose we aim to round \( \mathbf{x} \) until it contains at most some \( t \geq 0 \) remaining fractional values. The actual choice of \( t \) may depend on the structure \( \mathcal{P} \). For example, we might choose \( t = 2 \) in the motivating problem discussed in Section 3.
2.5.1 Algorithm

The rounding algorithm is as follows.

**Algorithm 4 Simplify2**($x, A, b$)

1: Let $R = \{i \in [m] : A_i x = b_i \land \exists j \in [n] : x_j \notin \{0, 1\}, A_{ij} \neq 0\}$ be the set of tight constraints containing at least one floating variable.
2: Let $A'$ be the sub-matrix of $A$ containing only rows in $R$.
3: Let $r \in \mathbb{R}^n$ be such that
   - $r \neq 0$ and $r_i = 0$ for all $i \in [n] : x_i \in \{0, 1\}$,
   - $A'r = 0$.
4: Let $\delta_+, \delta_- > 0$ be such that
   - $x + \delta_+ r \in [0, 1]^n$ and $x - \delta_- r \in [0, 1]^n$,
   - either $x + \delta_+ r$ has one more integral value or there exists $i' \notin R$ such that $A_{i'}(x + \delta_+ r) = b_{i'}$ and $A_i(x + \delta_+ r) \leq b_i$ for all $i \neq i'$,
   - either $x - \delta_- r$ has one more integral value or there exists $i'' \notin R$ such that $A_{i''}(x - \delta_- r) = b_{i''}$ and $A_i(x - \delta_- r) \leq b_i$ for all $i \neq i''$.
5: With probability $\frac{\delta_-}{\delta_+ + \delta_-}$,
   - $X \leftarrow x + \delta_+ r$,
   - else,
   - $X \leftarrow x - \delta_- r$.
6: return $X$

**Algorithm 5 GeneralDepRound**($x, A, b, t$)

1: while $|\text{frac}(x)| > t$ do
2: $x \leftarrow \text{Simplify2}(x, a)$
3: return $x$

**Discussion.** We note that the vector $r$ in line 2 of **Simplify2** exists as long as $t \geq |R|$ (or, more precisely, the number of floating variables is strictly greater than the row rank of $A'$.) In addition, we would prefer a direction $r$ that has as few elements with the same sign as possible because such a vector will limit positive correlation among changing variables in the process. Next, the magnitudes $\delta_+, \delta_-$ are chosen so that when moving $x$ along $r$ and $-r$, we either get one more
rounded variable or hit a new tight constraint. (Observe that both $\delta_+$ and $\delta_-$ are finite.) Therefore, the algorithm \textsc{GeneralDepRound} should terminate after at most $m + n$ iterations. Our result is summarized in the following theorem.

**Theorem 2.5.1.** Suppose we are given a matrix $A \in \mathbb{R}^{m \times n}$, $b \in \mathbb{R}^n$, $\mathcal{P} = \{v \in [0,1]^n : Av \leq b\}$, and a point $x \in \mathcal{P}$. Let $t$ be any integer greater than or equal to the maximum number of fractional values of any extreme point of $\mathcal{P}$. Then \textsc{GeneralDepRound}(x, A, b, t) will return a random vector $X$ in $O(m + n)$ time such that

(C1) $X$ contains at most $t$ fractional values,

(C2) $X \in \mathcal{P}$,

(C3) $E[X_i] = x_i$ for all $i \in [n]$,

(C4) Assume the number of non-zero elements in $r$ which have the same sign is at most $s$ whenever \textsc{Simplify2} is executed. Then, for any $S \subseteq [n]$, we have that

$$E \left[ \prod_{i \in S} X_i \right] \leq E \left[ \prod_{i \in S} X_i^{1/s} \right] \leq \prod_{i \in S} x_i^{1/s}, \quad (2.7)$$

and

$$E \left[ \prod_{i \in S} (1 - X_i) \right] \leq E \left[ \prod_{i \in S} (1 - X_i)^{1/s} \right] \leq \prod_{i \in S} (1 - x_i)^{1/s}. \quad (2.8)$$
2.5.2 Analysis

Here we prove Theorem 2.5.1. By the choice of $t$, whenever the procedure \textsc{Simplify2} is called, $\mathbf{x}$ is not an extreme point of $\mathcal{P}$. It means that the currently floating variables are not uniquely defined by $A'$; and hence, there must exist a vector $\mathbf{r}$ satisfying properties in line 3. Again, the choice of $\delta_+, \delta_-$ and the update rules in line 5 ensure that either we have a new tight constraint or $\mathbf{x}$ has a new rounded variable. Thus, the running time of \textsc{GeneralDepRound} is $O(m + n)$.

Property (C1) satisfied by the condition of the while-loop in line 1.

For property (C2), we prove the invariant that if $\mathbf{x} \in \mathcal{P}$ then the resulting vector by \textsc{Simplify2} is also in $\mathcal{P}$. Recall that the output of \textsc{Simplify2} is either $\mathbf{x} + \delta_+ \mathbf{r}$ or $\mathbf{x} - \delta_- \mathbf{r}$. These two vectors are in $[0, 1]^n$ by our choice of $\delta_+, \delta_-$. Moreover, by definition of $\mathbf{r}$, we have $A(\mathbf{x} + \delta_+ \mathbf{r}) = A\mathbf{x} + \delta_+ A\mathbf{r} = A\mathbf{x} \leq \mathbf{b}$. Similarly, $A(\mathbf{x} - \delta_- \mathbf{r}) \leq \mathbf{b}$.

Assuming $\mathbf{x}' := \textsc{Simplify2}(\mathbf{x}, a)$, we claim that $E[x_i'] = x_i$ for all $i \in [n]$. Then property (C3) follows by induction. By construction, we have

$$E[x_i'] = \frac{\delta_-}{\delta_+ + \delta_-}(x_i + \delta_+ r_i) + \frac{\delta_+}{\delta_+ + \delta_-}(x_i - \delta_- r_i) = x_i.$$

To prove property (C4), we first need the following lemma.

**Lemma 2.5.1.** The procedure \textsc{Simplify2}(\mathbf{x}, a) will return a vector $\mathbf{X}$ such that, for any $S \subseteq [n]$, we have $E\left[\prod_{i \in S} X_i^{1/s}\right] \leq \prod_{i \in S} x_i^{1/s}$.

**Proof.** Let $T := \{i \in [n] : r_i \neq 0\}$ be the set of indices of floating variables which are
being changed by the procedure. Also, let \( S' := S \cap T \). Define \( g(\delta) := \prod_{i \in S'} (x_i + \delta r_i) \) and \( f(\delta) := g(\delta)^{1/s} \) be functions of \( \delta \in (-\delta_-, \delta_+) \). We first prove that \( f(\delta) \) is concave on its domain. The first derivative of \( g \) is

\[
g'(\delta) = \sum_{i \in S'} r_i \prod_{j \in S' \setminus \{i\}} (x_i + \delta r_i)
= \sum_{i \in S'} r_i \frac{g(\delta)}{x_i + \delta r_i}
= g(\delta) \sum_{i \in S'} A_i,
\]

where we define \( A_i := \frac{r_i}{x_i + \delta r_i} \). By definition of \( \delta_- \) and \( \delta_+ \), the denominator of \( A_i \) is in \((0, 1)\) for all \( \delta \in (-\delta_-, \delta_+) \); and hence, \( A_i \) is well-defined. Next, we have

\[
g''(\delta) = \sum_{i \in S'} r_i \left( \prod_{j \in S' \setminus \{i\}} (x_i + \delta r_i) \right)'
= \sum_{i \in S'} r_i \left( \sum_{j \in S' \setminus \{i\}} r_j \prod_{k \in S' \setminus \{i,j\}} (x_k + \delta r_k) \right)
= \sum_{i \in S'} r_i \left( \sum_{j \in S' \setminus \{i\}} r_j \frac{g(\delta)}{(x_i + \delta r_i)(x_j + \delta r_j)} \right)
= g(\delta) \sum_{i \in S'} A_i \sum_{j \in S' \setminus \{i\}} A_j
= 2g(\delta) \sum_{i,j \in S' : i < j} A_i A_j.
\]
Now note that \( f'(\delta) = \frac{1}{s} g(\delta)^{1/s-1} g'(\delta) \), and

\[
f''(\delta) = \left( \frac{1}{s} g(\delta)^{1/s-1} g'(\delta) \right)'
= \frac{1}{s} \left( (1/s - 1) g(\delta)^{1/s-2} g'(\delta)^2 + g(\delta)^{1/s-1} g''(\delta) \right)
= \frac{g(\delta)^{1/s-2}}{s} \left( \frac{1 - s}{s} g'(\delta)^2 + g(\delta) g''(\delta) \right)
= \frac{1}{g(\delta)^{2-1/s} s^2} \left( (1 - s) g'(\delta)^2 + s g(\delta) g''(\delta) \right)
= \frac{g(\delta)^{1/s}}{s^2} \left( (1 - s) \left( \sum_{i \in S'} A_i \right)^2 + 2s \left( \sum_{i,j \in S' : i < j} A_i A_j \right) \right).
\]

We will show that \( f''(\delta) < 0 \) for \( \delta \in (-\delta_-, \delta_+) \). Let \( S^+ := \{ i \in S' : r_i > 0 \} \) and
\[ S^- := \{ i \in S' : r_i < 0 \}. \] Recall that \(|S^+|, |S^-| \leq s\) and \(S' = S^+ \cup S^-\). Then we have

\[
(1 - s) \left( \sum_{i \in S'} A_i \right)^2 + 2s \left( \sum_{i,j \in S' : i < j} A_i A_j \right)
= - (s - 1) \sum_{i \in S'} A_i^2 + 2 \left( \sum_{i,j \in S' : i < j} A_i A_j \right)
= - (s - 1) \left( \sum_{i \in S^+} A_i^2 + \sum_{i \in S^-} A_i^2 \right) + 2 \left( \sum_{i,j \in S' : i < j} A_i A_j \right)
\leq - (|S^+| - 1) \sum_{i \in S^+} A_i^2 - (|S^-| - 1) \sum_{i \in S^-} A_i^2 + 2 \left( \sum_{i,j \in S' : i < j} A_i A_j \right)
= - \sum_{i,j \in S : i < j, r_i r_j > 0} (A_i^2 - 2A_i A_j + A_j^2) + 2 \left( \sum_{i,j \in S : i < j, r_i r_j < 0} A_i A_j \right)
= - \sum_{i,j \in S : i < j, r_i r_j > 0} (A_i - A_j)^2 + 2 \left( \sum_{i,j \in S : i < j, r_i r_j < 0} A_i A_j \right)
< 0,
\]

where the last inequality follows because the sign of \(A_i\) is the same as the sign of \(r_i\) for all \(i\), implying that the second sum is negative. So \(f\) is concave on \((-\delta_-, \delta_+)\).

Moreover, since \(f\) is right-continuous at \(-\delta_-\) and left-continuous at \(\delta_+\), we have

\[
\frac{\delta_-}{\delta_+ + \delta_-} f(\delta_+) + \frac{\delta_+}{\delta_+ + \delta_-} f(-\delta_-) \leq f \left( \frac{\delta_-}{\delta_+ + \delta_-} \delta_+ + \frac{\delta_+}{\delta_+ + \delta_-} (-\delta_-) \right)
\leq f(0).
\]
Finally, we obtain

\[
E \left[ \prod_{i \in S} X_i^{1/s} \right] = \prod_{i \in S \setminus S'} x_i^{1/s} E \left[ \prod_{i \in S'} X_i^{1/s} \right]
\]

\[
= \prod_{i \in S \setminus S'} x_i^{1/s} \left( \frac{\delta_-}{\delta_+ + \delta_-} f(\delta_+) + \frac{\delta_+}{\delta_+ + \delta_-} f(-\delta_-) \right)
\]

\[
\leq \prod_{i \in S \setminus S'} x_i^{1/s} f(0) = \prod_{i \in S} x_i^{1/s}.
\]

Now property (C4) follows easily by induction. Let \(X^{(k)}\) be the value of \(x\) after \(k\) steps. We will show that \(E \left[ \prod_{i \in S} \left( X_i^{(k)} \right)^{1/s} \right] \leq \prod_{i \in S} x_i^{1/s}\). The base case when \(k = 0\) is vacuously true. For \(k \geq 1\) and a fixed value of \(X^{(k-1)}\), by Lemma 2.5.1, we have

\[
E \left[ \prod_{i \in S} \left( X_i^{(k)} \right)^{1/s} \right] \leq \prod_{i \in S} \left( X_i^{(k-1)} \right)^{1/s}.
\]

Summing over all possible values of \(X^{(k-1)}\) and by inductive hypothesis, we get

\[
E \left[ \prod_{i \in S} \left( X_i^{(k)} \right)^{1/s} \right] \leq E \left[ \prod_{i \in S} \left( X_i^{(k-1)} \right)^{1/s} \right] \leq \prod_{i \in S} x_i^{1/s}.
\]

We have thus proved (2.7). The proof of inequality (2.8) is very similar and is omitted here.
2.6 Symmetric Randomized Dependent Rounding

In this section, we introduce the SRDR technique. Given any “weight” vector \( \mathbf{a} \in (\mathbb{R} \setminus \{0\})^n \), a fractional vector \( \mathbf{x} \in [0,1]^n \), and a parameter \( t \), the technique allows us to efficiently round \( \mathbf{x} \) into an “almost” integral vector \( \mathbf{X} \) – one with at most \( t \) fractional values left. Like in standard dependent rounding [75], the expected value of the \( X_i \)'s and the weighted sum are preserved: \( \mathbb{E}[X_i] = x_i \) for all \( i \in [n] \) and \( \sum a_i x_i = \sum a_i X_i \). Moreover, any subset of the variables has the following strong property:

\[
\mathbb{E}\left[ \left( \prod_{i \in S} X_i \prod_{i \in T} (1 - X_i) \right)^p \right] \leq \left( \prod_{i \in S} x_i \prod_{i \in T} (1 - x_i) \right)^p,
\]

(2.9)

where \( p = 1 - 1/(t + 1) \), for any \( S, T \subseteq [n] \) and \( S \cap T = \emptyset \).

Note that if all \( X_i \)'s are independent, then the equality holds for all \( p \). Also, the more variables remain fractional, the closer \( p \) is to one. Intuitively, the “amount of dependence” is proportional to the number of times \( \mathbf{x} \) is “simplified” in the rounding algorithm. By introducing an “early” stopping condition, the product in the LHS gets closer to what it would have been if all the variables are independent. In this case, the variables are said to be \textit{nearly-independent}.

We have showed the near-independence property of dependent rounding in Section 2.3. Recall that the idea is to randomly permute the vector \( \mathbf{x} \) before applying the dependent rounding of [75]. Then any two variables are “far” from each other and unlikely to be rounded together in a single round, which implies that any small groups of the variables are nearly independent. Our results here are different.
ent in several ways. First, our upper-bound (2.9) only depends on the remaining number of fractional variables (i.e., is independent of the number of terms \( n \) and of the ratio \( a_{\text{max}}/a_{\text{min}} \)), and the “target” probabilities need not be bounded away from 0 or 1. Secondly, it does not require the weights to be non-negative as in \textsc{WeightedDepRound2}.

In each iteration of the standard dependent-rounding technique of [75], we will co-round two variables, say \( x_1 \) and \( x_2 \), in such a way that the sum \( a_1 x_1 + a_2 x_2 \) is preserved and the expected values of \( x_1, x_2 \) do not change. If \( a_1 a_2 > 0 \), then an increase in \( x_1 \) will lead to a decrease in \( x_2 \) for the sum to remain the same, and vice versa. This explains why we obtain negative correlation for all techniques in [36, 75, 76, 83]. Now suppose the weights can be arbitrary and \( a_1 a_2 < 0 \). In this case, to preserve the sum, if we increase \( x_1 \), we must also increase \( x_2 \), and vice versa. Thus, we may have some positive correlation between the variables. Our SRDR technique employs the following ideas to reduce the “amount of” positive correlation. First, we randomly pick a pair of \((x_1, x_2)\) to co-round in each iteration so that the probability that \( a_1 a_2 < 0 \) is only about the 1/2 in worst case. Next, instead of enforcing either \( x_1 \) or \( x_2 \) to be integral after a single step, we allow both \( x_1 \) and \( x_2 \) to remain fractional in some cases. For example, suppose \( a_1 = +1, a_2 = -1, x_1 = 0.1, \) and \( x_2 = 0.2 \). The normal approach will round \((x_1, x_2)\) into \((0, 0.1)\) with probability 8/9 and \((0.9, 1)\) with probability 1/9. Our idea is to round this pair “symmetrically”, getting \((0, 0.1)\) with probability 1/2 and \((0.2, 0.3)\) with probability 1/2; importantly, this symmetric amount of change (a parameter called \( \delta \) in SRDR) is chosen globally, instead of on the particular \( a_i, x_i \) chosen (at random). All of these make our analyses
of SRDR possible.

The main results of this section are summarized in the following theorem.

**Theorem 2.6.1** (Upper-bound). Given vectors $\mathbf{x} \in [0,1]^n$, $\mathbf{a} = (a_1,\ldots,a_n) \in (\mathbb{R} \setminus \{0\})^n$, and $t \in \mathbb{N}$, there exists a randomized algorithm $\mathcal{A}$ which can round $\mathbf{x}$ in expected $O(n^3)$ time and return a vector $\mathbf{X} \in [0,1]^n$ with at most $t$ fractional values. Both the weighted sum and all the marginal probabilities are preserved:

$$\sum_i a_i X_i = \sum_i a_i x_i \text{ and } \mathbb{E}[X_i] = x_i \text{ for all } i \in [n].$$

Moreover, for any disjoint sets $S,T \subseteq [n]$, we have

$$\mathbb{E}\left[\prod_{i \in S} X_i \prod_{i \in T} (1 - X_i)^p\right] \leq \left(\prod_{i \in S} x_i \prod_{i \in T} (1 - x_i)\right)^p,$$

where $p = 1 - 1/(t + 1)$. In addition, for $n$ and $t$ sufficiently large, we have

$$\mathbb{E}\left[\prod_{i \in S} X_i \prod_{i \in T} (1 - X_i)\right] \leq \left(\prod_{i \in S} x_i \prod_{i \in T} (1 - x_i)\right) \left(1 + \frac{m \log(1/\alpha)}{t}\right),$$

where $m = |S \cup T|$ and $\alpha = \min_i \{x_i, 1 - x_i\}$.

2.6.1 Algorithm

Suppose we are given vectors $\mathbf{x} \in [0,1]^n$ and $\mathbf{a} = (a_1,\ldots,a_n) \in (\mathbb{R} \setminus \{0\})^n$. The algorithm to round $\mathbf{x}$ is as follows.
Algorithm 6 SRSimplify(x, a)
1: \( \delta \leftarrow \min_{i \in \text{frac}(x)} \{|a_i|x_i, |a_i|(1-x_i)|\} \)
2: Randomly choose a pair \( i^*, j^* \in \text{frac}(x) \) where \( i^* < j^* \)
3: With probability \( 1/2, \)
   \[ X \leftarrow x + \left( \frac{\delta}{a_{i^*}} \right) e_{i^*} - \left( \frac{\delta}{a_{j^*}} \right) e_{j^*}, \]
   else,
   \[ X \leftarrow x - \left( \frac{\delta}{a_{i^*}} \right) e_{i^*} + \left( \frac{\delta}{a_{j^*}} \right) e_{j^*}. \]
4: return \( X \)

Algorithm 7 SRDR(x, a, t)
1: while \( |\text{frac}(x)| > t \) do
2: \( x \leftarrow \text{SRSimplify}(x, a) \)
3: return \( x \)

2.6.2 Analysis

Lemma 2.6.1. Given vectors \( x \in [0,1]^n, a = (a_1, \ldots, a_n) \in (\mathbb{R} \setminus \{0\})^n, \) and \( t \in \mathbb{N}, \)
the algorithm SRDR will return a vector \( X \in [0,1]^n \) with at most \( t \) fractional values
in expected \( O(n^3) \) time. Moreover, the weighted sum and marginal probabilities are
both preserved: \( \sum_i a_iX_i = \sum_i a_ix_i \) and \( E[X_i] = x_i \) for all \( i. \)

Proof. Observe that, in the procedure SRSimplify(x, a), \( \delta \) is chosen to be the
maximum value such that all possible values of \( X \) in step 3 of SRSimplify(x, a)
remain in \([0,1]^n\). At least one of the \( \binom{|\text{frac}(x)|}{2} \) choices of \( (i^*, j^*) \) will lead to at
least 1 new integral element in step 3 of SRSimplify. Thus, with probability
at least \( \frac{2}{|\text{frac}(x)|^2} \geq \frac{2}{n^2}, \) it fixes an element in a single round. In expectation, we
need \( O(n^3) \) iterations to round all \( n \) variables. By construction, the weighted sum
\( \sum_i a_ix_i \) and all marginal probabilities are preserved after every single round. Then
\[ \sum_i a_i X_i = \sum_i a_i x_i \text{ and } E[X_i] = x_i \text{ for all } i \text{ by induction.} \]

Next, we prove the following inequality.

**Lemma 2.6.2.** For all integers \( k \geq 1, n \geq 2, \) and any \( p \in [0,1] \) define \( f_k(n,p) := n \binom{2p}{2k} + (n-2) \binom{p}{k} (-1)^k. \) We have that \( f_k(n,1-1/n) \leq 0. \)

**Proof.** We will prove this lemma by induction. For \( k=1, \) we have

\[ f_1(n,1-1/n) = n \frac{2(1-1/n)(2(1-1/n) - 1)}{2} - (n-2)(1-1/n) \]
\[ = (1-1/n)(n(2-2/n-1) - n + 2) = 0. \]

For \( k \geq 2, \) we have

\[ \left(1 - \frac{p+1}{k}\right) \left(f_{k-1}(n,p) - n \frac{2p(k-p-1)}{k(2k-1)} \binom{2p}{2(k-1)} \right) \]
\[ = \frac{k-p-1}{k} \left(n \binom{2p}{2(k-1)} + (n-2) \binom{p}{k-1} (-1)^{k-1} - n \frac{2p(k-p-1)}{k(2k-1)} \binom{2p}{2(k-1)} \right) \]
\[ = n \binom{2p}{2(k-1)} \left(\frac{k-p-1}{k} - \frac{2p(k-p-1)}{k(2k-1)} \right) + (n-2) \binom{p}{k-1} \frac{p-k+1}{k} (-1)^k \]
\[ = f_k(n,p). \]

It follows that \( f_k(n,p) \leq 0 \) when \( k \geq 2, n \geq 1 \) and \( p = 1-1/n \) as \( \frac{p+1}{k} \leq 1, \frac{2p(k-p-1)}{k(2k-1)} \binom{2p}{2(k-1)} \geq 0, \) and \( f_{k-1}(n,p) \leq 0. \)

**Lemma 2.6.3.** Let \( X \) be the output of \( \text{SRSimplify}(x,a) \) for some vectors \( x \in (0,1)^n, \) \( a \in (\mathbb{R} \setminus \{0\})^n, \) and \( n \geq 2. \) For any set \( S \subseteq [n], \)

\[ E \left[ \left( \prod_{i \in S} X_i \right)^p \right] \leq \left( \prod_{i \in S} x_i \right)^p \]
holds for $p = 1 - \frac{1}{n}$. Furthermore, if all weights in $\{a\}_{i \in S}$ have the same sign, the inequality holds for $p = 1$.

**Proof.** WLOG, assume that all elements of $x$ are floating, i.e. $|\text{frac}(x)| = n$. Fix a set $S \in [n]$. We will analyze the expected value of $\Lambda := \prod_{i \in S} X_i$ in terms of $\lambda := \prod_{i \in S} x_i$. Define

$$b_i := \begin{cases} 
\frac{1}{a_i} & i \in S \\
0 & i \notin S 
\end{cases}, \quad A_i := 1 + \frac{b_i \delta}{x_i}, \quad B_i := 1 - \frac{b_i \delta}{x_i}.$$ 

Then the expected value of $\Lambda^p$ conditioned on particular $(i^*, j^*)$ being chosen is:

$$\mathbb{E}[\Lambda^p | (i^*, j^*) = (i, j)] = \frac{1}{2} \lambda^p \left( \frac{x_i + b_i \delta}{x_i} \right)^p \left( \frac{x_j - b_j \delta}{x_j} \right)^p + \frac{1}{2} \lambda^p \left( \frac{x_i - b_i \delta}{x_i} \right)^p \left( \frac{x_j + b_j \delta}{x_j} \right)^p$$

$$= \frac{1}{2} \lambda^p (A_i^p B_j^p + B_i^p A_j^p).$$

Observe that $\mathbb{E}[\Lambda | (i^*, j^*) = (i, j)] = \lambda \left( 1 - \frac{b_i b_j \delta^2}{x_i x_j} \right)$, and if $b_i$ and $b_j$ have the same sign (or one or both are 0), then this quantity is at most $\lambda$. Thus, if all of $\{a_i\}_{i \in S}$ have the same sign, SRDR preserves full negative correlation: $\mathbb{E}[\Lambda] \leq \lambda$. (This is equivalent to the known negative correlation property of the standard positively-weighted dependent rounding scheme.)

We now continue with the general case. What the proof boils down to is expanding all terms of the form $(1 + x)^p$ using the generalized binomial theorem, multiplying everything to get a polynomial in $x$, and then showing (in Lemma 2.6.2) that $p = 1 - \frac{1}{n}$ is the precise value which causes the higher order terms to vanish.
(and the lower order terms to be negative). The algebra is much cleaner if we first manipulate the equation before doing any expansions. In the following summations, \( i, j \in [n] \). We have

\[
E[\Lambda^p] = \sum_{i<j} \Pr\{\{i^*, j^*\} = \{i, j\}\} E[\Lambda^p|\{i^*, j^*\} = \{i, j\}]
\]

\[
= \frac{1}{\binom{n}{2}} \cdot \sum_{i<j} \frac{1}{2} \lambda^p (A_i^p B_j^p + B_i^p A_j^p)
\]

\[
= \frac{\lambda^p}{4(\binom{n}{2})} \sum_{i<j} ((A_i^p + B_i^p)(A_j^p + B_j^p) - (A_i^p - B_i^p)(A_j^p - B_j^p))
\]

\[
= \frac{\lambda^p}{8(\binom{n}{2})} \left( \left( \sum_i (A_i^p + B_i^p) \right)^2 - \sum_i (A_i^p + B_i^p)^2 - \left( \sum_i (A_i^p - B_i^p) \right)^2 + \sum_i (A_i^p - B_i^p)^2 \right)
\]

\[
\leq \frac{\lambda^p}{8(\binom{n}{2})} \left( n \sum_i (A_i^p + B_i^p)^2 - \sum_i (A_i^p + B_i^p)^2 + \sum_i (A_i^p - B_i^p)^2 \right)
\]

\[
= \frac{\lambda^p}{8(\binom{n}{2})} \sum_i \left( n(A_i^{2p} + B_i^{2p}) + 2(n - 2)A_i^p B_i^p \right).
\]

To get the penultimate inequality we applied the Cauchy-Schwarz inequality and the fact that any square is nonnegative. We will show that for the appropriate choice of \( p \), \( E[\Lambda^p] \leq \lambda^p \). We now expand \( A_i \) and \( B_i \) using the generalized binomial theorem.
(Note that \( \frac{b_i \delta}{x_i} \in [-1, 1] \) by our choice of \( \delta \).)

\[
E[\Lambda^p] \leq \frac{\lambda^p}{8 \binom{n}{2}} \cdot \sum_i \left( n \left( 1 + \frac{b_i \delta}{x_i} \right)^{2p} + n \left( 1 - \frac{b_i \delta}{x_i} \right)^{2p} + 2(n - 2) \left( 1 - \left( \frac{b_i \delta}{x_i} \right)^2 \right)^p \right)
\]

\[
= \frac{\lambda^p}{8 \binom{n}{2}} \cdot \sum_i \left( n \sum_{k \geq 0} \binom{2p}{k} \frac{(b_i \delta)^k}{x_i^k} + n \sum_{k \geq 0} \binom{2p}{k} (-1)^k \frac{(b_i \delta)^k}{x_i^k} + 2(n - 2) \sum_{k \geq 0} \binom{p}{k} (-1)^k \frac{(b_i \delta)^{2k}}{x_i^{2k}} \right)
\]

\[
= \frac{\lambda^p}{4 \binom{n}{2}} \cdot \sum_i \sum_{k \geq 0} \left( n \frac{(2p)}{2k} + (n - 2) \frac{(p)}{k} (-1)^k \frac{(b_i \delta)^{2k}}{x_i^{2k}} \right).
\]

Now fix \( p = 1 - 1/n \). By Lemma 2.6.2, we have

\[
E[\Lambda^{1-1/n}] \leq \frac{\lambda^{1-1/n}}{4 \binom{n}{2}} \cdot \sum_i \sum_{k \geq 0} f_k(n, 1 - 1/n) \frac{(b_i \delta)^{2k}}{x_i^{2k}}
\]

\[
\leq \frac{\lambda^{1-1/n}}{4 \binom{n}{2}} \cdot \sum_i f_0(n, 1 - 1/n) \frac{(b_i \delta)^0}{x_i^{0}}
\]

\[
= \frac{\lambda^{1-1/n}}{4 \binom{n}{2}} \cdot n(n + (n - 2)) = \lambda^{1-1/n}.
\]

\[\square\]

**Lemma 2.6.4.** Let \( X \) be the output of SRSIMPLIFY(\( x, a \)) for some vectors \( x \in (0, 1)^n, \ a \in (\mathbb{R} \setminus \{0\})^n \), and \( n \geq 2 \). For any disjoint sets \( S, T \subseteq [n] \), we have

\[
E \left[ \left( \prod_{i \in S} X_i \prod_{i \in T} (1 - X_i) \right)^p \right] \leq \left( \prod_{i \in S} x_i \prod_{i \in T} (1 - x_i) \right)^p,
\]

holds for \( p = 1 - \frac{1}{n} \). Furthermore, if all \( \{a_i\}_{i \in S} \) are positive (or \( S = \emptyset \)) and all
\{a_i\}_{i \in T} are negative (or \(T = \emptyset\)), or vice versa, the inequality holds for \(p = 1\).

**Proof.** Let us define vectors \(x', a'\) as

\[
\begin{align*}
    x'_i &:= \begin{cases} 
    1 - x_i & i \in T \\
    x_i & i \notin T 
    \end{cases}, \\
    a'_i &:= \begin{cases} 
    -a_i & i \in T \\
    a_i & i \notin T 
    \end{cases}
\end{align*}
\tag{2.10}
\]

Let \(X' := \text{SRSIMPLIFY}(x', a')\) and \(X''\) be such that \(X''_i = X_i\) if \(i \notin T\) and \(X''_i = 1 - X_i\) otherwise. It is not hard to verify that \(X'\) and \(X''\) have the same joint probability distribution. Then

\[
\mathbb{E} \left[ \left( \prod_{i \in S} X_i \prod_{i \in T} (1 - X_i) \right)^p \right] = \mathbb{E} \left[ \left( \prod_{i \in S \cup T} X'_i \right)^p \right] \leq \left( \prod_{i \in S \cup T} x'_i \right)^p = \left( \prod_{i \in S} x_i \prod_{i \in T} (1 - x_i) \right)^p
\]

holds for \(p = 1 - \frac{1}{n}\). If all \(\{a_i\}_{i \in S}\) are positive and all \(\{a_i\}_{i \in T}\) are negative (or vice versa), then all \(\{a'_i\}_{i \in S \cup T}\) have the same sign so this holds for \(p = 1\). \hfill \Box

We are now ready to prove Theorem 2.6.1.

**Proof of Theorem 2.6.1.** Let \(\lambda := \prod_{i \in S} x_i \prod_{i \in T} (1 - x_i)\). Observe that the bound in Lemma 2.6.4 also holds for all values \(p \in [0, 1 - 1/n]\) according to Jensen’s inequality. By induction and using the bound in Lemma 2.6.4 with \(p = 1 - 1/(t + 1)\) on each iteration (which is valid as we have at least \(t + 1\) fractional values in the last step), we obtain

\[
\mathbb{E} \left[ \left( \prod_{i \in S} X_i \prod_{i \in T} (1 - X_i) \right)^p \right] \leq \lambda^p.
\]
For $n$ and $t$ large enough, we have

\[
\mathbb{E} \left[ \prod_{i \in S} X_i \prod_{i \in T} (1 - X_i) \right] \leq \mathbb{E} \left[ \left( \prod_{i \in S} X_i \prod_{i \in T} (1 - X_i) \right)^p \right] \\
\leq \lambda^{1-1/(t+1)} \approx \lambda \left( 1 - \frac{\log \lambda}{t} \right) \\
\leq \lambda \left( 1 - \frac{\log \alpha^m}{t} \right) = \lambda \left( 1 + \frac{m \log(1/\alpha)}{t} \right).
\]

\[\square\]
3.1 Problem definition

In this chapter, we study the classic $k$-median problem. In this problem, we are given a set $\mathcal{F}$ of facilities, a set $\mathcal{C}$ of clients, a budget $k$, and a symmetric distance-metric $d$ on $\mathcal{F} \cup \mathcal{C}$. The goal is to open a subset of at most $k$ facilities in $\mathcal{F}$ such that the total distance (or connection cost) from each client to its closest opened facility is minimized. That is, we want a subset $S \subseteq \mathcal{F}$ of size at most $k$, which minimizes $\sum_{j \in \mathcal{C}} \min_{i \in S} d(i, j)$. Note that the only decision is which subset of the facilities to open.

This problem is known to be NP-hard, so there has been much work done on designing approximations with provable performance guarantees; indeed, virtually every major technique in approximation algorithms has been used and/or developed for this problem and its variants.

3.2 Prior work and Our contributions

Charikar, Guha, Tardos, and Shmoys used LP-rounding to achieve the first constant factor approximation ratio of $6\frac{2}{3}$ [33]. Then, Jain and Vazirani [25] ap-
plied Lagrangian Relaxation to remove the hard constraint of opening at most $k$ facilities, effectively reducing the problem to an easier version known as the Uncapacitated Facility Location (UFL) problem. Using this technique together with primal-dual methods for UFL, they first find a bi-point solution, losing a factor of 3. They then round this bi-point solution to an integral feasible solution losing another multiplicative factor of 2, yielding a 6-approximation. Later, Jain, Mahdian, and Saberi (JMS) improved the approximation ratio of constructing the bi-point solution to 2, resulting in a 4-approximation [30]. Following this, a local-search-based $(3 + \epsilon)$-approximation algorithm was developed by Arya et al. [34].

Recently, Li and Svensson’s breakthrough work gave a $(1 + \sqrt{3} + \epsilon)$-approximation algorithm for $k$-median [35]. To accomplish this, they defined an $\alpha$-pseudo-approximation algorithm to be one that is an $\alpha$-approximation which, however, opens $k + O(1)$ facilities, and showed – very surprisingly – how to use such an algorithm as a blackbox to construct a true $(\alpha + \epsilon)$-approximation algorithm. They then took advantage of this by giving a bi-point rounding algorithm which opens $k + O(1)$ facilities, but loses a factor of $\frac{1 + \sqrt{3}}{2} + \epsilon$ instead of the previous 2. Together with the factor of 2 lost during the JMS bi-point construction algorithm, this yields the final approximation ratio. Letting $N$ denote the input-size, the runtime of [35] is $N^{O(1/\epsilon^2)}$.

In this thesis, we give an improved bi-point rounding step to give an algorithm for $k$-median with improved approximation ratio and runtime. Section 4 presents an improved approximation for rounding bi-point solutions; we obtain $1.3371 + \epsilon$ instead of $\frac{1 + \sqrt{3}}{2} + \epsilon \approx 1.366 + \epsilon$. This yields a $2 \times 1.3371 + \epsilon \approx (2.675 + \epsilon)$-approximation algorithm for $k$-median, an improvement over Li and Svensson’s $(2.733 + \epsilon)$. Using
our dependent rounding technique in Chapter 2, we also improve dependence of the run-time on \( \epsilon \) from \( N^{O(1/\epsilon^2)} \) as in [35], to \( N^{O((1/\epsilon) \log(1/\epsilon))} \).

3.3 An improved bi-point rounding algorithm

3.3.1 Preliminaries

Convex combinations of two integral solutions, with the corresponding convex combination of the number of open facilities being \( k \), will be particularly useful for us.

**Definition 3.3.1.** (Bi-point solution) Given a \( k \)-median instance \( I \), a bi-point solution is a pair \( F_1, F_2 \subseteq F \) such that \( |F_1| \leq k \leq |F_2| \), along with reals \( a, b \geq 0 \) with \( a + b = 1 \) such that \( a|F_1| + b|F_2| = k \). (That is, the convex combination of the two “solutions” is feasible for the natural LP relaxation of \( I \).) The cost of this bi-point solution is defined as \( aD_1 + bD_2 \), where \( D_1 \) and \( D_2 \) are the connection costs of \( F_1 \) and \( F_2 \) respectively.

We refer to \( F_1, F_2, a, b, D_1, \) and \( D_2 \) as defined in Definition 3.3.1. As an initial goal (which we will relax shortly), suppose we are interested in an algorithm which rounds this bi-point solution to an integer solution of cost at most \( \alpha(aD_1 + bD_2) \), for some \( \alpha \). As already mentioned, such an algorithm can be used to get a \((2 \times \alpha)\)-approximation to \( k \)-median. Suppose a client \( j \) is closest to \( i_1 \) in solution \( F_1 \), and \( i_2 \) in pseudo-solution\(^1\) \( F_2 \). Ideally, one would like to round the bi-point solution in such a way that \( i_1 \) is open with probability \( a \), and \( i_2 \) is open with the remaining probability

\(^1\)One that may open more than \( k \) facilities.
Then the expected connection cost of \( j \) would be exactly its contribution to the bi-point cost, and we would get a bi-point rounding factor of 1. The problem is that we cannot directly correlate this pair of events for every single client, while still opening only \( k \) facilities. Jain and Vazirani’s approach is to pair each \( i_1 \in \mathcal{F}_1 \) with its closest neighbor in \( \mathcal{F}_2 \), and ensure that one of the two is open [25]. This approach loses at most a factor of 2, which is equal to the integrality gap of the \( k \)-median LP, and so is the best one might expect. However, Li and Svensson beat this factor by allowing their algorithm to open \( k + c \) facilities. They then give a (surprising) method to convert such an algorithm to one that satisfies the budget-\( k \) constraint, adding \( \epsilon \) to the approximation constant, and a factor of \( n^{O(c/\epsilon)} \) to the runtime. This method actually runs the algorithm on a polynomial number of sub-instances of the original problem, and thus is not limited by the integrality gap of the original LP. Thus we obtain our relaxed goal:

**Definition 3.3.2. (Relaxed goal)** Given a bi-point solution parametrized by \( F_1, F_2, a, b, D_1, \) and \( D_2 \) as in Definition 3.3.1, round it to an integer pseudo-solution using at most \( k + f(\epsilon) \) facilities, and of cost at most \( \alpha(aD_1 + bD_2) \) for \( \alpha \sim 1.3371 \). Here, \( \epsilon > 0 \) is an arbitrary constant.

**Definition 3.3.3 (Stars).** For a given bi-point solution \( aF_1 + bF_2 \), we associate each facility \( i_2 \in F_2 \) to its closest facility \( i_1 \in F_1 \) (breaking ties arbitrarily). For each \( i \in F_1 \), the set of \( i \) and its associated facilities in \( F_2 \) is called a star. We refer to \( i \) as the center of the star and other facilities in the star as leaves. Also let \( S_i \) denote the set of leaves of the star with center \( i \).
Now we further partition the stars by their number of leaves. Let $T_0$ be the set of stars with no leaves, $T_1$ be the set of stars with one leaf, and $T_2$ be the set of stars with at least 2 leaves. We call the stars in $T_0, T_1, T_2$ as 0-stars, 1-stars, and 2-stars, respectively. Let $C_0, C_1, C_2$ be the sets of centers of stars in $T_0, T_1, T_2$, respectively. Let $L_1, L_2$ be the sets of leaves of stars in $T_1, T_2$, respectively. For a client $j$, let $i_1(j)$ and $i_2(j)$ denote the closest facilities to $j$ in $F_1$ and $F_2$ respectively.

We also use the following notations: $\Delta_F := |F_2| - |F_1|$, $r_D := D_2/D_1$, $r_0 := |C_0|/\Delta_F$, $r_1 := |C_1|/\Delta_F$, $r_2 := |C_2|/\Delta_F$, and $s_0 := 1/(1 + r_0)$. Note that if $\Delta_F = 0$, then $|F_1| = |F_2| = k$, and we may simply choose $F_2$ as our solution, which has cost at most that of the bipoint solution. Thus we assume that $\Delta_F > 0$.

Now we describe a set of randomized algorithms to round a bi-point solution into a pseudo-solution which opens at most $k + O(1)$ facilities. In order to keep the number of extra facilities bounded, we consider several different cases depending on certain properties of the bi-point solution. In the main case, we get a $1.3371 + \epsilon$ approximation, utilizing WeightedDepRound2 to open only $O(\log(1/\epsilon))$ extra facilities. In the edge cases, we are able to use weaker, but simpler techniques to obtain the same bound.
3.3.2 Main case: $s_0 \geq 5/6$, $b \in [0.508, 3/4]$, $r_D \in [19/40, 2/3]$, and $r_1 > 1$

For each 1-star with center $i$ and leaf $i'$, we define the following ratio. (Note that $\Delta_F > 0$ implies $\mathcal{L}_2$ is nonempty.)

$$g_i = \frac{d(i, i')}{\min_{j \in \mathcal{L}_2} d(i, j)}.$$

We partition the set $\mathcal{T}_1$ into sets $\mathcal{T}_{1A}$ of long stars and $\mathcal{T}_{1B}$ of short stars as follows. We sort all the stars in $\mathcal{T}_1$ in decreasing order of $g_i$. Let $\mathcal{T}_{1A}$ be the set of the first $[a \Delta_F]$ stars of $\mathcal{T}_1$ and $\mathcal{T}_{1B} := \mathcal{T}_1 \setminus \mathcal{T}_{1A}$. Also let $\mathcal{C}_{1A}$ and $\mathcal{C}_{1B}$ be the sets of centers of stars in $\mathcal{T}_{1A}$ and $\mathcal{T}_{1B}$, respectively. Similarly, let $\mathcal{L}_{1A}$ and $\mathcal{L}_{1B}$ be the corresponding sets of leaves. Note that $\mathcal{T}_{1A}$ is well-defined since $|\mathcal{T}_1|/\Delta_F = r_1 > 1$ implies $|\mathcal{T}_1| > \Delta_F$.

Next, we describe a rounding scheme called $\mathcal{A}(p_0, p_{1A}, q_{1A}, p_{1B}, q_{1B}, p_2, q_2)$ which is the main procedure of our algorithm. The purpose of $\mathcal{A}$ is to (for $X \in \{0, 1_A, 1_B, 2\}$) randomly open roughly $p_X$ fraction of facilities in $\mathcal{C}_X$, and $q_X$ fraction of facilities in $\mathcal{L}_X$, while maintaining the important property that if any leaves of a star are closed, its center will be opened – except in some cases where we completely close all stars in $\mathcal{T}_{1A}$.

When $p_2 \neq 0$, we further partition $\mathcal{T}_2$ into “large” and “small” stars (as in [35]). For a given parameter $\eta > 0$, we say that a star centered at $i \in \mathcal{C}_2$ is large if $|\mathcal{S}_i| \geq 1/(p_2 \eta)$ and small otherwise. Let $\beta = \min \{q_2, 1 - q_2\}$ and $c = \lceil 16/37 \rceil$. Then, we group
the small stars according to their sizes: For each \( s = 1, \ldots, \lceil \log_{1+\beta}(1/(p_2\eta)) \rceil - 1 \), let \( G_s := \{ i \in C_2 : (1 + \beta)^s \leq |S_i| < (1 + \beta)^{s+1} \} \).

### 3.3.2.1 Main algorithm

Below we define Algorithm \( A \) and its subroutine \( \text{ROUND2STARS} \). The main algorithm will simply run \( A \) with 9 different sets of parameters and return the solution with minimum connection cost. We refer to these calls of \( A \) as algorithms \( A_1, \ldots, A_9 \). See Table 3.1 for a complete set of parameters. It is easy to see that all numbers in the table belong to \([0,1]\) as \( b \geq a \), \( 0 \leq s_0 \leq 1 \), and \( r_2 \geq 0 \).

**Algorithm 8** \( A(p_0, p_{1A}, q_{1A}, p_{1B}, q_{1B}, p_2, q_2) \)

1: Randomly open a subset of size \( \lceil p_0|C_0| \rceil \) of \( C_0 \).
2: Take a random permutation of \( T_{1A} \). Open the centers of the first \( \lceil p_{1A}|T_{1A}| \rceil \) stars and the leaves of the last \( \lceil q_{1A}|T_{1A}| \rceil \).
3: Take a random permutation of \( T_{1B} \). Open the centers of the first \( \lceil p_{1B}|T_{1B}| \rceil \) stars and the leaves of the last \( \lceil q_{1B}|T_{1B}| \rceil \).
4: if \( p_2 = 1 \) or \( p_2 = 0 \) then
5: Open all or none of \( C_2 \), respectively. Also open a random subset of size \( \lceil q_2|L_2| \rceil \) of \( L_2 \).
6: else
7: \( \text{ROUND2STARS} (p_2, q_2) \).
8: Return the set of all opened facilities.

<table>
<thead>
<tr>
<th>Algorithms</th>
<th>( p_0 )</th>
<th>( p_{1A} )</th>
<th>( q_{1A} )</th>
<th>( p_{1B} )</th>
<th>( q_{1B} )</th>
<th>( p_2 )</th>
<th>( q_2 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( A_1 )</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>( as_0 )</td>
<td>1 - ( as_0 )</td>
</tr>
<tr>
<td>( A_2 )</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>( 1 - bs_0 )</td>
<td>( bs_0 )</td>
</tr>
<tr>
<td>( A_3 )</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>( 1 - bs_0 )</td>
<td>( bs_0 )</td>
</tr>
<tr>
<td>( A_4 )</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>( 1 - bs_0 )</td>
<td>( bs_0 )</td>
</tr>
<tr>
<td>( A_5 )</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>( 1 - bs_0 )</td>
<td>( bs_0 )</td>
</tr>
<tr>
<td>( A_6 )</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>( 1 - (b - a)s_0 )</td>
<td>( (b - a)s_0 )</td>
</tr>
<tr>
<td>( A_7 )</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>( \frac{1}{2}bs_0 )</td>
</tr>
<tr>
<td>( A_8 )</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>( A_9 )</td>
<td>( a )</td>
<td>( a )</td>
<td>( b )</td>
<td>( a )</td>
<td>( b )</td>
<td>( a )</td>
<td>( b )</td>
</tr>
</tbody>
</table>

Table 3.1: The main algorithm makes 9 calls to \( A \), with the above parameters.
Algorithm 9 Round2Stars\((p_2, q_2)\)

1: Open the centers of all large stars. Let \(C'_2\) be the set of these centers, and let \(L'_2\) be the set of their leaves. Randomly open a subset of size \(\lceil q_2(|L'_2| - |C'_2|)\rceil\) of \(L'_2\).

2: for \(s = 1, \ldots, \lceil \log_{1+\beta}(1/(p_2\eta)) \rceil - 1\) do

3: Let \(A, P\) be vectors with \(A_i = |S_i| - 1\) and \(P_i = q_2\) for \(i \in G_s\).

4: Let \(X\) be the vector returned by \textsc{WeightedDepRound2} on \(A\) and \(P\).

5: For all integer elements \(X_i\), if \(X_i = 1\), open all facilities in \(S_i\). Else, open the center \(i\).

6: Let \(X_i^*\) be the fractional element (if any). Open the center of \(S_i^*\) and a random set of size \(\lceil X_i^*|S_i^*|\rceil\) of \(S_i^*\).

7: Pick \(\min\{c, |G_s|\}\) centers of stars in \(G_s\) uniformly at random and open them if not already opened.

The algorithm itself runs in linear time. However, when we use Li and Svensson’s algorithm to convert our pseudo-solution to a feasible one, it will take time \(O(n^{O(C/\epsilon)})\) in total, where \(C\) is the number of extra facilities we open. So it is important that \(C\) is a (preferably small) constant. A few of these extra facilities come from handling basic rounding (e.g. \(\lceil q_2|L_2|\rceil\)), however, the majority come from handling the positive correlation within the groups \(G_s\). Li and Svensson considered \(O(1/\eta)\) groups of stars, each with uniform size, bounded the positive correlation by adding a few extra facilities per group, and showed that the total cost is only blown up by a factor of \((1 + \eta)\). The near-independence property gives a bound on the positive correlation, so that we may compensate for it by adding \(O(1/\beta^2)\) extra facilities per group. Thus, \(\beta\) must be bounded away from zero, which strongly motivates our restriction of the domain of the main algorithm.

Note that if we run \(\mathcal{A}\) with parameters \(p_0 = p_{1A} = p_{1B} = p_2 = a\), and \(q_{1A} = q_{1B} = q_2 = b\), the resulting algorithm is essentially the same as that given in [35]. (The set of algorithms we use subsumes the need for this one.) The main
difference in this case is that we need to open only $O(\log(1/\epsilon))$ extra facilities instead of $O(1/\epsilon)$.

### 3.3.2.2 Bounding the number of opened facilities

Since our main algorithm will return one of the solutions by $A_1, \cdots, A_9$, we need to show that none of these will open too many facilities. Algorithm 9 essentially partitions all stars into a constant number of groups. Consider the budget of each group, which is the expected number of facilities opened in that group if we independently open each facility in $C_X$ with probability $p_X$ and each in $L_X$ with $q_X$. We want to show that for each group, the number of facilities opened is always within an additive constant of that group’s budget. The trickiest groups are the groups of small stars $\{G_s\}$.

**Lemma 3.3.1.** For each group $G_s$, let $C(s)$ and $L(s)$ be the set of centers and leaves of stars in $G_s$ respectively. Then $\text{Round2Stars}$ always opens at most $p_2|C(s)| + q_2|L(s)| + c + 2$ facilities in $C(s) \cup L(s)$.

**Proof.** Since $\text{WeightedDepRound2}$ preserves the weighted sum, we have with probability 1 that

$$\sum_{i \in C(s)} X_i(|S_i| - 1) = \sum_{i \in C(s)} q_2(|S_i| - 1).$$
The number of facilities opened in lines 5 and 6 is at most

\[
\sum_{i \in \mathcal{C}(s), i \neq i^*} (X_i|\mathcal{S}_i| + (1 - X_i)) + 1 + [X_{i^*}|\mathcal{S}_{i^*}|]
\]

\[
\leq \sum_{i \in \mathcal{C}(s), i \neq i^*} X_i(|\mathcal{S}_i| - 1) + (|\mathcal{C}(s)| - 1) + 2 + X_{i^*}(|\mathcal{S}_{i^*}| - 1) + X_{i^*}
\]

\[
= \sum_{i \in \mathcal{C}(s)} X_i(|\mathcal{S}_i| - 1) + (|\mathcal{C}(s)| - 1) + 2 + X_{i^*}
\]

\[
= \sum_{i \in \mathcal{C}(s)} q_2(|\mathcal{S}_i| - 1) + |\mathcal{C}(s)| + 1 + X_{i^*}
\]

\[
\leq \sum_{i \in \mathcal{C}(s)} q_2(|\mathcal{S}_i| - 1) + |\mathcal{C}(s)| + 2
\]

\[
= \sum_{i \in \mathcal{C}(s)} (q_2(|\mathcal{S}_i| - 1) + 1) + 2 = \sum_{i \in \mathcal{C}(s)} (q_2|\mathcal{S}_i| + p_2) + 2 = p_2|\mathcal{C}(s)| + q_2|\mathcal{L}(s)| + 2,
\]

where in the penultimate step we have used that \(p_2 + q_2 = 1\) whenever ROUND2STARS is called. (This follows from \(A_1 \ldots A_9\), except \(A_7\) where ROUND2STARS would never be called.) The lemma follows because we open at most \(c\) additional facilities in line 7. 

Note that the number of groups of small stars is at most \(\log_{1+\beta}(1/(p_2\eta))\), and we open at most \(c + 2 = \lceil 16/(3\beta^2) \rceil + 2\) additional facilities in each group. It is straightforward to see that the other groups (\(T_{1A}, T_{1B},\) and large stars) only open a constant number of extra facilities, and so our total budget is violated by only a constant amount. The following claim shows that \(\beta\) and \(p_2\) are strictly greater than zero (i.e., \(c\) and the number of groups are upper-bounded by real constants.)

**Claim 3.3.1.** When ROUND2STARS is called, we have \(\beta > 1/75\) and \(p_2 \geq 5/24\).
Proof. Round2Stars is only called during $\mathcal{A}_1, \ldots, \mathcal{A}_6$. (In $\mathcal{A}_7$ and $\mathcal{A}_8$, line 5 is called instead.) Consider possible values of $p_2$ and $q_2$ in Table 3.1. Recall that $s_0 \in [5/6, 1]$, $b \in [0.508, 3/4]$ and $a + b = 1$. The minimum of $\beta = \min\{q_2, 1 - q_2\}$ is attained in $\mathcal{A}_6$ when $b = 0.508$ and $s_0 = 5/6$; here $q_2 = (b - a)s_0 = (0.508 - 0.492) \cdot 5/6 = 1/75$. Also, the minimum of $p_2$ is attained at $p_2 = a s_0$, $a = 1/4$, and $s_0 = 5/6$. \hfill \square

Since we open basically $O(\frac{1}{\beta} \log(\frac{1}{\eta}))$ extra facilities, these small lower bounds lead to poor constants. Significant improvement may be made by further splitting the cases, and carefully choosing the set of algorithms used in each. However, in order to avoid further complicating the algorithm and its analysis, we do not attempt to optimize these values here.

Lemma 3.3.2. For any given set of parameters $\{p_0, p_{1 A}, q_{1 A}, p_{1 B}, q_{1 B}, p_2, q_2\}$ in Table 3.1, $\mathcal{A}$ will open at most $E + O(\log(1/\eta))$ facilities with probability 1, where

$$E := p_0|C_0| + p_{1 A}|C_{1 A}| + q_{1 A}|C_{1 A}| + p_{1 B}|C_{1 B}| + q_{1 B}|C_{1 B}| + p_2|C_2| + q_2|L_2|.$$

Proof. We consider Algorithm 17. It is easy to see that

- In line 1, we open at most $p_0|C_0| + 1$ facilities,
- In line 2, we open at most $p_{1 A}|C_{1 A}| + q_{1 A}|C_{1 A}| + 2$ facilities,
- In line 3, we open at most $p_{1 B}|C_{1 B}| + q_{1 B}|C_{1 B}| + 2$ facilities,
- If line 5 is executed then we open at most $p_2|C_2| + q_2|L_2| + 1$ facilities,
• Otherwise, \textsc{Round2Stars} is called:

  o In line 1, the number of opened facilities is

  $$|C'_2| + \left\lceil q_2(|L'_2| - |C'_2|) \right\rceil \leq 1 + |C'_2| + q_2(|L'_2| - |C'_2|) = p_2|C'_2| + q_2|L'_2| + 1,$$

  where the equality follows due to the fact that $1 - q_2 = p_2$ whenever \textsc{Round2Stars} is called.

  o By Lemma 3.3.1 and Claim 3.3.1, the number of facilities opened by the for loop (lines 3 \ldots 7) is at most

  \[
  \sum_{s=1}^{\left\lceil \log_{1+\beta}(1/(p_2\eta)) \right\rceil - 1} \left( p_2|C(s)| + q_2|L(s)| + c + 2 \right)
  \]

  \[
  = \sum_{s=1}^{\left\lceil \log_{1+\beta}(1/(p_2\eta)) \right\rceil - 1} \left( p_2|C(s)| + q_2|L(s)| \right) + O(\log(1/\eta)).
  \]

  The lemma follows by taking the sum of opened facilities in each case.

  \[ \square \]

  The $O(\log(1/\eta))$ term comes as a result of us opening $O(\log(1/\eta))$ small groups $G_s$. The parameters in $A_1, \ldots, A_8$ are carefully chosen so that the total budget $E \approx k$ in each case. This gives us the following result.

\textbf{Lemma 3.3.3.} Algorithms $A_1, \ldots, A_9$ will always open at most $k + O(\log(1/\eta))$ facilities.

\textit{Proof.} Since $b \in [1/2, 3/4]$ and $s_0 \leq 1$, $p_2$ is bounded away from 0 in $A_1, \ldots, A_9$. Note that \textsc{Round2Stars} is not called in $A_7$ and $A_8$; at most $E + 1$ facilities
can be opened in these two algorithms. By Lemma 3.3.2, it suffices to show that $E \leq k + 1$. The proof is straightforward. We substitute the parameters in Table 3.1 and $s_0 = \frac{1}{1 + |C_0|/\Delta_F} = 1 + \frac{|C_0|}{|C_2| - |L_2|}$ to compute $E$ in each case. We use simple facts such as $|C_{1A}| = |L_{1A}|$, $|C_{1B}| = |L_{1B}|$, and $|C_{1A}| + |C_{1B}| = |C_1|$ to further simplify the expression. Also recall that $|C_{1A}| = \lceil a \Delta_F \rceil$, and thus $a \Delta_F \leq |C_{1A}| \leq a \Delta_F + 1$. By definition, we have $\Delta_F = |L_2| - |C_0| - |C_2|$ and $2|C_2| \leq |L_2|.

- For $A_1$, we have

$$E = |C_{1A}| + |C_{1B}| + as_0|C_2| + (1 - as_0)|L_2|$$

$$= |C_1| + a|C_0| + a|C_2| + b|L_2|$$

$$= a(|C_0| + |C_2|) + b(|C_1| + |L_2|) = a|F_1| + b|F_2| = k.$$

- For $A_2, A_3, A_4$, and $A_5$, substituting the parameters gives the same $E$:

$$E = |C_0| + |C_1| + (1 - bs_0)|C_2| + bs_0|L_2|$$

$$= |C_0| - b|C_0| + |C_1| + |C_2| - b|C_2| + b|L_2|$$

$$= a|F_1| + b|F_2| = k.$$
• For $A_6$, we have

$$E = |C_0| + |C_1A| + |C_1B| + |C_1B| + (1 - (b - a)s_0)|C_2| + (b - a)s_0|L_2|$$

$$= |C_0| + |C_1A| + |C_1| + (1 - (b - a)s_0)|C_2| + (b - a)s_0|L_2|$$

$$\leq 1 + |C_0| + a\Delta_F + |C_1| + (1 - (b - a)s_0)|C_2| + (b - a)s_0|L_2|$$

$$= 1 + |C_0| - b|C_0| + |C_1| + |C_2| - b|C_2| + b|L_2|$$

$$= 1 + a|F_1| + b|F_2| = k + 1.$$

• For $A_7$, we have

$$E = |C_0| + |C_1| + |C_2| + \frac{b}{2(1/s_0)}|L_2|$$

$$\leq |C_0| + |C_1| + |C_2| + \frac{b}{1/s_0 + r_2}|L_2|$$

$$= |C_0| - b|C_0| + |C_1| + |C_2| - b|C_2| + b|L_2|$$

$$= a|F_1| + b|F_2| = k.$$
• For $\mathcal{A}_8$, we have

\[ E = |C_1B| + |L_2| \]
\[ = |C_1| - |C_{1A}| + |L_2| \]
\[ \leq |C_1| - a\Delta_F + |L_2| \]
\[ \leq |C_1| - \Delta_F + b\Delta_F + |L_2| \]
\[ = |F_1| + b\Delta_F = k. \]

• For $\mathcal{A}_9$ (this is exactly Li-Svensson algorithm), we have

\[ E = a|C_0| + a|C_1| + b|L_1| + a|C_2| + b|L_2| \]
\[ = a|F_1| + b|F_2| = k. \]

\[ \square \]

3.3.2.3 Cost analysis

We now derive bounds for the expected connection cost of a single client. For each client $j \in \mathcal{C}$, let $i_1(j)$ and $i_2(j)$ be the client’s closest facilities in $\mathcal{F}_1$ and $\mathcal{F}_2$, and let $d_1(j)$ and $d_2(j)$ be their respective distances from $j$. Also let $i_3(j)$ be the center of the star containing $i_2(j)$. (Where obvious, we omit the parameter $j$.) We will obtain several different upper bounds, depending on the class of the star in which $i_1(j)$ and $i_2(j)$ lie.
A key characteristic of Algorithm 17 is that for any star in class $Y \in \{1_A, 1_B, 2\}$, as long as $p_Y + q_Y \geq 1$, it will always open either the star’s center or all of the star’s leaves. By definition of stars, we know $i_3$ is not too far away. We will slightly abuse notation and let $i$ and $\tilde{i}$ represent the events that facility $i$ is opened or closed, respectively. By considering these probabilities, we obtain the following two bounds, similar to the one used in [35]. See Figure 4.4.

![Figure 3.1: Illustration of $i_1$, $i_2$, and $i_3$. Observe that $d_3 \leq d_2 + d(i_2, i_3) \leq d_2 + d(i_1, i_2) \leq d_1 + 2d_2$.](image)

**Lemma 3.3.4.** Let $j$ be a client. Suppose we are running one of algorithms $A_1$ to $A_7$, OR we are running $A_8$ and $i_2(j) \notin L_{1A}$. Then the expected connection cost of $j$ after running Algorithm 17 is bounded above by both $c_{213}(j) := d_2 + \Pr[\tilde{i}_2](d_1 - d_2) + 2 \Pr[\tilde{i}_1 \tilde{i}_2]d_2$ and $c_{123}(j) := d_1 + \Pr[\tilde{i}_1](d_2 - d_1) + \Pr[\tilde{i}_1 \tilde{i}_2](d_1 + d_2)$.

**Proof.** For all these clients, we know that at least one of $i_2$ or $i_3$ will always be open. First consider the case that $i_1 \neq i_3$. Then the facilities are as shown below. Observe by the construction of stars, $i_2$ cannot be closer to $i_1$ than $i_3$ (otherwise $i_1$ would be its center). Thus $d(i_2, i_3) \leq d(i_2, i_1) \leq d_1 + d_2$. It follows by the triangle inequality...
that \( d(j, i_3) \leq d(j, i_2) + d(i_2, i_3) \leq d_1 + 2d_2 \).

Now let us connect \( j \) to \( i_2 \) if open. Else, connect to \( i_1 \) if open. Else, connect to \( i_3 \). The actual facility which \( j \) connects to can only be closer than any of these. Thus, this yields the following upper bound for the expected connection cost of \( j \).

\[
c_{213}(j) := \Pr[i_2]d_2 + \Pr[i_1\tilde{i}_2]d_1 + \Pr[i_1\tilde{i}_2](d_1 + 2d_2)
= \Pr[i_2]d_2 + \Pr[i_2]d_1 + 2\Pr[i_1\tilde{i}_2]d_2
= d_2 + \Pr[i_2](d_1 - d_2) + 2\Pr[i_1\tilde{i}_2]d_2, \tag{3.1}
\]

where the subscript corresponds to the order in which we try connecting to facilities. Alternatively, we may connect \( j \) first to \( i_1 \) if open, else \( i_2 \) if open, else \( i_3 \). This gives the equally valid bound

\[
c_{123}(j) := \Pr[i_1]d_1 + \Pr[\tilde{i}_1i_2]d_2 + \Pr[\tilde{i}_1i_2](d_1 + 2d_2)
= \Pr[i_1]d_1 + \Pr[\tilde{i}_1]d_2 + \Pr[\tilde{i}_1\tilde{i}_2](d_1 + d_2)
= d_1 + \Pr[\tilde{i}_1](d_2 - d_1) + \Pr[\tilde{i}_1\tilde{i}_2](d_1 + d_2). \tag{3.2}
\]

Now consider the remaining case that \( i_1 = i_3 \). In this case, at least one of \( i_1 \) or \( i_2 \) will always be open. Again, depending on which facility we attempt to connect to first, we can obtain either of two bounds:

\[
c_{21}(j) := \Pr[i_2]d_2 + \Pr[\tilde{i}_2]d_1 \leq c_{213}(j)
\]
\[
c_{12}(j) := \Pr[i_1]d_1 + \Pr[\tilde{i}_1]d_2 \leq c_{123}(j).
\]
Thus (3.1) and (3.2) are valid bounds in both cases.

In $A_8$, $p_{1A} = q_{1A} = 0$, meaning all stars in $T_{1A}$ have both center and leaf closed, so if $i_2 \in \mathcal{L}_{1A}$ the previous bound does not hold. In this case, let $i_4$ be the closest leaf of a 2-star to $i_3$. Recall the definition of $g_i$; this gives us information on the distance to $i_4$. Let $g := \min_{i \in C_{1A}} g_i$ be the minimum value over all stars in $T_{1A}$.

Then we may bound the cost to $i_4$ (or its center, in the worst case) as follows:

**Lemma 3.3.5.** Let $j$ be a client such that $i_2(j) \in \mathcal{L}_{1A}$. Then the expected connection cost of $j$, when running $A_8$, is bounded above by $c_{145}(j) := d_1 + \Pr[i_1] \left( 2d_2 + \frac{1}{g}(d_1 + d_2) \right) + \Pr[i_1,i_4] \frac{1}{g}(d_1 + d_2)$.

**Proof.** For these clients it is possible that $i_1$, $i_2$ and $i_3$ are all closed. Let $i_4$ be the closest facility in $\mathcal{L}_2$ to $i_3$, and let $i_5$ be the center of $i_4$. Then by definition, we have

$$g_{i_3} = \frac{d(i_3,i_2)}{d(i_3,i_4)}.$$

This yields the following bound on $d(i_3,i_4)$ (and thus $d(i_4,i_5)$):

$$d(i_4,i_5) \leq d(i_3,i_4) = \frac{1}{g_{i_3}} d(i_2,i_3) \leq \frac{1}{g}(d_1 + d_2).$$

Now we know that if $i_4$ is closed, then $i_5$ must be open. We also know that $i_2$ and $i_3$ will always be closed. In the case that $i_1 \neq i_3$ (which is shown above), we will try connecting, in order, to $i_1$, $i_4$, and $i_5$, connecting to the first one which is
open. This yields the following bound:

\[ c_{145}(j) := \Pr[i_1]d_1 + \Pr[\overline{i_1}i_4] \left( d_1 + 2d_2 + \frac{1}{g}(d_1 + d_2) \right) + \Pr[\overline{i_1}\overline{i_4}] \left( d_1 + 2d_2 + \frac{2}{g}(d_1 + d_2) \right) \]
\[ = d_1 + \Pr[i_1] \left( 2d_2 + \frac{1}{g}(d_1 + d_2) \right) + \Pr[\overline{i_1}\overline{i_4}] \frac{1}{g}(d_1 + d_2). \] (3.3)

For the case that \( i_1 = i_3 \), we have the below situation: Here \( i_1 \) and \( i_2 \) are always closed, so we try connecting first to \( i_4 \), then to \( i_5 \), giving the following bound:

\[ c_{45}(j) := d_1 + \frac{1}{g}(d_1 + d_2) + \Pr[\overline{i_4}] \frac{1}{g}(d_1 + d_2). \]

In this case \( \Pr[\overline{i_1}] = 1 \). Also since \( i_1 \in C_{1A} \) and \( i_4 \in L_2 \) are in different types of stars, they are rounded independently, so \( \Pr[\overline{i_1}i_4] = \Pr[\overline{i_1}]\Pr[i_4] = \Pr[\overline{i_4}] \). Thus, \( c_{45}(j) \leq c_{145}(j) \), and the claim still holds.

These two lemmas provide a valid bound for all clients. However, the bound in Lemma 3.3.5 may be very poor if \( g \) is small. To balance this, we provide another bound which does well for small \( g \).

**Lemma 3.3.6.** Let \( j \) be a client such that \( i_1(j) \in C_{1B} \) and \( i_2(j) \in L_2 \). Then in all algorithms, the expected cost of \( j \) is bounded above by both of the following:

\[ c_{210}(j) := d_2 + \Pr[\overline{i_2}](d_1 - d_2) + \Pr[\overline{i_1}\overline{i_2}]g(d_1 + d_2), \]
\[ c_{120}(j) := d_1 + \Pr[\overline{i_1}](d_2 - d_1) + \Pr[\overline{i_1}\overline{i_2}](d_1 - d_2 + g(d_1 + d_2)). \]

**Proof.** In this case \( i_1 \in C_{1B} \). Let \( i_0 \) be the leaf attached to \( i_1 \). Again, we know that
if \( i_0 \) is closed, \( i_1 \) will be open. Recall that by definition \( g_i = \frac{d(i, i')}{\min_{j \in L_2} d(i, j)} \), where \( i \) and \( i' \) are the center and leaf, respectively of a 1-star. Applying this to \( i_1 \) and \( i_0 \), we have

\[
d(i_1, i_0) = g_{i_1} \min_{i \in L_2} d(i_1, i) \leq g \cdot d(i_1, i_2) \leq g(d_1 + d_2).
\]

Now we may try connecting in order \( i_2, i_1, i_0 \), or alternatively, in order \( i_1, i_2, i_0 \), yielding the following bounds:

\[
c_{210}(j) := \Pr[i_2]d_2 + \Pr[i_1, i_2](d_1 + g(d_1 + d_2))
\]

\[
= d_2 + \Pr[i_2](d_1 - d_2) + \Pr[i_1, i_2]g(d_1 + d_2) \tag{3.4}
\]

\[
c_{120}(j) := \Pr[i_1]d_1 + \Pr[i_1, i_2]d_2 + \Pr[i_1, i_2](d_1 + g(d_1 + d_2))
\]

\[
= d_1 + \Pr[i_1](d_2 - d_1) + \Pr[i_1, i_2](d_1 - d_2 + g(d_1 + d_2)). \tag{3.5}
\]

Note that by definition of \( i_2(j) \), we can say \( d_2 = d(j, i_2) \leq d(j, i_0) \leq d_1 + g(d_1 + d_2) \), which implies \( (d_1 - d_2 + g(d_1 + d_2)) \geq 0 \), a fact that will be used later. \( \square \)

(Note: as we observe in the proof of the above, the coefficient \( (d_1 - d_2 + g(d_1 + d_2)) \) is non-negative.)

The following lemma relates the probabilities in the above bounds to the parameters of the algorithm. In particular, we take advantage of properties of \textsc{WeightedDepRound2} as described in Chapter 2.

\textbf{Lemma 3.3.7.} Let \( i_1 \) and \( i_2 \) be any two facilities in \( \mathcal{F}_1 \) and \( \mathcal{F}_2 \), respectively. Let \( X, Y \in \{0, 1_A, 1_B, 2\} \) be the classes such that \( i_1 \in C_X \) and \( i_2 \in L_Y \). Then for any
in Table 3.1, the following are true:

\[
\Pr[\bar{i}_1] \leq 1 - p_X, \tag{3.6}
\]

\[
\Pr[\bar{i}_2] \leq (1 + \eta)(1 - q_Y), \tag{3.7}
\]

\[
\Pr[\bar{i}_1 \bar{i}_2] \leq (1 + \eta)(1 - p_X)(1 - q_Y). \tag{3.8}
\]

**Proof.** Consider \( i_1 \). Suppose \( i_1 \in C_X \). If \( X \in \{0, 1_A, 1_B\} \), we have \( \Pr[i_1] \geq p_X \) (by lines 1, 2, and 3 of Algorithm 17). Otherwise \( X = 2 \). If \( p_2 = 0 \) or \( p_2 = 1 \), line 5 of Algorithm 17 is executed and \( \Pr[i_1] = p_2 \) exactly. Else, we run ROUND2STARS. If \( i_1 \) is part of a large star, then it is always opened so \( \Pr[\bar{i}_1] = 0 \). Else, \( i_1 \) is in a small star, and we have \( \Pr[\bar{i}_1] \leq \Pr[X_{i_1} = 1] \leq E[X_{i_1}] = q_2 = 1 - p_2 \). This holds because \( \bar{i}_1 \) only occurs when \( X_{i_1} = 1 \). In all cases (3.6) holds.

Consider \( i_2 \). Suppose \( i_2 \in L_Y \). If \( Y \in \{1_A, 1_B\} \), we have \( \Pr[i_2] \geq q_Y \). Otherwise \( Y = 2 \). Again, if line 5 of Algorithm 17 is executed, \( \Pr[i_2] \geq q_2 \). Else, we run ROUND2STARS. Consider the case that \( i_2 \in L'_2 \) is part of a large star. Recall that large stars have at least \( 1/(p_2\eta) = 1/((1 - q_2)\eta) \) leaves. Then

\[
\Pr[i_2] \geq \frac{q_2(|L'_2| - |C'_2|)}{|L'_2|} \geq q_2 - \frac{|C'_2|}{|L'_2|} \geq q_2 - (1 - q_2)\eta = 1 - (1 - q_2)(1 + \eta).
\]

Otherwise, \( i_2 \) is part of some small star, with center \( i_3 \). If \( X_{i_3} \) is 1 or 0, by line 5, \( \Pr[i_2] = X_{i_3} \). If \( 0 < X_{i_3} < 1 \), then by line 6, \( \Pr[i_2] \geq X_{i_3} \). So in any case, we have \( \Pr[i_2|X_{i_3} = x] \geq x \). Note that each indicator returned by WEIGHTEDDEPREOUND2 can only take finitely many values in \([0, 1]\). Letting \( U \) be the set of these values, we
have

$$\Pr[i_2] = \sum_{x \in \mathcal{X}} \Pr[i_2 \mid X_{i_3} = x] \Pr[X_{i_3} = x] \geq \sum_{x \in \mathcal{X}} x \Pr[X_{i_3} = x] = E[X_{i_3}] = q_2.$$  

In all cases (3.7) holds.

Now consider both $i_1$ and $i_2$. There are many cases to consider, but most of them are easy. If $i_1$ and $i_2$ belong to stars of different classes, then they are opened independently, so $\Pr[i_1 \bar{i}_2] = \Pr[i_1] \Pr[\bar{i}_2] \leq (1 + \eta)(1 - p_X)(1 - q_Y)$. For the remaining cases, $i_1 \in \mathcal{C}_X$ and $i_2 \in \mathcal{L}_X$ for the same class $X \in \{1_A, 1_B, 2\}$. There is a special case where $X = 1_A$, and we are running $A_8$. In this case, $p_{1A} = q_{1A} = 0$ so $\Pr[i_1 \bar{i}_2] = 1 = (1 - p_{1A})(1 - q_{1A})$. Otherwise, if $X \in \{1_A, 1_B\}$, then at least one of $q_X$ and $p_X$ is 1, so all centers or leaves are opened, so $\Pr[i_1 \bar{i}_2] = 0$.

The remaining case is when $X = 2$. Notice that line 5 of Algorithm 17 is called when either $p_2 = 0$ or $p_2 = 1$. The only time $p_2 = 0$ is $A_8$, in which $q_2 = 1$, so all the leaves are opened and $\Pr[i_1 \bar{i}_2] = 0$. If $p_2 = 1$, then $i_1$ is always opened and $\Pr[i_1 \bar{i}_2] = 0$. Otherwise $T_2$ is divided into one group of large stars, and many groups $G_s$ of small stars. Again, if $i_1$ and $i_2$ are in different groups, they are rounded independently. If they are both in a large star, then $i_1$ will always be opened and $\Pr[i_1 \bar{i}_2] = 0$. If they are both in the same small star, then the center-or-leaves property of our algorithm implies they will never both be closed, so $\Pr[i_1 \bar{i}_2] = 0$.

In the only remaining case, we have that Round2Stars is run (and $p_2 + q_2 = 1$), and $i_1$ and $i_2$ lie in separate stars within the same group $G_s$. Let $E$ be the event that "$i_1$ is among the $c$ random facilities chosen to be opened in line 7 of
Round2Stars”. We first show

$$\Pr[X_{i_1} = 1 \land \bar{i}_2] \leq \sum_{x_{i_1} \in U} x_{i_1} \Pr[X_{i_1} = x_{i_1} \land \bar{i}_2]$$

$$= \sum_{x_{i_1} \in U} x_{i_1} \sum_{x_{i_3} \in U} \Pr[X_{i_1} = x_{i_1} \land \bar{i}_2 \land X_{i_3} = x_{i_3}]$$

$$= \sum_{x_{i_1} \in U} x_{i_1} \sum_{x_{i_3} \in U} \Pr[\bar{i}_2 \mid X_{i_3} = x_{i_3}] \Pr[X_{i_1} = x_{i_1} \land X_{i_3} = x_{i_3}]$$

$$\leq \sum_{x_{i_1} \in U} x_{i_1} \sum_{x_{i_3} \in U} (1 - x_{i_3}) \Pr[X_{i_1} = x_{i_1} \land X_{i_3} = x_{i_3}]$$

$$= \mathbb{E}[X_{i_1}(1 - X_{i_3})].$$

If $|G_s| \leq c$, then all facilities in $G_s$ will be opened and $\Pr[\bar{i}_1 \bar{i}_2] = 0$. Otherwise, we can bound $\Pr[\bar{i}_1 \bar{i}_2]$ as follows. Conditioned on $\mathcal{E}$, $i_1$ is closed iff $X_{i_1} = 1$. Thus,

$$\Pr[\bar{i}_1 \bar{i}_2] = \Pr[\mathcal{E}] \Pr[\bar{i}_1 \bar{i}_2 \mid \mathcal{E}] + (1 - \Pr[\mathcal{E}]) \Pr[\bar{i}_1 \bar{i}_2 \mid \bar{\mathcal{E}}]$$

$$= \left(1 - \frac{c}{|G_s|} \right) \mathbb{E}[X_{i_1} (1 - X_{i_3})]$$

$$\leq \left(1 - \frac{c}{|G_s|} \right) \left(1 + \frac{16}{3|G_s|\beta^2} \right) (1 - p_2)(1 - q_2),$$

where we use the near-independence property of WeightedDepRound2 in the last inequality. (There are $t = 2$ variables of interest, $n = |G_s|$ total variables, and
\( \alpha = \min \{ q_2, 1 - q_2 \} = \beta. \)

We want to choose \( c \) such that

\[
\left( 1 - \frac{c}{|G_s|} \right) \left( 1 + \frac{16}{3(3|G_s|^2)} \right) \leq 1 + \eta, \text{ or equivalently,}
\]

\[
c \geq \frac{16/(3\beta^2) - \eta|G_s|}{1 + 16/(3|G_s|^2)}. \]

Therefore, our choice of \( c = \lceil 16/(3\beta^2) \rceil \) implies that (3.8) holds true in all cases.

\[ \square \]

3.3.2.4 The nonlinear factor-revealing program

Now we will construct a nonlinear program which bounds the ratio between the total connection cost and the cost of the bi-point solution. We first introduce some necessary notation. Partition the clients into classes according to the types of stars in which \( i_1(j) \) and \( i_2(j) \) lie:

\[
\mathcal{J}^{(X,Y)} := \{ j \in \mathcal{J} \mid i_1(j) \in \mathcal{C}_X \land i_2(j) \in \mathcal{L}_Y \} \quad \forall X \in \{0, 1_A, 1_B, 2\}, Y \in \{1_A, 1_B, 2\}. \]

Furthermore, since we have multiple cost bounds available, we want to use the one which will be smallest for each client. Simply put, we want to try connecting the client to the closest facility first. To this end, we define subclasses for clients who are closer to either \( i_1(j) \) or \( i_2(j) \), respectively:

\[
\mathcal{J}^{P(X,Y)} := \{ j \in \mathcal{J}^{(X,Y)} \mid d_2(j) \leq d_1(j) \} \quad (3.9)
\]

\[
\mathcal{J}^{N(X,Y)} := \{ j \in \mathcal{J}^{(X,Y)} \mid d_1(j) < d_2(j) \}. \quad (3.10)
\]
For \((X,Y) = (1_B, 2)\), we define the subclasses slightly differently. This takes into account whether each client is closer to \(i_0(j)\) or \(i_3(j)\):

\[
\mathcal{J}^{P(1_B, 2)} := \{ j \in \mathcal{J}^{(1_B, 2)} | d_2 \leq d_1 \land d_1 + 2d_2 \leq d_1 + g(d_1 + d_2) \} \tag{3.11}
\]

\[
\mathcal{J}^{P'(1_B, 2)} := \{ j \in \mathcal{J}^{(1_B, 2)} | d_2 \leq d_1 \land d_1 + g(d_1 + d_2) < d_1 + 2d_2 \} \tag{3.12}
\]

\[
\mathcal{J}^{N(1_B, 2)} := \{ j \in \mathcal{J}^{(1_B, 2)} | d_1 < d_2 \land d_1 + 2d_2 \leq d_1 + g(d_1 + d_2) \} \tag{3.13}
\]

\[
\mathcal{J}^{N'(1_B, 2)} := \{ j \in \mathcal{J}^{(1_B, 2)} | d_1 < d_2 \land d_1 + g(d_1 + d_2) < d_1 + 2d_2 \}. \tag{3.14}
\]

Define the following set of classes, observing \(\{\mathcal{J}^Z\}_{Z \in \mathcal{Z}}\) fully partitions the set of clients.

\[
\mathcal{Z} = \{ P'(1_B, 2), N'(1_B, 2) \} \cup \bigcup_{W \in \{P, N\}} \bigcup_{X \in \{0, 1_A, 1_B, 2\}} \bigcup_{Y \in \{1_A, 1_B, 2\}} \{ W(X, Y) \}.
\]

For each client class \(Z \in \mathcal{Z}\), let \(D^Z_1 := \sum_{j \in \mathcal{J}^Z} d_1(j)\) and \(D^Z_2 := \sum_{j \in \mathcal{J}^Z} d_2(j)\), be the total cost contribution to \(D_1\) or \(D_2\), respectively, from clients in class \(\mathcal{J}^Z\). Then define the following:

\[
C_{Z213} := D^Z_2 + (1 - q_Y)(D^Z_1 - D^Z_2) + 2(1 - p_X)(1 - q_Y)D^2_Z
\]

\[
C_{Z123} := D^Z_1 + (1 - p_X)(D^Z_2 - D^Z_1) + (1 - p_X)(1 - q_Y)(D^Z_1 + D^Z_2)
\]

\[
C_{Z210} := D^Z_2 + (1 - q_Y)(D^Z_1 - D^Z_2) + (1 - p_X)(1 - q_Y)g(D^Z_1 + D^Z_2)
\]

\[
C_{Z120} := D^Z_1 + (1 - p_X)(D^Z_2 - D^Z_1) + (1 - p_X)(1 - q_Y)g(D^Z_1 - D^Z_2 + g(D^Z_1 + D^Z_2))
\]

\[
C_{Z145} := D^Z_1 + (1 - p_X)\left(2D^Z_2 + \frac{1}{g}(D^Z_1 + D^Z_2)\right) + (1 - p_X)(1 - q_2)\frac{1}{g}(D^Z_1 + D^Z_2).
\]
Finally, given an algorithm $A_i = A(p_0, p_{1A}, q_{1A}, p_{1B}, q_{1B}, p_2, q_2)$, define

\[
COST_1(A_i) := C_{210}^{P(1B,2)} + C_{120}^{N(1B,2)} + \sum_{X \in \{0,1,1A,1B\}} \sum_{Y \in \{1B\}} (C_{213}^{P(X,Y)} + C_{123}^{N(X,Y)}),
\]

(3.15)

\[
COST_2(A_i) := C_{210}^{P(1B,2)} + C_{120}^{N(1B,2)} + \sum_{X \in \{0,1,1A,1B\}} \sum_{Y \in \{1B\}} (C_{213}^{P(X,Y)} + C_{123}^{N(X,Y)}) + \sum_{X \in \{0,1,1A\}} C_{145}^{(X,1A)}.
\]

(3.16)

**Lemma 3.3.8.** For algorithms $A_1, \ldots, A_7$ and $A_9$, the total expected cost is bounded above by $(1 + \eta)COST_1(A_i)$. The expected cost of $A_8$ is bounded above by $(1 + \eta)COST_2(A_8)$.

**Proof.** Sum the bounds from Lemmas 3.3.4, 3.3.5, and 3.3.6 over each corresponding client class, and apply the bounds from Lemma 3.3.7. To apply those upper bounds, we need that the coefficients of $\Pr[\overline{i}_1], \Pr[\overline{i}_1\overline{i}_2]$ (or similar terms) are nonnegative. This follows by definition of the class being summed over. (For example, for class $P(X,Y)$, we have $d_2 \leq d_1$, so $d_1 - d_2 \geq 0$.) By linearity of expectation, we get the total expected cost of the algorithm. \qed
Our NLP: \[
\text{max} \quad X \\
\text{s.t} \quad X \leq \text{COST}_1(A_i) \quad \forall i \in \{1, 2, 3, 4, 5, 6, 7, 9\} \quad (3.17) \\
X \leq \text{COST}_2(A_8) \quad (3.19) \\
D_2^Z \leq D_1^Z \quad \forall Z = P(X, Y) \text{ or } Z = P'(1_B, 2) \quad (3.20) \\
D_2^Z \geq D_1^Z \quad \forall Z = N(X, Y) \text{ or } Z = N'(1_B, 2) \quad (3.21) \\
(2 - g)D_2^{W(1_B, 2)} \leq gD_1^{W(1_B, 2)} \quad \forall W \in \{P, N\} \quad (3.22) \\
(2 - g)D_2^{W(1_B, 2)} \geq gD_1^{W(1_B, 2)} \quad \forall W \in \{P', N'\} \quad (3.23) \\
\sum_{Z \in \mathcal{Z}} D_1^Z = \frac{1}{1 - b + br_D} \quad (3.24) \\
\sum_{Z \in \mathcal{Z}} D_2^Z = \frac{r_D}{1 - b + br_D} \quad (3.25) \\
0.508 \leq b \leq 3/4 \quad (3.26) \\
19/40 \leq r_D \leq 2/3 \quad (3.27) \\
5/6 \leq s_0 \leq 1 \\
g \geq 0 \\
D_1^Z, D_2^Z \geq 0 \quad \forall Z \in \mathcal{Z}
\]

Lemma 3.3.9. Given a bi-point solution with cost \(aD_1 + bD_2\) as input, with \(s_0 \geq 5/6, b \in [0.508, 3/4], r_D \in [19/40, 2/3]\), and \(r_1 > 1\), the best solution returned by
\( \mathcal{A}_1, \ldots, \mathcal{A}_9 \) has expected cost \( E[COST] \leq X^* \cdot (1 + \eta)(aD_1 + bD_2) \), where \( X^* \) is the solution to the above nonlinear program. Furthermore, \( X^* \in [1.3370, 1.3371] \).

**Proof.** Given a bi-point instance \( aF_1 + bF_2 \), first normalize all the distances by dividing by \( aD_1 + bD_2 \). This does not change the solution or the ratio of approximation obtained. Let \( X \) be the cost of the solution given by Algorithm 17. Because of the normalization, \( X \) is also the bi-point rounding factor. Constraints (3.18) and (3.19) must hold because we take the best cost of all algorithms. Lemma 3.3.8 shows that \( X \) may be a factor \( (1 + \eta) \) larger. Constraints (3.20), (3.21), (3.22), and (3.23) must hold by definition of each client class (see (3.9) through (3.14)). Constraints (3.24) and (3.25) enforce that the corresponding distance contributions from each client class sum to \( D_1 \) and \( D_2 \) (normalized).

We observe that for a fixed set of values of \( b, r_D, s_0, \) and \( g \), the program becomes linear. We exploit this with computer-assisted methods (rigorous interval-arithmetic) and prove that \( 1.3370 \leq X^* \leq 1.3371 \).

\[ \square \]

### 3.3.3 Algorithms for edge cases

We have several border cases which we handle in a different, generally simpler, manner. We first prove these two facts:

**Claim 3.3.2.** \( r_2 \leq 1/s_0 \).

**Proof.** By definition of 2-stars, we have \(|C_2| \leq |L_2|/2\) which implies \(|C_2| \leq (|C_1| + |L_2|) - (|C_0| + |C_1| + |C_2|) + |C_0| = \Delta_F + |C_0| \). Thus, \( r_2 \leq 1 + r_0 = 1/s_0 \).

\[ \square \]

**Claim 3.3.3.** \( \frac{|C_2|}{\Delta_F} \leq \frac{2}{s_0} \).
Proof. Since |L_2|/2 ≤ |L_2| - |C_2| = Δ - |C|, we have \[\frac{|L_2|}{2\Delta} ≤ 1 + r_0 = 1/s_0.\]

\[\square\]

Lemma 3.3.10. There is a \((1 + \eta) \cdot 1.3371\)-approximation algorithm for rounding the bi-point solution and opens at most \(k + O(\log(1/\eta))\) facilities when either \(b ≤ 0.508\), \(b ≥ 3/4\), \(r_D ≤ 19/40\), or \(r_D ≥ 2/3\).

Proof. Basically, we just return the better solutions between \(F_1\) and the one produced by \(A' = A(a,a,b,a,b,a,b)\). As mentioned before, \(A'\) and Li-Svensson’s rounding algorithm are essentially the same, and output a solution with the same upper-bound on the expected cost:

\[(1 + \eta)(ad_1 + b(1 + 2a)d_2),\]

The main difference is that \(A'\) only opens at most \(O(\log(1/\eta))\) (instead of \(O(1/\eta)\)) extra facilities.

As in [35], we need to be careful when \(a\) or \(b\) is close to 0 because the number of extra facilities opened by \(A'\) is roughly \(\frac{16}{3\beta^2} \log_{1+\beta}(1/(a \cdot \eta)),\) where \(\beta = \min\{a, b\}\).

We consider two corner cases:

- If \(0 ≤ b ≤ 1/4\), we can just return \(F_1\) as our solution. Note that \(|F_1| ≤ k\) and the approximation ratio is \(\frac{d_1}{ad_1 + bd_2} ≤ \frac{1}{a} = \frac{1}{1-b} ≤ 4/3\).

- If \(b ≥ 5/6\), we can use the knapsack algorithm described in [35], which only opens at most \(k + 2\) facilities, to get a \(4/3\)-approximation algorithm. Note that the approximation ratio of this algorithm is bounded by \(1 + 2a ≤ 4/3\) as
\( a \leq 1/6. \)

- We claim that the above algorithm gives an approximation ratio of 1.337 for all remaining cases. Note that the cost of this algorithm is at most \((1 + \eta) \min\{d_1, ad_1 + b(1 + 2a)d_2\}\). Thus, it suffices to bound the ratio

\[
  f := \min\left\{ \frac{1}{1 - b + br_D}, \frac{1 - b + b(1 + 2(1 - b)r_D)}{1 - b + br_D} \right\}.
\]

Note that the right-hand-side is a function of \(b\) and \(r_D\). When \(b \in [1/4, 0.508]\), \(b \in [3/4, 5/6]\), \(r_D \leq 19/40\), or \(r_D \geq 2/3\), that function is at most 1.337 by elementary calculus.

Observe that

\[
  \frac{\partial}{\partial r_D} \left( \frac{1}{1 - b + br_D} \right) = -\frac{b}{(1 - b + br_D)^2} \leq 0,
\]

and

\[
  \frac{\partial}{\partial r_D} \left( \frac{1 - 2b^2r_D + b(-1 + 3r_D)}{1 - b + br_D} \right) = \frac{2(-1 + b)^2b}{(1 + b(-1 + r_D))^2} \geq 0.
\]

It means that, for a fixed value of \(b\), the former is a decreasing function of \(r_D\) and the latter is an increasing function of \(r_D\). Therefore,

- Case \(b \in [1/4, 0.508]\) or \(b \in [3/4, 5/6]\): The maximum of \(f\) will be achieved
at some point such that

\[
\frac{1}{1-b+br_D} = \frac{1-2b^2r_D + b(-1+3r_D)}{1-b+br_D},
\]

or equivalently,

\[r_D = \frac{1}{3-2b}.
\]

Then, in this case,

\[f \leq \max_{b \in [1/4,0.508] \cup [3/4,5/6],r_D=\frac{1}{3-2b}} \frac{1}{1-b+br_D} = 1.33681.
\]

- Case \(b \in [0.508, 3/4]\) and \(r_D \leq 19/40\): Note that \(r_D \leq \frac{1}{3-2b}\) which implies that \(\frac{1}{1-b+br_D} \geq \frac{1-2b^2r_D + b(-1+3r_D)}{1-b+br_D}\). Since the RHS is increasing in \(r_D\), we have

\[f \leq \max_{b \in [0.508,3/4],r_D=19/40} \frac{1-2b^2r_D + b(-1+3r_D)}{1-b+br_D} = 1.33294.
\]

- Case \(b \in [0.508, 3/4]\) and \(r_D \geq 2/3\): Note that \(r_D \geq \frac{1}{3-2b}\) which implies that \(\frac{1}{1-b+br_D} \leq \frac{1-2b^2r_D + b(-1+3r_D)}{1-b+br_D}\). Since the LHS is decreasing in \(r_D\), we have

\[f \leq \max_{b \in [0.508,3/4],r_D=2/3} \frac{1}{1-b+br_D} = \frac{4}{3} \leq 1.33334.
\]

\[\square\]

**Lemma 3.3.11.** There is a \((1+\eta) \cdot 1.3371\)-approximation algorithm for rounding the
bi-point solution which opens at most \( k + O(\log(1/\eta)) \) facilities when \( s_0 \leq 5/6, b \in [0.508, 3/4], \) and \( r_D \in [19/40, 2/3] \).

Proof. We show that the better solution returned from a set of 3 algorithms will be within a factor 1.3371 of the optimal solution. The purpose of this case is to bound \( s_0 \) away from 0, so that \( p_2 \) and \( q_2 \) in our main case are bounded away from zero. The first algorithm is a knapsack algorithm in which we open all facilities in \( L_1 \) and \( C_2 \). After that we almost greedily choose some of the 2-stars, close their centers, and open all their leaves. This algorithm does very well if \( s_0 \) is small. In the second algorithm, we open \( \mathcal{F}_1 \) and some additional facilities in \( L_2 \) which maximize the saving. In particular, we use the following algorithms:

- Algorithm 1: Open all facilities in \( L_1 \) and \( C_2 \). For each client \( j \), if \( i_2(j) \in L_1 \), connect \( j \) to \( i_2(j) \). Otherwise \( i_2(j) \) is a leaf of a 2-star, let \( i_3 \) be the center of this star and connect \( j \) to \( i_3 \). Thus, the total connection cost of the current solution is upper-bounded by

\[
\sum_{j:i_2(j)\in L_1} d_2(j) + \sum_{j:i_2(j)\in L_2} (d_1(j) + 2d_2(j)) = D_2 + \sum_{j:i_2(j)\in L_2} (d_1(j) + d_2(j)).
\]

Now, for each \( i \in C_2 \), if we close facility \( i \) and open all of its leaves, the total cost will be reduced by \( \sum_{j\in\delta(S_i)} (d_1(j) + d_2(j)) \), where \( \delta(S_i) \) is the set of clients \( j \) having \( i_2(j) \in S_i \), and we also open additional \( |S_i| - 1 \) facilities. This motivates us to solve the following knapsack LP, just as in [35]:
maximize $\sum_{i \in C_2} x_i \left( \sum_{j \in \delta(S_i)} (d_1(j) + d_2(j)) \right)$

subject to $\sum_{i \in C_2} x_i (|S_i| - 1) \leq k - |L_1| - |C_2|$

$0 \leq x_i \leq 1 \ \forall i \in C_2$

Note that a basic solution of the above LP only has at most 1 fractional value. Thus, we can easily obtain it by a greedy method. Let us call this fractional value $x_i^*$. Now, for all $i \in C_2$, if $x_i = 0$, we keep $i$ opened. If $x_i = 1$, we close $i$ and open all of its leaves. We also open $i^*$ and a subset of size $\lceil x_i^* |S_i^*| \rceil$ of $S_i^*$ uniformly at random. It is easy to see that the expected saved cost is at least the optimal value of the LP by doing so.

- Algorithm 2: Open all facilities in $F_1$. Define the saving of a facility $i \in L_2$ be $\sum_{j \in \delta(S_i)} (d_1(j) - d_2(j))$. Sort all the facilities in $L_2$ non-increasing by its saving. Open the first $\lceil \frac{b_0}{2} |L_2| \rceil$ facilities in this order.

Analysis:

- The two algorithms only open $k + 2$ facilities. In the first algorithm, we claim that at most $k + 2$ facilities will be opened. The first constraint of the LP guarantee that a fractional solution $x$ will open at most $k$ facilities. The two extra facilities come from the fact that we open $i^*$ and take the ceiling of
$x_i, |S_i|$. In the second algorithm, we open at most

$$|\mathcal{F}_1| + \frac{b s_0}{2} |\mathcal{L}_2| + 1 \leq |\mathcal{F}_1| + \frac{b |\mathcal{L}_2|}{2} \times \frac{2 \Delta_F}{|\mathcal{L}_2|} + 1$$

$$= |\mathcal{F}_1| + b \Delta_F + 1 = k + 1,$$

where the first inequality is due to $s_0 \leq \frac{2 \Delta_F}{|\mathcal{L}_2|}$, by Claim 3.3.3.

**•** Now, we bound the cost of the first algorithm. Let $q$ be the maximum value such that the solution $x_i = q$ for all $i \in C_2$ is feasible to the knapsack LP. We solve for $q$ by requiring

$$\sum_{i \in C_2} q(|S_i| - 1) \leq k - |\mathcal{L}_1| - |\mathcal{C}_2|$$

$$\iff q(|\mathcal{L}_2| - |\mathcal{C}_2|) \leq k - |\mathcal{L}_1| - |\mathcal{C}_2|$$

$$\iff q \leq \frac{k - |\mathcal{L}_1| - |\mathcal{C}_2|}{|\mathcal{L}_2| - |\mathcal{C}_2|} = \frac{|\mathcal{F}_1| + b \Delta_F - |\mathcal{L}_1| - |\mathcal{C}_2|}{|\mathcal{L}_2| - |\mathcal{C}_2|} = \frac{b \Delta_F + |\mathcal{C}_0|}{|\mathcal{L}_2| - |\mathcal{C}_2|}.$$

Thus, we can set $q := \frac{b \Delta_F + |\mathcal{C}_0|}{|\mathcal{L}_2| - |\mathcal{C}_2|}$. Note that $|\mathcal{L}_2| - |\mathcal{C}_2| = |\mathcal{C}_0| + \Delta_F$, we have

$$q = \frac{b \Delta_F + |\mathcal{C}_0|}{|\mathcal{C}_0| + \Delta_F} = \frac{b + r_0}{1 + r_0} = 1 - as_0.$$

Since $x = q$ is a feasible solution, the saved cost is at least

$$\sum_{i \in C_2} q \left( \sum_{j \in \delta(S_i)} (d_1(j) + d_2(j)) \right) = (1-as_0) \sum_{j: i_2(j) \in \mathcal{L}_2} (d_1(j) + d_2(j)).$$
Therefore, we can upper-bound the cost by

\[ D_2 + \sum_{j: i(j) \in \mathcal{L}_2} (d_1(j) + d_2(j)) - (1 - a s_0) \sum_{j: i(j) \in \mathcal{L}_2} (d_1(j) + d_2(j)) \]

\[ = D_2 + a s_0 \sum_{j: i(j) \in \mathcal{L}_2} (d_1(j) + d_2(j)). \]

• Recall that the sets \( \delta(\mathcal{S}_i) \) are pairwise disjoint. By a simple average argument, the cost of the second algorithm is upper-bounded by

\[ D_1 - \frac{b s_0}{2} \sum_{i \in \mathcal{L}_2} \sum_{j \in \delta(\mathcal{S}_i)} (d_1(j) - d_2(j))_+ \leq D_1 - \frac{b s_0}{2} \left( \sum_{j: i(j) \in \mathcal{L}_2} (d_1(j) - d_2(j)) \right)_+. \]

We run these two algorithms along with \( \mathcal{A}' = \mathcal{A}(a, a, b, a, b, a, b) \), and use the best solution of the three. (Again, note that \( \beta = \min\{a, b\} \geq 1/4 \) and \( a \geq 1/4 \) in this case.) We can easily formulate an NLP to derive the approximation ratio as discussed in subsection 3.3.2.3. Using an interval search as before over the interval \( 0 \leq s_0 \leq 5/6, b \in [0.508, 3/4], r_D \in [19/40, 2/3] \), we get an upper-bound of 1.3371 on the factor-revealing NLP. Note that the value of \( g \) is irrelevant to any of these algorithms, so our intervals are over only \( b, r_D \) and \( s_0 \). This interval search runs in seconds and examines about 6400 intervals.

\[ \square \]

**Lemma 3.3.12.** There is a \((1+\eta)\cdot1.3371\)-approximation algorithm for rounding the bi-point solution which opens at most \( k + O(\log(1/\eta)) \) facilities when \( s_0 \geq 5/6, b \in [0.508, 3/4], r_D \in [19/40, 2/3], \) and \( r_1 \leq 1 \).
Proof. We will run the set of 10 algorithms shown in Table 3.2. Obviously, when Round2Stars is called (only algorithms \(A'_1, A'_2, A'_7, A'_8\)), we have \(\beta = \min\{q_2, 1 - q_2\} \geq 5/24\) and \(p_2 \geq 5/24\), which are achieved at \(p_2 = a s_0, a = 1/4, s_0 = 5/6\). Thus, it is easy to check that \(A'_1, A'_2, \) and \(A'_3, \ldots, A'_8\) only open \(k + O(\log(1/\eta))\) facilities.

For \(A'_9\) and \(A'_{10}\), using the same argument as in Lemma 3.3.3 and Lemma 3.3.2, we open at most

\[
|\mathcal{F}| + b|\mathcal{C}_1| + O(\log(1/\eta)) \leq |\mathcal{F}| + (b/r_1)|\mathcal{C}_1| + O(\log(1/\eta))
\]

\[
= |\mathcal{F}| + b\Delta_F + O(\log(1/\eta)) = k + O(\log(1/\eta)),
\]

where the first inequality is due to the fact that \(r_1 \leq 1\) in the interval of interest.

Recall that \(s_0 = \frac{1}{1 + r_0} = \frac{1}{1 + |\mathcal{C}_0|/\Delta_F} = \frac{|\mathcal{C}_2| - |\mathcal{C}_0|}{|\mathcal{C}_2| - |\mathcal{L}_2|} = 1 - \frac{|\mathcal{C}_0|}{|\mathcal{C}_2| - |\mathcal{L}_2|}\). For \(A'_3\), we open at most

\[
|\mathcal{C}_1| + |\mathcal{C}_2| + \frac{1 - as_0}{2}|\mathcal{L}_2| + O(\log(1/\eta)) = |\mathcal{C}_1| + |\mathcal{C}_2| + \frac{1 - a + a|\mathcal{C}_0|}{2|\mathcal{L}_2| - |\mathcal{C}_2|}|\mathcal{L}_2| + O(\log(1/\eta))
\]

\[
= |\mathcal{C}_1| + |\mathcal{C}_2| + \frac{b}{2}|\mathcal{L}_2| + a|\mathcal{C}_0| \frac{|\mathcal{L}_2|}{2(|\mathcal{L}_2| - |\mathcal{C}_2|)} + O(\log(1/\eta))
\]

\[
\leq |\mathcal{C}_1| + |\mathcal{C}_2| + \frac{b}{2}|\mathcal{L}_2| + a|\mathcal{C}_0| + O(\log(1/\eta))
\]

\[
= |\mathcal{C}_1| + a|\mathcal{C}_2| + b|\mathcal{L}_2| + a|\mathcal{C}_0| + O(\log(1/\eta))
\]

\[
= k + O(\log(1/\eta)).
\]
The approximation ratio will be bounded by an NLP as in our main case. It is simpler, as we need not consider the distinction between $T_{1A}$ and $T_{1B}$, or the value of $g$. We do an interval search and get an upper-bound of 1.337 when $b \in [0.508, 3/4], r_D \in [19/40, 2/3]$, and $s_0 \in [5/6, 1]$.

<table>
<thead>
<tr>
<th>Algorithms</th>
<th>$p_0$</th>
<th>$p_{1A}$</th>
<th>$q_{1A}$</th>
<th>$p_{1B}$</th>
<th>$q_{1B}$</th>
<th>$p_2$</th>
<th>$q_2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\mathcal{A}_1'$</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>$as_0$</td>
<td>$1 - as_0$</td>
</tr>
<tr>
<td>$\mathcal{A}_2'$</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>$as_0$</td>
<td>$1 - as_0$</td>
</tr>
<tr>
<td>$\mathcal{A}_3'$</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>$\frac{1}{2} - as_0$</td>
</tr>
<tr>
<td>$\mathcal{A}_4'$</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>$\frac{1}{2} - bs_0$</td>
</tr>
<tr>
<td>$\mathcal{A}_5'$</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>$\frac{1}{2} - bs_0$</td>
</tr>
<tr>
<td>$\mathcal{A}_6'$</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>$\frac{1}{2} - bs_0$</td>
</tr>
<tr>
<td>$\mathcal{A}_7'$</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>$b - bs_0$</td>
</tr>
<tr>
<td>$\mathcal{A}_8'$</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>$b - bs_0$</td>
</tr>
<tr>
<td>$\mathcal{A}_9'$</td>
<td>1</td>
<td>1</td>
<td>$b$</td>
<td>1</td>
<td>$b$</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>$\mathcal{A}_{10}'$</td>
<td>1</td>
<td>$b$</td>
<td>1</td>
<td>$b$</td>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
</tbody>
</table>

Table 3.2: Calls of $\mathcal{A}$ when $r_1 \leq 1$.

The main result in this section is summarized in the following theorem.

**Theorem 3.3.1.** There is a $(1 + \eta) \cdot 1.3371$-approximation algorithm for rounding the bi-point solution which opens at most $k + O(\log(1/\eta))$ facilities.

### 3.4 Dichotomy result

In the last subsections, we introduced a $(2.675 + \epsilon)$-approximation algorithm for the $k$-median problem which runs in $n^{O((1/\epsilon)\log(1/\epsilon))}$ time. Now we show that by using a simple scaling technique and careful analysis, we can either improve the runtime by getting rid of the $\log(1/\epsilon)$ factor in the power of $n$, or we can improve the
approximation ratio. Our result is summarized in the following theorem. Recall from
the last subsection that, when \textsc{Round2Stars}(p_2, q_2) is called, \( \beta := \min\{q_2, 1 - q_2\} \)
is strictly bounded away from zero.

**Theorem 3.4.1.** For any parameter \( \epsilon > 0 \) small enough, there exist algorithms \( A_\epsilon \)
and \( B_\epsilon \) such that, for any instance \( I \) of the \( k \)-median problem, either \( A_\epsilon \) is fast or
\( B_\epsilon \) is more accurate:

- \( A_\epsilon \) is a randomized \((2.675 + \epsilon)\)-approximation algorithm which produces a so-
  lution to \( I \) with constant probability and runs in \( n^{O(1/\epsilon)} \) time, or
- \( B_\epsilon \) is a \((2 + \epsilon)\)-approximation algorithm for \( I \) which runs in \( n^{O(poly(1/\epsilon))} \) time.

We say that a star \( S_i \) with \( i \in C_2 \) is small if \( 2 \leq |S_i| \leq c_0 \eta \) for some constant
\( c_0 > 0 \). Otherwise, \( |S_i| > c_0 \eta \) and we call it a large star. Again, let \( C_2' \)
and \( L_2' \) denote sets of centers and leaves of large stars. Also let \( C_2'' \) and \( L_2'' \) be sets of centers and
leaves of small stars.

First, observe that for large stars, we can reuse the following trick: move a
little mass from the leaves to open the center. In other words, we will open \( C_2' \)
and a subset of size \( [q_2(|L_2'| - |C_2'|)] \) of \( L_2' \). For \( i_2 \in L_2' \), it is not hard to show that
\( \Pr[i_2] \geq q - p\eta \) (i.e. the loss is negligible). We open 1 extra facility in this class.
Recall that \( A \) opens at most 4 extra facilities in \( T_0 \cup T_1 \cup C_2' \cup L_2' \). The question
is can we also reduce the number of extra opened facilities which are part of small
stars (previously, this number was \( O(\log(1/\eta)) \))? We consider the following cases.

- **Case 1:** \( |C_2''| > f(1/\eta) \) for some function \( f = O(poly(1/\eta)) \) to be determined.

In this case, we have a lot of small stars. We scale down the probability of
opening the leaves by $(1 - \eta)$ and open/close the centers/leaves independently. That is, for each center $i \in C''_2$, we randomly open $S_i$ and close center $i$ with probability $(1 - \eta)q_2$. (With the remaining probability, we close $S_i$ and open center $i$.) We show that, with constant probability, the algorithm returns a feasible solution whose cost is only blown up by a small factor of $(1 + \eta)$.

• Case 2: $|L'_2| + |L''_2| \leq g(1/\eta)$ for some function $g = O(poly(1/\eta))$ to be determined. In this case, the number of leaves should be small enough so that we can simply open all the leaves in $L_2$. The number of extra opened facilities is $O(g(1/\eta))$. However, we achieve a pseudo solution with no loss in connection cost compared to the bipoint solution.

• Case 3: Neither Case 1 nor Case 2 holds (i.e. $|C''_2| \leq f(1/\eta)$ and $|L'_2| + |L''_2| \geq g(1/\eta)$). Note that, by definition of small stars,

$$|L''_2| \leq \frac{c_0}{\eta} |C''_2| \leq \frac{c_0 f(1/\eta)}{\eta}.$$ 

This implies that

$$|L'_2| \geq g(1/\eta) - |L''_2| \geq g(1/\eta) - \frac{c_0 f(1/\eta)}{\eta}.$$ 

Intuitively, the number of centers and leaves of small stars are upper-bounded by some constant. On the other hand, we have a lower-bound on the number of leaves of large stars. If we have enough leaves in $L'_2$, we can scale down the probability to open each facility in $L'_2$ so that all centers in $C''_2$ can be opened
without violation.

Details of these cases will be showed in the following subsections.

3.4.1 Case 1

For each \(i \in C''\), let \(X_i\) be an indicator of the event that we open \(S_i\) and close \(i\). (If \(X_i = 0\), we close \(S_i\) and open \(i\).) The idea is to set each \(X_i = 1\) independently with probability \((1 - \eta)q_2\).

**Lemma 3.4.1.** With probability at least \(1 - \exp\left(-\frac{\eta^3(1-\eta)\beta f(1/\eta)}{3c_0}\right)\), the algorithm opens at most \(p_2|C''_2| + q_2|L''_2|\) facilities which are part of small stars.

**Proof.** Recall that small stars have at most \(c_0/\eta\) leaves. The number of opened facilities which are part of small stars is

\[
X = \sum_{i \in C''_2} (X_i|S_i| + (1 - X_i)) = |C''_2| + \sum_{i \in C''_2} X_i(|S_i| - 1) = |C''_2| + \frac{c_0}{\eta} \sum_{i \in C''_2} Y_i,
\]

where \(Y_i = \frac{X_i(|S_i| - 1)}{c_0/\eta}\). Note that \(Y_i\)'s take random values in \([0, 1]\). The expected
value of \( Y = \sum_{i \in C''} Y_i \) is

\[
\mu := \mathbb{E}\left[ \sum_{i \in C''} Y_i \right] = \mathbb{E}\left[ X_i | |S_i| - 1 \right] \frac{c_0}{\eta} = \frac{1 - \eta}{c_0/\eta} \sum_{i \in C''} q_2(|S_i| - 1) = \frac{\eta(1 - \eta)}{c_0} q_2(|L''_2| - |C''_2|) \geq \frac{\eta(1 - \eta)}{c_0} q_2|C''_2| \geq \frac{\eta(1 - \eta)}{c_0} \beta f(1/\eta),
\]

since each small star has at least 2 leaves. Using Chernoff’s bound, we have

\[
\Pr [X > p_2|C''_2| + q_2|L''_2|] = \Pr \left[ |C''_2| + \frac{c_0}{\eta} Y > |C''_2| + q_2(|L''_2| - |C''_2|) \right] \\
= \Pr \left[ Y > \frac{\eta}{c_0} q_2(|L''_2| - |C''_2|) \right] \\
= \Pr \left[ Y > \frac{\mu}{1 - \eta} \right] \\
\leq \Pr [Y > (1 + \eta)\mu] \\
\leq \exp \left( -\frac{\eta^2}{3} \mu \right) \\
\leq \exp \left( -\frac{\eta^3(1 - \eta)\beta f(1/\eta)}{3c_0} \right).
\]

To bound the expected connection cost, we need the following lemma.

**Lemma 3.4.2.** Let \( i_1 \) and \( i_2 \) be any facilities in \( F_1 \) and \( F_2 \), respectively. Let \( X, Y \in \)
\{0, 1_A, 1_B, 2\} be the classes such that \(i_1 \in \mathcal{C}_X\) and \(i_2 \in \mathcal{L}_Y\). Then the following are true:

\[
\Pr[\overline{i}_1] \leq 1 - p_X, \tag{3.28}
\]
\[
\Pr[\overline{i}_2] \leq \left(1 + \frac{1 - \beta}{\beta} \eta\right) (1 - q_Y), \tag{3.29}
\]
\[
\Pr[\overline{i}_1 \overline{i}_2] \leq \left(1 + \frac{1 - \beta}{\beta} \eta\right) (1 - p_X)(1 - q_Y). \tag{3.30}
\]

**Proof.** The proof is quite similar to that of lemma 3.3.7.

- **Proof of (3.28):** We only need to check the case \(i_1 \in \mathcal{C}_2''\). It is clear that

\[
\Pr[\overline{i}_1] = (1 - \eta)q_2 = 1 - p_2 - \eta q_2 \leq 1 - p_2.
\]

- **Proof of (3.29):** We only need to check the case \(i_2 \in \mathcal{L}_2''\). It is clear that

\[
\Pr[\overline{i}_2] = 1 - (1 - \eta)q_2 \leq \left(1 + \frac{1 - \beta}{\beta} \eta\right) (1 - q_2),
\]

since \(q_2 \leq 1 - \beta\).

- **Proof of (3.30):** \(i_1\) and \(i_2\) are always opened independently

\[
\Pr[\overline{i}_1 \overline{i}_2] = \Pr[\overline{i}_1] \Pr[\overline{i}_2] \leq \left(1 + \frac{1 - \beta}{\beta} \eta\right) (1 - p_X)(1 - q_Y).
\]
Corollary 3.4.1. The expected connection cost of the solution returned by the algorithm is at most $1.337 \cdot \left(1 + \frac{1-\beta}{\beta} \eta\right)$ times the cost of the bipoint solution.

Theorem 3.4.2. There exists a choice of $f = O(\text{poly}(1/\eta))$ so that, when $|C''_2| > f(1/\eta)$, the algorithm returns a solution opening at most 4 additional facilities and having connection cost at most $1.3371 \cdot \left(1 + \frac{1-\beta}{\beta} \eta\right) (1 + \eta)$ times the cost of the bipoint solution with constant positive probability which is a function of $\eta$.

Proof. Let $f(1/\eta) = \frac{3c_0}{\eta^r(1-\eta)^3} \ln \eta^{-2}$. Also let $E_1$ be the event “the connection cost is at most $1.3371 \cdot \left(1 + \frac{1-\beta}{\beta} \eta\right) (1 + \eta)$ times the cost of the bipoint solution” and $E_2$ be the event “the algorithm opens at most 4 extra facilities”. By Markov bound,

$$\Pr[E_1] \geq 1 - \frac{1}{1+\eta}.$$ 

Note that at most 4 additional facilities in $C''_2 \cup L_2' \cup T_0 \cup T_{1A} \cup T_{1B}$ could be opened. By the choice of $f$ and lemma 3.4.1,

$$\Pr[E_2] \geq 1 - \eta^2.$$ 

Thus,

$$\Pr[E_1 \land E_2] = \Pr[E_2] - \Pr[E_1 \land \bar{E}_2] \geq \Pr[E_2] - \Pr[\bar{E}_1] \geq (1 - \eta^2) - \frac{1}{1+\eta} = 1 - \frac{\eta^3 + \eta^2 + 1}{\eta + 1},$$
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which is strictly greater than zero when \( \eta \) is small enough.

### 3.4.2 Case 2

Assume \(|L'_2| + |L''_2| \leq g(1/\eta)\) for some \( g = O(\text{poly}(1/\eta)) \) to be determined, we simply open all the facilities in \( F_2 \). Indeed the number of extra opened facilities is \( O(\text{poly}(1/\eta)) \); however, the solution has cost equal to \( D_2 < aD_1 + bD_2 \).

### 3.4.3 Case 3

If neither Case 1 nor Case 2 holds, we have \(|C''_2| \leq f(1/\eta)\) and \(|L'_2| + |L''_2| \geq g(1/\eta)\). Since \(|L''_2| \leq \frac{c_0}{\eta}|C''_2|\), we can bound the number of leaves of large stars

\[
|L'_2| \geq g(1/\eta) - |L''_2| \geq g(1/\eta) - \frac{c_0 f(1/\eta)}{\eta}.
\]

The “budget” to open facilities in the class of large stars is

\[
p_2|L'_2| + q_2|C'_2| = |C'_2| + q_2(|L'_2| - |C'_2|).
\]

Suppose that we want to open each leaf in \( L'_2 \) with probability \( q_2(1 - c_1 \eta) \) for some constant \( c_1 \geq 1 \) and open all the centers in \( C'_2 \). Then the remaining budget which can be used to open other facilities in \( C''_2 \) is

\[
R = |C'_2| + q_2(|L'_2| - |C'_2|) - (|C'_2| + q_2(1-c_1 \eta)|L'_2|)
= c_1 \eta q_2 |L'_2| - q_2 |C'_2|.
\]
To open all centers in $C''$, we need to open at most $q_2|C''| \leq q_2f(1/\eta)$ additional facilities in $C''$, apart from the usual $p_2|C''|$ ones. Thus, it suffices to require that $R \geq q_2f(1/\eta)$.

- If $|C''| \geq \frac{f(1/\eta)}{1 + c_0c_1}$, recall that $|C''| \geq \frac{c_0}{\eta}|C''|$, we have

$$R \geq c_0c_1q_2|C''| - q_2|C''|$$

$$\geq (c_0c_1 - 1)q_2 \frac{f(1/\eta)}{-1 + c_0c_1}$$

$$= q_2f(1/\eta).$$

- Else $|C''| < \frac{f(1/\eta)}{1 + c_0c_1}$, recall that $|C''| \geq g(1/\eta) - \frac{c_0f(1/\eta)}{\eta}$, we can lower-bound $R$ as follows.

$$R \geq c_1\eta q_2|C''| - q_2 \frac{f(1/\eta)}{-1 + c_0c_1}$$

$$\geq c_1\eta q_2 \left( g(1/\eta) - \frac{c_0f(1/\eta)}{\eta} \right) - q_2 \frac{f(1/\eta)}{-1 + c_0c_1}.$$

A simple calculation shows that we can choose

$$g(1/\eta) = \frac{c_0^2c_1}{\eta(c_0c_1 - 1)} f(1/\eta),$$
then

\[ R \geq c_1 \eta q_2 \left( \frac{c_0^2 c_1}{\eta (c_0 c_1 - 1)} f(1/\eta) - \frac{c_0 f(1/\eta)}{\eta} \right) - q_2 \frac{f(1/\eta)}{1-c_0 c_1} \]

\[ = \frac{c_0^2 c_1^2}{c_0 c_1 - 1} q_2 f(1/\eta) - c_0 c_1 q_2 f(1/\eta) - \frac{1}{c_0 c_1 - 1} q_2 f(1/\eta) \]

\[ = \left( \frac{c_0^2 c_1^2}{c_0 c_1 - 1} - c_0 c_1 - \frac{1}{c_0 c_1 - 1} \right) q_2 f(1/\eta) \]

\[ = \left( \frac{c_0^2 c_1^2 - c_0 c_1 (c_0 c_1 - 1) - 1}{c_0 c_1 - 1} \right) q_2 f(1/\eta) \]

\[ = q_2 f(1/\eta). \]

**Theorem 3.4.3.** For any polynomial function \( f(1/\eta) \), let

\[ g(1/\eta) = \frac{2}{\eta} f(1/\eta). \]

If \( |C_2''| \leq f(1/\eta) \) and \( |L_2'| + |L_2''| \geq g(1/\eta) \), then there is an algorithm which returns a solution opening at most 4 additional facilities and having expected connection cost at most \( 1.337 \cdot (1 + \frac{1-\beta}{\beta} \eta)(1 + \eta) \) times the cost of the bipoint solution.

**Proof.** We simply set \( c_0 = 2 \) and \( c_1 = 1 \). As discussed above, there are no extra opened facilities in \( C_2'' \cup L_2'' \). Lemma 3.4.2 also holds in this case and can be used to bound the expected connection cost. \( \Box \)

This implies an approximation algorithm which runs in \( n^{O(1/\epsilon)} \) time for \( k \)-median.
Chapter 4: The Knapsack Median Problem

4.1 Problem definition

In this chapter, we study a natural generalization of the $k$-median problem, known as the Knapsack Median (KM) problem, in which we have a non-negative weight $w_i$ for each facility $i \in F$, and instead of opening $k$ facilities, we require the sum of weights of the open facilities to be at most a given budget $B \in \mathbb{R}_+$. In other words, we would like find a set $S \subseteq F$ such that (a) $\sum_{j \in C} \min \{d(i, j) : i \in S\}$ is minimized and (b) $\sum_{i \in S} w_i \leq B$. We shall refer to any facility $S$ as an open facility.

4.2 Prior work and Our contributions

While the KM problem is not known to be harder than $k$-MEDIAN, it has thus far proved more difficult to approximate. The $k$-median problem was first approximated to within a constant factor $6^{\frac{2}{3}}$ in 1999 [33], with a series of improvements leading to the current best-known factor of 2.674 in this work.

The KM problem was first studied in 2011 by Krishnaswamy et. al. [51], who gave a bicriteria $16 + \epsilon$ approximation which slightly violated the budget by a factor of $(1 + \epsilon)$. Then Kumar gave the first true constant factor approximation for the
KM problem with a very large approximation ratio (about 2700) \cite{52}, subsequently reduced to 34 by Charikar & Li \cite{53} and then to 32 by Swamy \cite{12}.

Our main contribution in this section is a 17.46-approximation algorithm for the KM problem. This algorithm has a flow similar to Swamy’s: we first get a half-integral solution (except for a few “bad” facilities), create pairs of half-open facilities, and then open one facility in each pair. By making several improvements, we reduce the approximation ratio to 17.46. The first improvement is a simple modification to the pairing process so that every half-open facility is guaranteed either itself or its closest neighbor to be open (versus having to go through two “jumps” to get to an open facility as in \cite{12}). The second improvement is to randomly sample the half-integral solution and condition on the probability that any given facility is “bad”. The algorithm can be derandomized with linear loss in the running time.

The third improvement deals with the bad facilities which inevitably arise due to the knapsack constraint. All previous algorithms used Kumar’s bound from \cite{52} to bound the cost of nearby clients when bad facilities must be closed. However, we show that by using a sparsification technique similar in spirit to - but distinct from - that used in \cite{35}, we can focus on a sub-instance in which the connection costs of clients are guaranteed to be evenly distributed throughout the instance. This allows for a much stronger bound than Kumar’s, and also results in an LP with bounded integrality gap, unlike previous algorithms.
4.3 Preliminaries

4.3.1 An LP Relaxation

Let \( n = |\mathcal{F}| + |\mathcal{C}| \) be the size of the instance. For the ease of analysis, we assume that each client has unit demand. (Note that our algorithm easily extends to the general case.) For any client \( j \in \mathcal{C} \), the connection cost of \( j \), denoted as \( \text{cost}(j) \), is the distance from \( j \) to the nearest open facility in our solution. Again, the goal is to open a subset \( \mathcal{S} \subseteq \mathcal{F} \) of facilities such that the total connection cost is minimized, subject to the knapsack constraint \( \sum_{i \in \mathcal{S}} w_i \leq B \).

The natural Linear Program (LP) relaxation of this problem is as follows.

\[
\begin{align*}
\text{minimize} & \quad \sum_{i \in \mathcal{F}, j \in \mathcal{C}} d(i, j)x_{ij} \\
\text{subject to} & \quad \sum_{i \in \mathcal{F}} x_{ij} = 1 \quad \forall j \in \mathcal{C} \\
& \quad x_{ij} \leq y_i \quad \forall i \in \mathcal{F}, j \in \mathcal{C} \\
& \quad \sum_{i \in \mathcal{F}} w_i y_i \leq B \\
& \quad 0 \leq x_{ij}, y_i \leq 1 \quad \forall i \in \mathcal{F}, j \in \mathcal{C}
\end{align*}
\]

In this LP, \( x_{ij} \) and \( y_i \) are indicator variables for the event client \( j \) is connected to facility \( i \) and facility \( i \) is open, respectively. We shall refer to the \( y_i \)'s as opening variables. The first constraint guarantees that each client is connected to some facility. The second constraint says that client \( j \) can only connect to facility \( i \) if it
is open. The third one is the knapsack constraint.

In this chapter, given a KM instance $\mathcal{I} = (B, F, C, d, w)$, let $\text{OPT}_I$ and $\text{OPT}_f$ be the cost of the optimal integral solution and the optimal value of the LP relaxation, respectively. Suppose $S \subseteq F$ is a solution to $\mathcal{I}$, let $\text{cost}_I(S) := \sum_{j \in C} d(j, S)$ denote cost of $S$, where $d(j, S) = \min\{d(i, j) : i \in S\}$. Let $(x, y)$ denote the optimal (fractional) solution of the LP relaxation. Let $C_j := \sum_{i \in F} d(i, j) x_{ij}$ be the fractional connection cost of $j$. Given $S \subseteq F$ and a vector $v \in \mathbb{R}^{|F|}$, let $v(S) := \sum_{i \in S} v_i$. From now on, let us fix any optimal integral solution of the instance for the analysis.

### 4.3.2 Kumar’s bound

The main technical difficulty of the KM problem is related to the unbounded integrality gap of the LP relaxation. It is known that this gap remains unbounded even when we strengthen the LP with knapsack cover inequalities [51]. All previous constant-factor approximation algorithms for KM rely on Kumar’s bound from [52] to get around the gap. Specifically, Kumar’s bound is useful to bound the connection cost of a group of clients via some cluster center in terms of $\text{OPT}_I$ instead of $\text{OPT}_f$.

We now review this bound, and will improve it later.

**Lemma 4.3.1.** For each client $j$, we can compute (in polynomial time) an upper-bound $U_j$ on the connection cost of $j$ in the optimal integral solution (i.e. $\text{cost}(j) \leq U_j$) such that

$$\sum_{j' \in C} \max\{0, U_j - d(j, j')\} \leq \text{OPT}_I.$$

**Proof.** We first guess $\text{OPT}_I$ by enumerating the powers of $(1 + \epsilon)$ for some small
constant $\epsilon > 0$. (We lose a factor of $(1 + \epsilon)$ in the approximation ratio and a factor of $O\left(\frac{\log n}{\epsilon}\right)$ in the running time.) Now fix any optimal solution and assume that $j$ connects to $i$ and $j'$ connects to $i'$. Then, by triangle inequality,

$$\text{cost}(j) = d(i, j) \leq d(i', j) \leq d(j, j') + d(i', j') = d(j, j') + \text{cost}(j'),$$

or equivalently,

$$\text{cost}(j') \geq \text{cost}(j) - d(j, j').$$

Taking the sum over all $j' \neq j$, we have

$$\text{OPT}_I \geq \sum_{j \neq j'} \max\{0, \text{cost}(j) - d(j, j')\}.$$

Then we can simply take $U_j$ such that

$$\text{OPT}_I = \sum_{j' \in C} \max\{0, U_j - d(j, j')\}.$$

(Observe that the RHS is a linear function of $U_j$.)

We can slightly strengthen the LP relaxation by adding the constraints: $x_{ij} = 0$ for all $d(i, j) > U_j$. (Unfortunately, the integrality gap is still unbounded after this step.) Thus we may assume that $(x, y)$ satisfies all these constraints.

**Lemma 4.3.2** (Kumar’s bound). Let $S$ be a set of clients and $s \in S$, where $d(j, s) \leq$
\[ \beta C_j \text{ for all } j \in S \text{ and some constant } \beta \geq 1, \text{ then} \]

\[
|S| U_s \leq \text{OPT}_I + \beta \sum_{j \in S} C_j.
\]

**Proof.**

\[
|S| U_s = \sum_{j \in S} U_s = \sum_{j \in S} (U_s - d(j, s)) + \sum_{j \in S} d(j, s) \leq \text{OPT}_I + \beta \sum_{j \in S} C_j,
\]

where we use the property of \( U_s \) from Lemma 4.3.1 for the last inequality. \( \square \)

This bound allows us to bound the cost of clients which rely on the bad facility.

4.4 Improved approximation algorithms

4.4.1 Sparse Instances

Kumar’s bound can only be tight when the connection cost in the optimal solution is highly concentrated around a single client. However, if this were the case, we could guess the client for which this occurs, along with its optimal facility, which would give us a large advantage. On the other hand, if the connection cost is evenly distributed, we can greatly strengthen Kumar’s bound. This is the idea behind our definition of sparse instances below.

Let \( \text{CBall}(j, r) := \{ k \in \mathcal{C} : d(j, k) \leq r \} \) denote the set of clients within radius of \( r \) from client \( j \). Let \( \lambda_j \) be the connection cost of \( j \) in the optimal integral solution. Also, let \( i(j) \) denote the facility serving \( j \) in the optimal solution.
**Definition 4.4.1.** Given some constants $0 < \delta, \epsilon < 1$, we say that a knapsack median instance $I = (B, \mathcal{F}, C, d, w)$ is $(\delta, \epsilon)$-sparse if, for all $j \in C$,

$$\sum_{k \in \text{CBall}(j, \delta \lambda_j)} (\lambda_j - d(j, k)) \leq \epsilon \text{OPT}_I.$$ 

We will show that the integrality gap is bounded on these sparse instances. We also give a polynomial-time algorithm to *sparsify* any knapsack median instance. Moreover, the solution of a sparse instance can be used as a solution of the original instance with only a small loss in the total cost.

**Lemma 4.4.1.** Given some knapsack median instance $I_0 = (B, \mathcal{F}, C_0, d, w)$ and $0 < \delta, \epsilon < 1$, there is an efficient algorithm that outputs $O(n^{2/\epsilon})$ pairs of $(I, \mathcal{F}')$, where $I = (B, \mathcal{F}, C, d, w)$ is a new instance with $C \subseteq C_0$, and $\mathcal{F}' \subseteq \mathcal{F}$ is a partial solution of $I$, such that at least one of these instances is $(\delta, \epsilon)$-sparse.

**Proof.** Fix any optimal integral solution of $I_0$. Consider the following algorithm which transforms $I_0$ into a sparse instance, assuming for now that we know its optimal solution:

- Initially, $C := C_0$.

- While the instance $(B, \mathcal{F}, C, d, w)$ is not sparse, i.e. there exists a “bad” client $j$ such that $\sum_{k \in \text{CBall}(j, \delta \lambda_j)} (\lambda_j - d(j, k)) > \epsilon \text{OPT}_I$, remove all clients in $\text{CBall}(j, \delta \lambda_j)$ from $C$.

Note that this algorithm will terminate after at most $1/\epsilon$ iterations: for each $k \in \text{CBall}(j, \delta \lambda_j)$ and its serving facility $i(k)$ in the optimal solution, we have $d(j, i(k)) \leq
\[ d(j, k) + \lambda_k, \text{ which implies} \]

\[
\sum_{k \in \text{CBall}(j, \delta \lambda_j)} \lambda_k \geq \sum_{k \in \text{CBall}(j, \delta \lambda_j)} (d(j, i(k)) - d(j, k))
\]

\[
\geq \sum_{k \in \text{CBall}(j, \delta \lambda_j)} (\lambda_j - d(j, k)) > \epsilon \text{OPT}_{\mathcal{I}},
\]

and there can be at most \(1/\epsilon\) such balls.

Now, while we do not know which client \(j\) is “bad” and which facility \(i\) serves client \(j\) in the optimal solution, we can still “guess” these pairs in \(O(n^2)\) time in each iteration. Specifically, we will guess the number of iterations that the above algorithm terminates and the pair \((j, i(j))\) in each iteration. There are at most \(O(n^2/\epsilon)\) possible cases and we will generate all of these new instances. Finally, we include all the facilities \(i(j)\) during the process into the set \(\mathcal{F}'\) of the corresponding instance.

The following theorem says that if we have an approximate solution to a sparse instance, then its cost on the original instance is only blown up by a small constant factor.

**Theorem 4.4.1.** Let \(\mathcal{I} = (B, \mathcal{F}, \mathcal{C}, d, w)\) be a \((\delta, \epsilon)\)-sparse instance obtained from \(\mathcal{I}_0 = (B, \mathcal{F}, \mathcal{C}_0, d, w)\) (by the procedure in the proof of Lemma 4.4.1) and \(\mathcal{F}'\) be the corresponding partial solution. If \(\mathcal{S} \supseteq \mathcal{F}'\) is any approximate solution to \(\mathcal{I}\) (including those open facilities in \(\mathcal{F}'\)) such that

\[
\text{cost}_\mathcal{I}(\mathcal{S}) \leq \alpha \text{OPT}_\mathcal{I},
\]

\]
then

\[ \text{cost}_{I_0}(S) \leq \max \left\{ \frac{1 + \delta}{1 - \delta}, \alpha \right\} \text{OPT}_{I_0}. \]

Proof. For any \( k \in C_0 \setminus C \), let \( \text{CBall}(j, \delta \lambda_j) \) be the ball containing \( k \) that was removed from \( C_0 \) in the preprocessing phase in Lemma 4.4.1. Recall that \( i(j) \) is the facility serving \( j \) in the optimal solution. We have

\[ \lambda_k \geq \lambda_j - d(j, k) \geq (1 - \delta)\lambda_j, \]

which implies,

\[ d(k, i(j)) \leq d(j, k) + \lambda_j \leq (1 + \delta)\lambda_j \leq \frac{1 + \delta}{1 - \delta} \lambda_k. \]

Then, by connecting all \( k \in C_0 \setminus C \) to the corresponding facility \( i(j) \) (which is guaranteed to be open because \( i(j) \in F' \)), we get

\[
\text{cost}_{I_0}(S) = \sum_{k \in C_0 \setminus C} \text{cost}(k) + \sum_{k \in C} \text{cost}(k) \\ \leq \frac{1 + \delta}{1 - \delta} \sum_{k \in C_0 \setminus C} \lambda_k + \alpha \text{OPT}_I \\ \leq \frac{1 + \delta}{1 - \delta} \sum_{k \in C_0 \setminus C} \lambda_k + \alpha \sum_{k \in C} \lambda_k \\ \leq \max \left\{ \frac{1 + \delta}{1 - \delta}, \alpha \right\} \text{OPT}_{I_0}. \]

Note that our notion of sparsity differs from that of Li and Svensson in several
ways. It is client-centric, and removes clients instead of facilities from the instance.

On the negative side, removed clients’ costs blow up by $\frac{1+\delta}{1-\delta}$, so our final approximation cannot guarantee better.

From now on, assume that we are given some arbitrary knapsack median instance $I_0 = (B, F, C_0, d, w)$. We will transform $I_0$ into a $(\delta, \epsilon)$-sparse instance $I$ and use Theorem 4.4.1 to bound the real cost at the end.

4.4.2 Improving Kumar’s bound and modifying the LP relaxation

Here we will show how to improve Kumar’s bound in sparse instances. Recall that, for all $j \in C$, we have

$$\sum_{k \in CBall(j, \delta U_j)} (U_j - d(j, k)) \leq \epsilon OPT_I.$$

Then, as before, we can guess $OPT_I$ and take the maximum $U_j$ such that

$$\sum_{k \in CBall(j, \delta U_j)} (U_j - d(j, k)) \leq \epsilon OPT_I.$$

(Observe that the LHS is an increasing function of $U_j$.) Now the constraints $x_{ij} = 0$ for all $i \in F, j \in C : d(i, j) > U_j$ are valid and we can add these into the LP. We also add the following constraints: $y_i = 1$ for all facilities $i \in F'$. From now on, assume that $(x, y)$ is an optimal solution of this new LP, satisfying all the mentioned constraints.

**Lemma 4.4.2.** Let $s$ be any client in sparse instance $I$ and $S$ be a set of clients
such that \( d(j, s) \leq \beta C_j \) for all \( j \in S \) and some constant \( \beta \geq 1 \). Then

\[
|S| U_s \leq \epsilon \text{OPT}_I + \frac{\beta}{\delta} \sum_{j \in S} C_j.
\]

**Proof.** Consider the following two cases.

- For clients \( j \in S' = S \cap \text{CBall}(s, \delta U_s) \), by definition of sparsity, we have

\[
|S'| U_s = \sum_{j \in S'} (U_s - d(j, s)) + \sum_{j \in S'} d(j, s) \leq \epsilon \text{OPT}_I + \beta \sum_{j \in S'} C_j.
\]

- For clients \( j \in S'' = S \setminus \text{CBall}(s, \delta U_s) \), we have \( \beta C_j \geq d(j, s) \geq \delta U_s \) and we get an alternative bound \( U_s \leq \frac{\beta}{\delta} C_j \). Thus,

\[
|S''| U_s = \sum_{j \in S''} U_s \leq \sum_{j \in S''} \frac{\beta}{\delta} C_j.
\]

The lemma follows by taking the sum of these two cases. \(\square\)

### 4.4.3 Filtering Phase

We will apply the standard filtering method for facility-location problems (see [12,33]). Basically, we choose a subset \( C' \subseteq C \) such that clients in \( C' \) are *far* from each other. After assigning each facility to the closest client in \( C' \), it is possible to lower-bound the opening volume of each cluster. Each client in \( C' \) is called a cluster center.
Filtering algorithm: Initialize $C' := C$. For each client $j \in C'$ in increasing order of $C_j$, we remove all other clients $j'$ such that $d(j, j') \leq 4C_j' = 4 \max\{C_{j'}, C_j\}$ from $C'$.

For each $j \in C'$, define $F_j := \{i \in F : d(i, j) = \min_{k \in C'} d(i, k)\}$, breaking ties arbitrarily. Let $F'_j = \{i \in F_j : d(i, j) \leq 2C_j\}$ and $\gamma_j = \min_{i \in F_j} d(i, j)$. Then define $G_j = \{i \in F_j : d(i, j) \leq \gamma_j\}$. We also reassign $y_i := x_{ij}$ for $i \in G_j$ and $y_i := 0$ otherwise. For $j \in C'$, let $M_j$ be the set containing $j$ and all clients removed by $j$ in the filtering process.

We note that the solution $(x, y)$ may not be feasible to the LP anymore after the reassignment step. For the rest of the paper, we will focus on rounding $y$ into an integral vector. One important property is that the knapsack constraint still holds. In other words, the new sum $\sum_{i \in F'} w_i y_i$ is still at most the budget $B$. This is due to the fact that $x_{ij} \leq y_i$. The opening variables only decrease after this step; and hence, the knapsack constraint will be preserved.

Lemma 4.4.3. We have the following properties:

- All sets $G_j$ are disjoint,
- $1/2 \leq y(F'_j)$ and $y(G_j) \leq 1$ for all $j \in C'$.
- $F'_j \subseteq G_j$ for all $j \in C'$.

Proof. For the first claim, observe that all $F_j$’s are disjoint and $G_j \subseteq F_j$ by definition. Also, if $\sum_{i \in F'_j} y_i = \sum_{i \in F_j} x_{ij} < 1/2$, then $\sum_{i \in F \setminus F'_j} x_{ij} > 1/2$. Since the radius of $F'_j$ is $2C_j$, this means that $C_j > (1/2)(2C_j) = C_j$, which is a contradiction. Since we
reassign $y_i := x_{ij}$ for all $i \in G_j$, the volume $y(G_j)$ is now at most 1. Finally, we have $2C_j \leq \gamma_j$. Otherwise, let $i \notin F_j$ be the facility such that $\gamma_j = d(i, j)$. Observe that facility $i$ is claimed by another cluster center, say $j'$, because $d(i, j') \leq d(i, j) \leq 2C_j$. This implies that $d(j, j') \leq d(i, j) + d(i, j') \leq 4C_j$, which is a contradiction.

It is clear that for all $j, j' \in C'$, $d(j, j') \geq 4 \max\{C_{j'}, C_j\}$. Moreover, for each $j \in C \setminus C'$, we can find $j' \in C'$, where $j'$ causes the removal of $j$, or, in other words, $C_{j'} \leq C_j$ and $d(j, j') \leq 4C_j$. Assuming that we have a solution $S$ for the instance $\mathcal{I}' = (B, \mathcal{F}, C', d, w)$ where each client $j$ in $C'$ has demand $m_j = |M_j|$ (i.e. there are $|M_j|$ copies of $j$), we can transform it into a solution for $\mathcal{I}$ as follows. Each client $j \in C \setminus C'$ will be served by the facility of $j'$ that removed $j$. Then $\text{cost}(j) = d(j, j') + \text{cost}(j') \leq \text{cost}(j') + 4C_j$. Therefore,

$$
\text{cost}_\mathcal{I}(S) = \sum_{j \in C'} \text{cost}(j) + \sum_{j \in C \setminus C'} \text{cost}(j) \\
\leq \sum_{j \in C'} \text{cost}(j) + \sum_{j \in C \setminus C'} (\text{cost}(j'(j)) + 4C_j) \\
\leq \text{cost}_\mathcal{I}'(S) + 4\text{OPT}_f.
$$

where, in the second line, $j'(j)$ is the center in $C'$ that removed $j$.

4.4.4 A $(23.09 + \epsilon)$-approximation algorithm

In this section, we describe a simple randomized $(23.09 + \epsilon)$-approximation algorithm. In the next section, we will derandomize it and give more insights to further improve the approximation ratio to $17.46 + \epsilon$. 

High-level ideas: We reuse Swamy’s idea from [12] to first obtain an almost half integral solution \( \hat{y} \). This solution \( \hat{y} \) has a very nice structure. For example, each client \( j \) only (fractionally) connects to at most 2 facilities, and there is at least a half-opened facility in each \( G_j \). We shall refer to this set of 2 facilities as a bundle.

In [12], the author applies a standard clustering process to get disjoint bundles and round \( \hat{y} \) by opening at least one facility per bundle. The drawback of this method is that we have to pay extra cost for bundles removed in the clustering step. In fact, it is possible to open at least one facility per bundle without filtering out any bundle.

The idea here is inspired by the work of Charikar et. al [33]. In addition, instead of picking \( \hat{y} \) deterministically, sampling such a half integral extreme point will be very helpful for the analysis.

We consider the following polytope.

\[
P = \{ v \in [0,1]^{|\mathcal{F}|} : v(F'_j) \geq 1/2, \; v(G_j) \leq 1, \; \forall j \in C'; \sum_{i \in \mathcal{F}} w_iv_i \leq B \}.
\]

Lemma 4.4.4 ([12]). Any extreme point of \( P \) is almost half-integral: there exists at most 1 cluster center \( s \in C' \) such that \( G_s \) contains variables \( \notin \{0, \frac{1}{2}, 1\} \). We call \( s \) a fractional client.

Notice by Lemma 4.4.3 that \( y \in P \). By Carathéodory’s theorem, \( y \) is a convex combination of at most \( t = |\mathcal{F}| + 1 \) extreme points of \( P \). Moreover, there is an efficient algorithm based on the ellipsoid method to find such a decomposition (e.g., see [88]). We apply this algorithm to get extreme points \( y^{(1)}, y^{(2)}, \ldots, y^{(t)} \in P \) and
Figure 4.1: After the filtering step, the LP solution lie in polytope $\mathcal{P}$ which has “almost” half-integral extreme points.

coefficients $0 \leq p_1, \ldots, p_t \leq 1, \sum_{i=1}^{t} p_i = 1$, such that

$$y = p_1 y^{(1)} + p_2 y^{(2)} + \ldots + p_t y^{(t)}.$$

This representation defines a distribution on $t$ extreme points of $\mathcal{P}$. Let $Y \in [0, 1]^F$ be a random vector where $\Pr[Y = y^{(i)}] = p_i$ for $i = 1, \ldots, t$. Observe that $Y$ is almost half-integral. Let $s$ be the fractional client in $Y$. (We assume that $s$ exists; otherwise, the cost will only be smaller.)

**Defining primary and secondary facilities:** For each $j \in C'$,

- If $j \neq s$, let $i_1(j)$ be any half-integral facility in $F'_j$ (i.e. $Y_{i_1(j)} = 1/2$; such a facility exists because $Y(F'_j) \geq 1/2$). Else ($j = s$), let $i_1(j)$ be the smallest-weight facility in $F'_j$ with $Y_{i_1(j)} > 0$.

- If $Y(i_1(j)) = 1$, let $i_2(j) = i_1(j)$.  

121
Our strategy is to randomly round the LP solution into one vertex \((\hat{x}, \hat{y})\) of \(P\) and then round it into an integral solution \((\tilde{x}, \tilde{y})\).

- If \(Y(G_j) < 1\), then let \(\sigma(j)\) be the nearest client to \(j\) in \(C'\). Define \(i_2(j) = i_1(\sigma(j))\).

- If \(Y(G_j) = 1\), then
  
  - If \(j \neq s\), let \(i_2(j)\) be the other half-integral facility in \(G_j\).
  
  - Else \((j = s)\), let \(i_2(j)\) be the smallest-weight facility in \(G_j\) with \(Y_{i_2(j)} > 0\).

  If there are ties and \(i_1(j)\) is among these facilities then we let \(i_2(j) = i_1(j)\).

- We call \(i_1(j), i_2(j)\) the primary facility and the secondary facility of \(j\), respectively.

**Constructing the neighborhood graph:** Initially, construct the directed graph \(G\) on clients in \(C'\) such that there is an edge \(j \rightarrow \sigma(j)\) for each \(j \in C' : Y(G_j) < 1\).

Note that all vertices in \(G\) have outdegree \(\leq 1\). If \(Y(G_j) = 1\), then vertex \(j\) has no outgoing edge. In this case, we replace \(j\) by the edge \(i_1(j) \rightarrow i_2(j)\), instead. Finally,
we relabel all other nodes in $G$ by its primary facility. Now we can think of each client $j \in C'$ as an edge from $i_1(j)$ to $i_2(j)$ in $G$.

**Lemma 4.4.5.** Without loss of generality, we can assume that all cycles of $G$ (if any) are of size 2. This means that $G$ is bipartite.

*Proof.* Since the maximum outdegree is equal to 1, each (weakly) connected component of $G$ has at most 1 cycle. Consider any cycle $j \to \sigma(j) \to \sigma^2(j) \to \ldots \to \sigma^k(j) \to j$. Then it is easy to see that $d(j, \sigma(j)) = d(\sigma^k(j), j)$. The argument holds for any $j$ in the cycle, and all edges on the cycle have the same length. Then we can simply redefine $\sigma(\sigma^k(j)) := \sigma^{k-1}(j)$ and get a cycle of size 2 instead. We can also change the secondary of the client corresponding to the edge $(\sigma^k(j), j)$ into $\sigma^{k-1}(j)$ because they are both at the same distance from it.

We are now ready to describe the main algorithm.
Algorithm 10 \textsc{Round}(Y)
\begin{algorithmic}
  \State Construct the neighborhood graph $G$ based on $Y$
  \State Let $C_1, C_2$ be independent sets which partition $G$
  \State Let $W_1, W_2$ be the total weight of the facilities in $C_1, C_2$ respectively.
  \If{$W_1 \leq W_2$}
    \State return $C_1$
  \Else
    \State return $C_2$
\end{algorithmic}

Theorem 4.4.2. Algorithm 11 returns a feasible solution $S$ where
\[ \mathbb{E}[\text{cost}_{I_0}(S)] \leq \max \left\{ \frac{1 + \delta}{1 - \delta}, 10 + \frac{12}{\delta} + 3\varepsilon \right\} \text{OPT}_{I_0}. \]

In particular, the approximation ratio is at most $(23.087 + 3\varepsilon)$ when setting $\delta := 0.916966$.

\textbf{Proof.} Assume $I$ is the sparse instance obtained from $I_0$. We will give a proof of feasibility and a cost analysis. Recall that $s$ is the center where we may have fractional values $Y_i$ with $i \in G_s$.

\textbf{Feasibility:}
Algorithm 11 BasicAlgorithm($\delta$, $\epsilon$, $I_0$)

1: Generate $O(n^{2/\epsilon})$ pairs $(I, F')$ using the algorithm in the proof of Lemma 4.4.1
2: $S \leftarrow \emptyset$
3: for each pair $(I, F')$ do
4:   Let $(x, y)$ be the optimal solution of the modified LP relaxation in Section 4.4.2.
5:   Apply the filtering algorithm to get $I'$. 
6:   Use $F, C'$ to define the polytope $P$.
7:   Sample a random extreme point $Y$ of $P$ as described above.
8:   Let $S' \leftarrow \text{Round}(Y)$
9:   If $S'$ is feasible and its cost is smaller than the cost of $S$ then $S \leftarrow S'$.
10: return $S$

- For all centers $j \in C'$ with $Y(G_j) < 1$, we have

\[ w_{i_1(j)} \leq 2 \sum_{i \in G_j} Y_i w_i. \]

Note that this is true for $j \neq s$ because $Y_{i_1(s)} = 1/2$. Otherwise, $j = s$, by definition, $w_{i_1(j)}$ is the smallest weight in the set $F'_s$ which has volume at least $1/2$. Thus, $w_{i_1(j)} \leq 2 \sum_{i \in E'_s} Y_i w_i \leq 2 \sum_{i \in G_j} Y_i w_i$.

- For all centers $j \in C'$ with $Y(G_j) = 1$, we have

\[ w_{i_1(j)} + w_{i_2(j)} \leq 2 \sum_{i \in G_j} Y_i w_i. \]

The equality happens when $j \neq s$. Otherwise, $j = s$, we consider the following 2 cases

- If $i_1(s) = i_2(s)$ the inequality follows because $w_{i_1(j)} = w_{i_2(j)} \leq \sum_{i \in G_j} Y_i w_i$.
- Else, we have $i_2(s) \in G_j \setminus F'_j$ by definition of $i_2(s)$. Since $w_{i_1(s)} \geq w_{i_2(s)}$
and \( Y(F'_s) \geq 1/2, \)

\[
\frac{1}{2}w_{i_1(s)} + \frac{1}{2}w_{i_2(s)} \leq Y(F'_s)w_{i_1(s)} + (1 - Y(F'_s))w_{i_2(s)} \\
\leq \sum_{i \in F'_j} Y_i w_i + \sum_{i \in G_j \setminus F'_j} Y_i w_i = \sum_{i \in G_j} Y_i w_i.
\]

Recall that each center \( j \in C' \) is accounted for either one vertex \( i_1(j) \) of \( G \) if \( Y(G_j) < 1 \) or two vertices \( i_1(j), i_2(j) \) of \( G \) if \( Y(G_j) = 1 \). Thus, the total weight of all vertices in \( G \) is at most

\[
2 \sum_{j \in C'} \sum_{i \in G_j} Y_i w_i \leq 2B,
\]

where the last inequality follows because \( Y \in \mathcal{P} \). It means that either \( W_1 \) or \( W_2 \) is less than or equal to \( B \), and Algorithm 10 always returns a feasible solution.

**Cost analysis:**

We show that the expected cost of \( j \) can be bounded in terms of \( \gamma_j, U_j, \) and \( y \). For \( j \in C \), let \( j'(j) \) denote the cluster center of \( j \) and define \( j'(j) = j \) if \( j \in C' \). Recall that in the instance \( I' = (B, \mathcal{F}, \mathcal{C}', d) \), each client \( j \in C' \) has demand \( m_j = |M_j| \).

Notice that

\[
\text{OPT}_f = \sum_{j \in C} C_j \geq \sum_{j \in C} C_{j'(j)} = \sum_{j \in C'} m_j C_j \\
= \sum_{j \in C'} m_j \left( \sum_{i \in G_j} x_{ij}d(i,j) + \sum_{i \in F \setminus G_j} x_{ij}d(i,j) \right) \\
\geq \sum_{j \in C'} m_j \left( \sum_{i \in G_j} y_i d(i,j) + \gamma_j (1 - y(G_j)) \right).
\]

(4.1)
The last inequality follows because, for any center \( j \), \( \sum_{i \in F} x_{ij} = 1 \), and \( \gamma_j \) is the radius of the ball \( G_j \) by definition. Now, for \( v \in [0, 1]^F \), we define

\[
B_j(v) := m_j \left( \sum_{i \in G_j} v_i d(i, j) + \gamma_j (1 - v(G_j)) \right).
\]

Let \( K(v) = \sum_{j \in C'} B_j(v) \). Recall that \( E[Y_i] = y_i \) for all \( i \in F \). By (4.1) and linearity of expectation, we have

\[
E[K(Y)] = K(y) \leq \text{OPT}_f.
\]

Also note that

\[
\sum_{j \in C'} E[B_j(Y)] = \sum_{j \in C'} B_j(y) \leq \sum_{j \in C'} m_j C_j \leq \sum_{j \in C'} \sum_{k \in M_j} C_k = \sum_{j \in C} C_j.
\]

Next, we will analyze cost_{\Sigma'}(S). To this end, we shall bound the connection cost of a client \( j \) in terms of \( B_j(Y) \). Algorithm 10 guarantees that, for each \( j \in C' \), either \( i_1(j) \) or \( i_2(j) \) is in \( S \). By construction, \( d(i_1(j), j) \leq d(i_2(j), j) \). In the worst case, we may need to connect \( j \) to \( i_2(j) \), and hence \( \text{cost}(j) \leq d_j d(i_2(j), j) \) for all client \( j \).

Fix any client \( j \) with \( Y(G_j) < 1 \). Recall that \( \gamma_j = \min_{i \notin F_j} d(i, j) \) and \( \sigma(j) \) is the closest client to \( j \) in \( C' \). Suppose \( \gamma_j = d(i', j) \) where \( i' \in F_{j'} \) for some \( j' \in C' \). By definition, \( d(i', j') \leq \gamma_j \). Then \( d(j, \sigma(j)) \leq d(j, j') \leq d(i', j) + d(i', j') \leq 2\gamma_j \). Also, since \( i_1(\sigma(j)) \in F'_{\sigma(j)} \), we have that \( d(\sigma(j), i_1(\sigma(j))) \leq 2C_{\sigma(j)} \). In addition, recall that \( 4 \max\{C_j, C_{\sigma(j)}\} \leq d(j, \sigma(j)) \leq 2\gamma_j \). Thus, \( 2C_{\sigma(j)} \leq \gamma_j \). Then the following
bound holds when $Y(G_j) < 1$:

\[
\text{cost}(j) \leq m_j d(i_2(j), j) \\
\leq m_j (d(j, \sigma(j)) + d(\sigma(j), i_2(j))) \\
= m_j (d(j, \sigma(j)) + d(\sigma(j), i_1(\sigma(j)))) \\
\leq m_j (2\gamma_j + 2C_{\sigma(j)}) \\
\leq 3m_j \gamma_j.
\]

Consider the following cases.

• If $j \neq s$, then either $Y(G_j) = 1$ or $Y(G_j) = 1/2$.
  
  – Case $Y(G_j) = 1$: then $Y_{i_1(j)} = Y_{i_2(j)} = 1/2$, we have

  \[
  \text{cost}(j) \leq m_j d(i_2(j), j) \leq 2m_j \sum_{i \in G_j} Y_{i} d(i, j) = 2B_j(Y).
  \]

  – Case $Y(G_j) = 1/2$: we have

  \[
  \text{cost}(j) \leq 3m_j \gamma_j = 6m_j \gamma_j (1 - Y(G_j)) \leq 6B_j(Y).
  \]

• If $j = s$, we cannot bound the cost in terms of $B_j(Y)$. Instead, we shall use Kumar’s bound.

  – Case $Y(G_j) = 1$: $i_2(j) \in G_j$. Recall that $U_j$ is the upper-bound on the connection cost of $j$. Our LP constraints guarantee that $x_{ij} = 0$ for all
\[ d(i, j) > U_j. \] Since \( Y_{i_2(j)} > 0 \), we also have \( y_{i_2(j)} > 0 \) or \( x_{i_2(j), j} > 0 \), which implies that \( d(i_2(j), j) \leq U_j \). Thus,

\[
\text{cost}(j) \leq m_j d(i_2(j), j) \leq m_j U_j.
\]

- Case \( Y(G_j) < 1 \): then there must exists some facility \( i \notin G_j \) such that \( x_{ij} > 0 \). Since \( \gamma_j \) is the radius of \( G_j \), we have \( \gamma_j \leq d(i, j) \leq U_j \); and hence,

\[
\text{cost}(j) \leq 3m_j \gamma_j \leq 3m_j U_j.
\]

In either cases, applying the improved Kumar’s bound to the cluster \( M_s \) where \( d(k, s) \leq 4C_k \) for all \( k \in M_s \), we get

\[
\text{cost}(j) \leq 3m_j U_j \leq 3\epsilon \text{OPT}_f + 3 \cdot 4 \cdot \frac{\sum_{k \in M_s} C_k}{\delta} \leq 3\epsilon \text{OPT}_f + \frac{12}{\delta} \text{OPT}_f.
\]

Now, we will bound the facility-opening cost. Notice that, for all facilities \( i \in C_1 \cup C_2 \) but at most two facilities \( i_1(s) \) and \( i_2(s) \), we have \( Y_i \in \{1/2, 1\} \).
Then,

$$\mathbb{E}[\text{cost}_T(S)] \leq \sum_{j \in C'} 6\mathbb{E}[B_j(Y)] + 3\epsilon \text{OPT}_T + (12/\delta)\text{OPT}_f$$

$$= 6 \sum_{j \in C'} B_j(y) + 3\epsilon \text{OPT}_T + (12/\delta)\text{OPT}_f$$

$$\leq 6K(y) + 3\epsilon \text{OPT}_T + (12/\delta)\text{OPT}_f$$

$$\leq (6 + 12/\delta)\text{OPT}_f + 3\epsilon \text{OPT}_T.$$

Therefore,

$$\mathbb{E}[\text{cost}_T(S)] \leq \mathbb{E}[\text{cost}_{I'}(S)] + 4\text{OPT}_f \leq (10 + 12/\delta)\text{OPT}_f + 3\epsilon \text{OPT}_T.$$

Finally, applying Theorem 4.4.1 to \(S\),

$$\mathbb{E}[\text{cost}_{I_0}(S)] \leq \max \left\{ \frac{1 + \delta}{1 - \delta}, 10 + 12/\delta + 3\epsilon \right\} \text{OPT}_{I_0}.$$ 

4.4.5 A \((17.46 + \epsilon)\)-approximation algorithm via conditioning on the fractional cluster center

Recall that the improved Kumar’s bound for the fractional client \(s\) is

$$|M_s|U_s \leq \epsilon \text{OPT}_T + (4/\delta) \sum_{j \in M_s} C_j.$$
In Theorem 4.4.2, we upper-bound the term $\sum_{j \in M_s} C_j$ by $\text{OPT}_f$. However, if this is tight, then the fractional cost of all other clients not in $M_s$ must be zero and we should get an improved ratio.

To formalize this idea, let $u \in C'$ be the client such that $\sum_{j \in M_u} C_j$ is maximum. Let $\alpha \in [0, 1]$ such that $\sum_{j \in M_u} C_j = \alpha \text{OPT}_f$, then

$$|M_s|U_s \leq \epsilon \text{OPT}_f + (4/\delta) \alpha \text{OPT}_f. \quad (4.2)$$

The following bound follows immediately by replacing the Kumar’s bound by (4.2) in the proof of Theorem 4.4.2.

$$\mathbb{E}[\text{cost}_I(S)] \leq (10 + 12\alpha/\delta + 3\epsilon) \text{OPT}_I. \quad (4.3)$$

In fact, this bound is only tight when $u$ happens to be the fractional client after sampling $Y$. If $u$ is not “fractional”, the second term in the RHS of (4.2) should be at most $(1 - \alpha) \text{OPT}_f$. Indeed, if $u$ is rarely a fractional client, we should obtain a strictly better bound. To this end, let $\mathcal{E}$ be the event that $u$ is the fractional client after the sampling phase. Let $p = \Pr[\mathcal{E}]$. We get the following lemma.

Lemma 4.4.6. Algorithm 11 returns a solution $S$ with

$$\mathbb{E}[\text{cost}_I(S)] \leq (10 + \min\{12\alpha/\delta, (12/\delta)(p\alpha + (1 - p)(1 - \alpha))\} + 3\epsilon) \text{OPT}_I.$$

Proof. We reuse the notations and the connection cost analysis in the proof of
Theorem 4.4.2. Recall that $\mathcal{E}$ is the event that $u$ is the fractional client. We have

$$
E[\text{cost}_{T'}(S)|\mathcal{E}] \leq 6 \sum_{j \in C', j \neq u} E[B_j(Y)|\mathcal{E}] + 3\epsilon \text{OPT}_T + (12\alpha/\delta)\text{OPT}_f.
$$

If $\bar{\mathcal{E}}$ happens, assume $s \neq u$ is the fractional one and let $\bar{\mathcal{E}}(s)$ denote this event. Then,

$$
E[\text{cost}_{T'}(S)|\bar{\mathcal{E}}(s)] \leq 6 \sum_{j \in C', j \neq s} E[B_j(Y)|\bar{\mathcal{E}}(s)] + 3\epsilon \text{OPT}_T + (12/\delta)(1 - \alpha)\text{OPT}_f
$$

$$
\leq 6 \sum_{j \in C'} E[B_j(Y)|\bar{\mathcal{E}}(s)] + 3\epsilon \text{OPT}_T + (12/\delta)(1 - \alpha)\text{OPT}_f
$$

Therefore,

$$
E[\text{cost}_{T'}(S)|\bar{\mathcal{E}}] \leq 6 \sum_{j \in C'} E[B_j(Y)|\bar{\mathcal{E}}] + 3\epsilon \text{OPT}_T + (12/\delta)(1 - \alpha)\text{OPT}_f.
$$

Also, $(1 - p)E[B_u(Y)|\bar{\mathcal{E}}] \leq E[B_u(Y)]$ because $B_u(Y)$ is always non-negative. The
total expected cost can be bounded as follows.

\[ E[cost_I(S)] = pE[cost_I(S)|E] + (1 - p)E[cost_I(S)|\bar{E}] \]

\[ \leq 6 \sum_{j \in C': j \neq u} E[B_j(Y)] + 3\epsilon \text{OPT}_f \]

\[ + (12/\delta)(p\alpha + (1 - p)(1 - \alpha)) \text{OPT}_f + 6(1 - p)E[B_u(Y)|\bar{E}] \]

\[ \leq 6 \sum_{j \in C'} E[B_j(Y)] + 3\epsilon \text{OPT}_f + (12/\delta)(p\alpha + (1 - p)(1 - \alpha)) \text{OPT}_f. \]

\[ \leq 6K(y) + (3\epsilon + (12/\delta)(p\alpha + (1 - p)(1 - \alpha))) \text{OPT}_f \]

\[ \leq (6 + 3\epsilon + (12/\delta)(p\alpha + (1 - p)(1 - \alpha))) \text{OPT}_f. \quad (4.4) \]

The lemma follows due to (4.3), (4.4), and the fact that \( E[cost_I(S)] \leq E[cost_I(S)] + 4\text{OPT}_f. \)

Finally, conditioning on the event \( E \), we are able to combine certain terms and get the following improved bound.

**Lemma 4.4.7.** Algorithm 11 returns a solution \( S \) with

\[ E[cost_I(S)|E] \leq \text{max}\{6/p, 12/\delta\} + 4 + 3\epsilon \text{OPT}_f. \]

**Proof.** Again, since \( B_j(Y) \geq 0 \) for all \( j \in C' \) and all \( Y \), we have \( E[B_j(Y)|E] \leq E[B_j(Y)]/p. \) Also, recall that \( E[B_j(Y)] = B_j(y) \leq d_j C_j \leq \sum_{k \in M_j} C_k \) for any \( j \in C'. \)
Therefore,

\[
\mathbb{E}[\text{cost}_\mathcal{I}(S)|\mathcal{E}] \leq 6 \sum_{j \in \mathcal{C}: j \neq u} \mathbb{E}[B_j(Y)|\mathcal{E}] + 3\epsilon \text{OPT}_I + (12/\delta) \sum_{j \in M_u} C_j
\]

\[
\leq (6/p) \sum_{j \in \mathcal{C}: j \neq u} \mathbb{E}[B_j(Y)] + 3\epsilon \text{OPT}_I + (12/\delta) \sum_{j \in M_u} C_j
\]

\[
\leq (6/p) \sum_{j \in \mathcal{C} \setminus M_u} C_j + 3\epsilon \text{OPT}_I + (12/\delta) \sum_{j \in M_u} C_j
\]

\[
\leq \max\{6/p, 12/\delta\} \sum_{j \in \mathcal{C}} C_j + 3\epsilon \text{OPT}_I
\]

\[
\leq \max\{6/p, 12/\delta\} \text{OPT}_f + 3\epsilon \text{OPT}_I
\]

\[
\leq (\max\{6/p, 12/\delta\} + 3\epsilon) \text{OPT}_I.
\]

The lemma follows since \(\mathbb{E}[\text{cost}_\mathcal{I}(S)|\mathcal{E}] \leq \mathbb{E}[\text{cost}_{\mathcal{I}'}(S)|\mathcal{E}] + 4\text{OPT}_f\).

Now we have all the required ingredients to get an improved approximation ratio. Algorithm 12 is a derandomized version of Algorithm 11.

**Algorithm 12** DETERMINISTICALGORITHM(\(\delta, \epsilon, I_0\))

1: Generate \(O(n^{2/\epsilon})\) pairs \((\mathcal{I}, \mathcal{F}')\) using the algorithm in the proof of Lemma 4.4.1
2: \(S \leftarrow \emptyset\)
3: for each pair \((\mathcal{I}, \mathcal{F}')\) do
4: \(\) Let \((x, y)\) be the optimal solution of the modified LP relaxation in Section 4.4.2.
5: \(\) Apply the filtering algorithm to get \(\mathcal{I}'\).
6: \(\) Use \(\mathcal{F}, \mathcal{C}'\) to define the polytope \(\mathcal{P}\).
7: \(\) Decompose \(y\) into a convex combination of extreme points \(y^{(1)}, y^{(2)}, \ldots, y^{(t)}\) of \(\mathcal{P}\).
8: for each \(Y \in \{y^{(1)}, y^{(2)}, \ldots, y^{(t)}\}\) do
9: \(\) Let \(S' \leftarrow \text{ROUND}(Y)\)
10: \(\) If \(S'\) is feasible and its cost is smaller than the cost of \(S\) then \(S \leftarrow S'\).
11: return \(S\)
Theorem 4.4.3. Algorithm 12 returns a feasible solution $S$ where

$$\text{cost}_{I_0}(S) \leq (17.46 + 3\epsilon)\text{OPT}_{I_0},$$

when setting $\delta = 0.891647$.

Proof. Again, suppose $I$ is a sparse instance obtained from $I_0$. Recall that $p = \Pr[E]$ is the probability that $u$, the cluster center with maximum fractional cost $\sum_{j \in M_u} C_j = \alpha\text{OPT}_f$, is fractional. Consider the following cases:

- Case $p \leq 1/2$: By Lemma 4.4.6 and the fact that Algorithm 12 always returns a solution $S$ from the same distribution with minimum cost, we have

  $$\text{cost}_I(S) \leq (10 + \min\{12\alpha/\delta, (12/\delta)(p\alpha + (1 - p)(1-\alpha))\}) + 3\epsilon\text{OPT}_I.$$

  By Theorem 4.4.1, the approximation ratio is at most

  $$\max\left\{\frac{1+\delta}{1-\delta}, 10 + 3\epsilon + \min\{12\alpha/\delta, (12/\delta)(p\alpha + (1 - p)(1-\alpha))\}\right\}.$$

  - If $\alpha \leq 1/2$, the ratio is at most $\max\left\{\frac{1+\delta}{1-\delta}, 10 + 3\epsilon + 6/\delta\right\}$.
  
  - If $\alpha \geq 1/2$, we have

    $$(12/\delta)(p\alpha + (1 - p)(1 - \alpha)) = (12/\delta)(p(2\alpha - 1) - \alpha + 1) \leq 6/\delta.$$

    Again, the ratio is at most $\max\left\{\frac{1+\delta}{1-\delta}, 10 + 3\epsilon + 6/\delta\right\}$. 
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• Case $p \geq 1/2$: Observe that the event $\mathcal{E}$ does happen for some point in the for loop at lines 8, 9, and 10. By Lemma 4.4.7 and the fact that $1+2/p = 3 < 12/\delta$, we have

$$\text{cost}_x(S) \leq (\max\{6/p, 12/\delta\} + 4 + 3\epsilon)\text{OPT}_x = (12/\delta + 4 + 3\epsilon)\text{OPT}_x.$$ 

By Theorem 4.4.1, the approximation ratio is bounded by $\max\left\{\frac{1+\delta}{1-\delta}, \frac{12}{\delta} + 3\epsilon + 4\right\}$. In all cases, the approximation ratio is at most

$$\max\left\{\frac{1+\delta}{1-\delta}, 12/\delta + 3\epsilon + 4, 10 + 3\epsilon + 6/\delta\right\} \leq 17.4582 + 3\epsilon,$$

when $\delta = 0.89167$.

Note that in [12], Swamy considered a slightly more general version of KM where each facility also has an opening cost. It can be shown that Theorem 4.4.3 also extends to this variant.

4.5 An improved bi-factor approximation algorithm

In this section, we show that one can obtain a bi-factor $(1+\sqrt{3}+\epsilon)$-approximation algorithm for the KM problem if allowed to slightly violate the budget constraint by a factor of $(1+\epsilon)$. This algorithm is inspired by the work of Li-Svensssson [35], in which they gave a $(1+\sqrt{3}+\epsilon)$-approximation algorithm for the $k$-median problem. The idea is to compute a “bi-point” solution which is a convex combination of a
feasible solution and another pseudo solution. Then rounding this solution will result in a solution whose cost can be bounded by \((1 + \sqrt{3} + \epsilon)\) times the optimal cost but would slightly violate the knapsack constraint. The rounding step can be done using SRDR and some \(O(1)\) left-over fractional variables will have to be rounded up to 1, resulting in a small violation in the total weight. In [35], the authors use a postprocessing step to correct the solution, making the cardinality constraint to be preserved exactly. However, this step does not seem to work for the knapsack median problem. We conjecture that the 2.675-approximation algorithm for \(k\)-median in [36] also extends to a bi-factor 2.675-approximation algorithm for \(\text{KM}\).

### 4.5.1 Pruning “big” facilities and computing a bi-point solution

Let \(I_0 = (B_0, F_0, C, d, w^{(0)})\) be any \(\text{KM}\) instance and \(\epsilon > 0\) be some small parameter. Let us also fix an optimal integral solution \(S_0\) of \(I_0\). Note that \(S_0\) may contain at most \(1/\epsilon\) facilities which have weight greater than or equal to \(\epsilon B_0\). Let \(F_\epsilon = \{i \in F_0 : w_i^{(0)} \geq \epsilon B_0\}\) and \(S_\epsilon = S_0 \cap F_\epsilon\). Then \(|S_\epsilon| \leq 1/\epsilon\). Hence one may “guess” this set \(S_\epsilon\) in \(n^{O(1/\epsilon)}\) time.

From now on, suppose that we already have the “correct” set \(S_\epsilon\). Let \(I = (B, F, C, d, w)\) denote the residual instance in which (i) we eliminate all “big” facilities: \(F = (F_0 \setminus F_\epsilon) \cup S_\epsilon\), (ii) \(B = B_0 - w^{(0)}(S_\epsilon)\), and (iii) the weights of facilities in \(S_\epsilon\) are set to zero: \(w_i = 0 \forall i \in S_\epsilon\) and \(w_i = w_i^{(0)} \forall i \in F \setminus S_\epsilon\).

**Lemma 4.5.1.** Suppose there is an algorithm \(\mathcal{A}\) which returns a solution \(S = S' \cup S''\) for the residual instance \(I\) where \(S'' \cap S_\epsilon = \emptyset\) and \(c = |S''|\) is a constant, \(w(S') \leq B\).
and \( \text{cost}_I(S) \leq \alpha \text{OPT}_I \) for some constant \( \alpha > 0 \). Then we have that

(i) \( w^{(0)}(S) \leq (1 + c\epsilon)B_0 \),

(ii) \( \text{cost}_{I_0}(S) \leq \alpha \text{OPT}_{I_0} \).

**Proof.** Since all facilities in \( S'' \) have weight at most \( \epsilon B_0 \), \( w^{(0)}(S'') \leq \epsilon B_0 \). Also, \( w(S') \leq B = B_0 - w^{(0)}(S_\epsilon) \) implies that \( w^{(0)}(S') \leq w(S') + w^{(0)}(S_\epsilon) \leq B_0 \). Thus,

\[
w^{(0)}(S) = w^{(0)}(S') + w^{(0)}(S'') \leq (1 + c\epsilon)B_0.
\]

Now observe that \( \text{OPT}_I \leq \text{OPT}_{I_0} \) because, by construction of \( I \), the chosen optimal integral of \( I_0 \) is also a feasible solution of \( I \). Therefore, we have

\[
\text{cost}_{I_0}(S) = \text{cost}_I(S) \leq \alpha \text{OPT}_I \leq \alpha \text{OPT}_{I_0}.
\]

\[
\square
\]

In the rest of this section, we aim to design such an algorithm \( A \) for the residual instance \( I \). We now compute the so-called bi-point solution as in [35].

**Theorem 4.5.1.** There is a polynomial-time algorithm to compute two sets \( F_1, F_2 \subseteq F \) and constants \( a, b \geq 0 \) and \( a + b = 1 \) such that \( w(F_1) \leq B \leq w(F_2) \), \( a \cdot w(F_1) + b \cdot w(F_2) \leq B \) and \( a \cdot \text{cost}_I(F_1) + b \cdot \text{cost}_I(F_2) \leq 2 \text{OPT}_I \). (The pair \( (F_1, F_2) \) is called a bi-point solution of \( I \).)

**Proof.** One can extend the algorithm to construct a bi-point solution for the \( k \)-median problem in [30, 47] so that it also works for the weighted case. \( \square \)
WLOG, we may assume that $d_1 \geq d_2$. Now for each client $j \in C$, we let $i_1(j), i_2(j)$ denote the closest facilities to $j$ in $F_1$ and $F_2$, respectively. Next, we adopt the definition of stars as in [35]. Each facility $i_2 \in F_2$ will be associated with the closest facility $i_1 \in F_1$, breaking ties arbitrarily. Then, for each facility $i \in F_1$, we define a *star* centered at $i$ as a set of $\{i\}$ and its associated facilities, which will be referred to as *leaves*. Let $S_i$ denote the set of leaves of the star with center $i$. Let $d_1(j) = d(j, i_1(j))$ and $d_2(j) = d(j, i_2(j))$. Finally, define $d_1 := \sum_{j \in C} d_1(j) = \text{cost}_I(F_1)$ and $d_2 := \sum_{j \in C} d_2(j) = \text{cost}_I(F_2)$.

4.5.2 Corner cases: $a \leq 1/5$ or $a \geq 4/5$

Recall that $F_1$ is a feasible solution as $w(F_1) \leq B$. Suppose we take $F_1$ as our solution. Consider the following strategy: we connect each client $j$ to the center $i$ of the star $S_i$ where $i_2(j) \in S_i$. Fix any client $j$ and let $S_i$ be the star containing $i_2(j)$. By triangle inequality and definition of stars, we have that

\[
d(j, i) \leq d(j, i_2(j)) + d(i_2(j), i) \\
\leq d_2(j) + d(i_2(j), i_1(j)) \\
\leq d_2(j) + d_1(j) + d_2(j) = 2d_2(j) + d_1(j).
\]

Therefore, the connection cost of this assignment is bounded by $\sum_{j \in C} (2d_2(j) + d_1(j)) = 2d_2 + d_1$. Now assuming we want to close the center $i$ and open all the facilities $S_i$, how does the connection cost change? Observe that the client $j$ can now be connected to $i_2(j)$ in this case so that we can “save” the cost by $(2d_2(j) +
\[ d_1(j) - d_2(j) = d_1(j) + d_2(j) \] Our algorithm will aim to find a subset of stars such that when closing all the centers and opening all the leaves of these stars, the amount of “saving” is maximized.

For each \( i \in \mathcal{F}_1 \), let \( z_i \) be the indicator for the event that \( i \) is closed and all facilities in \( \mathcal{S}_i \) is opened. Also, define \( \delta(i) := \{ j \in \mathcal{C} : i_2(j) \in \mathcal{S}_i \} \). The LP relaxation for our problem is as follows.

\[
\text{LP_{star-rounding}}: \text{maximize} \sum_{i \in \mathcal{F}_1} \sum_{j \in \delta(i)} (d_1(j) + d_2(j)) z_i \\
\text{subject to} \sum_{i \in \mathcal{F}_1} (w(\mathcal{S}_i) - w_i) z_i \leq B - w(\mathcal{F}_1) \\
0 \leq z_i \leq 1 \quad \forall i \in \mathcal{F}_1.
\]

We are now ready to describe the algorithm. We first compute a basic optimal solution \( z^* \) of \( \text{LP_{star-rounding}} \). It is not difficult to see that \( z^* \) has at most one fractional value. Suppose \( z^*_i \) is fractional for some \( i^* \in \mathcal{F}_1 \). Consider the following LP.

\[
\text{LP}_{S_{i^*}}: \text{maximize} \sum_{i \in S_{i^*}} \sum_{j \in \mathcal{C}: i_2(j) = i} (d_1(j) + d_2(j)) t_i \\
\text{subject to} \sum_{i \in S_{i^*}} w_i t_i \leq w(\mathcal{S}_{i^*}) z_{i^*} \\
0 \leq t_i \leq 1 \quad \forall i \in S_{i^*}.
\]

Next, we compute a basic optimal solution \( t^* \) for \( \text{LP}_{S_{i^*}} \). Again, \( t^* \) contains at most
one fractional value. Suppose \( t_i^{**} \) is fractional for some \( i^{**} \in S_i^* \). Let

\[
S := \{i^*, i^{**}\} \cup \left\{ \bigcup_{i \in F : z_i^* = 1} S_i \right\} \cup \{i \in S_i^* : t_i^* = 1\}.
\]

Our algorithm will return the solution \( A := \arg \min_{Z \in \{S, F_1\}} \text{cost}_I(Z) \).

**Theorem 4.5.2.** If \( a \leq 1/5 \) or \( a \geq 4/5 \), then there is a bi-factor \((2.73 + \epsilon)\)-approximation algorithm for KM.

**Proof.** Let us analyze the above-mentioned algorithm. Let \( S'' = \{i^*, i^{**}\} \). If \( w_{i^*} = 0 \) or \( w_{i^{**}} = 0 \), then we remove the corresponding facility from \( S'' \). Let \( S' = S \setminus S'' \).

By construction and the fact that \( z^* \) and \( t^* \) are feasible solutions of LP \( \text{star-rounding} \) and LP \( S_i^* \) respectively, we have that

\[
w(S') = \sum_{i \in F_1 : z_i^* = 1} w(S_i) + \sum_{i \in S_i^* : t_i^* = 1} w_i
\]

\[
\leq \sum_{i \in F_1 : z_i^* = 1} w(S_i) + w(S_i^*)z_i^*
\]

\[
\leq w(F_1) + \sum_{i \in F_1} (w(S_i) - w_i)z_i^* \leq B.
\]

Next, we claim that the amount of saving by using \( S \) will be at least \( b(d_1 + d_2) \); and hence, \( \text{cost}_I(S) \leq 2d_2 + d_1 - b(d_1 + d_2) = ad_1 + (1 + a)d_2 \). Observe that setting \( t_i := z_i^{**} \) for all \( i \in S_i^* \) gives a feasible solution of LP \( S_i^* \). Thus, the amount of saving by \( S_i^* \) is at least

\[
\sum_{i \in S_i^*} \sum_{j \in C_i z_j(i) = i} (d_1(j) + d_2(j))z_i^{**} = \sum_{j \in \delta(i^*)} (d_1(j) + d_2(j))z_i^{**}.
\]
Then the amount of saving by $\mathcal{S}$ is at least

$$
\sum_{i \in \mathcal{F}_1} \sum_{j \in \delta(i)} (d_1(j) + d_2(j)) z^*_i \geq \sum_{i \in \mathcal{F}_1} \sum_{j \in \delta(i)} (d_1(j) + d_2(j)) b = b(d_1 + d_2),
$$

because setting $z_i := b$ for all $i \in \mathcal{F}_1$ also yields a feasible solution of LP$_{\text{star-rounding}}$.

Since the algorithm will choose the better solution between $\mathcal{S}$ and $\mathcal{F}_1$, we have that

$$
\text{cost}_I(A) \leq \min \{ d_1, ad_1 + (1 + a)d_2 \}.
$$

Then the approximation ratio with respect to the cost of the bi-point solution is

$$
\min \left\{ \frac{d_1}{ad_1 + bd_2}, \frac{ad_1 + (1 + a)d_2}{ad_1 + bd_2} \right\} \leq \max_{r \geq 0, a \in [4/5, 1]} \min_{a \in [0, 1]} \min \left\{ \frac{1}{a + (1 - a)r}, \frac{a + (1 + a)r}{a + (1 - a)r} \right\} \leq \frac{15}{11}.
$$

Therefore, we have

$$
\text{cost}_I(A) \leq \frac{15}{11}(ad_1 + bd_2) \leq \frac{30}{11} \text{OPT}_I < 2.73 \text{OPT}_I.
$$

Finally, the theorem follows from Lemma 4.5.1. \qed

\subsection{4.5.3 Main case: $a \in [1/5, 4/5]$}

In this section, we will apply dependent rounding in such a way that (i) each facility in $\mathcal{F}_1$ is open with probability $\approx a$, (ii) each facility in $\mathcal{F}_2$ is open with probability $\approx b$, and (iii) the budget is not violated by too much. To this end, for
each \(i \in \mathcal{F}_1\), let \(Z_i \in \{0, 1\}\) be a random indicator for the event “\(i\) is closed and all facilities in \(\mathcal{S}_i\) are open.” (If \(Z_i = 0\) then \(i\) is open and all facilities in \(\mathcal{S}_i\) are closed.)

Let \(t \geq 1\) be a constant to be determined. The main algorithm is as follows.

**Algorithm 13 RoundStars** \((t, \mathcal{F}_1, \mathcal{F}_2, a, b, B)\)

1: Initialize \(z_i \leftarrow b\) and \(c_i \leftarrow w(S_i) - w_i\) for all \(i \in \mathcal{F}_1\)
2: \(Z \leftarrow \text{SRDR}(z, c, t)\)
3: Let \(\mathcal{F}' := \{i \in \mathcal{F}_1 : 0 < Z_i < 1\}\) be the set of \(\leq t\) left-over fractional values of \(Z\)
4: Let \(\mathcal{L} := \bigcup_{i \in \mathcal{F}_1} S_i\)
5: for each \(i \in \mathcal{L}\): set \(r_i \leftarrow Z_k\) where \(k \in \mathcal{F}'\) is the center of the star containing \(i\)
6: \(R \leftarrow \text{SRDR}(r, w, t)\)
7: Let \(\mathcal{L}' := \{i \in \mathcal{L} : 0 < R_i < 1\}\) be the set of \(\leq t\) left-over fractional values of \(R\)
8: return \(S = \mathcal{F}' \cup \mathcal{L}' \cup \{ \bigcup_{i \in \mathcal{F}_1; Z_i = 1} S_i \} \cup \{ i \in \mathcal{L} : R_i = 1\}\)

We will now analyze the algorithm RoundStars.

**Claim 4.5.1.** We have that \(|\mathcal{F}' \cup \mathcal{L}'| \leq 2t\) and \(w(S \setminus (\mathcal{F}' \cup \mathcal{L}')) \leq B\).

**Proof.** The first claim is trivial due to construction of \(\mathcal{F}'\) and \(\mathcal{L}'\). By the property of SRDR, we have

\[
\sum_{i \in \mathcal{L} : R_i = 1} w_i \leq \sum_{i \in \mathcal{L}} w_i R_i = \sum_{k \in \mathcal{F}'} w(S_k) Z_k.
\]
Therefore,

\[ w(S \setminus (\mathcal{F}' \cup \mathcal{L}')) = \sum_{i \in \mathcal{F}_1 : Z_i = 1} w(S_i) + \sum_{i \in \mathcal{L} : R_i = 1} w_i \]

\[ \leq \sum_{i \in \mathcal{F}_1 : Z_i = 1} w(S_i) + \sum_{k \in \mathcal{F}'} w(S_k)Z_k \]

\[ = \sum_{i \in \mathcal{F}_1} w(S_i)Z_i \]

\[ \leq w(\mathcal{F}_1) + \sum_{i \in \mathcal{F}_1} (w(S_i) - w_i)Z_i \]

\[ = w(\mathcal{F}_1) + \sum_{i \in \mathcal{F}_1} (w(S_i) - w_i)b \]

\[ = aw(\mathcal{F}_1) + bw(\mathcal{F}_2) \leq B, \]

where the penultimate equality follows from the fact that SRDR preserves the weighted sum of \( Z_i \)'s.

\[ \square \]

Now let us fix a client \( j \) and analyze the expected connection cost of \( j \). Note that \textsc{RoundStars} guarantees that whenever a center \( i \) of some star is closed, all of the leaves in \( S_i \) will be open. Thus, we will use the following strategy to get \( j \) connected: if \( i_2(j) \) is open, then assign \( j \) to \( i_2(j) \). Else, if \( i_1(j) \) is open, assign \( j \) to \( i_1(j) \). Finally, if both \( i_1(j) \) and \( i_2(j) \) are closed, the center of the star containing \( i_2(j) \), say \( i \), must be open and we connect \( j \) to \( i \). For simplicity, let \( i_1, i_2 \) denote the event that \( i_1(j) \) and \( i_2(j) \) are open respectively.

\textbf{Claim 4.5.2.} The following bounds hold:

- \( \Pr[i_2] \leq 1 - b, \)
\[ \Pr[\bar{i_1 \bar{i_2}}] \leq (1 + 2/t)b(1 - b). \]

**Proof.** Conditioned on any vector \( Z \) returned by SRDR, if \( Z_i \in \{0, 1\} \) then \( \Pr[\bar{i_2}] = 1 - Z_i \). If \( i \in \mathcal{F}' \), conditioned on any vector \( R \) returned by SRDR, we have \( \Pr[i_2] \geq R_{i_2(j)} \) because \( i_2(j) \) will be open even if \( R_{i_2(j)} \) is fractional. This implies that \( \Pr[i_2] \geq \mathbb{E}[R_{i_2(j)}] = Z_i \) or \( \Pr[\bar{i_2}] \leq 1 - Z_i \). Summing over all possible \( Z \)'s, we get

\[ \Pr[\bar{i_2}] \leq \mathbb{E}[1 - Z_i] = 1 - z_i = 1 - b. \]

Again, conditioned on any vector \( Z \), we claim that

\[ \Pr[\bar{i_1 \bar{i_2}}] \leq Z_{i_1(j)}(1 - Z_i). \]

Indeed, if \( Z_{i_1(j)} = 0 \) or \( Z_{i_1(j)} \in (0, 1) \), then \( i_1(j) \) will be opened by the algorithm and \( \Pr[\bar{i_1 \bar{i_2}}] = 0 \). If \( Z_{i_1(j)} = 1 \), then \( i_1(j) \) will be closed and \( \Pr[\bar{i_1 \bar{i_2}}] = \Pr[\bar{i_2}] = 1 - Z_i = Z_{i_1(j)}(1 - Z_i) \) as in the above case. Thus, summing over all possible \( Z \)'s, we obtain

\[ \Pr[\bar{i_1 \bar{i_2}}] \leq \mathbb{E}[Z_{i_1(j)}(1 - Z_i)] \]
\[ \leq (z_{i_1(j)}(1 - z_i))^{1-1/(t+1)} \]
\[ = (b(1 - b))^{1-1/(t+1)}, \]

where the second inequality is due to the near independence property of SRDR.

Since \( a \in [1/5, 4/5] \), we have \( b \in [1/5, 4/5] \) and \( b(1 - b) \geq 4/25 \). Hence, \( (b(1 -
Therefore, we get

$$
\Pr[\bar{r}_1 \bar{r}_2] \leq (1 + 2/t)b(1 - b).
$$

Now the expected connection cost $j$ can be bounded as follows.

$$
\mathbb{E}[\text{cost}_{\mathcal{F}(j)}] \leq \Pr[i_2]d_2(j) + \Pr[i_1 \bar{r}_2]d_1(j) + \Pr[\bar{r}_1 \bar{r}_2](2d_2(j) + d_1(j))
$$

$$
= \Pr[i_2]d_2(j) + \Pr[\bar{r}_2]d_1(j) + 2 \Pr[\bar{r}_1 \bar{r}_2]d_2(j)
$$

$$
= d_2(j) + (d_1(j) - d_2(j)) \Pr[\bar{r}_2] + 2 \Pr[\bar{r}_1 \bar{r}_2]d_2(j)
$$

$$
\leq d_2(j) + (d_1(j) - d_2(j))(1 - b) + (1 + 2/t)b(1 - b)(2d_2(j)).
$$

Summing over all clients $j$, we get

$$
\mathbb{E}[\text{cost}_{\mathcal{F}(S)}] \leq d_2 + (d_1 - d_2)(1 - b) + (1 + 2/t)b(1 - b)(2d_2).
$$

**Theorem 4.5.3.** If $a \in [1/5, 4/5]$, then there is a bi-factor $(1 + \sqrt{3} + \epsilon)$-approximation algorithm for $\text{KM}$. 

**Proof.** First of all, we remove all facilities $i$ for which $w_i = 0$ from $\mathcal{F}'$ and $\mathcal{L}'$. Observe that Claim 4.5.1 still holds. It means that we can write $S = S' \cup S''$ where $S'' = \mathcal{F}' \cup \mathcal{L}'$, $S' = S \setminus S'$, $|S''| \leq 2t$, $w(S') \leq B$ and $S''$ does not contain “big
facilities"': $S'' \cup S_e = \emptyset$. Then, by Lemma 4.5.1, we have

$$w^{(0)}(S) \leq (1 + 2t\epsilon)B_0.$$  

Now suppose we will take the better solution between $S$ and $F_1$ (which is feasible). In other words, let us consider the set $A := \arg\min_{Z \in \{S, F_1\}} \text{cost}_I(Z)$. We have

$$\mathbb{E}[\text{cost}_I(A)] \leq \min\{d_1, d_2 + (d_1 - d_2)(1 - b) + (1 + 2/t)b(1-b)(2d_2)\}$$

$$\leq (1 + 2/t) \min\{d_1, d_2 + (d_1 - d_2)(1 - b) + b(1-b)(2d_2)\}$$

$$= (1 + 2/t)(ad_1 + bd_2) \min\left\{\frac{d_1}{ad_1 + bd_2}, \frac{d_2 + (d_1 - d_2)(1 - b) + b(1-b)(2d_2)}{ad_1 + bd_2}\right\}$$

$$\leq (1 + 2/t) \cdot (2\text{OPT}_I) \cdot C_0,$$

where

$$C_0 = \min\left\{\frac{d_1}{ad_1 + bd_2}, \frac{d_2 + (d_1 - d_2)(1 - b) + b(1-b)(2d_2)}{ad_1 + bd_2}\right\}$$

$$= \min\left\{\frac{d_1}{(1-b)d_1 + bd_2}, \frac{d_2 + (d_1 - d_2)(1 - b) + b(1-b)(2d_2)}{(1-b)d_1 + bd_2}\right\}$$

$$\leq \max_{r \in [0,1], b \in [1/5,4/5]} \min\left\{\frac{1}{1 - b + br}, \frac{r + (1-r)(1-b) + b(1-b)(2r)}{1 - b + br}\right\}$$

$$\leq \frac{1 + \sqrt{3}}{2}.$$
Therefore, we get

\[
\mathbf{E}[\text{cost}_X(A)] \leq \left(1 + \frac{2}{t}\right) \cdot \left(1 + \sqrt{3}\right) \cdot \text{OPT}_X \\
\leq (1 + \frac{6}{t}) \cdot \text{OPT}_X.
\]

In conclusion, for any \( \gamma > 0 \), setting \( t = \frac{6}{\gamma} \) and \( \epsilon = \gamma/(2t) = \gamma^2/12 \) gives

(i) \( w^{(0)}(A) \leq (1 + \gamma)B_0 \),

(ii) \( \mathbf{E}[\text{cost}_X(A)] \leq (1 + \gamma)\text{OPT}_X \).

\( \square \)
Chapter 5: The (Multi) Knapsack Center Problem

5.1 Problem definition

In this chapter, we consider the Multi Knapsack Center problem (MKC). An instance \( \mathcal{I} \) of this problem consists of a set \( V \) of \( n \) vertices, a symmetric distance metric \( d \) on \( V \), and an \( m \times n \) weight matrix \( M \), which corresponds to \( m \) non-negative weight functions. We assume that all the weights are scaled so that the corresponding budgets are equal to one and the entries of \( M \) are in \([0, 1]\). Our goal is to choose a set \( S \subseteq V \) of vertices (which will also be called “centers”) so that (a) all \( m \) knapsack constraints are satisfied — that is, we require that

\[
\sum_{i \in S} M_{ki} \leq 1,
\]

for all \( k = 1, \ldots, m \) and (b) the maximum connection cost of any vertex (equivalently, the radius for centers in \( S \) to cover all vertices in \( V \))

\[
R := \max_{j \in V} \text{cost}(j) = \max_{j \in V} \min_{i \in S} d(i, j)
\]

is minimized.
5.2 Prior work and Our contributions

The Knapsack Center (KC) problem (i.e., the case $m = 1$ knapsack constraint) was first studied by Hochbaum and Shmoys in [54], under the name “weighted $k$-center problem”. The authors gave a 3-approximation algorithm for the problem and proved that this is best possible unless P = NP; see also [58]. More recently, Chen et. al. [59] considered the above general version with $m$ knapsack constraints. They showed that this problem is not approximable to within any constant factor, and gave a pseudo 3-approximation algorithm which may violate all but one knapsack constraint by a factor of $(1 + \epsilon)$.

Given any instance $I$ of the MKC problem, we let $R$ be the optimal radius. For the standard KC problem with one constraint, we give a polynomial-time algorithm which returns a feasible solution such that (1) all vertices are within distance $3R$ from some chosen center and (2) almost all vertices have expected connection cost at most $(1 + 2/e)R \approx 1.74R$. We refer this as the fair knapsack-center algorithm.

For the MKC problem, we show that it is possible to obtain a similar result while slightly violating the knapsack constraints via independent rounding. (Again, the violation is likely unavoidable because it is NP-hard to approximate this problem to within any constant factor.)
5.3 Preliminaries

Note that there are only \( \binom{n}{2} \) possible values for the optimal radius \( R \). Thus, we can guess this value in \( O(n^2) \) time. For the rest of this chapter, we assume that \( R \) is the correct optimal radius. Consider the polytope \( \mathcal{P}(\mathcal{I}, R) \) containing points \((x, y)\), where \( x \in \mathbb{R}^{n \times n} \) and \( y \in \mathbb{R}^n \), with the following constraints:

(A1) \( \sum_{i \in V : d(i, j) \leq R} x_{ij} = 1 \) for all \( j \in V \), (all clients should get connected to some center)

(A2) \( x_{ij} \leq y_i \) for all \( i, j \in V \), (vertex \( j \) can only connect to center \( i \) if it is open)

(A3) \( My \leq \vec{1} \), (the \( m \) knapsack constraints)

(A4) \( 0 \leq x_{ij}, y_i \leq 1 \) for all \( i, j \in V \).

Note that \( y_i \) and \( x_{ij} \) are indicators for the event whether center \( i \) is opened and whether \( j \) is connected to \( i \), respectively. By a (standard) trick of splitting the facilities in Facility-Location problems (see, e.g., [28,50,53]), we may further assume that

(A5) For all \( i, j \in V \), we have \( x_{ij} \in \{0, y_i\} \),

(A6) For all \( i \in V \), we have \( x_{ii} = y_i \).

We provide a proof of this claim here for completeness.

Claim 5.3.1. Given any instance \( \mathcal{I} \) of the MKC problem and a fractional solution \((x, y) \in \mathcal{P}(\mathcal{I}, R)\), one can construct another instance \( \mathcal{I}' \) with the set of vertices \( V' \) of size \( O(n^2) \) and another solution \((x', y')\) such that
(i) \((x', y') \in \mathcal{P}(I', R),\)

(ii) Any solution of \(I'\) can be converted into a solution of \(I\) without increasing the objective function,

(iii) For all \(i, j \in V'\), we have \(x'_{ij} \in \{0, y'_i\},\)

(iv) For all \(i \in V'\), we have \(x'_{ii} = y'_i\).

Proof. We will construct \(I'\) and \((x', y')\) as follows. Initially, let \(V' := V\). For each \(i \in V\), let \(j_1, j_2, \ldots, j_n \in V\) be such that \(x_{ij_1} \leq x_{ij_2} \leq \ldots \leq x_{ij_n}\). Now for each \(j_k\) in this order, we add a vertex \(i_k\) into \(V'\) (if \(j_k = i\) then simply let \(i_k := i\) and note that \(i_k \in V'\)), which is co-located at \(i\) and has the same weight as \(i\) in each of the \(m\) knapsack constraints. We then set \(y'_{i_k} := x_{ij_k} - x_{ij_{k-1}}\) if \(k > 1\) and \(y'_{i_k} := x_{ij_k}\) otherwise. Also, we set \(x'_{i_k v'_{j_k}} := y'_{i_k}\) for \(k' \in [1, k]\) and \(x'_{i_k v'_{j_k}} := 0\) for \(k' \in [k+1, n]\). (Note that \(j_k \in V\) which implies that \(j_k \in V'\). Thus, these assignments are valid.)

Let \(M'\) denote the new \(m \times n^2\) weight matrix of vertices in \(V'\).

In the above step, for each of the original vertex \(i \in V\), we have added \(n - 1\) additional copies of \(i\) into \(V'\) and already defined the corresponding assignment variables \(x'\) for it. Now, for each copy \(i_k\) of \(i\), we simply connect \(i_k\) to the same vertices serving \(i\) fractionally: \(x'_{v'i_k} := x'_{v'i}\) for all \(v \in V'\). By construction, the properties (iii) and (iv) are satisfied.

Observe that each \(i \in V\) has \(n\) copies in \(V'\). For any solution of \(I'\), if we simply remove the extra \(\leq n - 1\) copies if they are open, then we obtain a feasible solution of \(I\) with the same cost. Thus, property (ii) is satisfied.
We now verify that \((x', y') \in \mathcal{P}(I', R)\). Again, by construction, we have 
\[x'_{ij}, y'_i \in [0, 1]\] and 
\[x'_{ij} \leq y'_i\] for all \(i, j \in V'\). Fix any \(j \in V' \cap V\). For any \(i \in V\), suppose \(x_{ij}\) is the \(t_{ij}\)-th smallest value when we process vertex \(i\) in the above step. Note that
\[
\sum_{k=1}^{t_{ij}} y'_{ik} = x_{ij1} + (x_{ij2} - x_{ij1}) + \ldots + (x_{ijt_{ij}} - x_{ij(t_{ij}-1)})
= x_{ijt_{ij}} = x_{ij}.
\]

Then we have
\[
\sum_{i \in V' : d(i,j) \leq R} x'_{ij} = \sum_{i \in V : d(i,j) \leq R} \sum_{k=1}^{n} x'_{ik,j}
= \sum_{i \in V : d(i,j) \leq R} \sum_{k=1}^{t_{ij}} x'_{ik,j}
= \sum_{i \in V : d(i,j) \leq R} \sum_{k=1}^{t_{ij}} y'_{ik}
= \sum_{i \in V : d(i,j) \leq R} x_{ij} = 1.
\]

By construction, this equality also holds for all other copies of \(j\) in \(V'\).

Now fix vertex \(i \in V\). Recall that all copies of \(i\) in \(V'\) have the same weight 
as \(i\) in each of the knapsack constraint. Fix any knapsack constraint and suppose 
w is the weight of \(i\) in this constraint. The contribution of all copies of \(i\) in this
constraint is

\[ w \sum_{k=1}^{n} y'_{ik} = w(x_{ij1} + (x_{ij2} - x_{ij1}) + \ldots + (x_{ijn} - x_{ijn-1})) = wx_{ijn} \leq wy_i. \]

Therefore, we have \( M'y' \leq My \leq \vec{1}. \)

\[ \square \]

For the rest of this chapter, we assume that properties (A5) and (A6) hold.

Given any LP solution satisfying (A1) – (A6), our goal is to (randomly) round \( y \) to an integral solution. For any \( j \in V \), let \( F_j := \{ i \in V : x_{ij} > 0 \} \). We refer to these sets as clusters. It is easy to verify that \( y(F_j) = 1 \) due to (A5). We now form a subset \( V' \subseteq V \) such that all the clusters \( F_j, F_{j'} \) for \( j, j' \in V' \) are pairwise disjoint, and such that \( V' \) is maximal with this property. Let \( F_0 := \{ i \in V \mid y_i > 0, j \notin \bigcup_{j \in V'} F_j \} \). We note that, by Property (A6), we have that \( j \in F_j \) if \( y_j > 0 \), which implies that \( F_0 \) and \( V' \) are disjoint.

Then we partition \( V \) into a set of groups. There are two types of groups. First, for each \( j \in V \), we define the group \( G_j \) to be simply \( F_j \). Next, for each \( j \in F_0 \), we create a group \( G_j \) which consists of two items, namely \( j \) and a new dummy item \( \text{Dummy}(j) \), which has \( y(\text{Dummy}(j)) = 1 - y_j \), distance \( \infty \) from all \( i \in V \), and zero weights in all \( m \) knapsack constraints. (If we select this dummy item, it simply means that we do not choose to select item \( j \in F_0 \).)

The following notation will be useful throughout: for any set \( X \subseteq [n] \), we...
define \( \text{frac}(X) \) to be the set of items \( i \in X \) such that \( y_i \notin \{0, 1\} \); here \( y \) will always denote the current value of the vector \( y \in [0,1]^n \).

In the first step of our algorithms, we simplify \( y \) to reduce the number of fractional items in each \( G_j \) to at most \( m+1 \) (this is automatically the case for \( j \in F_0 \)). This can be done by the following procedure \text{KnapsackIntragroupReduce}.

**Algorithm 14 KnapsackIntragroupReduce \((y,X)\)**

1. \textbf{while} \(| \text{frac}(X) | > m + 1 \) \textbf{do}
2. \hspace{1em} Let \( \delta \in \mathbb{R}^n, \delta \neq 0 \) be such that \( M\delta = 0, \delta(X) = 0, \) and \( \delta_i = 0 \ \forall i \notin \text{frac}(X) \)
3. \hspace{1em} Choose scaling factors \( a, b > 0 \) such that
   - \( y + a\delta \in [0,1]^n \) and \( y - b\delta \in [0,1]^n \)
   - there is at least one entry of \( y + a\delta \) which is equal to zero or one
   - there is at least one entry of \( y - b\delta \) which is equal to zero or one
4. \hspace{1em} With probability \( \frac{b}{a+b} \), update \( y \leftarrow y + a\delta \); else, update \( y \leftarrow y - b\delta \).
5. \textbf{return} \( y \)

**Claim 5.3.2.** One can find a vector \( \delta \in \mathbb{R}^n \) as claimed in line 2 of \text{KnapsackIntragroupReduce}.

*Proof.* This line is only executed when we have at least \( m+2 \) variables in \( X \). On the other hand, we have only \( m \) knapsack constraints \((M\delta = 0)\) and the additional linear constraint \( \delta(X) = 0 \). This system is underdetermined and the claim follows. \( \square \)

**Claim 5.3.3.** Suppose \( y' = \text{KnapsackIntragroupReduce}(y,X) \) for any \( X \subseteq [n] \). Then we have \( y'(X) = y(X) \) and \( My = My' \) and \( E[y'_i] = y_i \) for all \( i \in V \).

*Proof.* In each round of \text{KnapsackIntragroupReduce}, we update \( y \) by either \( y' := y + a\delta \) or \( y' := y - b\delta \). Since \( \delta \) is chosen so that \( \delta(X) = 0 \), we have \( y'(X) = y(X) + a\delta(X) = y(X) \) or \( y'(X) = y(X) - b\delta(X) = y(X) \). Similarly, as \( M\delta = 0 \) we have \( My = My' \).
Also, for any \( i \in V \) we have

\[
E[y_i] = y_i + \frac{b}{a+b}(a\delta_i) - \frac{a}{a+b}(b\delta_i) = y_i.
\]

The claim follows by induction on all iterations. \( \square \)

5.4 A fair knapsack-center algorithm for the case \( m = 1 \)

Now we show that, when \( m = 1 \) (the standard Knapsack Center problem), one can satisfy the knapsack constraint with no violation while guaranteeing that the expected approximation ratio of at least \((1 - \delta)n \) vertices is at most \( 1 + 2/e + \gamma \) for any \( \gamma > 0 \).

**Theorem 5.4.1.** For any \( \delta, \gamma > 0 \), there exists an algorithm running in \( n^{O\left(\frac{1}{\delta \gamma^2}\right)} \) time and returns a feasible solution the Knapsack Center problem (i.e., with \( m = 1 \) knapsack constraint) such that \( \text{cost}(j) \leq 3R \) for all \( j \in V \). Moreover, there is a set \( U \subseteq V \) (which is deterministic, not a random variable), such that:

1. \( |U| \geq (1 - \delta)n \); and
2. \( \forall j \in U \), we have \( E[\text{cost}(j)] \leq (1 + 2/e + \gamma)R \).

5.4.1 Algorithm

**High-level ideas:** First, by a preprocessing step, we find a fractional solution in which each vertex \( i \) with \( y_i > 0 \) will only serve (fractionally) at most \( \epsilon n \) other vertices. Next, we use the procedure \textsc{KnapsackIntraGroupReduce} to reduce
the number of fractional variables inside $G_j$ down to 2 for all $j \in W$. Note that the opening mass $y(G_j) = 1$ remains unchanged in the process. Define $X_j$ to be the indicator for choosing the fractional vertex of higher weight in $G_j$. We then use SRDR to round vector $X$ into an “almost” integral solution. That is, there will be at most some $O(1)$ groups $G_j$ containing exactly two fractional vertices. Finally, we open the vertex with smaller weight in each fractional group.

We let $M$ denote the (only) weight function in this problem. In this subsection, slightly abusing the notation, we shall also think of $M$ as a vector where $M_i$ denotes the weight of node $i \in V$.

<table>
<thead>
<tr>
<th>Algorithm 15</th>
<th>PRUNE($\epsilon, M, V, S, R$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1: if $V = \emptyset$ then</td>
<td></td>
</tr>
<tr>
<td>2: return $S$ // we obtain an optimal solution in this case</td>
<td></td>
</tr>
<tr>
<td>3: $I' \leftarrow (M, V)$</td>
<td></td>
</tr>
<tr>
<td>4: if $\mathcal{P}(I', R) \neq \emptyset$ then</td>
<td></td>
</tr>
<tr>
<td>5: Compute a solution $(x, y) \in \mathcal{P}(I', R)$</td>
<td></td>
</tr>
<tr>
<td>6: if there exists some center $i$ such that $M_i \leq 1$ and $</td>
<td>{j \in V : x_{ij} &gt; 0}</td>
</tr>
<tr>
<td>7: Let $X \leftarrow {j \in V : x_{ij} &gt; 0}$</td>
<td></td>
</tr>
<tr>
<td>8: return PRUNE($\epsilon, \frac{M}{1-M_i}, V \setminus X, S \cup {i}, R$) if it is not FALSE</td>
<td></td>
</tr>
<tr>
<td>9: return PRUNE($\epsilon, M, V \setminus {i}, S, R$)</td>
<td></td>
</tr>
<tr>
<td>10: else</td>
<td></td>
</tr>
<tr>
<td>11: return (the solution $(x, y)$, the set of remaining vertices $V$, the scaled weight matrix $M$, and the set of open centers $S$)</td>
<td></td>
</tr>
<tr>
<td>12: else</td>
<td></td>
</tr>
<tr>
<td>13: return FALSE</td>
<td></td>
</tr>
</tbody>
</table>

The main algorithm is as follows.

(We note that it is formally possible for this process to return $S$ which contains some dummy items. As these dummy items have infinite distance and zero weight, they contribute nothing and can simply be discarded.)
Algorithm 16: StandardKnapsackSRDR \((M, V, t)\)

1: \((x, y, M, \mathcal{S}_0) \leftarrow \text{Prune}(\epsilon, M, V, \emptyset, R)\) and return \(\mathcal{S}\) if it already covers all nodes in \(V\)
2: for each \(j \in V'\) do update \(y \leftarrow \text{KnapsackIntragroupReduce}(y, G_j)\);
3: for each \(j \in W\) that \(|\text{frac}(G_j)| = 2\) do
4: Suppose \(G_j = \{i_1(j), i_2(j)\}\) and \(M_{i_1(j)} \leq M_{i_2(j)}\)
5: Set \(x_j \leftarrow y_{i_2(j)}\) and \(a_j \leftarrow M_{i_2(j)} - M_{i_1(j)}\)
6: \(X \leftarrow \text{SRDR}(x, a, t)\)
7: for each \(j \in W\) that \(|\text{frac}(G_j)| = 2\) do
8: Set \(y_{i_1(j)} \leftarrow 1 - X_j\) and \(y_{i_2(j)} \leftarrow X_j\) // for the sake of simpler analysis
9: for each \(j \in W\) that \(|\text{frac}(G_j)| = 2\) do
10: Set \(y_{i_1(j)} \leftarrow 1\) and \(y_{i_2(j)} \leftarrow 0\)
11: return \(\mathcal{S} = \{i \in V : y_i = 1\} \cup \mathcal{S}_0\)

5.4.2 Analysis

Lemma 5.4.1. The procedure \text{Prune} runs in \(n^{O(1/\epsilon)}\) time and will return either an optimal solution or a set \(\mathcal{S}\) of open centers along with a fractional solution \((x, y)\) for the residual instance \(\mathcal{I}' = (V, d, m)\), in which each center \(i\) only serves \(\leq \epsilon n\) other vertices fractionally. That is, \(\{|j \in V : x_{ij} > 0\}| \leq \epsilon n\) for all \(i \in V\).

Proof. Fix any optimal solution to the given instance. In Algorithm 15, whenever we find a vertex \(i\) which serves \(\geq \epsilon n\) other vertices, we simply guess two cases: whether or not \(i\) is in the optimal solution. Note that for the guess “\(i\) is in the optimal solution”, we open \(i\) and remove at least \(\epsilon n\) other vertices from the instance. (Because we assume that the budget constraint has RHS value of 1, this requires rescaling \(M\) to \(\frac{M}{1-M_i}\).)

In the other case, we remove \(i\) from \(V\). Observe that if our guess is correct, \(\mathcal{P}(\mathcal{I}', R)\) will not be empty in the next step. The algorithm stops when the current fractional solution satisfies all the properties in the claim.
To bound the running time of this algorithm, we can visualize its execution by a binary tree in which each node is either a vertex chosen in line 6 or a leaf. Each non-leaf node of the tree has two children corresponding to two decisions whether or not it is in the optimal solution. Indeed, the running time of the algorithm is bounded by the number of paths from the root to any leaf of this tree. Because (i) the length of any path is at most $n$ and (ii) the number of vertices chosen to be in the optimal solution in this path is at most $1/\epsilon$, the number of such paths is at most $n^{O(1/\epsilon)}$.

For the rest of this subsection, we will be working on the residual instance $(M, V)$ returned by Prune. In the first part of the analysis, we show an upper bound on the probability that a given vertex $k \in V$ has no open facility in $F_k$. This is done by defining a natural potential function, which is an estimation for this probability. We will analyze its change after applying SRDR.

For each $j \in W$ we let $C_j = F_k \cap G_j$ be the set of vertices that vertex $k$ is "interested in." Let $y$ denote the current fractional solution at the beginning of line 3 of StandardKnapsackSRDR. We define a potential function:

$$S := \prod_{j \in W} (1 - y(C_j)).$$
Let $y'$ be the modified vector $y$ after finishing the for-loop at lines 7–8 and

$$S' := \prod_{j \in W} (1 - y'(C_j)).$$

**Lemma 5.4.2.** Conditioned on any value of $y$ and $S$, we have that

$$\mathbb{E}[S'] \leq S^{1-1/(t+1)}.$$

**Proof.** Recall that the algorithm $\textsc{KnapsackIntragroupReduce}$ will reduce the number of fractional values in all $G_j$’s to at most 2. Also, $y(G_j) = y'(G_j) = 1$ for all $j \in W$ by Claim 5.3.3. The claim follows immediately from the following observations:

- If there exists $j \in W$ such that $y(C_j) = 1$, then $S = S' = 0$ and the equality happens. So let us assume that such a vertex does not exist.

- Any client $j \in W$ for which $y(C_j) = 0$ will have no contribution to both $S$ and $S'$.

- Now let us focus on clients $j \in W$ for which $y(C_j) \in (0, 1)$. Since $|G_j| = 2$ and $y(G_j) = 1$, we have that either $i_1(j) \in C_j$ or $i_2(j) \in C_j$ but not both. Let $A = \{ j \in W : i_1(j) \in C_j \}$ and $B = \{ j \in W : i_2(j) \in C_j \}$. Observe that
\( A \cap B = \emptyset \) and

\[
S = \prod_{j \in W} (1 - y(C_j))
\]

\[
= \prod_{j \in A} (1 - y(C_j)) \prod_{j \in B} (1 - y(C_j))
\]

\[
= \prod_{j \in A} (1 - y_{i_1(j)}) \prod_{j \in B} (1 - y_{i_2(j)})
\]

\[
= \prod_{j \in A} y_{i_2(j)} \prod_{j \in B} y_{i_1(j)}.
\]

Then we have

\[
E[S'] = E \left[ \prod_{j \in A} (1 - y'(C_j)) \prod_{j \in B} (1 - y'(C_j)) \right]
\]

\[
= E \left[ \prod_{j \in A} (1 - y_{i_1(j)}) \prod_{j \in B} (1 - y_{i_2(j)}) \right]
\]

\[
= E \left[ \prod_{j \in A} X_j \prod_{j \in B} (1 - X_j) \right]
\]

\[
\leq E \left[ \left( \prod_{j \in A} X_j \prod_{j \in B} (1 - X_j) \right)^p \right]
\]

\[
\leq \left( \prod_{j \in A} x_j \prod_{j \in B} (1 - x_j) \right)^p
\]

\[
= \left( \prod_{j \in A} y_{i_2(j)} \prod_{j \in B} y_{i_1(j)} \right)^p = S^p,
\]

where \( p = 1 - 1/(t + 1) \) and the second inequality follows from the near-independence property of SRDR.
Lemma 5.4.3. We have that

\[ \mathbb{E}[S'] \leq (1/e)^{1-1/(t+1)}. \]

Proof. Let \( y^0 \) be the original fractional solution \( y \) at line 1 and \( S_0 := \prod_{j \in W} (1 - y_0(C_j)) \). We have \( S_0 \leq \prod_{j \in W} e^{-\sum_{i \in C_j} y^0_i} = e^{-y^0(F_k)} = 1/e \). Next, since the clusters \( G_j \) are processed independently in line 1, and marginals are preserved by Claim 5.3.3, we have

\[ \mathbb{E}[S] = \prod_{j \in W} (1 - \mathbb{E}[y^1_i]) = \prod_{j \in W} (1 - y^0_i) = S_0 \leq 1/e. \]

By Lemma 5.4.2 and Jensen’s inequality, we have

\[ \mathbb{E}[S'] \leq \mathbb{E}[S^{1-1/(t+1)}] \leq \mathbb{E}[S]^{1-1/(t+1)} \leq (1/e)^{1-1/(t+1)}. \]

□

Proof of Theorem 5.4.1. Feasibility of \( S \): Recall that after calling the procedure \textsc{Prune} at line 1, the fractional solution \((x, y)\) is feasible for the residual instance \((V, M)\). It suffices to show that we do not violate the scaled knapsack constraint of the residual instance when rounding \( y \). Claim 5.3.3 ensures that the knapsack constraint is preserved (fractionally) by \textsc{KnapsackIntraGroupReduce}. Suppose that \( y \) and \( y' \) are the fractional solution at the beginning of line 3 and line 9, respectively. Let \( J = \{j \in W : |\frac{\text{frac}(G_j)}{2}| = 2\} \) denote the set of nodes considered
in the for-loop at line 3. We have

\[
\sum_{j \in J} (M_{i_1(j)}y_{i_1(j)} + M_{i_2(j)}y_{i_2(j)}) = \sum_{j \in J} (M_{i_1(j)}(1 - x_j) + M_{i_2(j)}x_j)
\]

\[
= \sum_{j \in J} (M_{i_1(j)} + a_jx_j)
\]

\[
= \sum_{j \in J} (M_{i_1(j)} + a_jX_j)
\]

\[
= \sum_{j \in J} (M_{i_1(j)}y'_{i_1(j)} + M_{i_2(j)}y'_{i_2(j)})
\]

where the third equality follows from the sum preservation property of SRDR. This means that the contribution of clients \(j \in J\) to the knapsack constraint remains the same at the beginning of line 9. Now, when rounding the last \(t\) fractional clusters \(G_j\) in the for-loop at lines 9–10, we always open the node \(i_1(j)\) and close \(i_2(j)\) where \(M_{i_1(j)} \leq M_{i_2(j)}\). Since \(y_{i_1(j)} + y_{i_2(j)} = 1\), we have that \(M_{i_1(j)}\) is bounded by the fractional contribution of both \(i_1(j)\) and \(i_2(j)\) to the knapsack constraint.

**Cost analysis:** For any \(k \in V\), we have \(\text{cost}(k) \leq R\) if there is a facility opened in \(F_k\), and \(\text{cost}(k) \leq 3R\) otherwise. (By construction, \(F_k \cap F_j \neq \emptyset\) for some \(j \in V'\) and we always open one center inside \(G_j\). Then the distance from \(k\) to this center is at most \(d(k,j) + R \leq 3R\) by triangle inequality.) Note that there are at most \(2t\) fractional vertices in \(V\) after applying SRDR. For each vertex \(j\), let \(q_j\)
denote the probability that \( j \) is still adjacent to such an unrounded vertex. Then

\[
\sum_{j \in V} q_j \leq \sum_{j \in V} \sum_{k \in F_j} \Pr[\text{vertex } k \text{ is fractional}] \quad \text{(by the union-bound)}
\]

\[
= \sum_{k \in V} \Pr[\text{vertex } k \text{ is fractional}] \sum_{j \in F_k} 1
\]

\[
\leq (en) \sum_{k \in V} \Pr[\text{vertex } k \text{ is fractional}] \quad \text{(by the pre-processing step)}
\]

\[
\leq (2t)en.
\]

We say that a vertex \( j \) is good if \( q_j \leq 1/t \) and bad otherwise. Then the number of bad vertices is at most \( 2t^2en \). We let \( U \) be the set of good vertices. Let \( y'' \) be the vector \( y \) after finishing the for-loop at lines 9–10 and let

\[
S'' := \prod_{j \in W} (1 - y''(C_j)).
\]

Now fix any \( k \in U \). We have that \( F_k \cap S = \emptyset \) iff \( S'' = 1 \), and \( S'' = 0 \) otherwise.

Let \( \mathcal{E} \) denote the event that there are no fractional vertices in \( F_k \) before line 9. Note
that $\Pr[\mathcal{E}] = 1 - q_k \geq 1 - 1/t$. Then, for $t$ large enough, we have

$$\Pr[\mathcal{S} \cap F_k = \emptyset] = \Pr[\mathcal{S} \cap F_k = \emptyset \land \mathcal{E}] + \Pr[\mathcal{S} \cap F_k = \emptyset \land \neg \mathcal{E}]$$

$$\leq \Pr[S'' = 1 \land \mathcal{E}] + \Pr[\neg \mathcal{E}]$$

$$\leq \Pr[S' = 1 \land \mathcal{E}] + 1/t$$

$$\leq \Pr[S' = 1 \land \mathcal{E}] + 1/t$$

$$\leq (1/e)^{1-1/(t+1)} + 1/t$$

$$\leq 1/e + 2/t,$$

where we use the fact that $e^{1/(t+1)} \leq 1 + 2/(t + 1)$ in the last inequality. Thus, we get

$$\mathbf{E}[\text{cost}(k)] \leq R + (2R) \Pr[\mathcal{S} \cap F_k = \emptyset] \leq (1 + 2/e + 2/t)R.$$

Now for any $\delta, \gamma > 0$, by setting $t = 2/\gamma$ and $\epsilon = \frac{\delta}{2\gamma^2}$, the number of bad vertices is $\leq \delta n$ and, for any $k \in U$, we have $\mathbf{E}[\text{cost}(k)] \leq (1 + 2/e + \gamma)R$. The running time is $n^{O(1/\epsilon)} = n^{O\left(\frac{1}{\epsilon^2}\right)}$.

5.5 Independent rounding algorithm for the case $m \geq 1$

In this section, we will introduce a simple fair algorithm for the MKC problem based on independent rounding. The idea is to first get rid of big vertices which have large weight in some constraint. Then all the weights in the residual instance will be relative small. This allows us to randomly pick a center in each cluster $F_j$
using the distribution defined by the opening variables. By Chernoff bound, we will slightly violate some knapsack constraint with high probability.

To this end, we will first enforce the following additional constraint on the maximum size of the entries of $M$.

**Claim 5.5.1.** For any $\rho > 0$, we can find a solution $(x, y) \in \mathcal{P}(I, R)$ with properties (A1) to (A6), which also satisfies the additional property

(A7) For any $i \in V$, if $M_{ki} \geq \rho$ for any $k = 1, \ldots, m$, we have $y_i \in \{0, 1\}$.

Also, the running time for this process in $n^{O(m/\rho)}$.

**Proof.** We say that the vertex $i$ is big if $M_{ki} \geq \rho$ for some $k = 1, \ldots, m$. Suppose we fix any optimal solution $\mathcal{S}$. Observe that there can be at most $m/\rho$ big centers in $\mathcal{S}$. We can guess the set of such centers in time $n^{O(m/\rho)}$. For any big center $i$ that we guess is in $\mathcal{S}$, we set $y_i := 1$. Similarly, for any big center that we guess is outside $\mathcal{S}$, we set $y_i := 0$. This procedure will only check at most $n^{O(m/\rho)}$ possible cases. If our guess is correct, we have that $\mathcal{P}(I, R) \neq \emptyset$ with the additional constraints on $y$. □

Suppose $(x, y)$ satisfies all properties (A1) to (A7). The fair algorithm for the MKC problem is as follows.

**Algorithm 17** INDEPENDENTROUND $(y, V', M)$

1: $\mathcal{S} \leftarrow \emptyset$
2: for $i \in F_0$ do
3: With probability $y_i$, $\mathcal{S} \leftarrow \mathcal{S} \cup \{i\}$
4: for $j \in V'$ do
5: Randomly pick a vertex $X_j$ in $F_j$ s.t. $\Pr[X_j = i] = y_i$ for all $i \in F_j$ // recall that $y(F_j) = 1$
6: $\mathcal{S} \leftarrow \mathcal{S} \cup \{X_j\}$
7: return $\mathcal{S}$
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For any vertex $i \in V$, let $Y_i$ be the indicator variable for the event that $i \in S$. By construction, we have $E[Y_i] = y_i$ and all variables $Y_i$ are negatively correlated.

**Claim 5.5.2.** For any $\epsilon \in (0, 1)$, with probability at least $1 - m \exp\left(-\frac{\epsilon^2}{3\rho}\right)$, we have that $\sum_{i \in S} M_{ki} \leq 1 + \epsilon$ for all $1 \leq k \leq m$.

**Proof.** The $k^{\text{th}}$ weight function $\sum_{i \in S} M_{ki} = M_k Y$ is a sum of negatively-correlated variables, each of which is bounded in $[0, \rho]$ and which has mean at most 1. Since the Chernoff-Hoeffding bound holds under negative correlation, we have

$$\Pr[M_k Y \geq 1 + \epsilon] = \Pr\left[M_k Y \geq (1 + \epsilon) \times \frac{1}{\rho}\right] \leq e^{-\epsilon^2/(3\rho)}.$$ 

Taking a union bound over all $m$ constraints, the total probability that any of them is violated by more than $\epsilon$ is at most $me^{-\epsilon^2/(3\rho)}$. \qed

**Lemma 5.5.1.** For any vertex $j \in V$, we have the conditional expectation

$$E[\text{cost}(j) \mid MY \leq 1 + \epsilon] \leq \left(1 + \frac{2/e}{1 - m \exp\left(-\epsilon^2/(3\rho)\right)}\right) R.$$ 

**Proof.** Fix any vertex $j \in V$. Note that $y(F_j) = 1$. So by negative correlation, the probability that there are no open centers in $F_j$ is

$$\Pr[F_j \cap S = \emptyset] = E\left[\prod_{i \in F_j} (1 - Y_i)\right] \leq \prod_{i \in F_j} (1 - y_i) \leq e^{-y(F_j)} = 1/e.$$
Then, by Claim 5.5.2, we have

\[
\Pr[F_j \cap S = \emptyset \mid MY \leq \bar{t} + \epsilon] = \frac{\Pr[F_j \cap S = \emptyset \land MY \leq \bar{t} + \epsilon]}{\Pr[MY \leq \bar{t} + \epsilon]} \\
\leq \frac{\Pr[F_j \cap S = \emptyset]}{\Pr[MY \leq \bar{t} + \epsilon]} \\
\leq \frac{1/e}{1 - m \exp\left(-\frac{\epsilon^2}{3 \rho}\right)}.
\]

Recall that \(\text{cost}(j) \leq 3R\) with probability one. Therefore,

\[
\mathbb{E}[\text{cost}(j) \mid MY \leq \bar{t} + \epsilon] \leq R + \frac{1}{e (1 - m \exp(-\epsilon^2/(3 \rho)))} \times (2R)
\]

\[
= \left(1 + \frac{2/e}{1 - m \exp(-\epsilon^2/(3 \rho))}\right) R.
\]

\[\square\]

**Theorem 5.5.1.** For any \(0 < \gamma \leq 1/2\) and \(0 < \epsilon < 1\), there is an algorithm running in expected time \(n^{O(m \log(m/\gamma) \epsilon^{-2})}\), which outputs a solution \(S\) satisfying

1. \(MY \leq \bar{t} + \epsilon\),

2. \(\forall j \in V : \mathbb{E}[\text{cost}(j)] \leq (1 + 2/e + O(\gamma))R\).

**Proof.** Set \(\rho = \epsilon^2/(3 \log(m/\gamma))\) and apply Claim 5.5.1 to achieve a fractional solution \(y\) satisfying (A1) – (A7). Now repeatedly assign \(S := \text{INDEPENDENTROUND}(y, V', M)\) until we obtain a solution \(S\) satisfying \(MY \leq \bar{t} + \epsilon\).

Observe that the resulting distribution on the random variables \(\text{cost}(j)\) output by this process is the same as the distribution of \(\text{cost}(j)\), conditioned on \(MY \leq \bar{t} + \epsilon\).
Applying Lemma 5.5.1, for any \( j \in V \), we get

\[
E[\text{cost}(j)] \leq \left( 1 + \frac{2/e}{1 - m \exp(-\epsilon^2/(3\rho))} \right) R.
\]

By our choice of \( \rho \), we have \( m \exp\left( -\frac{\epsilon^2}{3\rho} \right) \leq \gamma \) and hence

\[
E[\text{cost}(j)] \leq \left( 1 + \frac{2/e}{1 - \gamma} \right) R \leq (1 + 2/e + O(\gamma)) R.
\]

Also, the number of repetitions of this process is a geometric random variable, with success probability equal to the probability that \( M Y \leq \bar{1} + \epsilon \), which is at least \( 1 - \gamma \geq 1/2 \). So we only need an expected constant number of iterations to succeed.

Therefore, the overall running time is \( n^{O(m/\rho)} = n^{O(m \log(m/\gamma)\epsilon^{-2})} \). \qed
Chapter 6: The $k$-center Problem

6.1 Problem definition

In this chapter, we will discuss a *fair* algorithm for the $k$-center problem. Recall that the $k$-center problem is a special case of the MKC problem where we only have one cardinality constraint instead of $m$ knapsack constraints. In particular, an instance $I = (V, d, k)$ of this problem consists of set $V$ of $n$ vertices, a symmetric distance metric $d$ on $V$, and a parameter $k \in \mathbb{N}$.

Our objective is to choose a set $S \subseteq V$ of vertices (which will also be called “centers”) so that (a) at most $k$ centers are opened: $|S| \leq k$ and (b) the maximum connection cost of any vertex (equivalently, the radius for centers in $S$ to cover all vertices in $V$)

$$R := \max_{j \in V} \min_{i \in S} d(i, j)$$

is minimized. We shall refer to centers in $S$ as open centers.

6.2 Prior work and Our contributions

The $k$-center problem is known to be NP-hard via a reduction from the Dominating Set problem (see, e.g., [89]). The problem can be approximated to within a
factor of 2 by very simple greedy algorithms [54, 90, 91]. On the other hand, this is also the best possible approximation ratio one can obtain unless P=NP [92].

To the best of our knowledge, all the current approximation algorithms for this problem in the literature are deterministic. For any such algorithm $A$, it is not difficult to point out an instance for which the connection cost of almost all vertices assigned by $A$ matches the worst case bound (i.e., 2 times the optimal radius.)

Our result here will be a fair algorithm. Suppose we are given an instance $I = (V, d, k)$ of the problem, and suppose we have guessed the optimal radius $R$. We show that there is a randomized polynomial-time algorithm that opens at most $k$ centers with probability one while guaranteeing that (1) all vertices are within distance $3R$ from some chosen center and (2) the expected distance $E[\text{cost}(j)]$ from any given vertex $j$ to the nearest open center is at most $1.597R$.

We leave it as an open question whether one can improve the worst-case guarantee from $3R$ to $2R$ while still achieving the expected ratio less than 2.

6.3 Preliminaries

Recall that there are only $\binom{n}{2}$ possible values for the optimal radius $R$ and we can guess this value $R$ in $O(n^2)$ time. Consider the polytope $P(I, R)$ containing points $(x, y)$, where $x \in \mathbb{R}^{n \times n}$ and $y \in \mathbb{R}^n$, with the following constraints:

(A1) $\sum_{i \in V : d(i,j) \leq R} x_{ij} = 1$ for all $j \in V$, (all vertices should get connected to some center)

(A2) $x_{ij} \leq y_i$ for all $i, j \in V$, (vertex $j$ can only connect to center $i$ if it is open)
\[(A3) \sum_{i \in V} y_i \leq k, \text{ (at most } k \text{ centers are opened)}\]

\[(A4) 0 \leq x_{ij}, y_i \leq 1 \text{ for all } i, j \in V.\]

Since \(R\) is the optimal radius, \(\mathcal{P}(\mathcal{I}, R)\) is not empty. Our approach will be to find a fractional solution in \(\mathcal{P}(\mathcal{I}, R)\) and then use a randomized algorithm to convert it into an integral solution.

By splitting vertices as needed, we can ensure that we have a fractional solution which satisfies the additional properties

\[(A5) \text{ For all } i, j \in V, \text{ we have } x_{ij} \in \{0, y_i\},\]

\[(A6) \text{ For all } i \in V, \text{ we have } x_{ii} = y_i.\]

For any \(j \in V\), let \(F_j := \{j\} \cup \{i \in V : x_{ij} > 0\}\). We refer to these sets as clusters, and we refer to \(j\) as the cluster center of the cluster \(F_j\). By (A5), (A6), and (A1), we have \(y(F_j) = 1\) for all \(j \in V\).

### 6.4 A simple algorithm with expected ratio of 1.6

#### 6.4.1 Algorithm

In this section, we will give a simple randomized rounding scheme based on forming clusters centered around certain vertices.

In the first scheme, we let \(V' \subseteq V\) be a set of vertices which has the property that all \(F_j\) for \(j \in V'\) are pairwise disjoint, and such that \(V'\) is maximal with this property. (This can be formed easily in a greedy way.) We define \(F_0 := V \setminus \bigcup_{j \in V', F_j}\). This is called the set of “unclustered” vertices.
One natural idea is to open a random center inside each cluster $F_j$ (all clusters are processed independently) and apply dependent rounding to choose $y(F_0)$ centers in $F_0$. Now for each vertex $j$, one can show that the bad event where no center in $F_j$ is chosen is at most $1/e$. In such an event, one can still connect $j$ to some open center in $F_k$ where $F_k \cap F_j \neq \emptyset$ at distance $\leq 3R$ from $j$. Thus, we have

$$E[\text{cost}(j)] \leq (1 - 1/e)R + (1/e)3R = (1 + 2/e)R \approx 1.73R.$$

To improve the expected ratio from 1.73 to 1.6, we employ the following idea. Let $q \in [0, 1]$ be a parameter to be determined. For each cluster $F_j$ where $j \in V'$, we will open the cluster center $j$ with probability $q$. With the remaining probability $1 - q$, we randomly open a center in $F_j$ using the distribution defined by the opening variables $y_i$. Intuitively, this will increase the chance that any vertex $j$ can connect to some cluster center $k$ at distance $\leq 2R$ from $k$. The formal algorithm is as follows.

\begin{verbatim}
Algorithm 18 \textsc{Round1} \((y, F_0, \bigcup_{j \in V'} F_j, q)\)
1: \(S \leftarrow \emptyset\)
2: \textbf{for} \(j \in V'\) \textbf{do}
3: \hspace{1em} Randomly pick a vertex \(X_j \in F_j\) and assign \(S \leftarrow S \cup \{X_j\}\) according to the following distribution
4: \hspace{3em} \(\forall i \in F_j : \Pr[X_j = i] = \begin{cases} q + (1-q)y_i & \text{if } i = j \\ (1-q)y_i & \text{if } i \neq j \end{cases}\)
5: \hspace{1em} \text{// This is a valid probability distribution, as } \sum_{i \in F_j} y_i = y(F_j) = 1$
4: \hspace{1em} Let \(I_0 \leftarrow \textsc{DepRound}(y, F_0)\)
5: \hspace{1em} \(S \leftarrow S \cup I_0\)
6: \textbf{return } S
\end{verbatim}
6.4.2 Analysis

Throughout this chapter, we let $Y_i$ be an indicator variable for the event that center $i$ is open.

Claim 6.4.1. Round1 returns a solution $S$ of at most $k$ centers.

Proof. Since the clusters $F_j$ are pairwise disjoint and $y(F_j) = 1$, we have

$$\sum_{j \in V'} y(F_j) = |V'|.$$ 

Observe that the dependent rounding procedure ensures that

$$|I_0| \leq \left\lceil y(F_0) \right\rceil = \left\lceil \sum_{j \in V} y_i - \sum_{j \in V'} y(F_j) \right\rceil \leq k - |V'|.$$ 

Therefore, we have $|S| = |V'| + |I_0| \leq |V'| + k - |V'| = k$. \qed

Theorem 6.4.1. For $q = 0.464587$, Round1 returns a solution $S$ such that, for any $j \in V$, we have

1. $\text{cost}(j) \leq 3R$,

2. $\mathbb{E}[\text{cost}(j)] \leq 1.60793R$.

Proof. Note that, for any $j \in V'$, there will be some open center $F_j$; and hence, $\text{cost}(j) \leq R$. Fix any vertex $j \in V \setminus V'$. Let $D$ denote the set of all $i \in V'$ such that $F_i \cap F_j \neq \emptyset$. ($D$ is the set cluster centers which are “close” to $j$.) By maximality of $V'$, we must have $F_i \cap F_j \neq \emptyset$ for some $i \in V'$, which implies $D \neq \emptyset$. 
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For each \( i \in D \), let \( m_i := y(F_i \cap F_j) \) and let \( m_0 := y(F_j \cap F_0) \). As \( F_0 \) and \( F_i \)'s (where \( i \in V' \)) are all pairwise disjoint, we have \( m_0 + \sum_{i \in D} m_i = y(F_i) = 1 \).

For each \( i \in D \), our rounding step opens exactly one center \( v \in F_i \). As every center in \( F_j \) has distance at most \( R \) to \( j \), and all centers in \( F_i \) has distance at most \( 2R \) from each other, it follows that \( d(j, v) \leq 3R \). Note that

\[
F_j = (F_0 \cap F_j) \cup \bigcup_{i \in D} (F_i \cap F_j).
\]

By negative correlation, we have

\[
\Pr[\text{cost}(j) \geq 2R] \leq \Pr[\text{no centers in } F_j \text{ are open}]
\]

\[
= \mathbb{E} \left[ \prod_{i \in D} \left( 1 - \sum_{v \in F_i \cap F_j} Y_v \right) \prod_{v \in F_j \cap F_0} (1 - Y_v) \right]
\]

\[
\leq \prod_{i \in D} \left( 1 - \sum_{v \in F_i \cap F_j} \mathbb{E}[Y_v] \right) \prod_{v \in F_j \cap F_0} (1 - \mathbb{E}[Y_v])
\]

\[
\leq \prod_{i \in D} \left( 1 - \sum_{v \in F_i \cap F_j} (1 - q)y_v \right) \prod_{v \in F_j \cap F_0} (1 - y_v)
\]

\[
\leq \prod_{i \in D} (1 - (1 - q)m_i) \prod_{v \in F_j \cap F_0} e^{-y_v}
\]

\[
= \prod_{i \in D} (1 - (1 - q)m_i) \times e^{-1 + \sum_{i \in D} m_i}
\]

\[
= (1/e) \prod_{i \in D} e^{m_i}(1 - (1 - q)m_i),
\]

where in the second inequality, we use the fact that \( \mathbb{E}[Y_v] \geq (1 - q)y_v \).
Similarly, if for some \( i \in D \) we open center \( i \) itself, then \( d(i, j) \leq 2R \) and hence \( \text{cost}(j) \leq 2R \). A necessary condition for \( \text{cost}(j) \geq 3R \) is that we do not open any center in \( F_j \cup D = (F_0 \cap F_j) \cup \bigcup_{i \in D} (F_i \cap F_j) \cup D \).

\[
\Pr[\text{cost}(j) \geq 3R] \leq \Pr[\text{no centers in } F_j \cup D \text{ are open}] \\
= \mathbb{E} \left[ \prod_{i \in D} \left( 1 - Y_i - \sum_{v \in F_i \cap F_j \setminus \{i\}} Y_v \right) \prod_{v \in F_j \cap F_0} (1 - Y_v) \right] \\
\leq \prod_{i \in D} \left( 1 - q - \sum_{v \in F_i \cap F_j \setminus \{i\}} (1 - q) y_v \right) \prod_{v \in F_j \cap F_0} (1 - y_v) \\
\leq \prod_{i \in D} (1 - q - (1 - q)m_i) \prod_{v \in F_j \cap F_0} e^{-y_v} \\
= (1/e) \prod_{i \in D} e^{m_i} (1 - q - (1 - q)m_i).
\]

Thus, we have that

\[
\mathbb{E}[\text{cost}(j)] \leq R(\Pr[\text{cost}(j) \geq R] + \Pr[\text{cost}(j) \geq 2R] + \Pr[\text{cost}(j) \geq 3R]) \\
\leq R \left( 1 + \frac{1}{e} \prod_{i \in D} e^{m_i} (1 - (1 - q)m_i) + \frac{1}{e} \prod_{i \in D} e^{m_i} (1 - q - (1 - q)m_i) \right).
\]

Let \( m := \sum_{i \in D} m_i, t = |D|, \) and \( p = 1 - q = 0.53542 \). Then, by AM-GM inequality, we have

\[
\mathbb{E}[\text{cost}(j)] \leq R \left( 1 + e^{m-1} \prod_{i \in D} (1 - pm_i) + e^{m-1} \prod_{i \in D} (p - pm_i) \right) \\
\leq R \left( 1 + e^{m-1} (1 - pm/t)^t + e^{m-1} (p - pm/t)^t \right).
\]
Let \( f(m, t) := e^{m-1}(1 - pm/t)^t + e^{m-1}(p - pm/t)^t \). Recall that \( m \in [0, 1] \) and \( t \in \mathbb{N} \). For \( t \in \{1, 2, 3, 4\} \), it is not difficult to check the \( f(m, t) \) achieves the maximum value \( \approx 0.60792 \) at \((m = 0.43386, t = 1)\) and \((m = 1, t = 2)\). For \( t \geq 5 \), using the fact that \((1 + x/n) \leq e^x\) for any \( n > 1 \) and \(|x| \leq n\), we have

\[
\begin{align*}
    f(m, t) &= e^{m-1}(1 - pm/t)^t + e^{m-1}(p - pm/t)^t \\
    &\leq e^{m-1-pm} + e^{m-1} \cdot p^t e^{-m} \\
    &= e^{1-0.53542m} + p^t/e \\
    &\leq e^{1-0.53542m} + 0.0161875 \\
    &\leq 0.601611.
\end{align*}
\]

Therefore, we conclude that \( \mathbb{E}[\text{cost}(j)] \leq 1.60792R. \)

\(\square\)

6.5 Improved algorithm using partial clusters

6.5.1 Algorithm

Here we discuss an improvement on the previous algorithm by using partial clusters. Observe that so far we have only used full clusters: each cluster \( F_j \) for \( j \in V' \) has opening mass exactly one (i.e., \( y(F_j) = 1 \)). For each such cluster, we have moved some mass of the whole cluster towards increasing the chance of opening its center. Therefore, for any vertex \( j \in V \setminus V' \), the chance that \( j \) gets connected to some open center at distance \( \leq 2R \) is improved. One of the worst-case scenarios in the previous analysis is when \( F_j \) intersects with only a few full clusters. In this
case, if we can move some mass from $F_j \cap F_0$ towards opening the center $j$ itself, the expected connection cost of $j$ will be improved. Roughly speaking, the set $F_j \cap F_0$ will be a partial cluster with center $j$.

To this end, we use the following greedy algorithm to form both full and partial clusters.

**Algorithm 19 GreedyFormClusters $(y)$**

1: Set $U \leftarrow V$ and $F'_j \leftarrow F_j$ for all $j \in V$
2: Set $\mathcal{G} \leftarrow \emptyset$ and $\ell \leftarrow 0$
3: while $y(U) > 0$ do
4: $\ell \leftarrow \ell + 1$
5: Find $j \in U$ such that $y(F'_j)$ is maximized
6: Set $G_\ell \leftarrow F'_j$, $\mathcal{G} \leftarrow \mathcal{G} \cup G_\ell$, $z_\ell \leftarrow y(F'_j)$, and $\pi(\ell) \leftarrow j$
7: Set $U \leftarrow U \setminus G_\ell$
8: for each $i \in U$ do $F''_i \leftarrow F'_i \setminus G_\ell$
9: return $\mathcal{G}$, vector $z$, and vector $\pi$

We define $g := |\mathcal{G}|$ be the number of clusters. Now, for $\ell \in [1, g]$, we shall refer to $G_\ell$ as a full cluster if $z_\ell = 1$. Otherwise, $G_\ell$ is called a partial cluster. In both cases, $\pi(\ell)$ is called the cluster center of $G_\ell$. Let $p_{\text{full}}$ and $p_{\text{partial}} \in [0, 1]$ be two random parameters to be determined. The main algorithm is as follows.
Algorithm 20 Round2 \((y, p_{\text{full}}, p_{\text{partial}})\)

1: Run \textsc{GreedyFormClusters}(y) to obtain \(G_\ell\)'s and \(z\)
2: \(S \leftarrow \emptyset\)
3: \(Z \leftarrow \text{DepRound}(z)\)
4: \textbf{for} \(\ell \in Z\) \textbf{do}
5: \hspace{1em} Randomly pick a vertex \(X_\ell \in G_\ell\) and assign \(S \leftarrow S \cup \{X_\ell\}\) according to the following distribution
6: \hspace{1em} \(\forall i \in G_j : \text{Pr}[X_\ell = i] = \begin{cases} 
q_\ell + (1 - q_\ell)\frac{y_i}{z_\ell} & \text{if } i = \pi(\ell) \\
(1 - q_\ell)\frac{y_i}{z_\ell} & \text{if } i \neq \pi(\ell)
\end{cases}\)
6: \hspace{1em} and where we define \(q_\ell\) as
7: \hspace{2em} \(q_\ell = \begin{cases} 
p_{\text{full}} & \text{if } z_\ell = 1 \\
p_{\text{partial}} & \text{if } z_\ell < 1
\end{cases}\)
8: \textbf{return} \(S\)

6.5.2 Analysis

Note that the distribution defined at line 5 of Round2 is valid. It is clear that \(\text{Pr}[X_\ell = i] \geq 0\) and

\[
\sum_{i \in G_\ell} \text{Pr}[X_\ell = i] = q_\ell + \sum_{i \in G_\ell} (1 - q_\ell)\frac{y_i}{z_\ell} \\
= q_\ell + (1 - q_\ell)(1/z_\ell)y(G_\ell) = 1.
\]

Claim 6.5.1. The clusters in \(G\) returned by Algorithm \textsc{GreedyFormClusters} are pairwise disjoint and \(y(V) = \sum_{\ell=1}^{g} y(G_\ell)\). Moreover, we have

1. \(z_1 = 1\),
2. for any \(1 \leq \ell < g\), we have \(z_\ell \geq z_{\ell+1}\),

Proof. We maintain the invariant that \(U\) is set of the current uncovered vertices.
By construction, all the cluster $G_\ell$’s are pairwise disjoint and cover all vertices in $U$ having positive opening mass. The stopping condition of the while-loop at line 3 is $y(U) = 0$, which implies that $y(V) = \sum_{\ell=1}^{g} y(G_\ell)$. Since $y(F_j) = 1$ for any $j \in V$, we have that $z_1 = 1$. The second property holds by our greedy choice of $j$. □

We now claim that the algorithm always outputs a feasible solution.

**Claim 6.5.2.** Algorithm Round2 returns a solution $S$ satisfying $|S| \leq k$.

**Proof.** By construction, we have

$$\sum_{\ell=1}^{g} z_\ell = \sum_{\ell=1}^{g} y(G_\ell) = y(G_v) = \sum_{i \in V} y_i \leq k.$$ 

Since dependent rounding preserves, we get $|Z| \leq \lceil \sum_{\ell=1}^{n} z_\ell \rceil \leq k$. The claim follows because we only exactly one center for each cluster $G_\ell$ where $\ell \in Z$ in the while loop at lines 4–5. □

**Lemma 6.5.1.** For any $j \in V$, we have that $\text{cost}(j) \leq 3R$ with probability one.

**Proof.** If $j$ is the cluster center of a full cluster then we have indeed $\text{cost}(j) \leq R$. Otherwise, there must exist a full cluster $G_\ell$ such that $G_\ell \cap F_j \neq \emptyset$. (Else, $F_j$ itself should have been added into $\mathcal{G}$ by the algorithm as a full cluster.) Let $i$ be the open center in $G_\ell$. By triangle inequality, $d(i, j) \leq 3R$. □

**Claim 6.5.3.** For any $T \subseteq V$, we have

$$\Pr[S \cap T = \emptyset \mid p_{\text{full}}, p_{\text{partial}}] \leq \prod_{\ell=1}^{g} (1 - (1 - q_\ell)y(T \cap G_\ell) - q_\ell z_\ell[\pi(\ell) \in T]).$$
Proof. In this proof, let us condition on a fixed pair of \((p_{\text{full}}, p_{\text{partial}})\). The event 
\(S \cap T = \emptyset\) means that there are no open centers in \(T\). Now consider cluster \(G_\ell\)'s. 
Suppose \(Z_\ell\) is the event that \(\ell \in Z\) (i.e., \(\Pr[Z_\ell] = z_\ell\)). Let \(E_\ell\) denote the event 
that \(S \cap (G_\ell \cap T) \neq \emptyset\). Observe that \(Z_\ell\)'s are negatively correlated. Moreover, 
\(\Pr[E_\ell|Z_\ell] \geq 0, \Pr[E_\ell|\bar{Z}_\ell] = 0\), and all \(E_\ell\)'s are independent conditioned on any \(Z\).

Thus, the event \(E_\ell\)'s are also negatively correlated. We have

\[
\Pr[S \cap T = \emptyset] = \Pr\left[\bigwedge_{\ell=1}^{g} [S \cap (G_\ell \cap T) = \emptyset] \right] \\
= \Pr\left[\bigwedge_{\ell=1}^{g} \bar{E}_\ell \right] \\
\leq \prod_{\ell=1}^{g} \Pr[\bar{E}_\ell] \\
= \prod_{\ell=1}^{g} \left( \Pr[\ell \notin Z] + \Pr[\ell \in Z](1 - (1 - q_\ell)\gamma(G_\ell \cap T)/z_\ell - q_\ell[\pi(\ell) \in T]) \right) \\
= \prod_{\ell=1}^{g} \left( 1 - z_\ell + z_\ell(1 - (1 - q_\ell)\gamma(G_\ell \cap T)/z_\ell - q_\ell[\pi(\ell) \in T]) \right) \\
= \prod_{\ell=1}^{g} \left( 1 - (1 - q_\ell)\gamma(G_\ell \cap T) - q_\ell z_\ell[\pi(\ell) \in T] \right). 
\]

where the first equality is due to the fact that only vertices in \(T\) having positive opening mass can be opened and such vertices must belong to some cluster.

\(\square\)

Now let us consider some worst-case instance \(I\) and the vertex \(j \in V\) for which 
\(E[\text{cost}(j)]\) is as large as possible. We can assume WLOG that (i) \(y_j = 0\) and (ii) 
\(j \in U\) when the algorithm terminates (i.e., all vertices in \(F_j\) are claimed by other
clusters in GreedyFormClusters.) Indeed, if this is not the case, we can simply add another vertex $j'$ collocated at $j$ with $y_{j'} = 0$ and $x_{ij'} = x_{ij}$ for all $i$. Then $j'$ satisfies the desired properties.

Let $J_f, J_p \subseteq [n]$ be the sets of clusters which intersect with $F_j$:

$$J_f := \{ \ell \in [g] : F_j \cap G_\ell \neq \emptyset, z_\ell = 1 \},$$

$$J_p := \{ \ell \in [g] : F_j \cap G_\ell \neq \emptyset, z_\ell < 1 \}.$$

Suppose that $|J_f| = r$ and suppose that $J_p$ is sorted as $J_p = \{\ell_1, \ldots, \ell_t\}$ where $\ell_1 < \ell_2 < \cdots < \ell_t$. For each $s = 1, \ldots, t+1$, we define the "suffix" sum:

$$u_s = y(F_j \cap G_{\ell_s}) + y(F_j \cap G_{\ell_{s+1}}) + \ldots + y(F_j \cap G_{\ell_{t}}).$$

Then we have $1 \geq u_1 \geq u_2 \geq \cdots \geq u_t \geq u_{t+1} = 0$, $r \geq 1$.

**Claim 6.5.4.** For all $s = 1, \ldots, t$, we have $z_{\ell_s} \geq u_s$.

**Proof.** Recall that $z_{\ell_s} = y(G_{\ell_s})$ is the maximum mass we can have from the remaining clusters at time $\ell_s$. On the other hand, at time $\ell_s$, the vertex $j$ is still in $U$ and $y(F'_j) \geq y(F_j \cap G_{\ell_s}) + y(F_j \cap G_{\ell_{s+1}}) + \ldots + y(F_j \cap G_{\ell_{t}}) = u_s$. Thus, $z_{\ell_s} \geq y(F'_j) \geq u_s$. \qed
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Lemma 6.5.2. We have that

\[
\mathbb{E}[\text{cost}(j) \mid p_{\text{full}}, p_{\text{partial}}] \leq R \left( 1 + \left( 1 - \frac{(1 - p_{\text{full}})(1 - u_1)}{r} \right)^r \prod_{s=1}^{t} (1 - (1 - p_{\text{partial}})(u_s - u_{s+1})) \right) + \left( 1 - p_{\text{full}} - \frac{(1 - p_{\text{full}})(1 - u_1)}{r} \right)^r \prod_{s=1}^{t} (1 - u_s + (1 - p_{\text{partial}})u_{s+1}) \right).
\]

Proof. Again let us condition on a fixed pair of \((p_{\text{full}}, p_{\text{partial}})\). in this proof. For any \(\ell\), let \(m_\ell := y(F_j \cap G_\ell)\). Note that \(\sum_{\ell \in J_f \cup J_p} m_\ell = y(F_j) = 1\). Hence, \(\sum_{\ell \in J_f} m_\ell = 1 - \sum_{\ell \in J_p} m_\ell = 1 - u_1\). By Claim 6.5.3, we have

\[
\Pr[\text{cost}(j) \geq 2R] \leq \Pr[S \cap F_j = \emptyset] \\
\leq \prod_{\ell=1}^{g} (1 - (1 - q_\ell)m_\ell - q_\ell z_\ell[\pi(\ell) \in T]) \\
\leq \prod_{\ell=1}^{g} (1 - (1 - q_\ell)m_\ell) \\
= \prod_{\ell \in J_f} (1 - (1 - p_{\text{full}})m_\ell) \cdot \prod_{s=1}^{t} (1 - (1 - p_{\text{partial}})m_{\ell_s}) \\
= \prod_{\ell \in J_f} (1 - (1 - p_{\text{full}})m_\ell) \cdot \prod_{s=1}^{t} (1 - (1 - p_{\text{partial}})(u_s - u_{s+1})) \\
\leq \left( 1 - \frac{(1 - p_{\text{full}}) \sum_{\ell \in J_f} m_\ell}{r} \right)^r \prod_{s=1}^{t} (1 - (1 - p_{\text{partial}})(u_s - u_{s+1})) \\
= \left( 1 - \frac{(1 - p_{\text{full}})(1 - u_1)}{r} \right)^r \prod_{s=1}^{t} (1 - (1 - p_{\text{partial}})(u_s - u_{s+1})),
\]

where we use the AM-GM inequality in the penultimate inequality.

Similarly, a necessary condition for \(\text{cost}(j) \geq 3R\) is that \(S \cap T = \emptyset\) where
$T := F_j \cup \{\pi(\ell) : G_\ell \cap F_j \neq \emptyset\}$. By Claim 6.5.3, we get

$$
\Pr[\text{cost}(j) \geq 3R] \leq \Pr[S \cap T = \emptyset] \\
\leq \prod_{\ell=1}^g (1 - (1 - q_\ell)m_\ell - q_\ell z_\ell[\pi(\ell) \in T]) \\
= \prod_{\ell \in J_f} (1 - (1 - p_{\text{full}})m_\ell - p_{\text{full}}z_\ell) \cdot \prod_{s=1}^t (1 - (1 - p_{\text{partial}})m_s - p_{\text{partial}}z_s) \\
= \prod_{\ell \in J_f} (1 - (1 - p_{\text{full}})m_\ell - p_{\text{full}}) \cdot \prod_{s=1}^t (1 - (1 - p_{\text{partial}})(u_s - u_{s+1}) - p_{\text{partial}}z_s) \\
\leq \left(1 - p_{\text{full}} - \frac{(1 - p_{\text{full}})\sum_{\ell \in J_f} m_\ell}{r}\right)^r \cdot \prod_{s=1}^t (1 - (1 - p_{\text{partial}})(u_s - u_{s+1}) - p_{\text{partial}}u_s) \\
= \left(1 - p_{\text{full}} - \frac{(1 - p_{\text{full}})(1 - u_1)}{r}\right)^r \prod_{s=1}^t (1 - u_s + (1 - p_{\text{partial}})u_{s+1}),
$$

where we use the AM-GM inequality and the fact that $z_\ell \geq u_s$ in the penultimate inequality. The claim follows as $E[\text{cost}(j)] \leq R(\Pr[\text{cost}(j) \geq R] + \Pr[\text{cost}(j) \geq 2R] + \Pr[\text{cost}(j) \geq 3R])$. □

By Lemma 6.5.2, we have

$$
E[\text{cost}(j)] \leq R\mathbb{E}_p[(1 + AB + CD)],
$$
where the expectation $E_p$ is taken over random choices of $(p_{\text{full}}, p_{\text{partial}})$, and

$$A := \left( 1 - \frac{(1 - p_{\text{full}})(1 - u_1)}{r} \right)^r,$$

$$B := \prod_{s=1}^t (1 - (1 - p_{\text{partial}})(u_s - u_{s+1})),$$

$$C := \left( 1 - p_{\text{full}} - \frac{(1 - p_{\text{full}})(1 - u_1)}{r} \right)^r,$$

$$D := \prod_{s=1}^t (1 - u_s + (1 - p_{\text{partial}})u_{s+1}).$$

Note that $E_p[(1 + AB + CD)]$ is the expected approximation ratio of our algorithm and we now want to find a good upper-bound for it. The main difficulty is that $(AB + CD)$ is a function of $r, t$ and $1 \geq u_1 \geq u_2 \ldots \geq u_t \geq 0$, and $r, t$ can be arbitrarily large. We approximate this by using only the first $t_0$ elements of the sequence $u$ and truncating $r$ by a small, fixed value $r_0$. To this end, let us fix two small constants $r_0, t_0 > 0$. We will now upper-bound $A, B, C,$ and $D$.

If $r < r_0$, we use the current formulas for $A$ and $C$. If $r \geq r_0$, we will upper-bound $A$ and $C$ as

$$A = \left( 1 - \frac{(1 - p_{\text{full}})(1 - u_1)}{r} \right)^r \leq \exp(-(1 - p_{\text{full}})(1 - u_1)),$$
and

\[
C = \left( 1 - p_{\text{full}} - \frac{(1 - p_{\text{full}})(1 - u_1)}{r} \right)^r \\
= (1 - p_{\text{full}})^r \left( 1 - \frac{1 - u_1}{r} \right)^r \\
\leq (1 - p_{\text{full}})^{r_0} \exp(u_1 - 1).
\]

Suppose we define \( u_{t+1} = u_{t+2} = \ldots = 0 \). The bounds for \( B \) and \( D \) are as follows.

\[
B = \prod_{s=1}^{\infty} (1 - (1 - p_{\text{partial}})(u_s - u_{s+1})) \\
= \prod_{s=1}^{t_0-1} (1 - (1 - p_{\text{partial}})(u_s - u_{s+1})) \cdot \prod_{s=t_0}^{\infty} (1 - (1 - p_{\text{partial}})(u_s - u_{s+1})) \\
\leq \prod_{s=1}^{t_0-1} (1 - (1 - p_{\text{partial}})(u_s - u_{s+1})) \cdot \prod_{s=t_0}^{\infty} \exp(-(1 - p_{\text{partial}})(u_s - u_{s+1})) \\
= \prod_{s=1}^{t_0-1} (1 - (1 - p_{\text{partial}})(u_s - u_{s+1})) \cdot \exp \left( -(1 - p_{\text{partial}}) \sum_{s=t_0}^{\infty} (u_s - u_{s+1}) \right) \\
= \prod_{s=1}^{t_0-1} (1 - (1 - p_{\text{partial}})(u_s - u_{s+1})) \cdot \exp \left( -(1 - p_{\text{partial}})u_{t_0} \right).
\]
Similarly, we have

\[
D = \prod_{s=1}^{\infty} (1 - u_s + (1 - p_{\text{partial}})u_{s+1})
\]

\[
= \prod_{s=1}^{t_0-1} (1 - u_s + (1 - p_{\text{partial}})u_{s+1}) \cdot \prod_{s=t_0}^{\infty} (1 - u_s + (1 - p_{\text{partial}})u_{s+1})
\]

\[
= \prod_{s=1}^{t_0-1} (1 - u_s + (1 - p_{\text{partial}})u_{s+1}) \cdot (1 - u_{t_0} + (1 - p_{\text{partial}})u_{t_0+1})
\]

\[
\times \prod_{s=t_0+1}^{\infty} (1 - u_s + (1 - p_{\text{partial}})u_{s+1})
\]

\[
\leq \prod_{s=1}^{t_0-1} (1 - u_s + (1 - p_{\text{partial}})u_{s+1}) \cdot (1 - u_{t_0} + (1 - p_{\text{partial}})u_{t_0+1})
\]

\[
\times \prod_{s=t_0+1}^{\infty} \exp(-u_s + (1 - p_{\text{partial}})u_{s+1})
\]

\[
= \prod_{s=1}^{t_0-1} (1 - u_s + (1 - p_{\text{partial}})u_{s+1}) \cdot (1 - u_{t_0} + (1 - p_{\text{partial}})u_{t_0+1})
\]

\[
\times \exp(-u_{t_0+1}) \prod_{s=t_0+1}^{\infty} \exp(-p_{\text{partial}}u_{s+1})
\]

\[
\leq \prod_{s=1}^{t_0-1} (1 - u_s + (1 - p_{\text{partial}})u_{s+1}) \cdot (1 - u_{t_0} + (1 - p_{\text{partial}})u_{t_0+1}) \cdot \exp(-u_{t_0+1}).
\]

Now let \( f(u_{t_0+1}) := (1 - u_{t_0} + (1 - p_{\text{partial}})u_{t_0+1}) \cdot \exp(-u_{t_0+1}) \) be a function of \( u_{t_0+1} \in [0, u_{t_0}] \). Note that \( f'(u_{t_0+1}) = \exp(-u_{t_0+1})((p_{\text{partial}} - 1)u_{t_0+1} + u_{t_0} - p_{\text{partial}}) \).

If \( u_{t_0} \leq p_{\text{partial}} \), \( f'(u_{t_0+1}) \leq 0 \) in the range \([0, u_{t_0}]\) and hence, \( f(u_{t_0+1}) \) achieves the maximum value of \( f(0) = 1 - u_{t_0} \). If \( u_{t_0} > p_{\text{partial}} \), observe that \( f'(0) > 0 \) and \( f' \) is decreasing on \([0, u_{t_0}]\). Also, \( f' = 0 \) at \( u_{t_0+1} = \frac{u_{t_0} - p_{\text{partial}}}{1 - p_{\text{partial}}} \in [0, u_{t_0}] \). Thus, in this
case, \( f \) gets the maximum value of

\[
f \left( \frac{u_t - p_{\text{partial}}}{1 - p_{\text{partial}}} \right) = (1 - p_{\text{partial}}) \exp((u_t - p_{\text{partial}})/(p_{\text{partial}} - 1)).
\]

We have showed the following bound.

**Lemma 6.5.3.** For any fixed values of \( (p_{\text{full}}, p_{\text{partial}}) \), \( r_0, t_0 \geq 1 \) and \( 1 \geq u_1 \geq \ldots \geq u_t \geq 0 \), we have

\[
AB + CD \leq F(r, u_1, \ldots, u_t),
\]

where

\[
F(r, u_1, \ldots, u_t) := \begin{cases} 
(1 - (1-p_{\text{full}})(1-u_1))^{r} \alpha + (1 - p_{\text{full}} - (1-p_{\text{full}})(1-u_1))^{r} \beta & \text{if } r < r_0 \\
e^{-(1-p_{\text{full}})(1-u_1)} \alpha + (1 - p_{\text{full}})^{r_0} e^{u_1-1} \beta & \text{if } r = r_0
\end{cases}
\]

\[
\alpha := \prod_{s=1}^{t_0-1} (1 - (1 - p_{\text{partial}})(u_s - u_{s+1})) \cdot e^{-(1-p_{\text{partial}})u_{t_0}},
\]

\[
\beta := \prod_{s=1}^{t_0-1} (1 - u_s + (1 - p_{\text{partial}})u_{s+1}) \cdot \begin{cases} 
1 - u_t & \text{if } u_t \leq p_{\text{partial}} \\
(1 - p_{\text{partial}}) e^{\frac{u_{t_0} - p_{\text{partial}}}{p_{\text{partial}} - 1}} & \text{if } u_t > p_{\text{partial}}
\end{cases}
\]

This implies that, given any \( r_0, t_0 \geq 1 \), the (expected) approximation ratio of our algorithm is at most

\[
1 + \max_{\substack{r \in \{1,2,\ldots,r_0\} \\ \ \ 1 \geq u_1 \geq \ldots \geq u_{t_0} \geq 0}} \mathbb{E}_p \left[ F(r, u_1, \ldots, u_t) \right].
\]
6.5.3 Computer-assisted analysis

By Lemma 6.5.3, to obtain the approximation ratio, we still need to solve the following (non-linear) optimization program:

\[
\max_{r \in \{1, 2, \ldots, r_0\}} \mathbb{E}_p[F(r, u_1, \ldots, u_{t_0})].
\] (6.1)

We now choose the following parameters: \(p_{\text{full}} := 0.43, p_{\text{partial}} := 0.055, r_0 := 5, \) and \(t_0 := 7.\) Using Mathematica’s NMaximize function to solve the above optimization program numerically, we get that \(F\) achieves a maximum value of 0.595057 at \(r = 1, u_1 = 0.519441, u_2 = 0.399257, u_3 = 0.29198, u_4 = 0.198005, u_5 = 0.117735, u_6 = 0.0515877, u_7 = 0.\) Unfortunately, since our problem is non-linear, Mathematica does not guarantee to return a global maximum. To get a more rigorous proof, we write another Java program to solve (6.1).

The high-level idea is to discretize the domain of \(F\) and use interval arithmetic to estimate an upper-bound of \(F\) on such small intervals. In particular, for a fixed value of \(r \in \{1, \ldots, r_0\},\) we divide the interval \([0, 1]\) (i.e., the domain of \(u_1, \ldots, u_{t_0}\)) into \(M = 10000\) small segments of size \(\epsilon = 1/M.\) Recall that \(F(u_1, \ldots, u_{t_0}) = S_0 + S_1\) where both \(S_0\) and \(S_1\) can be written as a product (of \(t_0 + 1\) factors) in which each factor only depends on two “consecutive” variables \(u_s\) and \(u_{s+1}.\) Note that \(S_0, S_1 \in [0, 1].\) For any vector \(u,\) let \(S_0(s)\) and \(S_1(s)\) denote the product of the first \(s\) factors of \(S_0\) and \(S_1,\) respectively. To obtain an upper-bound on \(F,\) we can use the
following dynamic programming algorithm. Let $G(s, i, j)$ be the maximum value of $S_1(s)$ for all $1 \geq u_1 \geq \ldots \geq u_s \geq 0$, where $0 \leq i, j \leq M - 1$, $u_s \in [i/M, (i + 1)/M]$, and $S_0(s) \in [j/M, (j + 1)/M]$. Now one can easily compute $G$ (recursively) in $O(M^3)$ time. By definition of $G$, we have

$$F \leq \max_{0 \leq i, j \leq M-1} \left\{ \frac{j + 1}{M} + G(t_0, i, j) \right\}.$$

With a few other minor improvements, our program outputs the value of 0.59666972 after about one hour on a personal computer with a 2.3GHz Intel CPU and 16GB Memory. Thus, we proved the following theorem.

**Theorem 6.5.1.** For $p_{\text{full}} = 0.43, p_{\text{partial}} = 0.055$, ROUND2 returns a solution $S$ such that, for any $j \in V$, we have

1. cost$(j) \leq 3R$,

2. $E[\text{cost}(j)] \leq 1.59667R$.

The above result can be slightly improved by randomly picking $(p_{\text{full}}, p_{\text{partial}})$ before running ROUND2. The authors in [85] showed that if these two parameters are drawn as

$$(p_{\text{full}}, p_{\text{partial}}) = \begin{cases} (0.4525, 0) & \text{with probability } p = 0.773436 \\ (0.0480, 0.3950) & \text{with probability } 1 - p \end{cases},$$

then $E[\text{cost}(j)] \leq 1.592R$ for all $j \in V$. 
Chapter 7: A Lottery Model for Center-type Problems With Outliers

7.1 Overview

In this chapter, we address several issues naturally arising in the standard center-type problems. First, it is not difficult to see that a few outliers (i.e., very distant clients) may result in a very large optimal radius in the center-type problems. This issue was raised by Charikar et. al. [60], who proposed a robust model in which we are given a parameter $t$ and only need to serve $t$ out of given $n$ clients (i.e. $n-t$ outliers may be ignored in the solution). Here we consider three robust center-type problems: the Robust $k$-Center ($RkCenter$) problem, the Robust Knapsack Center ($RKnapCenter$) problem, and the Robust Matroid Center ($RMatCenter$) problem.

Formally, an instance $I$ of the $RkCenter$ problem consists of a set $V$ of vertices, a metric distance $d$ on $V$, an integer $k$, and an integer $t$. Let $n = |V|$ denote the number of vertices (clients). The goal is to choose a set $S \subseteq V$ of centers (facilities) such that (i) $|S| \leq k$, (ii) there is a set of covered vertices (clients) $C \subseteq V$ of size at least $t$, and (iii) the objective function

$$R := \max_{j \in C} \min_{i \in S} d(i, j)$$
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is minimized.

In the **RKnapCenter** problem, we are given a budget $B > 0$ instead of $k$. In addition, each vertex $i \in V$ has a weight $w_i \in \mathbb{R}_+$. The cardinality constraint (i) is replaced by the knapsack constraint: $\sum_{i \in S} w_i \leq B$. Similarly, in the **RMatCenter** problem, the constraint (i) is replaced by a matroid constraint: $S$ must be an independent set of a given matroid $\mathcal{M}$. Here we assume that we have access to the rank oracle of $\mathcal{M}$.

In [60], the authors introduced a greedy algorithm for the **RkCenter** problem that achieves an approximation ratio of 3. Recently, Chakrabarty et. al. [64] (independently) give a 2-approximation algorithm for this problem. Since the $k$-center problem is a special case of the **RkCenter** problem, this ratio is best possible unless $P=NP$.

The **RKnapCenter** problem was first studied by Chen et. al. [59]. In [59], the authors show that one can achieve an approximation ratio of 3 if allowed to slightly violate the knapsack constraint by a factor of $(1 + \epsilon)$. It is still unknown whether there exists a true approximation algorithm for this problem. The current inapproximability bound is still 3 due to the hardness of the Knapsack Center problem.

The current best approximation guarantee for the **RMatCenter** problem is 7 by Chen et. al. [59]. This problem has a hardness result of $(3 - \epsilon)$ via a reduction from the $k$-supplier problem.

From a practical viewpoint, unfairness arises inevitably in the robust model: some clients will always be considered as outliers and hence not covered within the guaranteed radius. To address this issue, we introduce a lottery model for these
problems. The idea is to randomly pick a solution from a public list such that each client $j \in V$ is guaranteed to be covered with probability at least $p_j$, where $p_j \in [0, 1]$ is the success rate requested by $j$. In this paper, we introduce new approximation algorithms for these problems under this model. We also propose improved approximation algorithms for the $RkCenter$ problem and the $RMatCenter$ problem.

7.1.1 The Lottery Model

In this subsection, we formally define our lottery model for the above-mentioned problems. First, the Fair Robust $k$-Center ($FRkCenter$) problem is formulated as follows. Besides the parameters $V, d, k$ and $t$, each vertex $j \in V$ has a “target” probability $p_j \in [0, 1]$. We are interested in the minimum radius $R$ for which there exists a distribution $\mathcal{D}$ on subsets of $V$ such that any set $S$ drawn from $\mathcal{D}$ satisfies the following constraints:

Coverage constraint: $|C| \geq t$, where $C$ is the set of all clients in $V$ that are within radius $R$ from some center $S$,

Fairness constraint: $\Pr[j \in C] \geq p_j$ for all $j \in V$,

Cardinality constraint: $|S| \leq k$.

Here we aim for a polynomial-time, randomized algorithm that can sample from $\mathcal{D}$. Note that the $RkCenter$ is a special of this variant in which all $p_j$’s are set to be zero.

The Fair Robust Knapsack Center ($FRKnapCenter$) problem and Fair Robust Matroid Center ($FRMatCenter$) problem are defined similarly except that we replace
the cardinality constraint by a knapsack constraint and a matroid constraint, respectively. More formally, in the FRKnapCenter problem, we are given a budget $B \in \mathbb{R}^+$ and each vertex $i$ has a weight $w_i \in \mathbb{R}^+$. We require the total weight of centers in $S$ to be at most $B$ with probability one. Similarly, in the FRMatCenter problem, we are given a matroid $M$ and we require the solution $S$ to be an independent set of $M$ with probability one.

7.1.2 Our contributions and techniques

First of all, we give tight approximation algorithms for the RkCenter and RMatCenter problems.

**Theorem 7.1.1.** There exist a 2-approximation algorithm for the RkCenter problem and a 3-approximation algorithm for the RMatCenter problem.

Our main results for the lottery model are summarized in the following theorems.

**Theorem 7.1.2.** For any $\epsilon > 0$ and any instance $I = (V, d, k, t, \vec{p})$ of the FRkCenter problem, there is a randomized algorithm $A$ which can compute a random solution $S$ such that

- $|S| \leq k$ with probability one,

- $|C| \geq (1 - \epsilon)t$, where $C$ is the set of all clients within radius $2R$ from some center in $S$ and $R$ is the optimal radius,

---

1A 2-approximation algorithm has also been found independently by Chakrabarty et. al. [64], and in a private discussion between Marek Cygan and Samir Khuller. Our algorithm here is different from the algorithm in [64].
• \( \Pr[j \in C] \geq (1 - \epsilon)p_j \) for all \( j \in V \).

**Theorem 7.1.3.** For any \( \epsilon > 0 \) and any instance \( I = (V, d, w, B, t, \vec{p}) \) of the FRKnapCenter problem, there is a randomized algorithm \( A \) which can return random solution \( S \) such that

- \( \sum_{i \in S} w_i \leq (1 + \epsilon)B \) with probability one,

- \( |C| \geq t \), where \( C \) is the set of vertices within distance \( 3R \) from some vertex in \( S \),

- \( \Pr[j \in C] \geq p_j \) for all \( j \in V \).

Finally, the FRMatCenter can be reduced to (randomly) rounding a point in a matroid intersection polytope. We design a rounding algorithm which can output a pseudo solution, consisting of a basis plus one extra center. By using a preprocessing step and solving a configuration LP, we can satisfy the matroid constraint exactly (respectively, knapsack constraint) while slightly violating the coverage and fairness constraints in the FRMatCenter (respectively, FRKnapCenter) problem.

**Theorem 7.1.4.** For any \( \gamma > 0 \) and any instance \( I = (V, d, \mathcal{M}, t, \vec{p}) \) of the FRMatCenter (respectively, FRKnapCenter) problem, there is a randomized algorithm \( A \) which can return a random solution \( S \) such that

- \( S \) is a basis of \( \mathcal{M} \) with probability one, (respectively, \( w(S) \leq B \) with probability one)
\[ |C| \geq t - \gamma^2 n, \text{ where } C \text{ is the set of vertices within distance } 3R \text{ from some vertex in } S, \]

- there exists a set \( T \subseteq V \) of size at least \( (1 - \gamma)n \), which is deterministic, such that \( \Pr[j \in C] \geq p_j - \gamma \) for all \( j \in T \).

7.1.3 Organization

The rest of this chapter is organized as follows. In the next section, we review some basic properties of matroids and discuss a filtering algorithm which is used in later algorithms. Then we develop rounding algorithms for the \textsc{FRkCenter}, \textsc{FRKnapCenter}, and \textsc{FRMatCenter} in the next sections.

7.2 Preliminaries

7.2.1 Matroid polytopes

We first review a few basic facts about matroid polytopes. For any vector \( z \) and set \( S \), we let \( z(S) \) denote the sum \( \sum_{i \in S} z_i \). Let \( \mathcal{M} \) be any matroid on the ground set \( \Omega \) and \( r_\mathcal{M} \) be its rank function. The matroid base polytope of \( \mathcal{M} \) is defined by

\[ P_\mathcal{M} := \left\{ x \in \mathbb{R}^\Omega : x(S) \leq r_\mathcal{M}(S) \ \forall S \subseteq \Omega; \ x(\Omega) = r_\mathcal{M}(\Omega); \ x_i \geq 0 \ \forall i \in \Omega \right\}. \]

**Definition 7.2.1.** Suppose \( Ax \leq b \) is a valid inequality of \( P_\mathcal{M} \). A face \( D \) of \( P_\mathcal{M} \) (corresponding to this valid inequality) is the set \( D := \{ x \in P_\mathcal{M} : Ax = b \} \).
The following theorem gives a characterization for any face of $\mathcal{P}_M$ (See, e.g., [88]).

**Theorem 7.2.1.** Let $D$ be any face of $\mathcal{P}_M$. Then it can be characterized by

$$ D = \left\{ x \in \mathbb{R}^\Omega : x(S) = r_M(S) \quad \forall S \in \mathcal{L}; \quad x_i = 0 \quad \forall i \in J; \quad x \in \mathcal{P}_M \right\}, $$

where $J \subseteq \Omega$ and $\mathcal{L}$ is a chain family of sets: $L_1 \subset L_2 \subset \ldots \subset L_m$. Moreover, it is sufficient to choose $\mathcal{L}$ as any maximal chain $L_1 \subset L_2 \subset \ldots \subset L_m$ such that $x(L_i) = r_M(L_i)$ for all $i = 1, 2, \ldots, m$.

**Proposition 7.2.1.** Let $x \in \mathcal{P}_M$ be any point and $I$ be the set of all tight constraints of $\mathcal{P}_M$ on $x$. Suppose $D$ is the face with respect to $I$. Then one can compute a chain family $\mathcal{L}$ for $D$ as in Theorem 7.2.1 in polynomial time.

**Proof.** Recall that $r_M$ is a submodular function. Then observe that the function $r'_M(S) = r_M(S) - x(S)$ for $S \subseteq \Omega$ is also submodular. It is well-known that submodular minimization can be done in polynomial time. We solve the following optimization problem: $\min \left\{ r'_M(S) : S \subseteq \Omega \right\}$. If there are multiple solutions, we let $S_0$ be any solution of minimal size. (This can be done easily, say, by trying to drop each item from the current solution and resolving the program.) We add $S_0$ to our chain. Then we find some *minimal* superset $S_1$ of $S_0$ such that $r'_M(S_1) = 0$, add $S_1$ to our chain, and repeat the process. \qed
Corollary 7.2.1. Let $D$ be any face of $\mathcal{P}_M$. Then it can be characterized by

$$D = \{ x \in \mathbb{R}^\Omega : x(S) = b_S \ \forall S \in \mathcal{O}; \ x_i = 0 \ \forall i \in J; \ x \in \mathcal{P}_M \},$$

where $J \subseteq \Omega$ and $\mathcal{O}$ is a family of pairwise disjoint sets: $O_1, O_2, \ldots, O_m$, and $b_{O_1}, \ldots, b_{O_m}$ are some constants.

Proof. By Theorem 7.2.1, we have that

$$D = \{ x \in \mathbb{R}^\Omega : x(S) = r_M(S) \ \forall S \in \mathcal{L}; \ x_i = 0 \ \forall i \in J; \ x \in \mathcal{P}_M \},$$

where $J \subseteq \Omega$ and $\mathcal{L}$ is the chain: $L_1 \subset L_2 \subset \ldots \subset L_m$. Now let us define $O_1 := L_1, O_2 := L_2 \setminus L_1, O_3 := L_3 \setminus L_2, \ldots, O_m := L_m \setminus L_{m-1}$, and $b_{O_1} := r_M(L_1), b_{O_2} := r_M(L_2) - r_M(L_1), \ldots, b_{O_m} := r_M(L_m) - r_M(L_{m-1})$. It is not difficult to verify that

$$D = \{ x \in \mathbb{R}^\Omega : x(S) = b_S \ \forall S \in \mathcal{O}; \ x_i = 0 \ \forall i \in J; \ x \in \mathcal{P}_M \}. \quad \square$$

7.2.2 Filtering algorithm

All algorithms in this chapter are based on rounding an LP solution. In general, for each vertex $i \in V$, we have a variable $y_i \in [0, 1]$ which represents the probability that we want to pick $i$ in our solution. (In the standard model, $y_i$ is the “extent” that $i$ is opened.) In addition, for each pair of $i, j \in V$, we have a variable $x_{ij} \in [0, 1]$
which represents the probability that \( j \) is connected to \( i \).

Note that in all center-type problems, the optimal radius \( R \) is always the distance between two vertices. Therefore, we can always “guess” the value of \( R \) in \( O(n^2) \) time. WLOG, we may assume that we know the correct value of \( R \). For any \( j \in V \), we let \( F_j := \{ i \in V : d(i, j) \leq R \land x_{ij} > 0 \} \) and \( s_j := \sum_{i \in V : d(i, j) \leq R} x_{ij} \). We shall refer to \( F_j \) as a cluster with cluster center \( j \). Depending on a specific problem, we may have different constraints on \( x_{ij} \)'s and \( y_i \)'s. In general, the following constraints are valid in most of the problems here:

\[
\sum_{j \in V} \sum_{i \in V : d(i,j) \leq R} x_{ij} \geq t, \quad (7.1)
\]

\[
\sum_{i \in V : d(i,j) \leq R} x_{ij} \leq 1, \quad \forall j \in V, \quad (7.2)
\]

\[
x_{ij} \leq y_i, \quad \forall i, j \in V, \quad (7.3)
\]

\[
y_i, x_{ij} \geq 0, \quad \forall i, j \in V. \quad (7.4)
\]

For the fair variants, we may also require that

\[
\sum_{i \in V : d(i,j) \leq R} x_{ij} \geq p_j, \quad \forall j \in V. \quad (7.5)
\]

Constraint (7.1) says that at least \( t \) vertices should be covered. Constraint (7.2) ensures that each vertex is only connected to at most one center. Constraint (7.3) means vertex \( j \) can only connect to center \( i \) if it is open. Constraint (7.5) says that the total probability of \( j \) being connected should be at least \( p_j \). By constraints
(7.2) and (7.3), we have \( y(F_j) \leq 1 \).

The first step of all algorithms in this chapter is to use the following filtering algorithm to obtain a maximal collection of disjoint clusters. The algorithm will return the set \( V' \) of cluster centers of the chosen clusters. In the process, we also keep track of the number \( c_j \) of other clusters removed by \( F_j \) for each \( j \in V' \).

**Algorithm 21 RFiltering \((x, y)\)**

1: \( V' \leftarrow \emptyset \)
2: for each unmarked cluster \( F_j \) in decreasing order of \( s_j = \sum_{i \in V : d(i,j) \leq R} x_{ij} \) do
   3: \( V' \leftarrow V' \cup \{j\} \)
4: Set all unmarked clusters \( F_k \) (including \( F_j \) itself) s.t. \( F_k \cap F_j \neq \emptyset \) as marked.
5: Let \( c_j \) be the number of marked clusters in this step.
6: \( \vec{c} \leftarrow (c_j : j \in V') \)
7: return \((V', \vec{c})\)

7.3 The \( k \)-center problems with outliers

In this section, we first give a simple 2-approximation algorithm for the \( \text{RkCenter} \) problem. Then, we give an approximation algorithm for the \( \text{FRkCenter} \) problem, proving Theorem 7.1.2.

7.3.1 The robust \( k \)-center problem

Suppose \( \mathcal{I} = (V, d, k, t) \) is an instance the \( \text{RkCenter} \) problem with the optimal radius \( R \). Consider the polytope \( \mathcal{P}_{\text{RkCenter}} \) containing points \((x, y)\) satisfying
constraints (7.1)–(7.4), and the cardinality constraint:

\[ \sum_{i \in V} y_i \leq k. \]  

(7.6)

Since \( R \) is the optimal radius, it is not difficult to check that \( \mathcal{P}_{RkCenter} \neq \emptyset \). Let us pick any fractional solution \((x, y) \in \mathcal{P}_{RkCenter}\). The next step is to round \((x, y)\) into an integral solution using the following simple algorithm.

**Algorithm 22 \texttt{RkCenterRound}(x, y)**

1: \((V', \vec{c}) \leftarrow \texttt{RFiltering}(x, y)\).
2: \(S \leftarrow \text{the top } k \text{ vertices } i \in V' \text{ with highest value of } c_i\).
3: return \(S\)

**Analysis.** By construction, the algorithm returns a set \(S\) of \(k\) open centers. Note that, for each \(i \in S\), \(c_i\) is the number of distinct clients within radius \(2R\) from \(i\). Thus, it suffices to show that \(\sum_{i \in S} c_i \geq t\). By inequality (7.2), we have that \(s_j \leq 1\) for all \(j \in V'\). Thus,

\[ \sum_{i \in V'} c_i s_i \geq \sum_{i \in V} s_i \geq t, \]

where the first inequality is due to the greedy choice of vertices in \(V'\) and the second inequality follows by (7.1). Now recall that the clusters whose centers in \(V'\) are pairwise disjoint. By constraint (7.6), we have

\[ \sum_{i \in V'} s_i \leq \sum_{i \in V'} y(F_i) \leq \sum_{i \in V} y_i \leq k. \]

It follows by the choice of \(S\) that \(\sum_{i \in S} c_i \geq t\). This concludes the first part of
Theorem 7.1.1.

7.3.2 The fair robust $k$-center problem

Assume $\mathcal{I} = (V, d, k, t, \bar{p})$ be an instance of the FRkCenter problem with the optimal radius $R$. Fix any $\epsilon > 0$. If $k \leq 2/\epsilon$, then we can generate all possible $O\left(\frac{n^{1/\epsilon}}{\epsilon}\right)$ solutions and then solve an LP to obtain the corresponding marginal probabilities. So the problem can be solved easily in this case. We will assume that $k \geq 2/\epsilon$ for the rest of this section. Consider the polytope $\mathcal{P}_{\text{FRkCenter}}$ containing points $(x, y)$ satisfying constraints (7.1)–(7.4), the fairness constraint (7.5), and the cardinality constraint (7.6). We now show that $\mathcal{P}_{\text{FRkCenter}}$ is actually a valid relaxation polytope.

Proposition 7.3.1. We have that $\mathcal{P}_{\text{FRkCenter}} \neq \emptyset$.

Proof. It suffices to point out a solution $(x, y) \in \mathcal{P}_{\text{FRkCenter}}$. Since $R$ is the optimal radius, there exists a distribution $\mathcal{D}$ satisfying the coverage, fairness, and cardinality constraints. Suppose $\mathcal{S}$ is sampled from $\mathcal{D}$ and $\mathcal{C}$ is the set of all clients in $V$ that are within radius $R$ from some center $\mathcal{S}$. We now set $y_i := \Pr[i \in \mathcal{S}]$ for all $i \in V$. Since $|\mathcal{S}| \leq k$ with probability one, we have $\sum_{i \in V} y_i = \mathbb{E}[|\mathcal{S}|] \leq k$, and hence constraint (7.6) is valid.

We construct the assignment variable $x$ as follows. For each $j \in V$, let $S_j := \{i : d(i, j) \leq R\}, z_j := 0$. Then for each $i \in S_j$, set $x_{ij} := \min\{y_i, 1 - z_j\}$ and update $z_j := z_j + x_{ij}$. We repeat the process for all vertices in $S_j$. It is not hard to see that inequalities (7.2) and (7.3) hold by this construction. Now let us fix any $j \in V$. By...
fairness guarantee of \( \mathcal{D} \) and the union bound, we have

\[
p_j \leq \Pr[j \in \mathcal{C}] \leq \sum_{i \in V : d(i,j) \leq R} y_i.
\]

Thus, by construction of \( x \), we have

\[
\sum_{i \in V : d(i,j) \leq R} x_{ij} \geq \Pr[j \in \mathcal{C}] \geq p_j,
\]

and hence inequality (7.5) is satisfied. Finally, we have

\[
\mathbb{E}[|\mathcal{C}|] = \sum_{j \in V} \Pr[j \in \mathcal{C}] \leq \sum_{j \in V} \sum_{i \in V : d(i,j) \leq R} x_{ij}.
\]

Since \( |\mathcal{C}| \geq t \) with probability one, \( \mathbb{E}[|\mathcal{C}|] \geq t \), implying that inequality (7.1) holds.

\[\square\]

**Algorithm 23** FRkCenterRound \((\epsilon, x, y)\)

1. \((V', \vec{c}) \leftarrow \text{RFiltering}(x, y)\).
2. **for each** \( j \in V' \) **do**
3. \( y'_j \leftarrow (1 - \epsilon) \sum_{i \in F_j} x_{ij} \)
4. **while** \( y' \) still contains \( \geq 3 \) fractional values in \((0, 1)\) **do**
5. Let \( \delta \in \mathbb{R}^{V'}, \delta \neq 0 \) be such that \( \delta_i = 0 \ \forall i \in V' : y'_i \in \{0, 1\} \), \( \delta(V') = 0 \), and \( \vec{c} \cdot \delta = 0 \).
6. Choose scaling factors \( a, b > 0 \) such that
   \begin{itemize}
   \item \( y' + a\delta \in [0, 1]^{V'} \) and \( y' - b\delta \in [0, 1]^{V'} \)
   \item there is at least one new entry of \( y' + a\delta \) which is equal to zero or one
   \item there is at least one new entry of \( y' - b\delta \) which is equal to zero or one
   \end{itemize}
7. With probability \( \frac{b}{a+b} \), update \( y' \leftarrow y' + a\delta \); else, update \( y' \leftarrow y' - b\delta \).
8. **return** \( S = \{ i \in V : y'_i > 0 \} \).

**Analysis.** First, note that one can find such a vector \( \delta \) in line 5 as the system
of $\delta(V') = 0$ and $\bar{c} \cdot \delta = 0$ consists of two constraints and at least 3 variables (and hence is underdetermined.) By construction, at least one more fractional variable becomes rounded after each iteration. Thus, the algorithm terminates after $O(n)$ rounds. Let $S$ denote the (random) solution returned by FRkCenterRound and $C$ be the set of all clients within radius $3R$ from some center in $S$. Theorem 7.1.2 can be verified by the following propositions.

**Proposition 7.3.2.** $|S| \leq k$ with probability one.

*Proof.* By definition of $y'$ at line 2 of FRkCenterRound, we have

$$y'(V') = \sum_{j \in V'} y'_j = (1 - \epsilon) \sum_{j \in V'} \sum_{i \in F_j} x_{ij} \leq (1 - \epsilon) \sum_{j \in V'} \sum_{i \in F_j} y_i \leq (1 - \epsilon)k \leq k - 2,$$

since $k \geq 2/\epsilon$. Note that the sum $y'(V')$ is never changed in the while loop (lines 4...7) because $\delta(V') = 0$. Then the final vector $y'$ contains at most two fractional values at the end of the while loop. By rounding these two values to one, the size of $S$ is indeed at most $k$.

**Proposition 7.3.3.** $|C| \geq (1 - \epsilon)t$ with probability one.

*Proof.* At the beginning of the while loop, we have

$$\bar{c} \cdot y' = \sum_{j \in V'} c_j y'_j(F_j) = (1 - \epsilon) \sum_{j \in V'} c_j s_j \geq (1 - \epsilon) \sum_{j \in V} s_j \geq (1 - \epsilon)t.$$

Again, the quantity $\bar{c} \cdot y'$ is unchanged in the while loop because $\bar{c} \cdot \delta = 0$ implies
that \( \vec{c} \cdot (y' + a\delta) = \vec{c} \cdot y' \) and \( \vec{c} \cdot (y' - b\delta) = \vec{c} \cdot y' \) in each iteration. Note that if \( y' \in \{0, 1\}^{V'} \), then \( \vec{c} \cdot y' \) is the number of clients within radius \( 2R \) from some center \( i \) such that \( y'_i = 1 \). Basically, we round the two remaining fractional values of \( y' \) to one in line 8; and hence, the dot product should be still at least \( (1 - \epsilon)t \).

**Proposition 7.3.4.** \( \Pr[j \in C] \geq (1 - \epsilon)p_j \) for all \( j \in V \).

**Proof.** Fix any \( j \in V \). The algorithm R_FILTERING guarantees that there exists \( k \in V' \) such that \( F_j \cap F_k \neq \emptyset \) and \( s_k \geq s_j \). Now we claim that \( E[y'_k] = y'_k \). This is because the expected value of \( y'_k \) does not change after any single iteration:

\[
E[y'_k] = (y'_k + a\delta) \frac{b}{a + b} + (y'_k - b\delta) \frac{a}{a + b} = y'_k.
\]

Then we have that

\[
\Pr[k \in S] = \Pr[y'_k > 0] \geq \Pr[y'_k = 1] = E[y'_k] = y'_k = (1 - \epsilon)s_k.
\]

Therefore,

\[
\Pr[j \in C] \geq \Pr[k \in S] \geq (1 - \epsilon)s_k \geq (1 - \epsilon)s_j \geq (1 - \epsilon)p_j,
\]

by constraint (7.5).
We study the \textit{RKnapCenter} and \textit{FRKnapCenter} problems in this section. Recall that in these problems, each vertex has a weight and we want to make sure that the total weight of the chosen centers does not exceed a given budget $B$. We first give a 3-approximation algorithm for the \textit{RKnapCenter} problem that slightly violates the knapsack constraint. Although this is not better than the known result by [59], both our algorithm and analysis here are more natural and simpler. It serves as a starting point for the next results. For the \textit{FRKnapCenter}, we show that it is possible to satisfy the knapsack constraint exactly with small violations in the coverage and fairness constraints.

### 7.4.1 The robust knapsack center problem

Suppose $I = (V, d, w, B, t)$ is an instance the \textit{RKnapCenter} problem with the optimal radius $R$. Consider the polytope $P_{\text{RKnapCenter}}$ containing points $(x,y)$ satisfying constraints (7.1)–(7.4), and the knapsack constraint:

$$\sum_{i \in V} w_i y_i \leq B. \quad (7.7)$$

Again, it is not difficult to check that $P_{\text{RKnapCenter}} \neq \emptyset$. Let us pick any fractional solution $(x,y) \in P_{\text{RKnapCenter}}$. Our pseudo-approximation algorithm to round $(x,y)$ is as follows.

**Analysis.** We first claim that $P' \neq \emptyset$ which implies that the extreme point $Y$ of $P'$
Algorithm 24 RKnapCenterRound \((x, y)\)

1: \((V', \vec{c}) \leftarrow \text{RFiltering}(x, y)\).
2: For each \(i \in V'\), let \(v_i \leftarrow \arg \min_{j \in F_i} \{w_j\}\) be the vertex with smallest weight in \(F_i\).
3: Let \(P' := \{z \in [0, 1]^{V'} : \sum_{i \in V'} c_i z_i \geq t \land \sum_{i \in V'} w_{v_i} z_i \leq B\}\).
4: Compute an extreme point \(Y\) of \(P'\).
5: return \(S = \{v_i : i \in V, Y_i > 0\}\)

(in line 4) does exist. To see this, let \(z_i := s_i\) for all \(i \in V'\). Then we have

\[
\sum_{i \in V'} c_i z_i = \sum_{i \in V'} c_i s_i \geq \sum_{i \in V'} s_i \geq t.
\]

Also,

\[
\sum_{i \in V'} w_{v_i} z_i = \sum_{i \in V'} w_{v_i} s_i \\
= \sum_{i \in V'} w_{v_i} \sum_{j \in F_i} x_{ji} \\
\leq \sum_{i \in V'} w_{v_i} \sum_{j \in F_i} y_j \\
\leq \sum_{i \in V'} \sum_{j \in F_i} w_j y_j \leq \sum_{i \in V} w_i y_i \leq B.
\]

All the inequalities follow from LP constraints and definitions of \(s_i, c_i,\) and \(v_i\). Thus, \(z \in P'\), implying that \(P' \neq \emptyset\).

Proposition 7.4.1. RKnapCenterRound returns a solution \(S\) such that \(w(S) \leq B + 2w_{\max}\) and \(|C| \geq t\), where \(C\) is the set of vertices within distance \(3R\) from some vertex in \(S\) and \(w_{\max}\) is the maximum weight of any vertex in \(V\).

Proof. First, observe that any extreme point of \(P'\) has at most 2 fractional values.
(In the worst case, an extreme point $z$ is fully determined by $|V'| - 2$ tight constraints of the form $z_i = 0$ or $z_i = 1$, $\sum_{i \in V'} c_i z_i = t$, and $\sum_{i \in V'} w_{vi} z_i = B$.) By construction of $S$, we may also pick at most 2 vertices $i^*, i^{**}$ that $Y_i^*, Y_i^{**}$ are fractional. Thus,

$$w(S) = \sum_{i \in S \setminus \{i^*, i^{**}\}} w_i Y_i + w_i^* + w_i^{**} \leq B + 2w_{\max}.$$

Recall that for each $i \in V'$, there are $c_i$ clients at distance $\leq 2R$ from $i$ (and each client is counted only one time.) By triangle inequality, these clients are within distance $3R$ from $v_i$. Thus, $S$ will cover at least

$$\sum_{i \in S \setminus \{i^*, i^{**}\}} c_i Y_i + c_i^* + c_i^{**} \geq \sum_{i \in S} c_i Y_i \geq t,$$

clients within radius $3R$.

7.4.2 The fair robust knapsack center problem

In this section, we will first consider a simple algorithm that only violates the knapsack constraint by two times the maximum weight of any vertex. Then using a configuration polytope to “condition” on the set of “big” vertices, we show that it is possible to either violate the budget by $(1 + \epsilon)$ or to preserve the knapsack constraint while slightly violating the coverage and fairness constraints.
7.4.2.1 Basic algorithm

Suppose \( I = (V, d, w, B, t, \vec{p}) \) is an instance the FRKnapCenter problem with the optimal radius \( R \). Consider the polytope \( P_{FRKnapCenter} \) containing points \((x, y)\) satisfying constraints (7.1)–(7.4), the fairness constraint (7.5), and the knapsack constraint (7.7). The proof that \( P_{FRKnapCenter} \neq \emptyset \) is very similar to that of Proposition 7.3.1 and is omitted here.

The following algorithm is a randomized version of RKnapCenterRound.

**Algorithm 25 BasicFRKnapCenterRound \((x, y)\)**

1. \((V', \vec{c}) \leftarrow \text{RFiltering} \((x, y)\).\)
2. For each \( i \in V' \) let \( v_i := \arg \min_{j \in F_i} \{w_j\} \) be the vertex with smallest weight in \( F_i \).
3. Let \( P' := \{z \in [0, 1]^{V'} : \sum_{i \in V'} c_i z_i \geq t \land \sum_{i \in V'} w_i z_i \leq B\} \)
4. Let \( z_i \leftarrow s_i \) for all \( i \in V' \). Write \( z \) as a convex combination of extreme points \( z^{(1)}, \ldots, z^{(n+1)} \) of \( P' \):
\[
z = p_1 z^{(1)} + \ldots + p_{n+1} z^{(n+1)},
\]
   where \( \sum_{\ell} p_\ell = 1 \) and \( p_\ell \geq 0 \) for all \( \ell \in [n+1] \).
5. Randomly choose \( Y \leftarrow z_\ell \) with probability \( p_\ell \).
6. return \( S = \{v_i : i \in V, Y_i > 0\} \)

**Analysis.** It is not hard to verify that \( P' \neq \emptyset \) (see the analysis in Section 7.4.1). This means that the decomposition at line 4 can be done.

**Proposition 7.4.2.** The algorithm BasicFRKnapCenterRound returns a random solution \( S \) such that \( w(S) \leq B + 2w_{\text{max}}, \ |C| \geq t, \) and \( \Pr[j \in C] \geq p_j \) for all \( j \in V, \) where \( C \) is the set of vertices within distance 3\( R \) from some vertex in \( S \) and \( w_{\text{max}} \) is the maximum weight of any vertex in \( V \).

**Proof.** With similar arguments as in the proof of Proposition 7.4.1, we have that \( w(S) \leq B + 2w_{\text{max}} \) and \( |C| \geq t. \) To obtain the fairness guarantee, observe that
$v_i \in S$ with probability at least $z_i = s_i$. For any $j \in V$, let $k \in V'$ be the vertex that removed $j$ in the filtering step. We have

$$\Pr[j \in C] \geq \Pr[v_k \in S] \geq s_k \geq s_j \geq p_j,$$

where the penultimate inequality is due to our greedy choice of $k$ in RFILTERING.

7.4.2.2 An algorithm slightly violating the budget constraint

Fix a small parameter $\epsilon > 0$. A vertex $i$ is said to be big iff $w_i > \epsilon B$. Then there can be at most $1/\epsilon$ big vertices in a solution. Let $\mathcal{U}$ denote the collection of all possible sets of big vertices. We have that $|\mathcal{U}| \leq n^{O(1/\epsilon)}$. Consider the configuration
polytope \( P_{\text{config1}} \) containing points \((x, y, q)\) with the following constraints:

\[
\begin{align*}
\sum_{U \in \mathcal{U}} q_U &= 1 \\
\sum_{i \in V : d(i, j) \leq R} x_{ij}^U &\leq q_U \quad \forall j \in V, U \in \mathcal{U} \\
\sum_{U \in \mathcal{U}} \sum_{i \in V : d(i, j) \leq R} x_{ij}^U &\geq p_j \quad \forall j \in V \\
x_{ij}^U &\leq y_i^U \quad \forall i, j \in V, U \in \mathcal{U} \\
\sum_{i \in V} w_i y_i^U &\leq q_U B \quad \forall U \in \mathcal{U} \\
\sum_{j \in V} \sum_{i \in V : d(i, j) \leq R} x_{ij}^U &\geq q_U t \\
y_i^U &= 1 \quad \forall U \in \mathcal{U}, i \in U \\
y_i^U &= 0 \quad \forall U \in \mathcal{U}, i \in V \setminus U, w_i > 1/\epsilon \\\nx_{ij}^U, y_i^U, q_U &\geq 0 \quad \forall i, j \in V, U \in \mathcal{U}
\end{align*}
\]

We first claim that \( P_{\text{config1}} \) is a valid relaxation polytope for the problem.

**Proposition 7.4.3.** We have that \( P_{\text{config1}} \neq \emptyset \).

**Proof.** Fix any optimal distribution \( D \). Suppose \( S \) is sampled from \( D \). For any \( U \in \mathcal{U} \), set \( q_U \) to be the probability that \( U \subseteq S \) and \( S \setminus U \) contains no big vertex. Then it is clear that \( \sum_{U \in \mathcal{U}} q_U = 1 \). Let \( \mathcal{E}(U) \) denote this event. Let \( x_{ij}^U \) be probability of the joint event: \( \mathcal{E}(U) \) and \( j \) is connected to \( i \). Finally, let \( y_i^U \) be the probability of the joint event: \( \mathcal{E}(U) \) and \( i \in \mathcal{S} \).
Now observe that

\[ q_U = \Pr[\mathcal{E}(U)] \]

\[ \geq \Pr[\mathcal{E}(U) \land j \text{ is connected}] \]

\[ = \sum_{i \in V : d(i, j) \leq R} \Pr[j \text{ is connected to } i \land \mathcal{E}(U)] \]

\[ = \sum_{i \in V : d(i, j) \leq R} x^U_{ij}. \]

Similarly,

\[ p_j \leq \Pr[j \text{ is connected}] \]

\[ = \sum_{U \in \mathcal{U}} \Pr[j \text{ is connected } \land \mathcal{E}(U)] \]

\[ = \sum_{U \in \mathcal{U}} \sum_{i \in V : d(i, j) \leq R} \Pr[j \text{ is connected to } i \land \mathcal{E}(U)] \]

\[ = \sum_{U \in \mathcal{U}} \sum_{i \in V : d(i, j) \leq R} x^U_{ij}. \]

Note that \( x^U_{ij} / q_U \) and \( y^U_i / q_U \) are the probabilities that \( j \) is connected to \( i \) and \( i \in \mathcal{S} \) conditioned on \( \mathcal{E}(U) \), respectively. Since the number of connected clients is
at least \( t \) with probability one, we have

\[
t \geq \mathbb{E}[\# \text{ connected clients}|\mathcal{E}(U)]
\]

\[
= \sum_{j \in V} \Pr[j \text{ is served}|\mathcal{E}(U)]
\]

\[
= \sum_{j \in V} \sum_{i \in V, d(i,j) \leq R} \Pr[j \text{ is connected to } i|\mathcal{E}(U)]
\]

\[
= \sum_{j \in V} \sum_{i \in V, d(i,j) \leq R} x_{ij}^U / q_U.
\]

Similarly, since \( w(\mathcal{S}) \leq B \) with probability one, we have

\[
B \geq \mathbb{E}[w(\mathcal{S})|U] = \sum_{i \in V} w_i (y_i^U / q_U).
\]

The other constraints can be verified easily. We conclude that \((x, y, q) \in \mathcal{P}_{\text{config1}}\) and \(\mathcal{P}_{\text{config1}} \neq \emptyset\).

Next, let us pick any \((x, y, q) \in \mathcal{P}_{\text{config1}}\) and use the following algorithm to round it.

**Algorithm 26** FRKnapCenterRound1 \((x, y, q)\)

1. Randomly pick a set \(U \in \mathcal{U}\) with probability \(q_U\)
2. Let \(x'_{ij} \leftarrow x_{ij}^U / q_U\) and \(y'_i \leftarrow \min\{y_i^U / q_U, 1\}\)
3. return \(\mathcal{S} = \text{BasicRFKnapCenterRound}(x', y')\)

We are now ready to prove Theorem 7.1.3.

**Proof of Theorem 7.1.3.** We will show that FRKnapCenterRound1 will return a solution \(\mathcal{S}\) with properties in Theorem 7.1.3. Let \(\mathcal{E}(U)\) denote the event that \(U \in \mathcal{U}\) is picked in the algorithm. Note that \((x', y')\) satisfies the following constraints:
\[ \sum_{j \in V} \sum_{i \in V : d(i, j) \leq R} x'_{ij} \geq t, \]

\[ \sum_{i \in V : d(i, j) \leq R} x'_{ij} \leq 1, \quad \forall j \in V, \]

\[ \sum_{i \in V : d(i, j) \leq R} x'_{ij} = \sum_{i \in V : d(i, j) \leq R} x_{ij} / q_u, \quad \forall j \in V, \]

\[ x'_{ij} \leq y'_i, \quad \forall i, j \in V, \]

\[ \sum_{i \in V} w_i y'_i \leq B. \]

Moreover, \( y'_i = 1 \) for all \( i \in U \) and \( y'_i = 0 \) for all \( i \in V \setminus U \) and \( w_i > \epsilon B \). Thus, the two extra fractional vertices opened by \textsc{BasicFRKnapCenterRound} will have weight at most \( \epsilon B \). By Proposition \ref{prop:frknap}, we have \( w(S) \leq B + 2\epsilon B = (1 + 2\epsilon) B \).

Moreover, conditioned on \( U \), we have

\[ \Pr[j \in C | E(U)] \geq \sum_{i \in V : d(i, j) \leq R} x'_{ij} = \sum_{i \in V : d(i, j) \leq R} x_{ij} / q_u. \]

Thus, by definition of \( P_{\text{config1}} \) and our construction of \( S \), we get

\[ \Pr[j \in C] = \sum_{U \in U} \Pr[j \in C | E(U)] \Pr[E(U)] \]

\[ \geq \sum_{U \in U} \sum_{i \in V : d(i, j) \leq R} x_{ij} \]

\[ \geq p_j. \]
7.4.2.3 An algorithm that satisfies the knapsack constraint exactly

Let \( \epsilon > 0 \) a small parameter to be determined. Let \( \mathcal{U} \) denote the collection of all possible sets of vertices with size at most \( \lceil 1/\epsilon \rceil \). We have that \( |\mathcal{U}| \leq n^{O(1/\epsilon)} \).

Suppose \( R \) is the optimal radius to our instance. Given a set \( U \in \mathcal{U} \), we say that vertex \( j \in V \) is blue if there exists \( i \in U \) such that \( d(i, j) \leq 3R \). Otherwise, vertex \( i \) is said to be red. For any \( i \in V \), let \( \text{RBall}(i, U, R) \) denote the set of red vertices within radius \( 3R \) from \( i \):

\[
\text{RBall}(i, U, R) := \{ j \in V : (d(i, j) \leq 3R \land \not\exists k \in U : d(k, j) \leq 3R) \}.
\]

Consider the configuration polytope \( \mathcal{P}_{\text{config2}} \) containing points \((x, y, q)\) with the
following constraints:

\[
\begin{align*}
\sum_{U \in \mathcal{U}} q_U &= 1 \\
\sum_{i \in V: d(i,j) \leq R} x_{ij}^U &\leq q_U & \forall j \in V, U \in \mathcal{U} \\
\sum_{U \in \mathcal{U}} \sum_{i \in V: d(i,j) \leq R} x_{ij}^U &\geq p_j & \forall j \in V \\
x_{ij}^U &\leq y_i^U & \forall i, j \in V, U \in \mathcal{U} \\
\sum_{i \in V} w_i y_i^U &\leq q_U B & \forall U \in \mathcal{U} \\
\sum_{j \in V} \sum_{i \in V: d(i,j) \leq R} x_{ij}^U &\geq q_U t \\
y_i^U &= 1 & \forall U \in \mathcal{U}, i \in U \\
y_i^U &= 0 & \forall U \in \mathcal{U}, i \in V \setminus U, |\text{RBall}(i, U, R)| \geq \epsilon n \\
x_{ij}^U, y_i^U, q_U &\geq 0 & \forall i, j \in V, U \in \mathcal{U}
\end{align*}
\]

We first claim that \( \mathcal{P}_{\text{config2}} \) is a valid relaxation polytope for the problem.

**Proposition 7.4.4.** We have that \( \mathcal{P}_{\text{config2}} \neq \emptyset \).

**Proof.** Suppose \( \mathcal{S} \) is a solution drawn from the optimal distribution \( \mathcal{D} \). We now compute a subset \( U_\mathcal{S} \) of \( \mathcal{S} \) using the following procedure. Initially, set \( U_\mathcal{S} := \emptyset \) and all vertices in \( V \) are marked as red. While there exists \( i \in \mathcal{S} \) such that there are at least \( \epsilon n \) red vertices within radius \( 3R \) from \( i \) (i.e., \( |\text{RBall}(i, U_\mathcal{S}, R)| \geq \epsilon n \)), pick any such vertex \( i \), breaking ties by choosing the one with smallest index. Then we set \( U_\mathcal{S} := U_\mathcal{S} \cup \{i\} \), mark all vertices within radius \( 3R \) from \( i \) as blue, and repeat the process.
Note that for all \(i \in \mathcal{S} \setminus U_S\), we have \(|RBall(i, U_S, R)| < \epsilon n\) by the condition of the while-loop. Moreover, we have \(|U_S| \leq \lceil 1/\epsilon \rceil\) so \(U_S \in \mathcal{U}\). (Suppose \(|U_S| > 1/\epsilon\). For each \(i \in U_S\), there are at least \(\epsilon n\) red vertices turned into blue by \(i\) in the procedure. This implies that there are more than \((1/\epsilon) \times \epsilon n = n\) vertices, which is a contradiction.)

Now for any \(U \in \mathcal{U}\), we set \(q_U := \Pr[U_S = U]\). Let \(x_{ij}^U\) be probability of the joint event: \(U_S = U\) and \(j\) is connected to \(i\). Finally, let \(y_i^U\) be the probability of the joint event: \(U_S = U\) and \(i \in \mathcal{S}\). Then it is clear that \(\sum_{U \in \mathcal{U}} q_U = 1\). Using similar arguments as in the proof of Proposition 7.4.3, we have the following inequalities:

\[
\sum_{i \in V : d(i,j) \leq R} x_{ij}^U \leq q_U, \quad \forall j \in V, U \in \mathcal{U}
\]
\[
\sum_{U \in \mathcal{U}} \sum_{i \in V : d(i,j) \leq R} x_{ij}^U \geq p_j, \quad \forall j \in V
\]
\[
\sum_{i \in V} w_i y_i^U \leq q_U B, \quad \forall U \in \mathcal{U}
\]
\[
\sum_{j \in V} \sum_{i \in V : d(i,j) \leq R} x_{ij}^U \geq q_U t.
\]

As mentioned before, if \(|RBall(i, U_S, R)| \geq \epsilon n\) then \(i \notin \mathcal{S}\). Therefore,

\[
y_i^U = \Pr[U_S = U \land i \in \mathcal{S}] = 0, \quad \forall U \in \mathcal{U}, i \in V \setminus U, |RBall(i, U, R)| \geq \epsilon n.
\]

The other constraints can be verified easily. We conclude that \((x, y, q) \in \mathcal{P}_{\text{config2}}\) and \(\mathcal{P}_{\text{config2}} \neq \emptyset\).

Next, let us pick any \((x, y, q) \in \mathcal{P}_{\text{config2}}\) and use the following algorithm to
round it.

Algorithm 27 FRKnapCenterRound2 \((x, y, q)\)

1: Randomly pick a set \(U \in \mathcal{U}\) with probability \(q_U\)
2: Let \(x'_{ij} \leftarrow x_{ij}/q_U\) and \(y'_i \leftarrow \min\{y_i/q_U, 1\}\)
3: \(S' \leftarrow \text{BasicFRKnapCenterRound}(x', y')\)
4: Let \(i_1, i_2\) be vertices in \(S' \setminus U\) having largest weights.
5: return \(S = S' \setminus \{i_1, i_2\}\)

Analysis. Let us fix any \(\gamma > 0\) and set \(\epsilon := \frac{2^2}{2}\). Also, let \(\mathcal{E}(U)\) denote the event that \(U \in \mathcal{U}\) is picked in the algorithm. Again, observe that \((x', y')\) satisfies the following inequalities:

\[
\sum_{j \in V} \sum_{i \in V: d(i,j) \leq R} x'_{ij} \geq t, \\
\sum_{i \in V: d(i,j) \leq R} x'_{ij} \leq 1, \quad \forall j \in V, \\
\sum_{i \in V: d(i,j) \leq R} x'_{ij} = \sum_{i \in V: d(i,j) \leq R} x_{ij}/q_U, \quad \forall j \in V, \\
x'_{ij} \leq y'_i, \quad \forall i, j \in V, \\
\sum_{i \in V} w_i y'_i \leq B.
\]

Recall that the algorithm \text{BasicFRKnapCenterRound} will return a solution \(S'\) consisting of a set \(S''\) with \(w(S'') \leq B\) plus (at most) two extra “fractional” centers \(i^*\) and \(i^{**}\). Moreover, we have \(0 < y'_i^*, y'_i^{**} < 0\), which implies that \(i^*, i^{**} \notin U\). Thus, by removing the two centers having highest weights in \(S' \setminus U\), we ensure that the total weight of \(S\) is within the given budget \(B\) with probability one.
Now we shall prove the coverage guarantee. By Proposition 7.4.2, $S'$ covers at least $t$ vertices within radius $3R$. If a vertex is blue, it can always be connected to some center in $U$; and hence, it is not affected by the removal of $i_1, i_2$. Because each of $i_1$ and $i_2$ can cover at most $\epsilon n$ other red vertices, we have

$$|C| \geq t - 2\epsilon n = 1 - \gamma^2 n.$$ 

For any $j \in V$, let $X_j$ be the random indicator for the event that $j$ is covered by $S'$ (i.e., there is some $i \in S'$ such that $d(i, j) \leq 3R$) but becomes unconnected due to the removal of $i_1$ or $i_2$. We say that $j$ is a bad vertex iff $\mathbb{E}[X_j] \geq \gamma$. Otherwise, vertex $j$ is said to be good. Note that $\sum_{j \in V} X_j \leq 2\epsilon n$ with probability one. Thus, there can be at most $2\epsilon n/\gamma$ bad vertices. Let $T$ be the set of all good vertices. Then

$$|T| \geq n - 2\epsilon n/\gamma = (1 - \gamma)n.$$ 

By Proposition 7.4.2, $\Pr[j \text{ is covered by } S'] \geq p_j$. For any $j \in T$, we have

$$\Pr[j \in C] = \Pr[j \text{ is covered by } S' \land X_j = 0]$$ 

$$= \Pr[j \text{ is covered by } S'] - \Pr[j \text{ is covered by } S' \land X_j = 1]$$ 

$$\geq \Pr[j \text{ is covered by } S'] - \Pr[X_j = 1]$$ 

$$\geq p_j - \gamma.$$ 

This concludes the first part of Theorem 7.1.4 for the FRKnapCenter problem.
7.5 The Matroid Center problems with outliers

In this section, we will first give a tight 3-approximation algorithm for the \textsc{RMatCenter} problem, improving upon the 7-approximation algorithm by Chen et. al. [59]. Then we study the \textsc{FRMatCenter} problem and give a proof for the second part of Theorem 7.1.4.

7.5.1 The robust matroid center problem

Suppose $\mathcal{I} = (V,d,\mathcal{M},t)$ is an instance the \textsc{RMatCenter} problem with the optimal radius $R$. Let $r_\mathcal{M}$ denote the rank function of $\mathcal{M}$. Consider the polytope $P_{\text{RMatCenter}}$ containing points $(x,y)$ satisfying constraints (7.1)–(7.4), and the matroid rank constraints:

$$y(U) \leq r_\mathcal{M}(U), \quad \forall U \subseteq V. \quad (7.8)$$

Since $R$ is the optimal radius, it is not difficult to check that $P_{\text{RMatCenter}} \neq \emptyset$. Let us pick any fractional solution $(x,y) \in P_{\text{RMatCenter}}$. The next step is to round $(x,y)$ into an integral solution. Our 3-approximation algorithm is as follows.

\begin{algorithm}[H]
\caption{\textsc{RMatCenterRound} $(x,y)$}
\begin{algorithmic}[1]
\STATE $(V',\tilde{c}) \leftarrow \text{RFiltering} (x,y)$.
\STATE Let $\mathcal{P}' := \{ z \in [0,1]^V : z(U) \leq r_\mathcal{M}(U) \forall U \subseteq V \land z(F_i) \leq 1 \ \forall i \in V' \}$
\STATE Find a basic solution $Y \in \mathcal{P}'$ which maximizes the linear function $f : [0,1]^V \to \mathbb{R}$ defined as
\[ f(z) := \sum_{j \in V'} c_j \sum_{i \in F_j} z_i \text{ for } z \in [0,1]^V. \]
\STATE \textbf{return} $S = \{ i \in V : Y_i = 1 \}$.
\end{algorithmic}
\end{algorithm}
Analysis. Again, by construction, the clusters $F_i$ are pairwise disjoint for $i \in V'$. Note that $\mathcal{P}'$ is the matroid intersection polytope between $\mathcal{M}$ and another partition matroid polytope saying that at most one item per set $F_i$ for $i \in V'$ can be chosen. Moreover, $y \in \mathcal{P}'$ implies that $\mathcal{P}' \neq \emptyset$. Thus, $\mathcal{P}'$ has integral extreme points and optimizing over $\mathcal{P}'$ can be done in polynomial time. Note that the solution $S$ is feasible as it satisfies the matroid constraint. The correctness of RMatCenterRound follows immediately by the following two propositions.

**Proposition 7.5.1.** There are at least $f(Y)$ vertices in $V$ that are at distance at most $3R$ from some open center in $S$.

*Proof.** Recall that $S$ is the set of vertices $i \in V$ such that $Y_i = 1$. Moreover, by definition of $\mathcal{P}'$, there can be at most one open center in $F_j$ (i.e., $|S \cap F_j| \leq 1$) for each $j \in V'$ as $Y(F_j) \leq 1$. For any $j \in V'$,

- if $Y(F_j) = 0$, then there is no open center in $F_j$ and its contribution in $f(Y)$ is zero,

- if $Y(F_j) = 1$, then we open some center $i \in F_j$ and the contribution of $j$ to $f(Y)$ is equal to $c_j$. Recall that $c_j$ is the number of clusters $F_k$ such that $F_j \cap F_k \neq \emptyset$. By triangle inequality, the distance from $k$ to $i$ is at most $d(k,j) + d(j,i) \leq 2R + R = 3R$.

\[ \square \]

**Proposition 7.5.2.** We have that $f(Y) \geq t$.  
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Proof. For each $j \in V'$ and $i \in F_j$, define $y'_i := x_{ij}$ (this is well-defined as all clusters $F_j$ for $j \in V'$ are pairwise disjoint). Also, set $y'_i := 0$ for other vertices $i$ not belonging to any marked cluster. Then, by greedy choice and constraint (7.1), we have

$$f(y') = \sum_{j \in V'} c_j y'_j(F_j) = \sum_{j \in V'} c_j s_j \geq \sum_{j \in V'} s_j \geq t.$$

By the choice of $Y$, we have $f(Y) \geq f(y') \geq t$. 

This analysis proves the second part of Theorem 7.1.1.

7.5.2 The fair robust matroid center problem

In this section, we consider the FRMatCenter problem. It is not difficult to modify and randomize algorithm RMCenterRound so that it would return a random solution satisfying both the fairness guarantee and matroid constraint, and preserving the coverage constraint in expectation. This can be done by randomly picking $Y$ inside $P'$. However, if we want to obtain some concrete guarantee on the coverage constraint, we may have to (slightly) violate either the matroid constraint or the fairness guarantee. We leave it as an open question whether there exists a true approximation algorithm for this problem.

We will start with a pseudo-approximation algorithm which always returns a basis of $\mathcal{M}$ plus at most one extra center. Our algorithm is quite involved. We first carefully round a fractional solution inside a matroid intersection polytope into a (random) point with a special property: the unrounded variables form a single path
connecting some clusters and tight matroid rank constraints. Next, rounding this point will ensure that all but one cluster have an open center. Then opening one extra center is sufficient to cover at least $t$ clients.

Finally, using a similar preprocessing step similar to the one in Section 7.4.2.3, we can correct the solution by removing the extra center without affecting the fairness and coverage guarantees by too much. This algorithm concludes Theorem 7.1.4.

7.5.2.1 A pseudo-approximation algorithm

Suppose $I = (V, d, M, t, \vec{p})$ is an instance the robust matroid center problem with the optimal radius $R$. Let $r_M$ denote the rank function of $M$ and $P_M$ be the matroid base polytope of $M$. Consider the polytope $P_{FRMatCenter}$ containing points $(x, y)$ satisfying constraints (7.1)–(7.4), the fairness constraint (7.5), and the matroid constraints (7.8). Using similar arguments as in the proof of Proposition 7.3.1, we can show that $P_{FRMatCenter}$ is a valid relaxation.

**Proposition 7.5.3.** We have that $P_{FRMatCenter} \neq \emptyset$.

Our algorithm will use the following rounding operation iteratively.

**Algorithm 29 ROUND SINGLE POINT $(y, \vec{r})$**

1: $\delta^* \leftarrow \max \{ \delta : z \in P_M; z_v = y_v + \delta r_v \ \forall v \in V \}$
2: $y' \leftarrow y + \delta^* \vec{r}$
3: return $(y', \delta^*)$

Given a point $y \in P_M$ and a vector $\vec{r}$, the procedure ROUND SINGLE POINT will move $y$ along direction $\vec{r}$ to a new point $y + \delta^* \vec{r}$ for some maximal $\delta^* > 0$ such that this
point still lies in $\mathcal{P}_M$. Note that one can find such a maximal $\delta^*$ in polynomial time. We will choose the initial point $(x, y)$ as a vertex of $\mathcal{P}_{\text{FRMatCenter}}$. By Cramer’s rule, the entries of $y$ will be rational with both numerators and denominators bounded by $O(2^n)$. The direction vector $\vec{r}$ also has this property by construction. Thus, it is not hard to verify that the maximal value of $\delta^*$ for which $y + \delta^* \vec{r} \in \mathcal{P}_M$ is also rational and has both numerator and denominator at most $O(2^n)$ in every iteration. So we can compute $\delta^*$ exactly by a simple binary search.

The main algorithm is summarized in Algorithm 30, which can round any vertex point $(x, y) \in \mathcal{P}_{\text{FRMatCenter}}$. Basically, we will round $y$ iteratively. In each round, we construct a (multi)-bipartite graph where vertices on the left side are the disjoint sets $O_1, O_2, \ldots$ in Corollary 7.2.1. Vertices on the right side are corresponding to the disjoint sets $F_1, F_2, \ldots$ returned by $\text{RFiltering}$. Now each edge of the bipartite graph, connecting $O_i$ and $F_j$, represents some unrounded variable $y_v \in (0, 1)$ where $v \in O_i$ and $v \in F_j$. See Figure 7.1.

![Figure 7.1: Construction of the multi-bipartite graph $H = (\mathcal{L}, \mathcal{R}, E_H)$ in the main algorithm.](image-url)
Then we carefully pick a cycle (path) on this graph and round variables on the edges of this cycle (path). This is done by subroutines \texttt{ROUNDCycle}, \texttt{ROUNDSINGLEPath}, and \texttt{ROUNDTWOPaths}. See Figures 7.2, 7.3, and 7.4. Basically, these procedures will first choose a direction $\vec{r}$ which alternatively increases and decreases the variables on the cycle (path) so that (i) all tight matroid constraints are preserved and (ii) the number of (fractionally) covered clients is also preserved. Now we randomly move $y$ along $\vec{r}$ or $-\vec{r}$ using procedure \texttt{ROUNDSINGLEPoint} to ensure that all the marginal probabilities are preserved.

Finally, all the remaining, fractional variables will form one path on the bipartite graph. We round these variables by the procedure \texttt{ROUNDFINALPath} which exploits the integrality of any face of a matroid intersection polytope. Then, to cover at least $t$ clients, we may need to open one extra facility.

Figure 7.2: The left part shows a cycle. The right part shows how the variables on the cycle are being changed by \texttt{ROUNDCycle}. 

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{cycle_example.png}
\caption{The left part shows a cycle. The right part shows how the variables on the cycle are being changed by \texttt{ROUNDCycle}.}
\end{figure}
Algorithm 30 PseudoFRCenterRound \((x, y)\)

1: \((V', \vec{c}) \leftarrow \text{RFILTERING}(x, y)\) and let \(\mathcal{F} \leftarrow \{F_j : j \in V'\}\)
2: Set \(y'_i \leftarrow x_{ij}\) for all \(j \in V', i \in F_j\)
3: Set \(y'_i \leftarrow 0\) for all \(i \in V \setminus \bigcup_{j \in V'} F_j\)
4: while \(y'\) still contains some fractional values do
5: \(\text{Note that } y' \in \mathcal{P}_M. \text{ Compute the disjoint sets } O_1, \ldots, O_t \text{ and constants} \ b_{O_1}, \ldots, b_{O_t} \text{ as in Corollary 7.2.1.}\)
6: Let \(O_0 \leftarrow V \setminus \bigcup_{i=1}^{t} O_i\) and \(F_0 \leftarrow V \setminus \bigcup_{j \in V'} F_j\)
7: Construct a multi-bipartite graph \(H = (L, R, E_H)\) where
   - each vertex \(i \in L\), where \(L = \{0, \ldots, t\}\), is corresponding to the set \(O_i\)
   - each vertex \(j \in R\), where \(R = \{0\} \cup \{k : F_k \in \mathcal{F}\}\), is corresponding to the set \(F_j\)
   - for each vertex \(v \in V\) such that \(y_v \in (0, 1)\): if \(v\) belongs to some set \(O_i\) and \(F_j\), add an edge \(e\) with label \(v\) connecting \(i \in L\) and \(j \in R\).
8: Check the following cases (in order):
   - Case 1: \(H\) contains a cycle. Let \(\vec{v} = (v_1, v_2, \ldots, v_{2\ell})\) be the sequence of edge labels on this cycle. Update \(y' \leftarrow \text{ROUND_CYCLE}(y', \vec{v})\) and go to line 4.
   - Case 2: \(H\) contains a maximal path with one endpoint in \(L\) and the other in \(R\). Let \(\vec{v} = (v_1, v_2, \ldots, v_{2\ell+1})\) be the sequence of edge labels on this path. Update \(y' \leftarrow \text{ROUND_SINGLE_PATH}(y', \vec{v})\) and go to line 4.
   - Case 3: There are at least 2 distinct maximal paths (not necessarily disjoint) having both endpoints in \(R\). Let \(\vec{v}_1, \vec{v}_2\) be the sequences of edge labels on these two paths. Update \(y' \leftarrow \text{ROUND_TWO_PATHS}(y', \vec{v}_1, \vec{v}_2, \vec{c})\) and go to line 4.
   - The remaining case: all edges in \(H\) form a single path with both endpoints in \(R\). Let \((v_1, v_2, \ldots, v_{2\ell})\) be the sequence of edge labels on this path. Let \(Y \leftarrow \text{ROUND_FINAL_PATH}(y', \vec{v})\) and exit the loop.
9: return \(S = \{i \in V : Y_i = 1\}\).

Algorithm 31 RoundCycle \((y', \vec{v})\)

1: Initialize \(\vec{r} = \vec{0}\), then set \(r_{v_j} = (-1)^j\) for \(j = 1, 2, \ldots, |\vec{v}|\)
2: \((y_1, \delta_1) \leftarrow \text{ROUND_SINGLE_POINT}(y', \vec{r})\)
3: return \(y_1\)

Algorithm 32 RoundSinglePath \((y', \vec{v})\)

1: Initialize \(\vec{r} = \vec{0}\), then set \(r_{v_j} = (-1)^j+1\) for \(j = 1, 2, \ldots, |\vec{v}|\)
2: \((y_1, \delta_1) \leftarrow \text{ROUND_SINGLE_POINT}(y', \vec{r})\)
3: return \(y_1\)
Algorithm 33 RoundTwoPaths (y', \bar{v}, \bar{v}', \bar{c})

1: WLOG, suppose \( j_1, j_2 \in \mathcal{R} \) are endpoints of \( v_1, v_{2\ell} \) of the path \( \bar{v} \) respectively and \( c_{j_1} \geq c_{j_2} \)
2: WLOG, suppose \( j'_1, j'_2 \in \mathcal{R} \) are endpoints of \( v'_1, v'_{2\ell'} \) of the path \( \bar{v}' \) respectively and \( c_{j'_1} \geq c_{j'_2} \)
3: \( \Delta_1 \leftarrow c_{j_1} - c_{j_2}; \quad \Delta_2 \leftarrow c_{j'_1} - c_{j'_2}; \quad \bar{r} \leftarrow \bar{0} \)
4: \( V_1^+ \leftarrow \{v_1, v_3, \ldots, v_{2\ell-1}\}; V_1^- \leftarrow \{v_2, v_4, \ldots, v_{2\ell}\} \)
5: \( V_2^+ \leftarrow \{v'_2, v'_4, \ldots, v'_{2\ell'}\}; V_2^- \leftarrow \{v'_1, v'_3, \ldots, v'_{2\ell'-1}\} \)
6: for each \( v \in V_1^+ \): \( r_v \leftarrow r_v + 1 \); for each \( v \in V_1^- \): \( r_v \leftarrow r_v - 1 \)
7: for each \( v \in V_2^+ \): \( r_v \leftarrow r_v + \Delta_1 / \Delta_2 \); for each \( v \in V_2^- \): \( r_v \leftarrow r_v - \Delta_1 / \Delta_2 \)
8: \((y_1, \delta_1) \leftarrow \text{RoundSinglePoint}(y', \bar{r})\)
9: \((y_2, \delta_2) \leftarrow \text{RoundSinglePoint}(y', -\bar{r})\)
10: With probability \( \delta_1 / (\delta_1 + \delta_2) \): return \( y_2 \)
11: With remaining probability \( \delta_2 / (\delta_1 + \delta_2) \): return \( y_1 \)

Algorithm 34 RoundFinalPath (y, \bar{v})

1: \( \mathcal{P}_1 \leftarrow \{z \in [0, 1]^V : z(U) \leq r_M(U) \forall U \subseteq V \land z(O_i) = b_{O_i} \forall i \in \mathcal{L} \setminus \{0\} \land z_i = 0 \forall i : y_i = 0\} \)
2: \( \mathcal{P}_2 \leftarrow \{z \in [0, 1]^V : z(F_j) = y(F_j) \forall j \in V' \setminus J \land z(F_j) \leq 1 \forall j \in J\} \), where \( J \subseteq \mathcal{R} \) is the set of vertices in \( \mathcal{R} \) on the path \( \bar{v} \).
3: Pick an arbitrary extreme point \( \hat{z} \) of \( \mathcal{P}' = \mathcal{P}_1 \cap \mathcal{P}_2 \)
4: for each \( j \in \mathcal{R} \) and \( j \) is on the path \( \bar{v} \): if \( \hat{z}(F_j) = 0 \), pick an arbitrary \( u \in F_j \) and set \( \hat{y}_u \leftarrow 1 \).
5: return \( \hat{y} \)

Figure 7.3: The left part shows a single path. The right part shows how the variables on the path are being changed by RoundSinglePath.
Figure 7.4: The left part shows an example of two distinct maximal paths chosen in Case 3. The black edge is common in both paths. The middle and right parts are two possibilities of rounding $y$. With probability $\delta_1/(\delta_1 + \delta_2)$, the strategy in the right part is adopted. Otherwise, the strategy in the middle part is chosen.
7.5.2.2 Analysis of PseudoFRMCenterRound

**Proposition 7.5.4.** In all but the last iteration, the while-loop (lines 4 to 8) of PseudoFRMCenterRound preserves the following invariant: if $y'$ lies in the face $D$ of $\mathcal{P}_M$ (w.r.t all tight matroid rank constraints) at the beginning of the iteration, then $y' \in D$ at the end of this iteration.

**Proof.** Observe that $y' \in \mathcal{P}_M$ at the beginning of the first iteration due to the definition of $y'$. Fix any iteration. Let $y''$ be the updated $y'$ at the end of the iteration. Now, by Corollary 7.2.1, it suffices to show that

$$y'' \in \{x \in \mathbb{R}^n : x(S) = b_S \ \forall S \in \emptyset; \ x_i = 0 \ \forall i \in J; \ x \in \mathcal{P}_M\},$$

where $J \subseteq V$ is the set of all vertices $i$ that $y'_i = 0$. Note that $y''$ is the output of one of the three subroutines RoundCycle, RoundSinglePath, and RoundTwoPaths. Since we only round floating variables strictly greater than zero, we have that $y''_i = 0$ for all $i \in J$. Also, the procedure RoundSinglePoint guarantees that $y'' \in \mathcal{P}_M$.

- When calling the procedure RoundCycle, observe that each vertex $j \in \mathcal{L}$ on the cycle is adjacent to exactly two edges. By construction, we always increase the variable on one edge and decrease the variable on the other edge at the same rate. See Figure 7.2. Therefore, $y''(O_j) = y'(O_j) = b_{O_j}$ for all $j \in \emptyset$.

- When calling the procedure RoundSinglePath, recall that our path is maximal and has one endpoint in $\mathcal{L}$ and the other in $\mathcal{R}$. We claim that the left end-
point of this path should be corresponding to the set $O_0$. Otherwise, suppose it is some set $O_j$ with $j > 0$. We have the tight constraint $y'(O_j) = b_{O_j} \in \mathbb{Z}^+$. Then the degree of the vertex $j$ must be at least 2 as there must be at least two fractional variables in this set. This contradicts to the fact that our path is maximal. See Figure 7.3. By the same argument as before, we have that $y''(O_j) = y'(O_j) = b_{O_j}$ for all $j \in \emptyset$.

- In the procedure ROUND TWO PATHS, we round the variables on two paths which have both endpoints in $\mathcal{R}$. Thus, any vertex $j$ should be adjacent to either 2 or 4 edges. Again, by construction, the net change in $y'(O_j)$ is equal to zero. See Figure 7.4.

Finally, the claim follows by induction. □

**Proposition 7.5.5.** PSEUDO FRM CENTER ROUND terminates in polynomial time.

**Proof.** Note that, in each iteration, each floating variable $y'_v \in (0, 1)$ is corresponding to exactly one edge in the bipartite graph. This is because, by construction, the sets $O_0, \ldots, O_t$ form a partition of $V$ and the sets in $\mathcal{F}$ and $F_0$ also form a partition of $V$. Thus, as long as there are fractional values in $y'$, our graph will have some cycle or path.

Now we will show that the while-loop (lines 4 to 8) terminates after $O(|V|)$ iterations. For any set $S$, let $\chi(S)$ denote the characteristic vector of $S$. That is, $\chi(v) = 1$ for $v \in S$ and $\chi(v) = 0$ otherwise. Let us fix any iteration and let $\mathcal{T} = \{\chi(S) : S \subseteq V \land y'(S) = r_M(S)\}$ be the set of all tight constraints. In this iteration, we will move $y'$ along some direction $\vec{r}$ as far as possible (by procedure
RoundSinglePoint). It means that the new point $y'' = y' + \delta^* \tilde{r}$ will either have at least one more rounded variable or hit a new tight constraint $y''(S_0) = r_M(S_0)$ (while $y'(S_0) < r_M(S_0)$) for some $S_0 \subseteq V$. Indeed $\chi(S_0)$ is linearly independent of all vectors in $\mathcal{T}$.

Proposition 7.5.4 says that all the tight constraints are preserved in the rounding process. Therefore, in the next iteration, we either have at least one more rounded variable or the rank of $\mathcal{T}$ is increased by at least 1. This implies the algorithm terminates after at most $|V|$ iterations.

**Proposition 7.5.6.** In all iterations, the while-loop (lines 4 to 8) of PseudoFRM-CenterRound satisfies the invariant that $y'(F_j) \leq 1$ for all $F_j \in \mathcal{F}$.

**Proof.** By constraints 7.2 and 7.3, this property is true at the beginning of the first iteration. By a very similar argument as in the proof of Proposition 7.5.4, this is also true during all but the last iteration. (Note that if $j$ is an endpoint of a path, then $j$ must be adjacent to exactly one fractional value $y'_v$, which could be rounded to one, while other variables $\{y'_{v'} : v' \in F_j, v' \neq v\}$ are already rounded to zero as our path is maximal.) Finally, it is not hard to check that procedure RoundFinalPath also does not violate this invariant.

**Proposition 7.5.7.** PseudoFRMCenterRound returns a solution $S$ which is some independent set of $\mathcal{M}$ plus (at most) one extra vertex in $V$.

**Proof.** Let us focus on the procedure RoundFinalPath. Recall that the polytope
\( \mathcal{P}' \) in \textsc{RoundFinalPath} is the intersection of the following two polytopes:

\[
\mathcal{P}_1 = \left\{ z \in [0,1]^V : z(U) \leq r_M(U) \ \forall U \subseteq V \land z(O_i) = b_{O_i} \ \forall i \in \mathcal{L} \setminus \{0\} \land z_i = 0 \ \forall i : y_i = 0 \right\},
\]

and

\[
\mathcal{P}_2 = \left\{ z \in [0,1]^V : z(F_j) = y(F_j) \ \forall j \in V' \setminus J \land z(F_j) \leq 1 \ \forall j \in J \right\},
\]

where \( J \subseteq R \) is the set of vertices in \( R \) on the path \( \vec{v} \).

By construction, \( \mathcal{P}_1 \) is the face of the matroid base polytope \( \mathcal{P}_M \) corresponding to all tight constraints of \( y \). It is well-known that \( \mathcal{P}_1 \) itself is also a matroid base polytope. By Propositions 7.5.4 and 7.5.6, we have that \( y \in \mathcal{P}_1 \) and \( y \in \mathcal{P}_2 \). Thus, \( y \in \mathcal{P} \) which implies that \( \mathcal{P} \neq \emptyset \). Moreover, \( \mathcal{P}_2 \) is a partition matroid polytope. (Observe that \( z(F_j) = y(F_j) \in \{0,1\} \ \forall j \in V' \setminus J \) since all fractional variables are on the path \( \vec{v} \).) Therefore, \( \mathcal{P} = \mathcal{P}_1 \cap \mathcal{P}_2 \) has integral extreme points and the point \( \hat{y} \) chosen in line 3 is integral.

Finally, recall that \( \vec{v} = (v_1, v_2, \ldots, v_{2\ell}) \) is a simple path with both endpoints in \( R \). The constraints of \( \mathcal{P}_1 \) and integrality of \( b_{O_i} \)'s ensure that \( \hat{y}_{v_1} + \hat{y}_{v_2} = 1, \hat{y}_{v_3} + \hat{y}_{v_4} = 1, \ldots, \hat{y}_{v_{2\ell-1}} + \hat{y}_{v_{2\ell}} = 1 \). In other words, every vertex \( i \in \mathcal{L} \) on the path will be “matched” with exactly one vertex in \( R \). Thus, there can be at most one vertex \( j \in R \) on the path such that \( \hat{y}(F_j) = 0 \) in line 4. Opening \( u \in F_j \) adds one extra facility to our solution. \( \square \)

Recall that \( \mathcal{C} \) is the (random) set of all clients within radius \( 3R \) from some center in \( S \), where \( R \) is the optimal radius. The following two propositions will
conclude our analysis.

**Proposition 7.5.8.** $|C| \geq t$ with probability one.

**Proof.** Let $f$ denote the function defined in Algorithm RMCenterRound (i.e.,
$f(z) = \sum_{j \in V} \sum_{i \in F_i} z_i$ for any $z \in [0,1]^V$.) Using a similar argument as in the proof of Proposition 7.5.1, one can easily verify that there are at least $f(Y)$ vertices in $V$ that are within radius $3R$ from some open center in $S$. Next, it suffices to show that $f(Y) \geq t$.

By definition of $y'$ in lines 2 and 3, we have that $f(y') \geq t$ (see the proof of Proposition 7.5.2.) We now claim that $f(y')$ is not decreasing after each iteration of the rounding scheme. We check the following cases:

- Case $y'$ is rounded by ROUNDCycle: observe that $y'(F_j)$ is preserved for all $j \in R$ since $j$ is adjacent to two edges and we increase/decrease the corresponding variables by the same amount. Thus, $f(y')$ is unchanged.

- Case $y'$ is rounded by ROUNDSinglePath: if $j \in R$ is not the endpoint of the path then $j$ is adjacent to two edges on the path and $y'(F_j)$ is unchanged. If $j$ is the endpoint, then we increase the variable on the adjacent edge; and hence, $y'(F_j)$ will increase. See Figure 7.3.

- Case $y'$ is rounded by ROUNDTwoPaths: again, for any $j \in R \setminus \{j_1, j_2, j'_1, j'_2\}$, we have that $y'(F_j)$ remains unchanged in the process. We now verify the change in $f$ caused by the four endpoints $j_1, j_2, j'_1$, and $j'_2$. Suppose $y_1$ is
returned, the contribution of these points in $f(y_1)$ is

\[ c_{j_1}y_1(F_{j_1}) + c_{j_2}y_1(F_{j_2}) + c_{j'_1}y_1(F_{j'_1}) + c_{j'_2}y_1(F_{j'_2}) \]

\[ = c_{j_1}(y'(F_{j_1}) + \delta_1) + c_{j_2}(y'(F_{j_2}) - \delta_1) + c_{j'_1}(y(F_{j'_1}) - \delta_1) + c_{j'_2}(y(F_{j'_2}) + \delta_1) \]

\[ = c_{j_1}y'(F_{j_1}) + c_{j_2}y'(F_{j_2}) + c_{j'_1}y'(F_{j'_1}) + c_{j'_2}y'(F_{j'_2}) + \delta_1(c_{j_1} - c_{j_2}) + \Delta_1\Delta_2(c_{j'_2} - c_{j'_1}) \]

\[ = c_{j_1}y'(F_{j_1}) + c_{j_2}y'(F_{j_2}) + c_{j'_1}y'(F_{j'_1}) + c_{j'_2}y'(F_{j'_2}). \]

Hence, $f(y_1) = f(y')$. Similarly, one can verify that $f(y_2) = f(y')$.

- Case $y'$ is rounded by ROUNDFINALPATH: we have shown in the proof of Proposition 7.5.7 that $y'(F_j) = 1$ for all $j \in J$ where $J$ is the set of vertices in $R$ on the path $\vec{v}$. This fact and the other constraints of $P_2$ ensure that $y'(F_j)$ is not decreasing for all $j \in V'$.

Proposition 7.5.9. $\Pr[j \in C] \geq p_j$ for all $j \in V$.

Proof. Let $y'$ be the vector defined as in lines 2 and 3 of PSEUDOFRMCENTER-ROUND. It suffices to show that, for all $j \in V'$, $\Pr[Y(F_j) = 1] \geq y'(F_j)$. (Note that $y'(F_j) \geq p_j$ by constraint (7.5).) This is because, for any vertex $k \in V \setminus V'$, the algorithm RFILTERING guarantees that there exists $j \in V'$ such that $F_k \cap F_j \neq \emptyset$, and $y'(F_j) = \sum_{i \in V : d(i,j) \leq R} x_{ij} \geq \sum_{i \in V : d(i,k) \leq R} x_{ik} = y'(F_k)$. Notice that the event $Y(F_j) = 1$ means there is some open center $F_j$ and the distance from $k$ to this center
should be at most $3R$. Thus,

$$\Pr[k \in C] \geq \Pr[Y(F_j) = 1] \geq y'(F_j) \geq y'(F_k) \geq p_k,$$

by constraint (7.5).

Fix any $j \in V'$. Recall that $Y$ is obtained by rounding $y'$ and, by Proposition 7.5.6 and the proof of 7.5.7, we have $Y(F_j) \in \{0, 1\}$ and $\Pr[Y(F_j) = 1] = E[Y(F_j)]$. We now show that the expected value of $y'(F_j)$ does not decrease after each iteration of the while-loop.

- Case $y'$ is rounded by RoundCycle: $y'(F_j)$ is unchanged as before.

- Case $y'$ is rounded by RoundSinglePath: if $j$ is not the endpoint of $\hat{v}$ then $y'(F_j)$ is unchanged. Otherwise, $y'(F_j)$ is increase by some $\delta_1 > 0$ with probability one.

- Case $y'$ is rounded by RoundTwoPaths: again, if $j \notin \{j_1, j_2, j'_1, j'_2\}$ then $y'(F_j)$ is unchanged. Now suppose $j = j_1$. With probability $\delta_1/(\delta_1 + \delta_2)$, $y'(F_{j_1})$ is increase by $\delta_2$, and, with the remaining probability, it is decreased by $\delta_1$. Thus, the expected change in $y'(F_{j_1})$ is

$$\frac{\delta_1}{\delta_1 + \delta_2} \cdot (\delta_2) + \frac{\delta_2}{\delta_1 + \delta_2} \cdot (-\delta_1) = 0.$$

Similarly, one can verify that the expected values of $y'(F_{j_2}), y'(F_{j'_1}),$ and $y'(F_{j'_2})$ remain the same.
• Case $y'$ is rounded by \texttt{ROUNDFINALPATH}: we have showed in the proof of Proposition 7.5.7 that if $j$ is on the path $\vec{v}$, then $Y(F_j) = 1$. Otherwise, the constraints of $\mathcal{P}_2$ ensure that $Y(F_j) = y'(F_j)$.

So far we have proved the following theorem.

\textbf{Theorem 7.5.1.} \texttt{PSEUDOFRMCENTERROUND} will return a random solution $S$ such that

- $S$ is the union of some basis of $\mathcal{M}$ with (at most) one extra vertex,
- $|C| \geq t$ with probability one,
- $\Pr[j \in C] \geq p_j$ for all $j \in V$.

\subsection*{7.5.2.3 An algorithm satisfying the matroid constraint exactly}

Using a similar technique as in Section 7.4.2.3, we will develop an approximation algorithm for the \texttt{FRMATCENTER} problem which always returns a feasible solution. Let $\epsilon > 0$ a small parameter to be determined. Let $\mathcal{U}$ denote the collection of all possible sets of vertices with size at most $\lceil 1/\epsilon \rceil$ such that $U$ is an independent set of $\mathcal{M}$. Again, we have that $|\mathcal{U}| \leq n^{O(1/\epsilon)}$. Suppose $R$ is the optimal radius to our instance. For any $i \in V$, recall that $R\text{Ball}(i, U, R)$ is the set of red vertices within radius $3R$ from $i$. 
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Consider the configuration polytope $\mathcal{P}_{\text{config}3}$ containing points $(x, y, q)$ with the following constraints:

\[
\begin{align*}
\sum_{U \in \mathcal{U}} q_U &= 1 \\
\sum_{i \in V : d(i, j) \leq R} x_{ij}^U &\leq q_U \quad \forall j \in V, U \in \mathcal{U} \\
\sum_{U \in \mathcal{U}} \sum_{i \in V : d(i, j) \leq R} x_{ij}^U &\geq p_j \quad \forall j \in V \\
x_{ij}^U &\leq y_i^U \quad \forall i, j \in V, U \in \mathcal{U} \\
\sum_{i \in W} y_i^U &\leq q_U r_M(W) \quad \forall U \in \mathcal{U}, W \subseteq V \\
\sum_{j \in V} \sum_{i \in V : d(i, j) \leq R} x_{ij}^U &\geq q_U t \\
y_i^U &= 1 \quad \forall U \in \mathcal{U}, i \in U \\
y_i^U &= 0 \quad \forall U \in \mathcal{U}, i \in V \setminus U, |RBall(i, U, R)| \geq \epsilon n \\
x_{ij}^U, y_i^U, q_U &\geq 0 \quad \forall i, j \in V, U \in \mathcal{U}
\end{align*}
\]

We first claim that $\mathcal{P}_{\text{config}3}$ is a valid relaxation polytope for the problem.

**Proposition 7.5.10.** We have that $\mathcal{P}_{\text{config}3} \neq \emptyset$.

**Proof.** Suppose $\mathcal{S}$ is a solution drawn from the optimal distribution $\mathcal{D}$. We compute a subset $U_S$ of $\mathcal{S}$ using a similar procedure as in the proof of Proposition 7.4.4. Recall that $|RBall(i, U_S, R)| < \epsilon n$ for all $i \in \mathcal{S} \setminus U_S$ and $|U_S| \leq \lceil 1/\epsilon \rceil$. Since $U_S \subseteq \mathcal{S}$, $U_S$ is also an independent set of $\mathcal{M}$, implying that $U_S \in \mathcal{U}$.

Now for any $U \in \mathcal{U}$, we set $q_U := \Pr[U_S = U]$. Let $x_{ij}^U$ be probability of the joint event: $U_S = U$ and $j$ is connected to $i$. Finally, let $y_i^U$ be the probability of the
joint event: \( U_S = U \) and \( i \in S \). Then it is clear that \( \sum_{U \in \mathcal{U}} q_U = 1 \). Using similar arguments as in the proofs of Propositions 7.4.4 and 7.4.3, we have the following inequalities:

\[
\sum_{i \in V : d(i,j) \leq R} x_{ij}^U \leq q_U, \quad \forall j \in V, U \in \mathcal{U} \tag{7.9}
\]

\[
\sum_{U \in \mathcal{U}} \sum_{i \in V : d(i,j) \leq R} x_{ij}^U \geq p_j, \quad \forall j \in V \tag{7.10}
\]

\[
\sum_{j \in V} \sum_{i \in V : d(i,j) \leq R} x_{ij}^U \geq q_U t, \tag{7.11}
\]

\[
y_{ij}^U = 0 \quad \forall U \in \mathcal{U}, i \in V \setminus U, |RBall(i, U, R)| \geq \epsilon n. \tag{7.12}
\]

Recall that \( y_{ij}^U / q_U \) is the probability that \( i \in S \) conditioned on \( U = U_S \). Since \( S \) is independent with probability one, we have \( |S \cap W| \leq r_M(W) \) for all \( W \subseteq V \). Therefore,

\[
r_M(W) \geq E[|S \cap W| \mid U = U_S] = \sum_{i \in W} \Pr[i \in S \mid U = U_S] = \sum_{i \in W} y_{ij}^U / q_U,
\]

for all \( W \subseteq V \).

The other constraints can be verified easily. We conclude that \( (x, y, q) \in \mathcal{P}_{\text{config3}} \) and \( \mathcal{P}_{\text{config3}} \neq \emptyset \).}

Next, let us pick any \( (x, y, q) \in \mathcal{P}_{\text{config3}} \) and use the following algorithm to
round it.

Algorithm 35 FRMCenterRound \((x, y, q)\)

1: Randomly pick a set \(U \in \mathcal{U}\) with probability \(q_U\)
2: Let \(x'_{ij} \leftarrow x_{ij}^U / q_U\) and \(y'_i \leftarrow \min\{y_{ij}^U / q_U, 1\}\)
3: \(S' \leftarrow \text{PseudoFRMCenterRound}(x', y')\)
4: Let \(i^*\) be the “extra” vertex in \(S'\).
5: \textbf{return} \(S = S' \setminus \{i\}\)

Analysis. We are now ready to prove the second part of Theorem 7.1.4. Let us fix any \(\gamma > 0\) and set \(\epsilon := \gamma^2\). Also, let \(\mathcal{E}(U)\) denote the event that \(U \in \mathcal{U}\) is picked in the algorithm. Note that \((x', y')\) satisfies the following inequalities:

\[
\sum_{j \in V} \sum_{i \in V: d(i,j) \leq R} x'_{ij} \geq t, \\
\sum_{i \in V: d(i,j) \leq R} x'_{ij} \leq 1, \quad \forall j \in V, \\
\sum_{i \in V: d(i,j) \leq R} x'_i = \sum_{i \in V: d(i,j) \leq R} x_{ij} / q_U, \quad \forall j \in V, \\
x'_{ij} \leq y'_i, \quad \forall i, j \in V, \\
\sum_{i \in W} y'_i \leq r_M(W), \quad \forall W \subseteq V.
\]

Moreover, \(y'_i = 1\) for all \(i \in U\) and \(y'_i = 0\) for all \(i \in V \setminus U\) and \(\text{RBall}(i, U, R) \geq \epsilon n\).

Recall that the algorithm \text{PseudoFRMCenterRound} will return a solution \(S'\) is the union of a basis of \(\mathcal{M}\) with an extra center \(i^*\). Moreover, we have \(0 < y'_{i^*} < 0\), which implies that \(i^* \notin U\). Thus, by removing \(i^*\) from \(S'\), we ensure that the resulting set is a basis of \(\mathcal{M}\) with probability one.
Now we shall prove the coverage guarantee. By Theorem 7.5.1, $S'$ covers at least $t$ vertices within radius $3R$. If a vertex is blue, it can always be connected to some center in $U$; and hence, it is not affected by the removal of $i_1, i_2$. Because each of $i^*$ can cover at most $\epsilon n$ other red vertices, we have

$$|C| \geq t - \epsilon n = 1 - \gamma^2 n.$$ 

For any $j \in V$, let $X_j$ be the random indicator for the event that $j$ is covered by $S'$ (i.e., there is some $i \in S'$ such that $d(i, j) \leq 3R$) but becomes unconnected due to the removal of $i^*$. We say that $j$ is a bad vertex iff $E[X_j] \geq \gamma$. Otherwise, vertex $j$ is said to be good. Again, $\sum_{j \in V} X_j \leq \epsilon n$ with probability one. Thus, there can be at most $\epsilon n/\gamma$ bad vertices. Let $T$ be the set of all good vertices. Then

$$|T| \geq n - \epsilon n/\gamma = (1 - \gamma)n.$$ 

By Theorem 7.5.1, $\Pr[j \text{ is covered by } S'] \geq p_j$. So, for any $j \in T$, we have

$$\Pr[j \in C] \geq \Pr[j \text{ is covered by } S'] - \Pr[X_j = 1] \geq p_j - \gamma.$$
Chapter 8: Future Work

In this thesis, we provide new dependent rounding techniques and approximation algorithms for several FL problems. There are still wide open problems in this area for further research. First of all, can we make the rounding schemes in Chapter 2 work for other constraints such as multiple linear constraints, a single matroid constraint, or a matroid intersection constraint? One major direction is to study the relationship between maximum-entropy distributions and the near-independence property. (We have already known that such distributions on bases of uniform matroids or spanning trees provide negative correlation.) It is well-known that rounding point inside a matroid intersection polytope may result in significant positive correlation between the variables. One interesting question is whether we can sacrifice some marginal preservation to gain (partial) negative correlation? Also, can our techniques be applied to capacitated versions of FL problems?

Secondly, the gap between the best-known lower-bound \(1 + 2/e \approx 1.735\) and the current approximation ratios for both \(k\)-median (2.675) and KM (17.46) problems remains quite large. Can we obtain improved approximation algorithms for these problems? The technique in Chapter 4 could be useful for KM: it allows us to open any extra constant number of facilities without too much loss in the
total connection cost. Furthermore, the ideas of neighborhood tree and randomized rounding in Chapter 4 also lead to a simple 8-approximation algorithm for the Matroid Median problem (the problem is already known to be 8-approximable [12] though the analysis here is simpler.) The main difficulty is that we need to round a vector subject to a matroid intersection constraint, which may require a novel dependent rounding technique. (Again, the technique by Chekuri et. al. [82] does not seem to work here as it does not always return a basis.)

We provided randomized algorithms for the classic $k$-center and knapsack center problems which guarantee both a worst-case bound and a much better average bound in Chapter 5 and Chapter 6. For the $k$-center problem, the current worst-case ratio is 3. So one natural question is whether there exists a randomized algorithm which not only matches the tight worst-case ratio of 2 but also gives a less-than-2 average ratio. Furthermore, can we generalize these results to other variants such as fault-tolerant or capacitated version?

Lastly, there are a few open questions regarding the lottery model in Chapter 7. We leave it as an open question if there are approximation algorithms for the FRkCenter, FRKnapCenter, and FRMatCenter problems which do not violate the coverage and fairness constraints. Analyzing the expected distance of connected clients in these problems is also interesting. Can we obtain some non-trivial bounds in this case? In addition, it is natural to apply the lottery model to $k$-center and knapsack center problems: here we look for a distribution $\mathcal{D}$ such that the maximum expected connection cost of any client is minimized. Using known results for the $k$-median problem [33], it is not difficult to obtain a 3.25-approximation for this
problem. We may need better techniques to beat this approximation ratio.
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