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This thesis proposes a modeling framework to characterize equilibrium traffic flow relations for heterogeneous traffic composed of both standard and Cooperative Adaptive Cruise Control (CACC) vehicles, capturing the impact of CACC market penetration and vehicle arrangement within a lane. The resulting parameterized fundamental diagram is then integrated with the first-order macroscopic traffic model, creating the ability to characterize operational performance on a network for heterogeneous traffic with varying CACC market penetration. This first-order approach is demonstrated through an illustrative case study which considers a small network with time-varying demand, temporary capacity reductions, and CACC market penetration ranging from 0.0 to 1.0. The results indicate that maximum throughput initially decreases as CACC traffic is introduced, but eventually improves significantly for CACC market penetration rates above 0.4. Additionally, they show that when an incident abruptly reduces road capacity,
introducing even a small fraction of CACC vehicles reduces the speed at which the congestion wavefront propagates upstream.
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Chapter 1: Introduction

1.1 Motivation

Recent advances in sensing and communication technology have created an opportunity for the automotive industry to improve driver safety and convenience, with further potential to impact traffic operations and emissions. Radar, lidar, high quality imaging, and other sensor technologies are already being used to help identify vehicles and road geometry, automatically manage safe following distances, and pro-actively decelerate to avoid collisions (Lari et al., 2015). Two primary research thrusts - vehicle automation and connected vehicles - have emerged based on these advances, and are being explored in parallel by private and public sector entities.

According to the Society of Automotive Engineers (SAE) International Standard J3016, vehicles can be categorized in one of six automation levels, with level 0 representing existing fully human-driven vehicles, and level 5 describing fully autonomous vehicles that do not require human input under any conditions. In between these extremes, level 1 represents driver assist features such as Adaptive Cruise Control (ACC) or steering assistance that can manage some aspect of driving automatically (e.g., acceleration/deceleration, lane centering), while level 2
allows the vehicle to drive itself without help - although the driver is responsible for stepping in at any point if necessary. Levels 3 and 4 represent nearly and fully-autonomous vehicles, respectively, with the key difference being that drivers are theoretically required to pay attention and be able to take over if necessary in level 3 (although to a much lesser extent than level 2). Because level 4 does not require driver intervention when operating in autonomous mode, it represents the level of full automation many automotive manufacturers likely hope to attain. Finally, level 5 extends level 4 behavior to all conceivable circumstances (e.g., all terrains, off-road, etc.).

In contrast to approaches that depend on inter-vehicle communication, Autonomous Vehicle (AV) technology is self-contained, meaning it can operate in a consistent manner regardless of other vehicles’ capabilities. This feature is particularly important during initial deployment when technology adoption rates are low and the majority of vehicles on the road are standard, human-driven vehicles (Mahmassani, 2016). Although some research suggests that AVs may initially enter the market as soon as 2020 with wider market penetration by 2040-2050 (Lari et al., 2015), there are still many ethical, policy and logistical hurdles that remain before their implementation is feasible (Goodall 2014; Lari et al. 2015; Fagnant and Kockelman 2015).

However, by allowing properly-equipped vehicles to communicate with one another, Connected Vehicle (CV) technology presents an approach that reduces the sensing requirements for each individual vehicle, likely lowering costs and leading to a more rapid deployment (NHTSA, 2011). CV technology is gener-
ally divided into two categories: Vehicle to Vehicle (V2V) communication, where vehicles exchange information with one other, and Vehicle to Infrastructure (V2I), where vehicles exchange information with roadside sensors (Diakaki et al., 2015). In both cases, vehicles that are equipped with standardized communication equipment - likely using a Dedicated Short Range Communication (DSRC) wireless network designed especially for this purpose (Lari et al., 2015) - can receive vital safety and operational information without needing any special sensing equipment (NHTSA, 2011). While this increases the likelihood that existing vehicles can be retrofitted to accommodate communication equipment, there are still many questions that remain to be answered, including the extent to which it can be effective, and the impact on safety and cost (Diakaki et al., 2015).

The United States Department of Transportation (USDOT) has been heavily involved in CV research, and sponsored a program to investigate many of these issues, focusing particularly on safety (NHTSA, 2011). While safety is the main impetus for autonomous and connected vehicle research, it is also important for planners and policy makers to understand the impact connected vehicles will have on traffic management and freeway operations, mobility, and the environment (Diakaki et al., 2015).

Modeling connected and automated vehicle (CAV) behavior is a relatively new research area, and the literature is not well-developed - primarily because there are few connected vehicle datasets and many of the implementation details are unknown. The expectation is that operational performance, safety, and mobility will improve (e.g., Lari et al. 2015), but results from initial studies are
subject to limiting assumptions. In particular, initial research tends to focus on purely microscopic car-following models or throughput (capacity) analysis at a macroscopic level, neglecting to characterize aggregate traffic behavior across a wide range of traffic states based on different CAV market penetration rates.

1.2 Contributions

This thesis focuses on modeling macroscopic traffic flow characteristics and aggregate performance when traffic is composed of a mix of standard and Cooperative Adaptive Cruise Control (CACC) vehicles, a technology that combines basic level 1 ACC automation with V2V communication. The main contributions of this thesis are summarized below.

- It develops a general framework for modeling mixed traffic consisting of both standard and CACC vehicles using reaction time, aggressiveness, and minimum separation parameters to quantify how standard and CACC vehicles interact. Based on the underlying car-following dynamics and possible ways standard and CACC vehicles can follow one another, it develops aggregate fundamental diagrams whose shapes are parameterized by CACC market penetration and vehicle arrangement assumptions. Thus, macroscopic equilibrium relations encapsulate underlying micro-level interactions and market penetration in a simple way, an approach which is well-suited for use in planning frameworks (e.g., first-order macroscopic traffic simulation, Dynamic Traffic Assignment).
• It analyzes how CACC vehicles impact aggregate traffic flow at various penetration rates. Based on model parameters representing realistic human driver behavior and reasonable behavioral assumptions about CACC car-following tactics, it concludes that increases in capacity do not appear until market penetration is approximately 0.4, with close to about 50% overall capacity improvement possible at 1.0. Additionally, under the assumption that CACC vehicles have less aggressive behavioral tendencies (i.e., willingness to tailgate), even a small proportion of CACC vehicles help promote a smoother transition between congested and uncongested traffic regimes.

• It integrates the heterogeneous modeling framework into a network level implementation of the Cell Transmission Model, which estimates time-dependent traffic states in a computationally efficient manner. In doing so, it connects a widely-used first-order traffic modeling approach to aggregate traffic flow relations that capture the impact of CACC vehicles. This allows a simple modeling framework to be used to for large-scale macro-level analysis without the complexity and computational expense of microscopic or higher order macroscopic traffic models.

• It presents a macroscopic traffic simulation software implementation in the Python language which incorporates CACC market penetration and parameters characterizing driver and CACC vehicle behavior.
1.3 Scope

The following items describe the scope of this thesis:

- It seeks to characterize traffic behavior at a macroscopic level, assuming that macroscopic behavior depends on steady state car-following dynamics (i.e., it does not consider lane-changing behavior).

- It focuses on two classes of vehicles: standard and CACC vehicles (CACC), and assumes that standard vehicles are characterized by human driving behavior while CACC vehicles are characterized by adaptive cruise control and sometimes V2V technology (depending on how vehicles are arranged in the traffic stream). Relative to standard vehicles, it assumes that CACC vehicles can tolerate smaller separation distance between vehicles, have lower response times that can be further improved via V2V communication when a leader-follower pair are both CACC, and exhibit more conservative car-following behavior.

- When accounting for connected vehicle dynamics, it focuses on V2V rather than V2I communication. In other words, it is concerned with modeling how car-following behavior changes when individual vehicles can communicate, not how traffic flow can be optimized through V2I communication.

- It emphasizes modeling at a high level rather than considering implementation details. That is, it avoids the electrical/computer engineering perspective that focuses on vehicle ad hoc networks, communication protocols, and
transmission details in favor of a perspective that accounts for V2V communication through logical assumptions about parameter values and the number/type of vehicles that can share information.

1.4 Thesis Overview

The rest of the thesis is organized as follows. Chapter 2 provides relevant background information on traffic modeling and a literature review of research most closely related to this thesis, including perspectives on integrating driver-assist features and V2V communication into existing microscopic and macroscopic traffic models. Chapter 3 develops a framework for modeling equilibrium car-following behavior between different combinations of leading and following vehicle pairs when traffic is composed of a mix of standard and CACC vehicles. It begins by making assumptions about standard and CACC vehicle behavior, translates these assumptions into microscopic parameter choices in the microscopic Longitudinal Control Model (LCM), parameterizes fundamental diagram curves with respect to CACC vehicle penetration rate, and illustrates the process through a numerical example. Chapter 4 demonstrates an application of this framework by integrating the aggregate traffic flow relations into a network-level Cell Transmission Model, showing how it can be used to efficiently analyze the operational impact of introducing CACC vehicles onto a network. Software is developed to perform the simulation and integrate the CACC modeling framework, and the analysis capabilities are demonstrated on a simple network with time-
varying demand and temporary capacity reductions. Finally, Chapter 5 draws conclusions from the thesis and describes future directions for research.
Chapter 2: Background and Literature Review

2.1 Traffic Flow Modeling Background

Subsequent sections of this thesis draw upon concepts from traffic flow theory, seeking to describe how standard and CACC vehicles interact when sharing the same road. Specifically, one of the goals is to describe how various pairs of standard and CACC vehicles follow each other at a microscopic level, and then consider the resulting steady-state relations from a macroscopic perspective. To provide proper context, this section briefly describes microscopic car-following and macroscopic traffic flow relations, and explain how the two are related.

2.1.1 Microscopic Traffic Models

Microscopic models consider each vehicle-driver pair to be an individual entity that makes driving decisions based on a variety of factors, including the influence of nearby vehicles and personal driving preferences (Treiber and Kesting, 2013). Microscopic models are often separated into two categories to represent the primary decisions that impact vehicle behavior: car-following and lane-changing. Car-following models describe a vehicle’s longitudinal dynamics in
relation to a preceding vehicle, while lane-changing models quantify a driver’s choice to leave a particular lane for a better one - perhaps motivated by improved driving conditions in a nearby lane or knowledge of an upcoming exit. Because this thesis focuses on steady state behavior, we will avoid further discussion of lane-changing models. The interested reader is directed to Treiber and Kesting (2013) and Ni (2015) for relevant chapters on modeling lane-changing behavior.

A variety of microscopic car-following models have been proposed since the 1950’s, encompassing many modeling philosophies and perspectives. Popular approaches include single-regime models, which seek to describe car-following behavior for many different traffic conditions (e.g. congestion, start/stop, free flow) with a single equation, as well ones that use different equations to describe separate traffic regimes (Ni, 2015). The first car-following models were single-regime stimulus response models developed by General Motors (Chandler et al., 1958), which theorized that a driver’s response is a function of external stimuli and personal preference. These models express vehicle response as a differential equation that relates a vehicle’s acceleration to its speed (and possibly position, depending on the formulation) with a parameter set that describes driver sensitivity. Other models, including ones proposed by Pipes (1953) and Forbes (1963), are more pragmatic than theoretical, describing the minimum spacing and headway required for safe driving, respectively. In the same vein, a more complex multi-regime model was proposed by Gipps (1981), and theorizes that drivers choose their speed such that they can stop safely even if a leading vehicle abruptly slams on its brakes. More recent literature includes the Intelligent Driver
Model (Treiber et al., 2000), which describes a following vehicle’s acceleration in terms of speed and spacing, incorporating the idea of desired spacing, which is a function of driver reaction time, vehicle speed, and speed relative to the leading vehicle. Another class of car-following models is the Optimal Velocity Model (OVM), which can take many forms depending on how the optimal velocity function is specified (e.g., Bando et al. 1994, Bando et al. 1995a, Bando et al. 1995b, and Sugiyama 1999). Finally, a recent addition to the car-following model landscape is the Longitudinal Control Model (Ni et al., 2015), which seeks to unify previous models under a general framework. The LCM is used extensively in this thesis, and will be described in detail in Chapter 3.

2.1.2 First-order Macroscopic Traffic Model

In contrast to micro-level models that consider the interactions of individual vehicles, macroscopic models view traffic analogously to a fluid, characterizing it in terms of aggregate traffic states that change over time based on conservation of vehicles (similar to conservation of mass in hydrodynamics). The continuity equation is derived from vehicle conservation and describes the evolution of traffic density based on spatial flow gradients:

\[
\frac{\partial k(x, t)}{\partial t} + \frac{\partial q(x, t)}{\partial x} = 0
\]

(2.1)

where \( q \) is the hourly vehicle flow, \( k \) is the vehicle density, and \( x \) and \( t \) represent position and time, respectively. This equation is analogous to conservation
of mass, and states that vehicles are conserved along a section of road over time, meaning that vehicles do not enter or exit the system except at system boundaries. While this continuity equation holds for all macroscopic models, the model must be closed by also specifying the flow or local speed (Treiber and Kesting, 2013). First and second-order models differ in this specification; first-order models assume a static relation between actual traffic density and the flow (or local speed), while second-order models introduce a second PDE to describe velocity dynamics.

The first-order continuum traffic flow model was first proposed by Lighthill and Whitham (1955) and Richards (1956), and is often referred to as the LWR model. It states that traffic flow is always in equilibrium with the actual density, given by:

\[ q(x, t) = q_e(k(x, t)) \tag{2.2} \]

This static relation between traffic flow and density is often referred to as the fundamental diagram of traffic engineering, and is used to characterize aggregate driver behavior. Many different forms of the so called fundamental diagram have been proposed in literature based on theory and empirical observation.

For example, one overly simplistic, but often-used model for illustrative purposes is Greenshields’ model (based on Greenshields et al. 1934). This model shows that at zero density (i.e. no cars on the road) traffic speeds are at the maximum free flow speed \( v_f \), but as additional vehicles enter the road and density increases, the speed decreases linearly until it reaches the maximum density, \( k_{jam} \).
This linear speed-density relationship implies a parabolic flow-density relationship, which is shown below.

\[ v(k) = v_f(1 - \frac{k}{k_{jam}}) \]  
\[ q(k) = k v(k) = v_f k - \frac{k^2}{k_{jam}} \]  

Other popular models include Greenberg, Underwood, Drake, Drew, Pipes and Munjal, a discontinuous triangular model, and the Van Aerde model, which are further discussed in references such as Treiber and Kesting (2013) and Ni (2015).

2.1.3 Connection between Micro and Macro Models

Microscopic vehicle behavior can be aggregated to the macroscopic level by considering how individual vehicles behave under steady-state conditions. This equilibrium behavior implies that vehicles are not accelerating, so acceleration terms from the microscopic representation can be set to zero. Additionally, the density of a section of road is simply the inverse of the average distance headway, flow is the inverse of the average time headway, the average vehicle speed becomes the space mean speed, and macroscopic flows, density and space mean speed are related by Equation 2.2 (Treiber and Kesting, 2013).

Note that although microscopic car-following models can be transformed into steady state macroscopic equivalents, some macroscopic models do not reduce to microscopic models. That is, some macroscopic models were developed to fit empirical observations, and do not claim to be based underlying car-
following theory (e.g. Van Aerde model).

2.2 Literature Review

Existing connected and automated vehicle (CAV) research encompasses a vast array of vehicle technologies and research scopes. Vehicle technology includes AVs ranging from basic level 1 driver-assist features such as ACC (e.g., Labuhn and Chundrlik Jr 1995; Vahidi and Eskandarian 2003) and lane departure assistance (e.g., Pilutti and Ulsoy 1999; Risack et al. 2000), to fully autonomous level 4 or level 5 vehicles (e.g., Montemerlo et al. 2008; Kammel et al. 2008, Buehler et al. 2009), CVs employing V2V and/or V2I communication (e.g., Taliwal et al. 2004; Jerbi et al. 2007; Ye et al. 2008), and those which combine aspects of both automation and communication (e.g., Van Arem et al. 2006; Hu et al. 2012; Shladover et al. 2012). This paper focuses on CACC vehicles, which are human-driven ACC vehicles that leverage V2V communication. Accordingly, we primarily focus on literature pertaining to basic driver assist rather than higher levels of automation, and communication between vehicles rather than with infrastructure.

The scope of CAV research often falls into one of three categories: policy, technology, or traffic modeling. Policy-focused research helps illuminate practical, legal, and ethical issues that need to be addressed in light of CAV technology, examples of which include Goodall (2014), Fagnant and Kockelman (2015), and Kumfer and Burgess (2015). A separate body of literature focuses on the technol-
ogy itself, exploring machine vision (Pomerleau and Jochem, 1996; Subramanian et al., 2006), data assimilation algorithms to merge sensor information (Mitchell et al. 1987; Becker and Simon 2000; Hall and Llinas 2001), and connected vehicle transmission protocols (Xu et al. 2004; Jiang et al. 2006; Cheng et al. 2007). Both of these perspective are important for advancing the field, but this paper takes a traffic modeling perspective, seeking to describe how CACC vehicles impact aggregate traffic flow dynamics. Although the goal is to model steady state macroscopic behavior, there is an intrinsic connection between microscopic car-following dynamics and macroscopic aggregate behavior. Accordingly, we survey literature from both perspectives, and investigate frameworks that have been proposed to integrate mixed traffic with both standard and connected vehicles.

2.2.1 Microscopic Perspective

The microscopic modeling perspective seeks to incorporate notions of basic automation and V2V communication in mathematical expressions of vehicle-level interactions. With the goal of characterizing this technology’s impact on traffic flow and stability, these micro-level characterizations are often used in microsimulation frameworks, which are particularly well-suited for modeling heterogeneous traffic consisting of multiple vehicle types (Kesting et al., 2008).

Adaptive Cruise Control (ACC) is perhaps the first driver assist feature that has the potential to significantly impact traffic flow dynamics (VanderWerf et al., 2001). While the technology is increasingly being introduced on production ve-
vehicles, the market penetration is still extremely small, making it hard to directly measure the impact on traffic. Furthermore, the current implementation is primarily geared for driver comfort rather than traffic performance (Kesting et al., 2008), which creates a discrepancy between the technology’s current behavior and its potential capabilities.

Initial analysis of ACC technology suggested that ACC vehicles may help improve stability and dissipate shockwaves, but did not draw clear conclusions about the impact on capacity and performance (Van Arem et al. 1996; Zwaneveld and Van Arem 1997; Yokota 1998). For example, Van Arem et al. (1996) developed a simple acceleration control strategy that incorporated both speed and distance controllers, which they used in a microsimulation framework to evaluate the impact of varying ACC market penetration. Interestingly, they found that while the presence of ACC vehicles increased stability and did not have an appreciable affect on capacity, average traffic speeds decreased at higher demand levels. More recent ACC modeling research takes a similar methodological approach; they use existing car-following models, and capture the difference between ACC and standard vehicle behavior by choosing model parameters that reflect assumptions about time and distance headways. A car-following model widely-used for this purpose is the Intelligent Driver Model, which is a highly-detailed and realistic model that parameterizes vehicles’ acceleration responses in terms of maximum allowable acceleration and deceleration levels, time delay, and minimum spacing (Treiber and Kesting, 2013). Examples of ACC analyses using the IDM include Kesting et al. (2007), Kesting and Treiber (2008), Schakel et al. (2010), Horiguchi
and Oguchi (2014), and Ntousakis et al. (2015), while other car-following models such as the Optimal Velocity Model (e.g., Liang and Peng 1999; Davis 2004; Davis 2007) are also employed. Interestingly, the literature is divided when it comes to the overall impact of ACC vehicles in mixed traffic; some studies suggest positive improvements in capacity or stability (e.g., Treiber and Helbing 2001; Davis 2004), while others are less optimistic (e.g., Marsden et al. 2001). Thus, as Kesting et al. (2008) point out, the results depend significantly on the assumptions made.

From a V2V communication perspective, models capture the fact that properly-equipped CVs can exchange relevant information with other nearby CVs and use the information to inform their driving behavior. While typical car-following models express a vehicle’s acceleration response in terms of variables that can be judged by a human driver (e.g., vehicle’s own speed, leading vehicle’s speed, separation between vehicles), models that incorporate V2V communication either explicitly or implicitly utilize information that would otherwise be unavailable in the decision-making framework.

In some cases, this involves incorporating additional information from the leading vehicle that could not otherwise be ascertained by a human driver (e.g., Li et al. (2016) propose a model which incorporates the leading vehicle’s throttle position in the decision framework). In others, it simply means representing V2V communication with a deterministic rather than stochastic model. For example, Talebpour et al. (2016) model standard vehicle behavior probabilistically using prospect theory, but argue that CVs employing V2V communication are able to accurately ascertain the leading vehicle’s behavior, and thus use the determin-
istic IDM to model vehicles with V2V communication. Another approach is to add extra terms to a car-following model to capture the fact that the acceleration response depends on the position/speed/acceleration of multiple vehicles. Models considering multiple forward vehicles (i.e., multi-anticipative models) include Chen et al. (2009), Chen et al. (2016) as well as Lenz et al. (1999), and Farhi (2012), which extend the Intelligent Driver Model (IDM), Optimal Velocity Model (OVM), and Linear Piecewise Model, respectively. Models which also incorporate multiple following vehicles include ones proposed by Zheng et al. (2011) and Jin et al. (2013). In both forward and rearward looking models, the literature suggests that knowledge of multiple vehicles’ behavior improves local and asymptotic (string) stability as well as traffic flow capacity.

Finally, existing research has also considered both ACC and CV technology together, seeking to model the impact of both driver assist automation and V2V communication at a microscopic level. The primary example of this is Cooperative Adaptive Cruise Control (CACC), where ACC vehicles have the ability to communicate with one another via V2V communication. Accordingly, modeling efforts incorporate combinations of the ideas described above for ACC and V2V communication, respectively. Research in this area includes Van Arem et al. (2006), Nowakowski et al. (2010), Schakel et al. (2010), Shladover et al. (2012), Milanés and Shladover (2014) and Askari et al. (2016), with the majority utilizing microsimulation frameworks to draw conclusions about traffic flow. For example, Van Arem et al. (2006) model the impact of CACC vehicles by using the same MIXIC microsimulation model that was previously described for ACC.
and assuming that V2V communication allows closer following distances between CACC-equipped vehicles. They focus on a lane-reduction scenario and conclude that CACC vehicles improve traffic stability and to a lesser extent efficiency. However, they also point out that the performance greatly depends on CACC vehicle penetration rate, and note that it degrades when less than 40% of the vehicle mix are CACC vehicles. Shladover et al. (2012) model a heterogeneous mixture of standard, ACC, and CACC vehicles by using a variant of Newell’s linear car-following model to represent standard vehicles, and a constant time gap control policy to model ACC and CACC vehicles in a microsimulation framework. One of the main contributions they claim is obtaining realistic time-gap values for modeling CACC traffic based on field experiments. Their results indicate that ACC vehicles are unlikely to impact capacity without V2V communication, but the presence of CACC vehicles at mid to high market penetration rates produces significant improvements. From a different perspective, Milanés and Shladover (2014) use experimental results from existing ACC, CACC, and IDM controllers on production vehicles to develop a simple car-following model that selects an appropriate following-vehicle speed based on the goal of minimizing gap error. Finally, Askari et al. (2016) compare CACC traffic dynamics using three different car-following models (Gipps, Improved IDM (IIDM), and Helly), and quantify how maximum vehicle acceleration and market penetration impact maximum throughput at intersections. They conclude that the IDM is best suited for modeling CACC/ACC vehicle dynamics.
2.2.2 Macroscopic Perspective

Analysis of ACC and V2V technology from a macroscopic approach is more limited in the literature, and generally takes one of two perspectives. The first involves finding an equilibrium flow-density relation (i.e., fundamental diagram) that captures the impact of ACC and/or V2V behavior, which can then be used in the LWR model. Analytical solutions for fundamental diagrams can be obtained by transforming car-following models to their macroscopic counterparts under steady-state conditions, but these fundamental diagrams represent steady-state car-following behavior for homogeneous, not heterogeneous traffic. A small body of literature seeks to address this by proposing multi-class kinematic wave models that consider how different classes interact with one another (e.g., Wong and Wong 2002; Logghe and Immers 2008; Qian et al. 2017), but these approaches do not focus on ACC or V2V technology. While they may be applicable to the CAV domain, it is unclear whether they can capture the effects of V2V communication, where a vehicle’s car-following behavior depends not only on its class, but how the vehicles are arranged. A handful of studies have analytically derived steady-state relations for heterogeneous CAV traffic, including Bose and Ioannou (2003), Levin and Boyles (2016), and Hussain et al. (2016). Bose and Ioannou (2003) start with a simple car-following relation and model mixed traffic consisting of standard and ACC vehicles by producing fundamental diagrams for 100% manual and 100% semi-automated traffic, after which they combine the two curves to form an aggregate one. From a different perspective, Hussain et al.
(2016) consider constant car-following headways at capacity conditions for different classes of CAVs, taking a probability-weighted average of these headways based on the CAV market penetration. Focusing on higher levels of automation, Levin and Boyles (2016) characterize AV behavior through improvements in reaction time in a collision-avoidance car-following model (Kometani and Sasaki, 1959), and derive a triangular fundamental diagram whose shape is parameterized by reaction time. However, rather than representing mixed traffic in a single fundamental diagram, they propose a multi-class Cell Transmission Model, which solves the LWR model numerically for multiple vehicle classes.

The second approach uses second-order models, which retain the continuity equation from Equation 4.1, but add a second PDE to describe speed dynamics as a function of density, local speed, speed changes, and non-local effects (Treiber and Kesting, 2013). A number of models have been proposed for representing ACC, including Darbha and Rajagopal (1999), Wang and Rajamani (2004), Yi and Horowitz (2006), Ngoduy (2012), and Nikolos et al. (2015). For example, Yi and Horowitz (2006) derive a second-order traffic model for ACC traffic based on the continuity equation and velocity dynamics that depend on a traffic concentration policy. However, this approach assumes that traffic is composed of 100% ACC vehicles, and thus does not consider mixed traffic. Wilson et al. (2004), Zheng et al. (2015), and Ngoduy and Jia (2016) present similar approaches, but focus in particular on modeling V2V communication with multiple leading or following vehicles. Ngoduy (2012) derives a multi-class macroscopic model for standard and ACC vehicles using the gas-kinetic-based traffic (GKT) model and adds an
acceleration term to represent ACC behavior. He finds that the presence of ACC vehicles leads to increased upstream wave speed, but that ACC vehicles help stabilize traffic and improve flows leaving a bottleneck. Building off this approach, he extends the model to also incorporate V2V communication by considering multi-anticipative effects, finding that CACC vehicles help stabilize traffic and improve equilibrium capacity relative to ACC vehicles (Ngoduy, 2013). Similarly, Nikolos et al. (2015) use the GKT model to characterize ACC and CACC traffic, but diverge from how Ngoduy models CACC vehicles by modifying the relaxation rather than convective term, and also postulating that CACC vehicles are capable of following one another at shorter time gaps. However, the model assumes that the vehicles are all ACC or CACC, without modeling heterogeneous mixtures of vehicle class. To address this, Delis et al. (2016) incorporate a penetration rate term into the formulation and perform a case study on a ring road and highway with a merge ramp, concluding that increasing CACC penetration improves both stability and capacity. However, it is unclear whether the model properly accounts for how multi-anticipative relaxation times change at low penetration rates, and further explanation would be useful to justify the penetration rate assumptions.

2.2.3 Discussion

Since connected and automated vehicles will likely share the road with standard vehicles during a phase-in period, it is important for any modeling frame-
work to be able to handle heterogeneous traffic conditions. While the heterogeneous framework can be developed with a microsimulation approach (e.g., Van Arem et al. 2006; Shladover et al. 2012), this thesis is interested in capturing the aggregate equilibrium impact of heterogeneous traffic for a large-scale planning perspective, for which the macroscopic approach is most suitable. From a macroscopic perspective, there are few existing options for modeling heterogeneous traffic flow consisting of arbitrary mixes of CACC vehicles. While a few second-order continuum models are capable of modeling CACC traffic well (e.g., Ngoduy 2013; Delis et al. 2016) and are useful for cases in which dynamic speed information is necessary (e.g., speed-harmonization), they currently have limited ability to account for heterogeneous traffic. Even as these techniques continue to mature, the second-order modeling approach characterizes vehicle dynamics at a high level of detail (i.e., incorporating anticipation, speed adaptation time, speed/density gradients, non-local effects), which requires numerical solutions that are harder to implement and calibrate relative to simpler models. Much like with microscopic approaches, this thesis is more interested in the high-level planning perspective, and seeks to quantify heterogeneous traffic in terms of steady state aggregate characteristics. From the first-order perspective, existing research either does not consider V2V communication (e.g., Bose and Ioannou 2003; Levin and Boyles 2016), or focuses only on capacity without characterizing the entire range of aggregate traffic states (e.g., Hussain et al. 2016).

Accordingly, this thesis seeks to fill the gap in the literature by proposing a methodology to model steady state, macroscopic traffic flow relations as a func-
tion of CACC market penetration. Beginning with microscopic car-following theory and physically meaningful parameters, this approach analytically develops a simple macro-level representation of these heterogeneous dynamics suitable for first-order macroscopic models without requiring microsimulation techniques or detailed second-order continuum models. Thus, it distills the complexities of CACC car-following dynamics into aggregate steady state curves, which are suitable for first-order traffic models.
Chapter 3:  Modeling Equilibrium Behavior of Heterogeneous Traffic with CACC Vehicles

3.1 Overview

The goal of this section is to develop a macroscopic framework for modeling heterogeneous traffic consisting of both standard, human-driven vehicles and Cooperative Automatic Cruise Control (CACC) vehicles - which are equipped with ACC and have the ability to communicate with one another via V2V communication. We begin by qualitatively discussing their behavioral characteristics, and state assumptions that will guide the modeling process. Next, we provide an overview of the Longitudinal Control Model (LCM), which is the traffic model that will be used to represent standard and CACC driving dynamics. Employing the assumptions developed earlier, we model interactions between standard and CACC vehicles at a microscopic, individual-vehicle level and choose LCM model parameters to represent these dynamics. We then aggregate over space and time to obtain steady state macroscopic equivalent representations of these different car-following combinations (i.e., standard following standard, standard following CACC, CACC following standard, and CACC following CACC). Finally, we
discuss how to combine these relationships together to characterize overall traffic performance as a function of CACC vehicle proportion on a lane, concluding with a numerical example to illustrate the process and investigate the sensitivity of capacity to parameter choice.

3.2 Vehicle Classes and Behavioral Assumptions

The two vehicle classes considered in this study are standard vehicles (denoted S) and CACC vehicles (denoted C). S vehicles are ordinary, human-driven vehicles without adaptive cruise control or the ability to communicate with other vehicles. In contrast, C vehicles have adaptive cruise control and use sensors (e.g., radar or lidar) to measure the distance to the leading vehicle, recognize how this distance changes over time, and actuate the accelerator or brake to respond appropriately. Furthermore, this vehicle class is equipped with V2V communication, meaning that they can obtain position/speed/acceleration from the leading vehicle via DSRC (or similar communication protocol) if both the leader and follower are C vehicles. Based on these vehicle classes and the possible car-following arrangements, heterogeneous traffic consists of three types of equilibrium car-following behavior: (1) when a S vehicle follows any vehicle (S), (2) when a C vehicle follows a S vehicle (C-S), and (3) when a C vehicle follows another C vehicle (C-C). We begin by qualitatively discussing their behavioral characteristics, and state assumptions that guide the modeling process.

- **S**: Regardless of the preceding vehicle type, S car-following behavior is char-
acterized by human factors such as perception and reaction time, following distance preference, and level of aggressiveness.

- **C-S**: When a C vehicle follows an S vehicle its acceleration response is governed by adaptive cruise control, and it cannot make use of V2V communication. Based on ACC sensor technology, we assume that the vehicle’s response time (consisting of measurement, planning, and execution time) is faster than the human perception and reaction process. However, existing research suggests that ACC tends to be comfort-oriented and risk-averse, with many researchers concluding that ACC vehicles yield negligible impact on capacity in a traffic stream (e.g., Van Arem et al. 1996; Shladover et al. 2012). Thus, we describe C-S behavior as being more responsive (i.e., reacting more rapidly to stimuli), but also more conservative (i.e., less willing to follow at unsafe distances).

- **C-C**: When a C vehicle follows another C vehicle its acceleration response is still governed by ACC, but now we assume that the follower can anticipate the leader’s behavior more rapidly due to V2V communication; when the leading C vehicle’s estimation algorithm determines that it needs to decelerate, it communicates its intentions to the following vehicle, which allows the following vehicle to recognize that it needs to decelerate before arriving at that conclusion based on successive distance measurements. Accordingly, we assume that C-C average response time is faster than C-S.
3.3 Longitudinal Control Model (LCM)

In order to model this behavior, we turn to a recently proposed traffic model called the Longitudinal Control Model (LCM), which seeks to merge physical constraints and human behavior in a flexible, efficient way (Ni et al., 2015). On a microscopic level, the LCM is intended to be a general framework that specifies the functional form of vehicular acceleration while allowing different safety following rules - a consequence of which is that it can produce many existing car-following models. Furthermore, in steady-state conditions the model can be used to represent aggregate traffic flow relations as a function of meaningful parameters.

3.3.1 Microscopic Representation

The LCM describes a vehicle’s car-following behavior in terms of the forces which act upon it. Thus, when vehicle $i$ is following vehicle $j$, vehicle $i$’s driving behavior is characterized by the overall balance in forces:

$$\sum F_i = G_i - R_i - F_{ij} \quad (3.1)$$

where

$G =$ driving force

$R =$ road resistance

$F =$ interaction force with preceding vehicle
The terms in the force balance equation are general descriptions of the different forces, but can take on various forms based on assumptions and modeling techniques. Ni presents one form of this force balance, which appears to be motivated by empirical evidence and the goal of developing an overarching unifying theory that can generalize other existing models:

\[ G_i = A_i \]
\[ R_i = A_i \left( \frac{\dot{x}(t)}{v_i} \right) \]
\[ F_{ij} = A_i \left( e^{1 - \frac{s_{ij}(t)}{s^*(ij)}} \right) \]

yielding

\[ \ddot{x}(t + \tau) = A_i \left( 1 - \left( \frac{\dot{x}(t)}{v_i} \right) - e^{1 - \frac{s_{ij}(t)}{s^*(ij)}} \right) \]

where

- \( x_i \) = vehicle i’s position [ft]
- \( \dot{x}_i \) = vehicle i’s speed [ft/s]
- \( \ddot{x}_i \) = vehicle i’s acceleration [ft/s²]
- \( v_i \) = vehicle i’s desired speed [ft/s]
- \( A_i \) = vehicle i’s maximum acceleration [ft/s²]
- \( \tau \) = time delay [sec]
- \( S_{ij} \) = actual spacing between following vehicle i and leading vehicle j [ft]
- \( S^*_{ij} \) = spacing that vehicle i desires between itself and leading vehicle j [ft]
One of the reasons why this model is so flexible is that the desired spacing rule $S_{ij}^*$ can take on many different forms depending on the aspects of car-following that the modeler wants to emphasize. Ni proposes a spacing rule that allows a following vehicle to stop before hitting its predecessor given an effective vehicle length $l_{ej}$, response time $\tau$ and deceleration rate that is dependent on the following driver’s maximum deceleration $b_i$ and the assumed maximum deceleration of the leading vehicle $B_j$. This is a slightly modified version of Gipps’ model, where the vehicle of interest and its predecessor are allowed to have different deceleration values (i.e., $b$ and $B$) and the velocity is assumed constant during the perception reaction time. In other words,

$$S_{ij}^* = l_{ej} + \dot{x}_i\tau + \frac{\ddot{x}_i^2(t)}{2b_i} - \frac{\ddot{x}_j^2(t)}{2B_j}$$

(3.6)

where $S_{ij} \geq l_{ej}$. To understand this spacing rule, consider a leader-follower pair for which the leading vehicle may decelerate quickly at any point in time. How far should the following vehicle position itself behind the leading vehicle such that it can safely stop without causing an accident? Regardless of the speed at which the vehicles are traveling, the spacing must always be greater than the length of the preceding vehicle $l_j$ to prevent an accident (since spacing is measured from front bumper to front bumper). Adding a small buffer (where the value depends on the comfort level of the individual driver) to the length of the leading vehicle yields the base following distance irrespective of speed: $l_{ej}$. Additionally, when the leading vehicle decelerates quickly, some reaction perception time passes before the following vehicle’s driver notices the tail lights, processes
the information, and presses the brake pedal. During this time, the vehicle traverses a distance of $\dot{x}_i \tau$, which is the second term in the equation. The final aspect to consider is the braking distance, which may be different for the leading and following vehicle depending on how fast they are going and the rate at which they are willing to decelerate. Thus, the last two terms capture the fact that the following vehicle estimates how much braking distance it needs relative to the leading vehicle, and (subconsciously) adds or subtracts distance to account for this. This adds behavioral realism to the model, since often times drivers do not follow at an appropriate "safe" distance such that they could stop soon enough to avoid a collision. In steady state conditions we assume both vehicles are traveling at the same speed, which implies that this safe spacing rule can be rewritten as:

$$S_{ij}^* = l_{ej} + \dot{x}_i \tau + \left( \frac{1}{2b_i} - \frac{1}{2B_j} \right) \dot{x}_i^2(t) \quad (3.7)$$

$$= l_{ej} + \dot{x}_i \tau + \gamma \dot{x}_i^2(t) \quad (3.8)$$

where $\gamma$ captures the degree to which the trailing vehicle estimates they can decelerate relative to the leading vehicle. In some sense, $\gamma$ captures the notion of aggressiveness, and can be used to make this safe spacing model more realistic. For example, negative values of $\gamma$ imply more aggressive driver populations, which are often observed when calibrating the model based on real-world data.

In summary, the LCM microscopic formulation captures car-following behavior with the following parameters: \{$v_f, \tau_i, A_i, b_i, B_j, l_{ej}$\}. Of particular interest is the fact that the model incorporates notions of minimum following distance,
reaction time and levels of aggressiveness, which are important concepts to consider when modeling the distinction between S and C vehicles.

3.3.2 Macroscopic Representation

Microscopic vehicle behavior can be aggregated to the macroscopic level by considering the steady-state average behavior of the vehicles. Starting with the microscopic representation, we set the acceleration equal to zero and solve for the space mean speed, noting that the spacing terms $S_{ij}$ and $S_{ij}^*$ become average densities $k$ and $k^*$ without subscripts because they represent average behavior.

\[
\ddot{x}(t + \tau) = A_i \left( 1 - \left( \frac{\dot{x}(t)}{v_i} \right) - e^{1 - \frac{S_{ij}(t)}{S_{ij}^*(t)}} \right) \quad (3.9)
\]

\[
0 = \left( 1 - \left( \frac{v}{v_f} \right) - e^{1 - \frac{k}{k^*}} \right) \quad (3.10)
\]

\[
v = v_f \left( 1 - e^{1 - \frac{k}{k^*}} \right) \quad (3.11)
\]

The steady state ideal spacing can be found by starting with the initial formulation. After dropping the subscripts and changing individual speeds to average speeds we have:

\[
S_{ij}^* = \frac{\dot{x}_i^2(t)}{2b_i} - \frac{\dot{x}_j^2(t)}{2B_j} + \dot{x}\tau + l_{e_j} \quad (3.12)
\]

\[
S^* = \frac{v^2}{2b} - \frac{v_f^2}{2B} + \tau v + l_e \quad (3.13)
\]

\[= \gamma v^2 + v\tau + l_e \quad (3.14)\]
Note that $S^*$ is a function of speed $v$, and represents the spacing between a vehicle and its leader that an average driver would be comfortable tolerating at a given speed. We can equivalently express this in terms of density rather than spacing:

$$k^* = \frac{1}{S^*} = \frac{1}{\gamma v^2 + \tau v + l_e}$$  (3.15)

Putting it all together, we can express the relationship between speed and traffic density as:

$$v = v_f \left(1 - e^{1 - \frac{1}{k^*} \left(\frac{1}{\gamma v^2 + \tau v + l_e}\right)}\right)$$  (3.16)

$$k = \frac{1}{(\gamma v^2 + \tau v + l_e) \left(1 - \ln \left(1 - \frac{v}{v_f}\right)\right)}$$  (3.17)

Finally, we express flow in terms of speed:

$$q = kv = \frac{v}{(\gamma v^2 + \tau v + l_e) \left(1 - \ln \left(1 - \frac{v}{v_f}\right)\right)}$$  (3.18)

Thus, macroscopic equilibrium traffic flow can be characterized with the following parameter set: $\{v_f, \tau, \gamma, l_e\}$

### 3.4 Characterizing S and C Behavior with the LCM

Each of the three equilibrium car-following behaviors (S, C-S, and C-C) can be described by its own LCM parameter set and Equations 3.17 and 3.18. Table 3.1 expresses these parameters in terms of the following variables:
### Table 3.1: Parameter values representing car-following configurations.

<table>
<thead>
<tr>
<th>Variable</th>
<th>S</th>
<th>C-S</th>
<th>C-C</th>
<th>Comments</th>
</tr>
</thead>
<tbody>
<tr>
<td>Response time $\tau$ [s]</td>
<td>$T_s$</td>
<td>$T_c$</td>
<td>$T_c - T_a$</td>
<td>$0 &lt; T_c &lt; T_s$</td>
</tr>
<tr>
<td>Aggressiveness $\gamma$ [ft$^2$/s]</td>
<td>$\gamma_s$</td>
<td>$\gamma_c$</td>
<td>$\gamma_c$</td>
<td></td>
</tr>
<tr>
<td>Minimum following separation $s_0$ [ft]</td>
<td>$s_{0_s}$</td>
<td>$s_{0_c}$</td>
<td>$s_{0_c}$</td>
<td>$s_{0_c} \leq s_{0_s}$</td>
</tr>
<tr>
<td>Effective vehicle length $l_e$ [ft]</td>
<td>$l + s_{0_s}$</td>
<td>$l + s_{0_c}$</td>
<td>$l + s_{0_c}$</td>
<td></td>
</tr>
<tr>
<td>Free flow speed $v_0$ [mph]</td>
<td>$v_0$</td>
<td>$v_0$</td>
<td>$v_0$</td>
<td></td>
</tr>
</tbody>
</table>

$T_s$ = human perception-reaction time [s]

$T_c$ = C measurement, estimation and response time [s]

$T_a$ = anticipative response time savings from V2V communication [s]

$\gamma_s$ = human driver aggressiveness [s$^2$/ft]

$\gamma_c$ = C aggressiveness [s$^2$/ft]

$s_{0_s}$ = minimum allowable separation for S vehicles [ft]

$s_{0_c}$ = minimum allowable separation for C vehicles [ft]

$l$ = average vehicle length (any type) [ft]

#### 3.5 Modeling Heterogeneous Traffic

Having developed a methodology for representing the possible S and C car-following relationships through the LCM, we now quantify the aggregate macroscopic traffic flow implications when both classes of vehicle are combined together on a single traffic lane. In particular, we are interested in how the steady state performance changes as demand and market penetration of C vehicles vary.
3.5.1 Probabilities of Car-following Behaviors

In order to describe aggregate steady-state traffic dynamics, we need to quantify the percentage of traffic that falls into each of the three possible equilibrium car-following categories: S, C-S, and C-C. This depends both on the overall proportion of C vehicles, as well as how C vehicles are arranged within the lane, where vehicle arrangement ranges between two extremes: randomly dispersed (i.e., representing random arrivals), and fully separated (i.e., long platoons of each vehicle type).

To do so, consider a single lane of a fixed distance that contains an arbitrary mix of S and C vehicle flows represented by $q_s$ and $q_c$ respectively. Define the proportion of each type of vehicle as $p_s$ and $p_c$, with

$$ p_s = \frac{q_s}{q_s + q_c} \quad (3.19) $$

$$ p_c = \frac{q_c}{q_s + q_c} \quad (3.20) $$

First assume that C vehicles are randomly mixed with S vehicles (i.e., vehicles arrive randomly). In this case the probabilities for each of the car-following configurations are given by:

$$ P(S) \approx p_s(p_s) + p_s(p_c) = p_s(p_s + p_c) = p_s = (1.0 - p_c) \quad (3.21) $$

$$ P(C-S) \approx p_c(p_s) = p_c(1.0 - p_c) \quad (3.22) $$

$$ P(C-C) \approx p_c(p_c) = p_c^2 \quad (3.23) $$

Next, consider how these probabilities change when the vehicle classes are di-
vided into separate platoons (which likely would require a control strategy to achieve). In this case $P(S)$ does not change (because this configuration does not depend on the type of the leading vehicle), but the C-C configurations disappear and all become C-C (with a single possible CV-SV configuration at the platoon boundary, whose impact is negligible for large demands). Thus, the probabilities are given by:

\[
P(S) \approx (1.0 - p_c) \tag{3.24}
\]

\[
P(C-S) \approx 0 \tag{3.25}
\]

\[
P(C-C) \approx p_c \tag{3.26}
\]

More realistically, the vehicle arrangement will fall somewhere between these two extremes. It is unlikely that perfect separation is achievable on a single lane (at least for reasonable mixtures of S and C vehicles), even with control measures in place. Likewise, a random arrangement is somewhat unrealistic, as human drivers will likely have preferences and biases that determine who they choose to follow. Accordingly we parameterize the C-S and C-C probabilities to allow them to vary linearly between their minimum and maximum values. To do so, we introduce vehicle arrangement parameter $A$, where $0.0 \leq A \leq 1.0$. When $A = 0.0$, the probabilities of C-S and C-C represent randomly arranged C vehicles, while $A = 1.0$ yields probabilities representing maximum separation between classes. Using $A$, we rewrite the probabilities of the car-following con-
configurations as:

\[
P(S) \approx (1.0 - p_c) \tag{3.27}
\]

\[
P(C-S) \approx p_c (1.0 - p_c)(1.0 - A) \tag{3.28}
\]

\[
P(C-C) \approx p_c^2 + p_c (1.0 - p_c) A \tag{3.29}
\]

Figure 3.1 plots the probabilities for each of the three configurations against C proportion, repeated for different vehicle distributions (i.e., A values). As we reasoned earlier, the probability of S is independent of A, while the probability of C-S and C-C depends on how the vehicles are arranged.

### 3.5.2 Aggregate Performance

The aggregate behavior of traffic in a lane depends upon the weighted contribution of behavior from each of the three car-following configurations. We have already defined the probability of each car-following configuration as a

![Figure 3.1: Probabilities of S, C-S, and C-C car-following configurations.](image-url)
function of overall lane C proportion and a parameter that captures how the vehicles are arranged. Thus, we use these probabilities in conjunction with the LCM macroscopic relations of Equations 3.17 and 3.18 to form probability-weighted aggregate fundamental diagrams.

These equations express density and flow as a function of velocity, so every valid speed (i.e., less than or equal to free flow speed) maps to unique density and flow values (which are different for S, C-S, and C-C because they each use different parameters). To see how aggregate traffic behaves at a particular speed, a weighted average of the corresponding densities and flows of each car-following configuration are taken, with weights based on the probability of their occurrence.

Thus, the aggregate density and flow at a given speed and proportion of C vehicles are expressed as:

\[
k_{agg}(v) = P(S) \cdot k_S(v) + P(C\cdot S) \cdot k_{C\cdot S}(v) + P(C\cdot C) \cdot k_{C\cdot C}(v)
\]

\[
q_{agg}(v) = P(S) \cdot q_S(v) + P(C\cdot S) \cdot q_{C\cdot S}(v) + P(C\cdot C) \cdot q_{C\cdot C}(v)
\]

Performing these calculations across speeds on the interval \([0, v_f]\) yields aggregate flow-density, speed-density, and speed-flow curves, which capture heterogeneous dynamics in a single curve.
3.6 Numerical Example

Consider a road with a speed limit of 60 mph, and demand consisting of both S and C vehicles. Assuming that all vehicles have the same free flow speed and vehicle length, we choose the following parameters to characterize S, C-S, and C-C car-following behavior in terms of the Longitudinal Control Model:

{\(v_f, \tau, \gamma, l_e\)}_S = \{60 \text{ mph}, 1.2 \text{ s}, -0.012 \text{ s}^2/\text{ft}, 25 \text{ ft}\}, \{v_f, \tau, \gamma, l_e\}_\text{CS} = \{60 \text{ mph}, 0.45 \text{ s}, 0 \text{ s}^2/\text{ft}, 23 \text{ ft}\}, \text{ and } \{v_f, \tau, \gamma, l_e\}_\text{CC} = \{60 \text{ mph}, 0.2 \text{ s}, 0 \text{ s}^2/\text{ft}, 23 \text{ ft}\}, \text{ which are summarized in Table 3.2. While these values are primarily selected to illustrate the methodology presented, their justification is based on the behavioral assumptions made earlier. That is, the parameters for S are first selected to characterize realistic human driver behavior (i.e., reasonable human response times, physically meaningful deceleration rates implied by the aggressiveness parameter, and resulting capacity similar to Highway Capacity Manual estimates for a 60 mph speed limit), after which C-S is chosen to represent a more responsive yet less aggressive approach that has a negligible impact on capacity. Finally, C-C captures anticipative response time savings from V2V communication by reducing the response time parameter relative to C-S. Thus, the goal of this numerical example is

<table>
<thead>
<tr>
<th>Variable</th>
<th>S</th>
<th>C-S</th>
<th>C-C</th>
</tr>
</thead>
<tbody>
<tr>
<td>Response time (\tau) [s]</td>
<td>1.2</td>
<td>0.45</td>
<td>0.2</td>
</tr>
<tr>
<td>Aggressiveness (\gamma) [ft^2/s]</td>
<td>-.0125</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>Minimum following separation (s_0) [ft]</td>
<td>10</td>
<td>8</td>
<td>8</td>
</tr>
<tr>
<td>Effective vehicle length (l_e) [ft]</td>
<td>25</td>
<td>23</td>
<td>23</td>
</tr>
<tr>
<td>Free flow speed (v_0) [mph]</td>
<td>60</td>
<td>60</td>
<td>60</td>
</tr>
</tbody>
</table>

Table 3.2: Parameter values used for numerical example.
to provide general insight into how C market penetration affects the shape of the aggregate fundamental diagram under behavioral assumptions. Additionally, we briefly perform a sensitivity analysis to quantify how using slightly different parameter choices to differentiate ACC and V2V communication relative to S vehicles would affect capacity.

Figure 3.2 plots the following steady-state relations for each of the three car-following configurations based on the parameter sets: (a) spacing-speed, (b) speed-density, (c) flow-density, and (d) speed-flow. Plot (c) indicates that S and C-S have similar lane capacities (around 2100-2200 vph), but achieve maximum throughput at different densities. The S curve - which is characterized by human reaction times and higher levels of aggressiveness - reaches capacity at a relatively low density and has a small range of densities at which it can support near-capacity conditions, whereas the C-S curve - which is characterized by automated response and a more conservative approach - achieves capacity at higher densities and has a wider range of density at which throughput is near capacity. Furthermore, although both have similar capacities, plot (d) indicates that S achieves capacity at a higher speed than C-S. Plot (b) shows that as traffic density approaches capacity in the uncongested regime the C-S speed barely decreases (which is due to the spacing-speed relation in plot (a)), while the S speed decreases more gradually. Thus, the C-S curve achieves capacity at a lower speed, which reflects the more conservative assumption. However, when traffic density exceeds that of capacity (i.e., enters the congested regime), the performance degrades much more rapidly for S than C-S. In contrast, the C-C curve
Figure 3.2: Steady-state traffic flow relations for S, C-S, and C-C car-following configurations.

has a much larger capacity (around 3000 vph), but its aggregate relations have a similar shape to C-S, reflecting fast response time and conservative tendencies. These three curves suggest that all else held constant, lower response times lead to decreased spacing for a given speed, and result in higher capacities. Likewise, increasing aggressiveness/risk tolerance can increase capacity, but also results in more rapid decrease in traffic at densities (i.e., average spacings) beyond the critical density. These results are intuitive; despite faster response times C-S does not significantly improve capacity because human drivers compensate by driving aggressively and maintaining unsafe following distances at higher speeds.

Figure 3.3 plots the following aggregate traffic flow relations for C proportions from 0.0 to 1.0 assuming a random arrival pattern: (a) flow-density, (b) speed-density, and (c) speed-flow. Note that the curves for $p_c = 0.0$ represent
Figure 3.3: Aggregate traffic flow relations for varying proportions of CACC vehicles.

The equilibrium relations for S from Figure 3.2, while the $p_c = 1.0$ curves represent the C-C relations. In between these extremes, the shape of the curves change based on the weighted contribution of the S, C-S and C-C curves. Plots (a) and (c) highlight an interesting result: as C vehicles are introduced to a lane with all S vehicles, the capacity initially decreases before eventually increasing at high market penetration. This occurs because although S and C-S curves have similar capacities, they achieve this capacity at different speeds (as shown in the speed-flow diagram of Figure 3.2). At $p_c = 0.0$ the maximum throughput is achieved at about 52 mph because human-driven vehicles often follow closely at high speeds (i.e., exemplifying risky following behavior). As a small fraction of C vehicles are introduced to the lane, the C-S car-following behavior reduces the capacity.
because despite their better reaction time, they are unwilling to follow as closely at 52 mph (since they were modeled as risk averse with $\gamma = 0$). Although C-S actually has a slightly higher capacity, it does so around 30 mph, and with only a small fraction of C vehicles on the lane their contribution is not enough to appreciably change where capacity occurs. As the C fraction continues to increase, the probability of C-C configurations increases nonlinearly, thus pulling up the overall capacity. This result is intuitive because at low C fractions there are not enough C vehicles for many C-C car-following configurations (which greatly improve performance), and the more conservative C-S driving style interferes with the aggressive manner in which standard vehicles maximize throughput.

To understand how these aggregate traffic flow relations depend on how C vehicles are arranged throughout the lane, we generate results for fixed C penetration while allowing $A$ to range from 0.0 (random) to 1.0 (fully separated). Figure 3.4 plots the aggregate relations for multiple $A$ values when $pc = 0.4$: (a) flow-density, (b) speed-density, and (c) speed-flow. The plots indicate that higher values of $A$ (i.e., increased separation of vehicle classes) correspond to greater maximum throughput and similarly-shaped fundamental diagrams.

Figure 3.5 considers the relation between overall lane capacity and C penetration for a range of C distribution assumptions. As we noted in Figure 3.3, when C vehicles are randomly distributed amongst traffic, the overall capacity initially decreases at low C penetration before increasing at mid to high penetration. Given a random arrangement of C vehicles in the lane, aggregate traffic relations are primarily affected by a combination of S and C-S curves at low C
Finally, we consider how slightly different choices of response time and minimum separation parameters would affect capacity. Figure 3.6 plots the per-lane capacity against C proportion for (a) varying C-C response times while holding the C-S response time constant (i.e., changing anticipative time savings from V2V communication), (b) varying C-S response time while holding the antici-
Figure 3.5: Capacity as a function of CACC proportion for varying vehicle arrangement assumptions.

Comparative response time savings constant (i.e., changing the impact of ACC while keeping the V2V impact constant), and (c) varying the minimum allowable separation for C vehicles. The baseline condition is indicated with a solid line in each of the plots, and perturbations about the current parameter value are considered in each direction. Plots (a) and (b) indicate that in the vicinity of the current parameter values, increasing/decreasing C-C or C-S response times by 0.1 second yields approximately 500 vph decreases/increases in capacity at 100% C market penetration, with less drastic changes at lower proportions of C vehicles. Increasing the size of the response time perturbation to 0.2 yields more drastic increases in capacity when it is lowered, and less drastic decreases when it is raised. Plot (c) suggests that the impact of minimum separation on capacity is not appreciable until market penetration reaches 50% or 60%. At 100% its effect is most pronounced, with every 1 foot increase/decrease in minimum separation.
corresponding to a 100 vph decrease/increase in capacity.

3.7 Summary

The framework proposed in this chapter allows us to model aggregate behavior of heterogeneous traffic consisting of S and C vehicles, which can be further used for analysis. Applications involve quantifying lane capacity under different C proportion and vehicle distribution assumptions, modeling operational performance on a network using the Cell Transmission Model, and evaluating policy decisions (e.g., assessing the value of implementing dedicated or managed C lanes). The numerical example in this chapter demonstrated the ability to generate equilibrium traffic flow curves and quantify lane capacity as a func-
tion of C proportion and vehicle arrangement, while the next chapter applies this framework to a multi-lane corridor.
Chapter 4: Application to Macroscopic Network Modeling

An important application of the previously-developed framework is evaluating heterogeneous traffic on a network with realistic traffic conditions. The aggregate relations developed in Chapter 3 serve as the theoretical underpinning for how heterogeneous traffic behaves, but this chapter integrates them into a larger framework that allows modeling a full range of traffic states, congestion effects, and time-varying demand. We begin by discussing the first order continuum traffic model and its numerical solution, extensions to network level-problems, and how to integrate the heterogeneous fundamental diagram in this framework. Next, we demonstrate the modeling capability by analyzing a small section of a freeway network with entrance and exit ramps, time-varying demand, and incidents that cause shockwaves to propagate along the corridor. We repeat this procedure while varying the market penetration of cooperative adaptive cruise control (C) vehicles, and draw conclusions about the impact of market penetration on overall operational performance.
4.1 First-Order Continuum Traffic Model

As described in Chapter 2, the LWR model is given by the continuity equation coupled with the assumption that traffic flow is in equilibrium with actual traffic density, given by:

\[
\frac{\partial k(x,t)}{\partial t} + \frac{\partial q(x,t)}{\partial x} = 0 \tag{4.1}
\]

\[
q(x,t) = q_e(k(x,t)) \tag{4.2}
\]

where \( q \) is the hourly vehicle flow, \( k \) is the vehicle density, and \( x \) and \( t \) represent position and time, respectively.

4.1.1 Numerical Solution: Cell Transmission Model

The LWR model is often solved numerically with a finite difference method called the Cell Transmission Model (Daganzo, 1994). To illustrate this approach, consider the road shown in Figure 4.1, which is spatially discretized into a number of smaller segments, referred to as cells. Using density as the state variable, Equation 4.1 can be discretized in space and time, yielding the following density update equation for cell \( i \):

\[
\begin{array}{cccccc}
... & i - 1 & i & i + 1 & ... \\
\end{array}
\]

Figure 4.1: Spatial discretization for CTM
\[ k_{t+1}^i = k_t^i + \frac{T}{L} [Q_{t}^{up} - Q_{t}^{down}] \] (4.3)

where:

\( k_t \) = traffic density on the cell at time \( t \) [veh/mi/lane]

\( T \) = constant time step between iterations [s]

\( L \) = cell length [mi]

\( Q_{t}^{up} = Q_t(k_i^{i-1}, k_i^i) \) = flow rate at the upstream cell boundary at time \( t \) [veh/hr]

\( Q_{t}^{down} = Q_t(k_i^i, k_i^{i+1}) \) = flow rate at the downstream cell boundary at time \( t \) [veh/hr]

The flux equation \( Q(a, b) \) is used to calculate the flow rate between adjacent cells based on the following supply/demand rules for upstream cell with density \( a \) and downstream cell with density \( b \).

\[ Q_t(a, b) = \min\{D_t(a), S_t(b)\} \] (4.4)

where \( D_t(a) \) is the flow demanded by the upstream cell at time \( t \), and \( S_t(b) \) is the flow supplied by the downstream cell at time \( t \). These supply/demand functions are defined by:
These rules show that the flux function depends on both the equilibrium flow-density relation of both upstream and downstream cells.

Additionally, note that the choice of $L$ and $T$ must satisfy the CFL condition (Courant et al., 1967) to maintain numerical stability:

$$\frac{T \cdot v_f}{L} \leq 1.0$$

This numerical stability condition ensures that vehicles traveling at speeds up to and including $v_f$ cannot pass through an entire cell in a single iteration.

To summarize the CTM: at discrete time intervals, each cell is updated to reflect the new traffic state that is a result of the previous state and any changes that occurred during the most recent time step, with flux rules at the cell boundaries controlling the number of vehicles that can pass between cells.

### 4.1.2 Network Extension

The LWR model and CTM numerical solution can be extended to more complex networks with merging/diverging behavior, but the flux rules that govern the amount of flow that may pass through cell boundaries are more complicated
because they have to account for the various possible geometries. Thus, the CTM update equation, Eq. 4.3, remains the same, but \( Q_{i}^{\text{up}} \) and \( Q_{i}^{\text{down}} \) are dependent on the network structure.

A modeling perspective described by Papageorgiou et al. (2010) uses a directed weighted-graph structure to represent the road network, with nodes representing sources, sinks, and points of discontinuity, and links connecting the nodes in the direction of travel, representing road segments and entrance/exit ramps. Since links can be arbitrarily long depending on the road geometry, they are often broken into smaller, equal sized segments called cells. These cells form the spatial structure for macroscopic traffic modeling, and are characterized by temporally varying traffic density as defined by the CTM. Note that a common simplification is to assume that only two links may enter or exit any given node, which reduces the complexity of the flux rule logic that governs the CTM solution.

4.1.3 Modeling Heterogeneous Traffic with C Vehicles

The first order macroscopic traffic model admits a generic equilibrium \( q-k \) relation, which is subsequently used in the Cell Transmission Model flux equation. Thus, \( C \) traffic can be incorporated into this framework by using an aggregate \( q-k \) curve developed from the methodology presented in Chapter 3.
4.2 Case Study: Freeway Corridor

In order to illustrate the fact that this framework can be used to analyze complex traffic conditions, this case study models a simple network with merging/diverging behavior, time-varying demand at the entrances and multiple incidents. In addition to demonstrating the modeling capability, the goal is to quantify the network operational performance by varying $C$ vehicle market penetration between 0.0 and 1.0.

The road network is represented by a directed graph, where the links are spatially discretized into cells that are approximately 0.25 miles long. Based on 10 second update time steps, the Cell Transmission Model (Eq 4.3) is used to characterize the traffic state evolution over the course of a two hour simulation time period based on an exogenously specified market penetration rate of $C$ vehicles.

4.2.1 Network

The simple network used for this case study is shown in Figure 4.2, and consists of a six mile corridor with four lanes in each direction, and has two origins, and two destinations. The network is divided into seven corridor links, each of which is discretized further into approximately .25 mile cells that provide a fine level of spatial resolution.
4.2.2 Inputs

The model inputs include time-invariant fundamental diagrams (and corresponding link parameters), and time-varying demand, split ratios, and incident occurrences.

4.2.2.1 Time-Invariant Parameters

The parameters summarized in Table 4.1 are used to describe human and C car-following behavior along the network. As described in Chapter 3, these parameters form the basis for developing the aggregate fundamental diagram as a function of C market penetration. Once the fundamental diagram is constructed, it can be used to obtain macroscopic parameters that are utilized in the simulation: capacity, critical density, and jam density.

Theoretically these fundamental diagrams could vary across the network (i.e., each link’s fundamental diagram may be obtained from different underlying parameters) but we assume that this network is characterized by constant geometry and driver behavior. Thus, we assume that each link uses the same fundamental diagram, which is shown in Figure 4.3 for five different C market

![Network Diagram](image)

Figure 4.2: Network used for case study.
penetration rates. Note that these fundamental diagrams are based on the assumption that vehicle traffic is nearly randomly distributed in each lane. To account for slight driver biases we use $A = 0.1$ (where $A$ ranges from 0.0 to 1.0, with 0.0 representing a random arrangement and 1.0 representing maximum separation between vehicle classes).

<table>
<thead>
<tr>
<th>Variable</th>
<th>S</th>
<th>C-S</th>
<th>C-C</th>
</tr>
</thead>
<tbody>
<tr>
<td>Response time $\tau$ [s]</td>
<td>1.2</td>
<td>0.45</td>
<td>0.2</td>
</tr>
<tr>
<td>Aggressiveness $\gamma$ [ft$^2$/s]</td>
<td>$-0.0125$</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>Minimum following separation $s_0$ [ft]</td>
<td>10</td>
<td>8</td>
<td>8</td>
</tr>
<tr>
<td>Effective vehicle length $l_e$ [ft]</td>
<td>25</td>
<td>23</td>
<td>23</td>
</tr>
<tr>
<td>Free flow speed $v_0$ [mph]</td>
<td>60</td>
<td>60</td>
<td>60</td>
</tr>
</tbody>
</table>

Table 4.1: Parameter values used in macrosimulation case study.
4.2.2.2 Time-Varying Parameters

Demand

Vehicle demand originates from two origin nodes: ON1 and ON2, which are connected to the corridor through origin links (ON1, N1) and (ON2, N5). The two hour simulation is divided into 8 fifteen minute time periods, during which demand at ON1 and ON2 can take on different values. In order to account for times at which demand exceeds capacity, we model the origin links as having infinite storage capacity, and use a simple queueing model to keep track of time spent waiting to enter the network.

Split ratios

Like demand, the split ratios (i.e., the ratio of vehicles taking each possible path at a diverging node) can vary over the course of the simulation. Here the only split ratio of interest occurs at node N3, where a percentage of vehicle demand exits to destination node DN1 and the rest continues along the corridor. For the sake of simplicity we assume that this value remains constant over the course of the simulation.

Figure 4.4: Demand patterns at origin nodes.
simulation, with 10\% of traffic demand exiting at N3. Thus, although we assume constant split ratios, we categorize split ratios as time-varying because in general they will likely change over the course of a day.

*Incidents*

In order to create interesting congestion patterns, we introduce two incidents over the course of the simulation time period. To do so, we reduce link capacity of two cells at different points during the simulation. These capacity reductions are illustrated in Figure 4.5, which shows capacity reductions of 30\% and 35\% for 300 and 1000 seconds at cells on links 2 and 6, respectively.

### 4.2.3 Software Implementation

The simulation logic described above was implemented in Python as a standalone program. The design approach was to develop a modular, object-oriented software library capable of performing analysis on arbitrary networks using any fundamental diagram, user-defined demand patterns, etc.

The basic usage involves providing inputs via appropriately-formatted csv
and json files detailing network geometry, demand, split ratios, incidents, fundamental diagram parameters, and various user options to control simulation time, time step size, output options, etc. This usage allows the user to run a simulation based on pre-specified inputs without interacting with the results until it is done.

The second, more advanced mode involves interacting with the simulation programmatically. This approach allows the user more control over simulation inputs, and is designed with real-time estimation applications in mind. For example, rather than providing the simulation with a description of how demand changes over an extended period of time based on historical data, the user can estimate traffic states for a single timestep (representing the immediate future), and use the results in a data assimilation framework.

On a high level, the program works by building a directed graph to manage the relationships between the nodes (origins, destinations, points of discontinuity, etc.) and links (road segments that are further divided into equal-length cells), and then iterating through all of the cells in the network and updating the traffic states based on the CTM update equation. The update equation depends on the cell’s fundamental diagram, demand levels, split ratios, incidents, and the road geometry - which characterizes how the flux rules are applied (i.e., whether to consider merging/diverging junctions). To do so, it relies on the following classes, which are briefly summarized here:

- **InputManager**: Manages the configuration options (e.g., simulation duration, iteration time step, fundamental diagram type), reads configuration
files if necessary, creates input data structures, and provides basic error-checking.

- **FundamentalDiagram**: Constructs aggregate traffic flow relations based on input parameters and the fundamental diagram type, and provides methods to return speed and flow as a function of traffic density.

- **Network**: Models the road network as a directed graph, and provides methods to answer relevant queries about nearby road segments (e.g., is a particular link the only one entering the downstream node from the same direction, or is there also another merging link?). Internally this class uses the Python graph theory library, iGraph.

- **Simulation** Runs the simulation for the specified time period using the configuration dictated by InputManager. This class does not perform the traffic state updates, but accesses the results at each iteration and keeps track of them for later analysis.

- **Macroscopic Traffic Model** This class is responsible for performing the traffic state update for all cells on the network. It makes use of generic classes to avoid overly-specific implementation details (e.g., it uses the Fundamental-Diagram class to map density values to speeds or flows without worrying about whether the underlying fundamental diagram is Greenshields, Triangular, LCM, etc) and implements the core logic. As each cell is updated, it uses the Network class to figure out whether the upstream and down-
stream cell boundaries involve merging/diverging links, and accounts for this when implementing the flux rules.

- **Results** Organizes and formats the simulation results so that they can be printed to the console or written to csv files.

- **Analysis** Provides methods to answer questions about the results. For example, using trajectory reconstruction, it can calculate the time-dependent travel time along different paths.

### 4.2.4 Results and Discussion

Figure 4.6 plots Vehicle Hours Traveled (VHT) against C market penetration, showing how total time in the system responds to incremental changes in the mix of standard and C vehicles as the demand patterns and other inputs remain unchanged. Figure 4.6 shows two measures of vehicle-hours: one on the

![Figure 4.6: VHT at varying CACC market penetration](image)

<table>
<thead>
<tr>
<th>Vehicle Hours Traveled</th>
</tr>
</thead>
<tbody>
<tr>
<td>1800</td>
</tr>
<tr>
<td>1750</td>
</tr>
<tr>
<td>1700</td>
</tr>
<tr>
<td>1650</td>
</tr>
<tr>
<td>1600</td>
</tr>
<tr>
<td>1550</td>
</tr>
<tr>
<td>1500</td>
</tr>
<tr>
<td>1450</td>
</tr>
<tr>
<td>1400</td>
</tr>
</tbody>
</table>
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corridor itself, and the other accounting for time spent waiting to enter the facility. The curves indicate that VHT increases as C vehicles are initially introduced on the network, and continues to rise until C market penetration reaches about 0.2, after which it decreases the rest of the way, reaching the baseline VHT level between 0.3 and 0.4. To explain these plots, it helps to recognize the total number of vehicles entering the system is constant across all scenarios (because the input demand is the same for all market penetrations of C vehicles), so the shape of the VHT curves depends only on how long vehicles spend in this system. Consequently, there are two reasons why the average time spent in the system changes as C market penetration increases. First, recall from Figure 3.3 that capacity initially decreases as C vehicles are introduced at low penetration rates; capacity drops from 8318 vph at $p_c = 0.0$ to 8151 vph at $p_c = 0.2$ for a loss of 167 vph. The demand levels for most of the simulation are 8000 vph or less, but there are two 15 minute time periods during which demand reaches 8500 vph, which exceeds capacity for low market penetration levels. During these 30 minutes, the vehicles that are unable to enter the facility form a queue at the system entrance, which grows faster for the case when market penetration is around 0.1-0.3 because demand exceeds capacity by a larger margin than the baseline condition. Thus, the VHT curve can be partially explained by capacity initially decreasing as C vehicles are introduced. The second contributing factor is that standard vehicles (i.e., $p_c = 0.0$) achieve maximum throughput at a higher speed than when C vehicles are introduced (reflecting assumptions about human driver aggressiveness). For market penetrations where $0.0 \leq p_c \leq 0.33$ the capacity is slightly larger than
8000 vph, which means the system operates just below capacity for much of the simulation (based on the specified demand levels). Under these conditions, the standard vehicle-only traffic is able to pass through the system at a higher speed than when a low percentage of C vehicles with less aggressive tendencies are mixed into the traffic stream. As market penetration increases beyond $p_c = 0.33$, the capacity increases, which both reduces queuing delay at the entrance and also means traffic operates farther away from capacity, thus increasing the speed and reducing VHT.

Based on this explanation, we would expect queues to form at the system entrance (i.e., demand originating from node ON1 at origin link OL1) during the two 15 time periods when demand exceed capacity, with the queue length greatest when capacity is the lowest: $p_c = 0.2$. Note that demand is much lower at the entrance ramp (i.e., demand originating from node ON2 at origin link OL2) and is always accommodated on the network, meaning that queues never form there. Figure 4.7 plots the queues at the system entrance only for low C market-penetration rates, because no queues form once $p_c$ exceeds 0.4.

Having investigated the aggregate network performance, we now turn our attention to Figure 4.8, which shows the time-varying space-mean speed at every cell along the main corridor for the baseline scenario in which $p_c = 0.0$. The y-axis represents the distance along the main corridor, with each cell equaling approximately a quarter mile, while the x-axis represents time at 10 second time intervals. This level of granularity helps visually highlight how speed changes propagate through the corridor, which is particularly useful when investigating
the impact of incidents. First, notice that vehicles travel through the system begin-
ning at the origin, with trajectories moving up and to the right (i.e., through space and time) at a slope given by the speed.

Ignoring the two congestion patterns for now, note that changes in input demand at the system entrance can be seen by the diagonal bands of equal color (i.e., equal speeds) that extend the length of the corridor and change every 15-30 minutes (matching the times at which the input demand curve steps to a new value). The bands are diagonal because it takes time for changes in demand at the system entrance to travel the length of the corridor and impact average speed downstream. Another feature that stands out is the horizontal band that encompasses the cells on links 3 and 4, and generally indicates higher speeds than up or downstream. This is due to the fact that there is an exit ramp immediately before the first cell on link 3, and 10% of traffic diverges, with only 90% contin-

![Figure 4.7: Queues at system entrance.](image-url)
Figure 4.8: Network speeds under baseline conditions.

ving on the main corridor, thus increasing the speed in this section. Similarly, there is an entrance ramp directly after link 4, which means that any flow on subsequent links has to come from a combination of link 4 and the entrance ramp OL2. If traffic is not congested on links 4 and 5, the speed on link 4 will be greater than link 5 because it has less vehicles traveling on it (due to the merging link), which explains the change in speed seen at the boundaries between links 4 and 5. However, if link 4 enters a congested state, the merge link entering the same downstream node may hamper its ability to send the maximum flow to try to dissipate the congestion.

Now consider the congestion patterns, focusing in particular on the incident taking place on cell 3 of link 6 between $t = 3000$ and $4000$ sec, characterized
by a 35% capacity reduction during this time period. At t = 3000 sec the flow on link 6 is 8090 vph, which represents a traffic state near capacity. When capacity is reduced from 8318 vph to 5406 vph at L6C3, the upstream cell’s density (i.e., L6C2) quickly enters a congested state because its outflow is limited to 5406 vph, while flow continues to enter at 8090 vph. As L6C2 becomes increasingly congested it starts to restrict the flow that can be sent in from its upstream cell, L6C1. In this manner the congestion jam front propagates backward along the corridor, which can be seen visually from the heatmap. The heatmap shows that the congestion moves down and to the right, with the vertical distance representing how far along the corridor the shockwave travels before being dissipated, and the horizontal distance indicating how long it takes to do so. Notice that the rate at which the wave moves backwards slows down when the demand decreases, because less flow entering a cell means that the density grows less rapidly and takes longer to affect the upstream cell.

To visually compare the network speeds, we generate heatmaps under varying C market penetration rates. Figure 4.9 summarizes these results, where plots (a)-(f) correspond to $p_c = 0.0, 0.2, 0.4, 0.6, 0.8, 1.0$, respectively. In general, we see that the congestion caused by the temporary capacity reduction on L6C3 decreases with higher market penetration. These results are intuitive; the capacity increases at high penetration rates, which means that a temporary capacity reduction has less impact on traffic flow. However, the more interesting case is the transition from $p_c = 0.0$ (plot a) to $p_c = 0.2$ (plot b), as this represents the initial introduction of C vehicles during which capacity decreases. Thinking about
Figure 4.9: Network speeds under varying C market penetration rates.
congestion purely from a capacity perspective, it may seem logical that the con-
gestion pattern should become more pronounced and take longer to dissipate in
this transition. However, this interpretation does not consider the shape of the
fundamental diagram and how it impacts traffic stability in the vicinity of capac-
ity. In chapter 3 we commented that despite the capacity drop, introducing C
vehicles smooths the transition between the uncongested and congested traffic
regimes, creating a less dramatic drop in flow and speed relative to the baseline
condition with no C vehicles. Judging by the heatmap in subplot (b), we see that
this appears to be the case. The backward-moving wave moves upstream more
slowly than under the baseline conditions, and dissipates earlier than when there
are no C vehicles on the road.

Figure 4.10 shows the fundamental diagrams for $p_c = 0.0$ and $p_c = 0.2$,
with dotted lines indicating the abrupt transition between pre and post-incident
traffic states. Prior to the incident both traffic states are almost at capacity, and
afterwards they drop by 35%. Based on the shape of the curves, it is evident
that the slope is more negative for the baseline scenario, which explains why the
heat map shows congestion moving upstream more rapidly for $p_c = 0.0$ than for
$p_c = 0.2$. These wave speeds are -12.22 mph and -8.87 mph, respectively, and rep-
resent the initial backward wave speed (which eventually changes during prop-
agation due to time-varying demand at the system entrance). Notice that in the
congested state the density is higher for $p_c = 0.2$ (about 111.5 veh/mi/lane versus
90 veh/mi/lane). This indicates that even with a lower capacity, the curve repre-
senting 20% C vehicles is able to accommodate an additional 21.5 veh/mi/lane
Figure 4.10: Shock wave formation due to incident.

while maintaining the same flow level. The result of this is that each cell can accept more incoming traffic flow before affecting the upstream cell, which slows the backward propagation of the shockwave. When the incident is cleared at $t = 4000$ on L6C3, another shock wave is sent upstream and overtakes the first wave. Due to the fact that the initial jam front moves backward at a slower speed when $p_c = 0.2$, the second wave is able to overtake it and dissipate the wave farther downstream (i.e., closer to the incident).

In summary, this simulation highlights two factors that impact traffic flow: capacity and the shape of the fundamental diagram. The impact of capacity is straightforward; higher capacity corresponds to higher theoretical throughput and lower volume to capacity ratio for a fixed volume - both of which decrease a system’s VHT. However, the shape of the fundamental diagram is also important. A flow-density diagram that peaks sharply at low densities achieves maximum throughput at high speeds, but breaks down quickly when experiencing conges-
tion. This corresponds to decreased VHT when the system is uncongested, but can cause the system to be unstable near capacity when traffic flow enters the congested regime. In contrast, smoother flow-density diagrams correspond to traffic flow dynamics which are less volatile; they have a wider range of traffic densities in which they can sustain volumes near capacity, and do not break down rapidly upon entering a congested regime. Putting these concepts in the context of C market penetration, we see that at penetration rates below 0.4 there is a trade off between capacity and stability. For example, at $p_c = 0.2$, capacity is lower than when $p_c = 0.0$, but the fundamental diagram is smoother and is better able to handle congestion. For penetration rates higher than $p_c = 0.4$ there is no longer a trade off; capacity increases while the fundamental diagram becomes increasingly smooth (i.e., less volatile and subject to quick transitions when exceeding the critical density).
In response to rapidly advancing automated and connected vehicle technology, this paper presents a framework for describing the equilibrium impact of cooperative adaptive cruise control (C) vehicles on traffic flow. In particular, it focuses on the phase-in period when traffic is composed of both standard (S) and C vehicles, describing how C market penetration affects capacity and traffic performance in a single lane, and extending the modeling framework for network-level analysis under varying demand levels and market penetration rates. Relative to previous work that tends to focus on capacity analysis or use microsimulation to generate aggregate results, this macroscopic modeling framework analytically considers how market penetration and distribution assumptions impact aggregate fundamental traffic relations. Thus, it captures heterogeneous microscopic car-following behavior at a macroscopic level under steady state conditions, which is much more tractable for large-scale analysis and planning applications.

The experimental results suggest that C vehicles may initially cause the overall lane capacity to decrease as they are introduced to a homogeneous traffic stream of standard vehicles, but eventually improve significantly at high market
penetration. Furthermore, even at low market penetration, C vehicles may help stabilize traffic by slowing congestion propagation due to the shape of the fundamental diagram. Although these results show that the critical point at which capacity begins improving is around 40% C vehicles, this point depends on the specific implementation of ACC and V2V technology and the existing driver population.

5.1 Extensions and Future Work

The line of research proposed in this thesis can be extended in a number of different directions, either by expanding the scope or addressing assumptions made in the paper. A few particularly interesting extensions include:

1. *Dedicated Lanes* Given the ability to quantify aggregate traffic characteristics for arbitrary mixes of standard and connected vehicles, a natural question that arises is whether it is advantageous to restrict access on some lanes to only C vehicles. Assuming there is no dynamic control strategy to optimize the vehicle allocation and that C vehicles can choose between general purpose lanes or dedicated C lanes depending on system performance, C vehicles will likely distribute themselves between both facilities in a User Equilibrium manner (i.e., where either all C vehicles travel on the C-only lane if it has better performance, or both the general purpose and C-only lanes have the same experienced travel time). In light of this, it would be interesting to analyze how the presence of dedicated lanes might impact
the total system cost. That is, given that all drivers behave according to UE driving strategies, does simply limiting access to certain lanes improve the overall system performance? If so, how many lanes should be allocated to C vehicles, and under what demand and market penetration rates does this hold?

2. Managed Lanes Rather than imposing access restrictions on particular lanes, it would be interesting to explore the extent to which system performance could be improved through dynamic lane management strategies. To assess the value of this, we could model a setup similar to the one described for dedicated lanes, but relax the UE assumption. Instead of assuming that C vehicles allocate themselves such that no driver can improve their travel time, we could solve an optimization problem to determine the system optimal allocation. If there is significant value to trying to shift the allocation from UE to System Optimal Equilibrium (SOE), a dynamic control strategy (e.g., dynamic pricing) could be employed to try to encourage the optimal number of C vehicles on the managed lane. Further research could explore whether it is ever worth giving standard vehicles an opportunity to pay for improved performance and join a lane typically reserved for C vehicles (analogous to High Occupancy Toll lanes).

3. Network Development This modeling approach can be utilized in a network-level optimization framework to determine where and when to best introduce C vehicles (or managed/dedicated lane infrastructure) onto a road
network. Specifically, the first order macroscopic model can be used to quantify traffic conditions and thus compute performance metrics that are used in the objective function.

4. **Impact of Platoons** This thesis captures the arrangement of C vehicles on a lane through parameter $A$, which describes whether vehicle classes are randomly mixed or completely separated. The analysis showed that performance improves when vehicle classes are separated, so it may be advantageous to impose some type of control measures to form platoons of connected vehicles, and treat them as a group instead of individual vehicles. For example, if C vehicles were able to platoon in all lanes, the optimal lane allocation problem considered in this paper would likely involve deciding how to allocate groups of standard and connected vehicles amongst lanes.

5. **Microsimulation modeling framework** Although this thesis focused on the macroscopic aspects of mixed standard and connected vehicle traffic, the LCM framework may be used to investigate microscopic car-following properties. In particular, it would be beneficial to compare the steady state curves derived analytically in this paper to ones obtained through microsimulation using the same LCM car-following model and assumptions. Modeling at the microscopic level would also allow for additional analyses, including investigation of local and string stability, and vehicle-level control applications.
While these extensions provide rich opportunities to further extend the literature, this thesis provides an important foundation for such research. By proposing a cooperative adaptive cruise control vehicle modeling framework, analyzing traffic flow impact on single and multiple lane roads, and quantifying optimal lane allocation strategies at the link level under varying demand and C market penetration, this thesis takes an important initial step in quantifying the impact of a potentially disruptive technology.
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