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Chapter 1: Introduction

Atmospheric aerosols also known as particulate matter (PM) can be defined as a collection of airborne solid or liquid particles with sizes ranging from 0.01 to 10 µm [Glossary, IPCC, 2001]. Aerosols are emitted from both natural sources (i.e., sea spray, deserts and volcanoes), and anthropogenic sources (i.e., coal/fossil fuel burning and biomass burning). Aerosols emitted directly into the atmosphere such as dust and sea salt are defined as primary aerosols whereas aerosols such as sulfate, nitrate and organic aerosols that are formed in the atmosphere from chemical reactions of precursor gases are defined as secondary aerosols [Hinds, 1999]. Aerosols play important roles in climate through their direct and indirect effects on the radiative balance of the earth. Growing attention is being paid to the impact of aerosols on the climate because atmospheric aerosol loadings have increased dramatically since the industrial revolution, and because aerosols are a major contributor to the uncertainty in radiative forcing of climate.. Figure 1.1 (taken from Brauer et al. [2015]) shows time series of population-weighted PM$_{2.5}$ (particulate matter with diameter < 2.5µm) during the last 25 years for the world's 10 most populated countries. Clearly, PM$_{2.5}$ concentrations are starting to decline in developed countries such as Japan and the United States but are still increasing in developing countries such as Brazil, India and Bangladesh. PM$_{2.5}$ concentrations in China are beginning to level off but are still the highest among the 10 most populated countries.
Figure 1.1. Global and country-level population-weighted mean (and 95% uncertainty intervals) concentrations of annual average PM$_{2.5}$ (µg/m$^3$) for 1990, 1995, 2000, 2005, 2010, and 2013 for the world’s 10 most populous countries [Brauer et al., 2015].

Due to its large population and fast economic development, China is the largest emission source of aerosols and their precursors [Li et al., 2011a]. The Aerosol Optical Depth (AOD) is an important measure of the aerosol loading. It is a dimensionless quantity that represents the total attenuation of radiation between the top of the atmosphere and the surface caused by aerosols. The observational study by Xin et al. [2007] showed an annual mean AOD of 0.43 at 19 stations in the Chinese Sun Hazemeter Network (CSHNET). These values are considerably higher than the global mean of AOD (0.19) over land from Moderate Resolution Imaging
Spectroradiometer (MODIS) [Remer et al., 2008]. Positive trends of AOD over the most populated regions in China (eastern and southern China) are evident from Sea-Viewing Wide Field-of-View Sensor (SeaWiFS) retrievals between 1997 and 2010 [Hsu et al., 2012], indicating a degradation of air quality due to particulate matter. In January 2013, an extremely severe and persistent haze spread over a large area of northern and eastern China with monthly average surface PM$_{2.5}$ concentrations exceeding 225 µg/m$^3$ [Huang et al., 2014] and daily surface PM$_{2.5}$ concentrations exceeding 500 µg/m$^3$ at several observation sites in Beijing and Shijiazhuang (the capital city of Hebei Province) [Wang et al., 2014]. This record-breaking event has heightened concerns about PM pollution in China, which reduces visibility, threatens human health [Dockery et al., 1993; Harrison and Yin, 2000], and has considerable impact on the radiative balance of the earth, and consequently the meteorological variables and chemical composition of the atmosphere through meteorology-chemistry-aerosol-radiation feedbacks [IPCC, 2014]. In this study, we employ an online regional model with fully coupled meteorology-chemistry-aerosol-radiation interactions to:

1. Calculate the impact of the aerosol direct effect on surface shortwave radiation, meteorological conditions, and air pollutant levels over East Asia.

2. Assess the potential impact of future emission reductions of scattering or absorbing aerosols on East Asian air quality.

3. Compare the relative importance of aerosol direct and indirect effects on meteorology and atmospheric composition via different atmospheric processes.
Chapter 2: Background

2.1 Introduction to aerosols

2.1.1 Aerosol effects

Aerosols exert impact on the radiative balance of the Earth via direct, indirect and semi-direct effects, as shown in Figure 2.1 [Figure 2.10 from IPCC, 2001, modified from Haywood and Boucher, 2000]. The aerosol direct effect (ADE) is the mechanism by which aerosols scatter and absorb shortwave and longwave radiation, thereby altering the radiative balance of the Earth-atmosphere system. The aerosol indirect effect (AIE) is the mechanism by which aerosols modify the microphysical and hence the radiative properties, amount, and lifetime of clouds [IPCC, 2001]. The effect of aerosols on the cloud droplet number concentration (CDNC) and size assuming a fixed liquid water content is called the ‘first indirect effect’ [Ramaswamy et al., 2001], the ‘cloud albedo effect’ [Lohmann and Feichter, 2005], or the ‘Twomey effect’ [Twomey, 1977]. The effect of aerosols on the liquid water content, cloud height [Pincus and Baker, 1994], and lifetime of clouds has been called the ‘second indirect effect’ [Ramaswamy et al., 2001], the ‘cloud lifetime effect’ [Lohmann and Feichter, 2005] or the ‘Albrecht effect’ [Albrecht, 1989]. Incoming solar radiation is also absorbed by aerosols consisting of black carbon and mineral dust, heating the local atmosphere and possibly reducing the incidence of cloud formation through the “semi-direct effect” [Hansen et al., 1997; Ackerman et al.,...
2.1.2 Aerosol radiative forcing

As defined in *IPCC* [2001, 2007, 2014], radiative forcing is the change in net (downward minus up) irradiance (W/m$^2$) at the tropopause after allowing stratospheric temperatures to readjust to radiative equilibrium, but with surface and tropospheric temperatures held fixed at unperturbed values [*Ramaswamy et al.*, 2001]. Figure 2.2 shows the estimated radiative forcing associated with changes in long-lived greenhouse gases (LLGHGs), ozone, water vapor, surface albedo, aerosols, and linear contrails due to human activities between pre-industrial times (1750) and 2005 [*IPCC*, 2007]. The increased LLGHGs and tropospheric ozone lead to substantial positive radiative forcing (warming), which is partially offset by the cooling effect of aerosols. Among these terms, aerosol radiative forcing (especially
the aerosol cloud albedo effect) contributes the largest uncertainties in total radiative forcing due to human activities.

Figure 2.2. Summary of the principal components of the radiative forcing of climate change. All these radiative forcings result from one or more factors that affect climate and are associated with human activities or natural processes as discussed in the text. The values represent the forcings in 2005 relative to the start of the industrial era (about 1750). Human activities cause significant changes in long-lived gases, ozone, water vapour, surface albedo, aerosols and contrails. The only increase in natural forcing of any significance between 1750 and 2005 occurred in solar irradiance. Positive forcings lead to warming of climate and negative forcings lead to a cooling. The thin black line attached to each coloured bar represents the range of uncertainty for the respective value. (Figure adapted from Figure 2.20 of this report.)

The impact of the stratospheric temperature adjustment on radiative forcing is most important for LLGHGs. However, this term is less important for calculating the climate response to perturbations of shorter-lived quantities such as aerosols for

FAQ 2.1, Figure 2. Summary of the principal components of the radiative forcing of climate. All these radiative forcings result from one or more factors that affect climate and are associated with human activities or natural processes as discussed in the text. The values represent the forcings in 2005 relative to the start of the industrial era (about 1750). Human activities cause significant changes in long-lived gases, ozone, water vapour, surface albedo, aerosols and contrails. The only increase in natural forcing of any significance between 1750 and 2005 occurred in solar irradiance. Positive forcings lead to warming of climate and negative forcings lead to a cooling. The thin black line attached to each coloured bar represents the range of uncertainty for the respective value. (Figure adapted from Figure 2.20 of this report.)
which alternative radiative forcing calculation methodologies can be applied. For example, the equilibrium climate response method allows the surface, tropospheric, and stratospheric temperatures to adjust, which leads to an energy equilibrium throughout the atmosphere making it possible to calculate the surface temperature change associated with radiative forcing [IPCC, 2007].

2.1.2.1 Aerosol direct radiative forcing

There are several variables that can be used to characterize the optical or direct radiative forcing properties of aerosols: 1) Aerosol extinction coefficient: the fractional attenuation of radiance per unit path length in units of km$^{-1}$ (or m$^{-1}$); 2) Aerosol single scattering albedo (SSA, $\omega$): the ratio of scattering optical depth to the total optical depth (scattering + extinction) of the atmosphere, measuring the effectiveness of scattering relative to extinction for the light encountering the atmospheric aerosol particles. The mean SSA was found to be 0.83 over northern China during 1993-2001 from ground observations [Qiu et al., 2004], 0.89 $\pm$ 0.04 nationwide in 2005 from a combination of ground and satellite measurements [Lee et al., 2007], and 0.90 $\pm$ 0.03 at a urban site in Beijing under the heavy hazy conditions of January 2013 [Che et al., 2014]; 3) Aerosol asymmetry factor (g): a measure of the preferred scattering direction (forward or backward) for the light encountering the aerosol particles. In general, g=0 indicates isotropic scattering (scattering from very small particles), with scattering evenly distributed between forward and backward directions. With g>0, scattering is favored in the forward direction, and g approaches 1 for large particle Mie scattering. The asymmetry factor is correlated with the wet size of the aerosols. For example, ammonium sulfate aerosols can have asymmetry
factors ranging between 0.65 and 0.8 for relative humidity values ranging from 30% to 99.5% [Myhre et al., 1998].

2.1.2.1 Aerosol indirect radiative forcing

As discussed in section 2.1.1, aerosols affect the radiative balance indirectly via their impact on cloud microphysics (i.e., cloud condensation nuclei concentrations, ice nuclei concentrations, and size distribution of cloud droplets) and macrophysics (cloud thickness, cloud height, and cloud water content).

Cloud Condensation Nuclei (CCN) and Ice Nuclei (IN) are cloud-activated aerosol particles that play an important role in determining cloud microphysical properties and the aerosol indirect effect. The likelihood that aerosol particles will take on water vapor and become CCN at a given supersaturation level depends on the sizes and composition of the aerosols. The bulk hygroscopicity parameter \( \kappa \) represents the effectiveness of an aerosol particle serving as CCN [Rissler et al., 2004, 2010; Petters and Kreidenweis, 2007]. Aerosols with higher hygroscopicity parameters, such as sea salt, sulfates and sulfuric acid, nitrate and nitric acid and some organics, are more likely to take water vapor and become CCN. Larger aerosols are more easily activated as CCN than smaller aerosols due to the lower supersaturation required for activation [Dusek et al., 2006; Ervens et al., 2007]. Ice nuclei are defined as the nuclei for ice crystal formation. Homogeneous ice nucleation of pure water occurs at \(~235\) K (-38 °C), while heterogeneous ice nucleation takes place at temperatures higher than 235 K and lower than the melting temperature [Koop et al., 2004]. Heterogeneous ice nucleation can happen via the following four processes: immersion freezing (initiated from within a cloud droplet), condensation freezing
(freezing during droplet formation), contact freezing (due to collision with an IN), and deposition nucleation (direct deposition of vapor onto IN) [IPCC, 2014]. Solid aerosols, i.e., mineral dust, volcanic ash, and primary bioaerosols serve as good IN [Vali, 1985; Hoose and Möhler, 2012].

Clouds cover two thirds of the Earth’s surface [IPCC, 2014] with high spatial and temporal variations and play very important roles in regulating the Earth’s radiation budget. By comparing upwelling radiation measured from satellite data on cloudy days and clear days, it was found that clouds exert a negative global average shortwave radiative forcing of ~ -50 W/m² and a positive longwave radiative forcing of ~ 30 W/m² at TOA (Top Of Atmosphere), with uncertainty ranges less than 10% from published satellite estimates [Loeb et al., 2009]. Analyses of data from the Earth Radiation Budget Experiment (ERBE) [Collins et al., 1994] indicate that small changes in cloud macrophysics and microphysics can have a great impact on the energy balance. Ramaswamy et al. [2001] showed that a 5% increase of present day negative shortwave radiative forcing by clouds could offset the warming effect induced by increases in greenhouse gases between 1750 and 2000. However, aerosol-cloud interactions contribute large uncertainties in model radiative forcing due to the complex and nonlinear processes involved. For example, clouds are formed when air is cooled or moistened to reach supersaturation, but the supersaturation level at which aerosol particles become activated to form cloud condensation nuclei (CCN) or ice nuclei varies with the size distribution, hygroscopicity, and chemical composition of aerosols [McFiggans et al., 2006]. In addition, the composition and size distribution also affect the growth rate of clouds after the CCN have activated.
2.1.2.3 Major aerosol species

2.1.2.3.1 Dust

Dust is a major contributor to aerosol loading and optical thickness, especially in subtropical and tropical regions. As to 2000, estimates of its global source strength range from 1,000 to 5,000 Mt/yr. with high temporal and spatial variability. Dust source regions are mainly deserts, dry lakebeds, and semi-arid desert fringes, but also areas in drier regions where vegetation has been reduced or soil surfaces have been disturbed by human activities. Pure dust has a SSA ranging between 0.9 and 0.99 globally [Claquin et al., 1999; Shi et al., 2005; Dubovik et al., 2002; Mikami et al., 2006], and a radiative forcing of -0.1 ± 0.2 W/m² [IPCC, 2007].

2.1.2.3.2 Organic carbon (OC)

Organic carbon (OC) is a mixture of chemical compounds with carbon-hydrogen bonds. OC is produced from anthropogenic sources such as fossil fuel and biofuel burning and from natural source biogenic emissions. Organic aerosols are emitted as primary aerosol particles or formed as secondary aerosol particles from condensation of organic gases considered semi-volatile or having low volatility. Most types of OC are scattering aerosols, with weak absorption at ultraviolet and visible wavelengths [Bond et al., 1999; Jacobson, 1999; Bond, 2001]; however, the absorbing abilities of OC vary greatly with organic composition, and the absorbing portion of organic aerosols often called brown carbon is currently under increased scrutiny [Andreae and Gelencsér, 2006] The estimated direct radiative forcing of OC is -0.05 ± 0.05 W/m² [IPCC, 2007]. Studies by Gunthe et al. [2009] and Pöschl et al. [2009] indicated that OC is slightly hygroscopic with a hygroscopicity parameter of ~0.1 and
is therefore less likely to be activated as Cloud Condensation Nuclei compared to other very hygroscopic aerosols such as ammonium sulfate. However, other studies [Chang et al., 2010; Tritsche et al., 2011; and Duplissy et al., 2011] found that the hygroscopicity of OC depends on its composition (i.e., O/C ratio) and oxidation due to aging. OC with a higher O/C ratio or undergoing chemical aging processes due to reactions with OH tends to be more hygroscopic.

2.1.2.3.3 Black Carbon

Black carbon (BC) is a primary aerosol emitted from incomplete combustion processes such as fossil fuel and biomass burning. Black carbon aerosol strongly absorbs solar radiation, and therefore shows positive radiative forcing of $+0.20 \pm 0.15$ W/m$^2$ globally [IPCC, 2007]. However, the calculation of a global radiative forcing for BC is complicated as the optical properties of BC change within a few hours of emission. Studies by Haywood et al. [2003] and Abel et al. [2003] show that aerosols emitted from biomass burning sources became less absorbing with time; the SSA increases from 0.85 for freshly emitted aerosols to 0.9 for aged aerosols. They conclude that the reason for the increase of SSA is the condensation of non-absorbing organic gases onto the BC.

2.1.2.3.4 Sulfate

Sulfate is formed by aqueous phase reactions within cloud droplets, oxidation of SO$_2$ via gaseous phase reactions with OH, and by condensational growth onto pre-existing particles. As the major precursor of sulfate, SO$_2$ is mainly emitted from fossil fuel burning. Recently, emissions of SO$_2$ have decreased over developed nations such as
the US (6.2% yr\textsuperscript{-1} reduction from 2001 to 2010 [Hand et al., 2012]) and Europe (from 55 Tg yr\textsuperscript{-1} in 1980 to 15 Tg yr\textsuperscript{-1} in 2004 [Vestreng et al., 2007]). On the other hand, SO\textsubscript{2} emissions in developing countries are increasing or just beginning to decrease. For example, due to an annual growth rate of 7.3\%, total SO\textsubscript{2} emissions in China increased from 21.7 Tg to 33.2 Tg (53\%) from 2000 to 2006 but are now decreasing due to wide spread installations of flue-gas desulfurization devices in power plants [Lu et al., 2010].

Sulfate is essentially a scattering aerosol across the solar spectrum ($\omega_0 = 1$) with only a small degree of absorption [Penner et al., 2001]. The estimated direct radiative forcing of sulfate is -0.4 ± 0.2 W/m\textsuperscript{2} [IPCC, AR4]. Sulfate aerosols are very hygroscopic, with a hygroscopic parameter of 0.65, and are thus more likely to be activated as CCN compared to OC, BC and dust.

2.1.2.3.5 Nitrate

Nitrate aerosols are mainly ammonium nitrate. Atmospheric ammonium nitrate aerosol forms under the situation that sulfate aerosol is fully neutralized and there is excess ammonia. Nitrates are basically non-absorbing aerosols, with a direct radiative forcing of -0.1 ± 0.1 W/m\textsuperscript{2} [IPCC, 2007].

2.2 EAST-AIRE campaign

The 2005 East Asian Studies of Tropospheric Aerosols: an International Regional Experiment (EAST-AIRE) campaign was conducted in China to study the properties of aerosols and their precursors, and gain insights into the aerosol direct and indirect effects on radiation, clouds, precipitation, atmospheric circulation, and the
environment [Li et al., 2007b]. An Intensive Observation Campaign (IOC) for EAST-AIRE was conducted at Xianghe Observatory near the Beijing metropolitan area in March 2005 (Figure 2.3). The Xianghe Atmospheric Observatory (39.798°N, 116.958°E; 35 m above sea level) is located in a rural area about 70 km southeast of the Beijing, the capital of China with population of ~19.6 million, and 80 km northwest of Tianjian, the fourth most populated city in China with a population of ~15 million. While sitting between two megacities, this area is characterized by agricultural land, relatively dense residential areas and light industry. Therefore, the site experiences frequent pollution plumes with urban, rural, or mixed origins, depending on the wind direction. Trace gases (O₃, CO, SO₂, NO and NOₓ), aerosol optical properties and radiation fluxes were measured at this site. A 32-m meteorological tower located 50 m southeast of the observatory provided continuous measurements of ambient temperature, relative humidity, and wind speed at five levels (2, 4, 8, 16, and 32 m above ground) every 10 min. A wind vane at the top of the tower determined the wind direction, and a barometer monitored local atmospheric pressure from March 2, 2005 to March 26, 2005 [C. Li et al., 2007]. High loadings of carbon monoxide (CO), sulfur dioxide (SO₂), NOₓ, and aerosols were observed during the campaign with large fluctuations due to synoptic processes [C. Li et al., 2007]. Xia et al. [2007a] calculated the aerosol direct radiative forcing on surface shortwave radiation at Xianghe observatory using an empirical equation to relate observed AOD to surface shortwave radiation and found an annual diurnal mean of -32.8 W/m² in 2005.
Figure 2.3. Overview of observational activities conducted under the auspices of the EAST-AIRE, including a nationwide aerosol observation network, Chinese Sun Hazemeter Network (CSHNET), observatories with extensive instrumentation, and intensive observation campaigns (IOC). Figure taken from Z. Li et al. (2007b).

2.3 WRF-Chem model

2.3.1 Overview

The Weather Research and Forecasting (WRF) model is a next generation mesoscale meteorological model that has been developed collaboratively among several agencies (http://www.wrf-model.org). WRF is a nonhydrostatic model and includes several options for dynamic cores and physical parameterizations so that it can be used to simulate atmospheric processes over a wide range of spatial and temporal scales [Skamarock et al., 2005]. WRF-Chem [Grell et al., 2005] is a version of WRF
that also simulates trace gases and particulates simultaneously with the meteorological fields using the mass and scalar conserving flux form of the governing equations and a terrain-following mass vertical coordinate system.

2.3.2 Previous studies using WRF-Chem

Fully coupled regional models like WRF-Chem are widely used to investigate aerosol direct and indirect effects. Fast et al. [2006] simulated urban- to regional-scale variations in trace gases, particulates, and aerosol direct radiative forcing in the vicinity of Houston over a 5 day summer period with WRF-Chem and evaluated the simulations with measurements obtained during the 2000 Texas Air Quality Study. They performed simulations with and without aerosols. They calculated radiative forcing by taking the difference between received shortwave flux at the surface between the two simulations. They then compared the results with observations. The “observed” radiative forcing in their work was defined as the difference between the shortwave flux measured by the MFRSR (Multifilter Rotating Shadowband Radiometer) at ground level and simulated by the SBDART (Santa Barbara DISORT Atmospheric Radiative Transfer) model for a “pristine” atmosphere (no aerosols). The magnitude of the simulated aerosol radiative forcing was 10 to 50 W/m² less than observed likely due to an underestimation of column optical depth. Fast et al. (2006) concluded that there are several factors that may contribute to the under prediction of AOD. First, the particulate concentration profile used as initial and boundary conditions had a very low AOD of ~0.16. Second, the simulated wind field from this study had a considerable high bias that could lead to excessive transport of aerosols away from the observation site. Third, the model tended to be drier than
observations, which lead to lower aerosol water content and consequently lower AOD. The fourth possible factor is the lack of secondary organic aerosols in the modal aerosol scheme used in the model.

Yang et al. [2011] assessed how well v3.3 of WRF-Chem coupled with the Morrison double-moment microphysics scheme simulated boundary layer structure, aerosols, stratocumulus clouds, and energy fluxes over the Southeast Pacific Ocean. They conducted two sensitivity simulations, one with fixed cloud droplet number concentrations in the microphysics scheme (METO), and the other one with prognostic aerosol-cloud interaction (AERO). Cloud optical and microphysics properties simulated by AERO showed better agreements with observations than METO, showing the importance of coupling prognostic aerosols to the microphysics scheme, and the encouraging ability of a fully-coupled regional model to simulate mesoscale clouds.

2.3.3 Model configuration

In this study, the model domain covers most of East Asia with a horizontal resolution of 36 km (Figure 2.4) or 12 km (Figure 2.5), and 32 vertical layers from the surface to 100 hPa with 14 layers in the lowest 2 km. We use WRF-Chem Version 3.3 with the physics options that are mainly based on some previous studies [Fast et al., 2006; Yang et al., 2011] listed in Table 2.1.

The major chemical mechanisms used are the Carbon Bond Mechanism-Z (CBM-Z) photochemical mechanism [Zaveri and Peters, 1999] and Model for Simulating Aerosol Interactions and Chemistry (MOSAIC). CBMZ contains 55 prognostic species and 134 reactions, and uses a lumped structure approach to condense organic
species and reactions. It is an updated version of the widely used Carbon Bond Mechanism (CBM-IV) that also includes additional long-lived species and their intermediates and treats explicitly less reactive paraffins such as methane and ethane. MOSAIC uses a sectional approach, which divides the aerosol size distribution into 8 discrete size bins (see Table 2.2 for the 8 bins from MOSAIC), defined by their lower and upper dry particle diameters. Aerosols in each bin are assumed to be internally mixed, so that all particles within a bin are assumed to have the same chemical composition. Aerosol types included in MOSAIC are sulfate, nitrate, ammonium, chloride, sodium, other (unspecified) inorganics, organic carbon (OC) and black carbon (BC). Dry deposition of aerosol number and mass is based on Binkowski and Shankar [1995] and is calculated using the wet size of particles. Coagulation, nucleation, and secondary organic aerosol (SOA) formation processes are not included in MOSAIC in this version of WRF-Chem. The Fast-J photolysis scheme is modified to include the effect of prognostic aerosols and applied to calculate photolysis rates of chemical species (See Appendix for details).
Figure 2.4. Domain of WRF-Chem simulation and analysis with 36 km horizontal resolution (within rectangle, 179 grid cells from west to east and 149 grid cells from south to north). Shaded regions of interest: Western China (Red, 38°N~42°N, 81°E~105°E), Sichuan Basin (blue, 26°N~34°N, 97°E~108°E), Southern China (yellow, 22°N~32°N, 110°E~122°E), and Eastern China (green, 32°N~40°N, 112°E~122°E). World Radiation Data Center (WRDC) stations in black, and AErosol RObotic NETwork (AERONET) stations in blue.
Figure 2.5. Domain of WRF-Chem simulation and analysis with 12 km horizontal resolution (within rectangle, 249 grid cells from west to east and 279 grid cells from south to north).

Table 2.1. Configuration of WRF-Chem (V3.3) model

<table>
<thead>
<tr>
<th>Component</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Longwave radiation</td>
<td>Rapid Radiative Transfer Model (RRTM) [Mlawer et al., 1997]</td>
</tr>
<tr>
<td>Shortwave radiation</td>
<td>Goddard [Chou and Suarez, 1994]</td>
</tr>
<tr>
<td>Land surface</td>
<td>NOAH [Chen and Dudhia, 2001]</td>
</tr>
</tbody>
</table>
2.3.4 Model input datasets

2.3.4.1 Initial and Boundary conditions

Initial conditions, boundary conditions, and time dependent sea surface temperatures (SSTs) were obtained from Global Forecast System (GFS) output archived on the National Center for Atmospheric Research (NCAR) Computational Information Systems Laboratory (CISL) Research Data Archive [http://rda.ucar.edu/datasets/ds083.2/]. Analysis nudging is not applied in order to
allow for feedbacks between aerosols, radiation, and meteorology. The Model for Ozone and Related chemical Tracers (MOZART) [Emmons et al., 2010] provided the initial and boundary conditions for trace gases and aerosols [http://www.acd.ucar.edu/wrf-chem/mozart.shtml].

2.3.4.2 Emission inventories

The anthropogenic emission inventory used in this work was developed by Zhang et al [2009] for the year 2004-2005 with a horizontal resolution of 0.5°×0.5°. It was prepared for the Intercontinental Chemical Transport Experiment-Phase B (INTEX-B) in 2006 [Singh et al., 2009] and includes emissions for eight major species: SO₂, NOₓ, CO, PM₁₀, PM₂.₅, BC, OC and non-methane volatile organic compounds (NMVOC). The emissions for inorganic species are divided into four sectors: industry, transportation, power plant, and residential. Table 2.3 shows the total emissions of these 8 species for each emission sector in the domain described in Figure 2.4. Emissions for anthropogenic NMVOC species are speciated based on the RADM2 chemical mechanism, converted into species used by CBMZ, and grouped into categories of biofuel burning, fossil fuel burning, industry, transportation, and power plant. Emissions from industry, transportation and residential are put into the surface layer, and power plant emissions are put in the level that includes 200 meters. Since NH₃ emissions are not available from the INTEX-B emission inventory, data with 0.25°×0.25° horizontal resolution from MICS Asia 2008 emission inventory are used [Huang et al., 2012].
Table 2.3. Total emissions for WRF-Chem domain (Gg/year)

<table>
<thead>
<tr>
<th></th>
<th>Industry</th>
<th>Power Plant</th>
<th>Transportation</th>
<th>Residential</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>CO</td>
<td>82050.3</td>
<td>2511.1</td>
<td>48853.1</td>
<td>68768</td>
<td>202182.5</td>
</tr>
<tr>
<td>SO₂</td>
<td>11628.6</td>
<td>20031.6</td>
<td>481.2</td>
<td>3179.3</td>
<td>35320.7</td>
</tr>
<tr>
<td>NOₓ</td>
<td>7013</td>
<td>10391.7</td>
<td>8497.3</td>
<td>1452.4</td>
<td>27354.4</td>
</tr>
<tr>
<td>BC</td>
<td>609.9</td>
<td>39.5</td>
<td>309.4</td>
<td>1184.8</td>
<td>2143.6</td>
</tr>
<tr>
<td>OC</td>
<td>525.9</td>
<td>7.5</td>
<td>160.3</td>
<td>3377.4</td>
<td>4071.1</td>
</tr>
<tr>
<td>PM₂.₅</td>
<td>7422.2</td>
<td>1693.5</td>
<td>649.9</td>
<td>5880.9</td>
<td>15646.5</td>
</tr>
<tr>
<td>PM₁₀</td>
<td>11241.7</td>
<td>2837.5</td>
<td>751.2</td>
<td>6458.4</td>
<td>21288.8</td>
</tr>
</tbody>
</table>

Biomass burning emissions of CO, NOₓ, other carbon compounds and particulate matter are obtained from the Global Fire Emissions Database (GFED) Version 3.1 with a spatial resolution of 0.5°×0.5° degrees and a temporal resolution of 1 day [van der Werf et al., 2010; Mu et al., 2010]. Compared with the anthropogenic CO emissions (Figure 2.6a), CO from biomass burning (Figure 2.6b) is much more intense over South Asia and will have huge local impacts on surroundings.
Figure 2.6. CO emissions from (a) anthropogenic sources and (b) biomass burning.
Biogenic VOC (BVOC) emissions account for ~90% of global VOC emissions annually [Guenther et al., 1995]. BVOC emissions are important during March in the southern portion of our modeling domain. We simulated these emissions using v2.04 of the Model of Emissions of Gases and Aerosols from Nature (MEGAN) [Guenther et al., 2006] that is a standard component of v3.3 WRF-Chem. MEGAN v2.04 is driven by land cover information from NCAR (http://www.acom.ucar.edu/wrf-chem/download.shtml) and meteorological variables from the prognostic WRF-Chem simulation.

We use the GOCART dust scheme [Ginoux et al., 2001] that is coupled to the standard WRF-Chem v3.3, to calculate the dust emissions flux:

\[ G = C \times S \times s_p \times u_{10m}^2 \times (u_{10m} - u_t) \]

where \( C \) is an empirical proportionality constant, \( S \) is a source function that is defined as the probability of dust uplifting in a given area and is proportional to the erosion factor (Figure 2.7), \( s_p \) is the fraction of each size class of dust in the emissions, \( u_{10m} \) is the horizontal wind speed at 10 m, \( u_t \) is the threshold wind velocity below which dust emissions do not occur and is a function of particle size, air density, and surface moisture.
2.4 Observational datasets

Besides observations made at Xianghe Observatory, WRF-Chem model simulations are also evaluated against several observational datasets, such as weather station observations, MODIS aerosol / cloud optical properties, and OMI NO\textsubscript{2} columns.

2.4.1 Meteorological observations

Daily ground observations of the surface temperature and precipitation from 743 stations across China [Li et al., 2009 and Zhai et al., 2005] are used to evaluate the WRF-Chem simulation of surface temperature and precipitation.

Figure 2.7. Erosion Fraction from WRF geographical input files that is used in WRF-Chem to calculate dust emissions [Ginoux et al., 2001].
2.1.2 MODIS

The Moderate Resolution Imaging Spectroradiometer (MODIS) instruments aboard NASA’s Terra and Aqua satellites, with overpass times at 10:30 AM and 1:30 PM local time, respectively, are making near-global daily observations of the Earth in a wide spectral range (0.41–15 µm) [Remer et al., 2003]. Spectral AOD and aerosol size parameters are routinely derived from these measurements. Level 2 MODIS Terra and Aqua data with 10 km spatial resolution (https://modis-atmos.gsfc.nasa.gov/MOD04_L2/, collection 5, deep blue retrieval algorithm) at the locations of AERONET stations obtained from Geospatial Interactive Online Visualization ANd aNalysis Infrastructure (GIOVANNI) [http://giovanni.gsfc.nasa.gov/aerostat/] over the study region are used to evaluate the model simulation of AOD.

2.1.2 OMI

Tropospheric NO₂ columns from Ozone Monitoring Instrument (OMI) are obtained from version 2 of the “Derivation of OMI tropospheric NO₂” project (DOMINO) [Boersma et al., 2011]. The OMI instrument has a 13 × 24 km spatial resolution at nadir and produces global coverage over cloud-free locations in one day [Levelt et al., 2006].

2.1.3 AERONET

The AERONET (AErosol RObotic NETwork) program [Holben et al., 1998] is a ground-based remote sensing aerosol network that provides a long-term, continuous
and globally distributed observation data of aerosol optical, microphysical and radiative properties, which can be used for aerosol research and satellite validation.

2.1.4 WRDC

WRDC (World Radiation Data Center) is sponsored by the World Meteorological Organization (WMO) to collect and archive solar radiation data collected at over 1000 measurement sites worldwide. The WRDC archive contains the following measurements: global solar radiation, diffuse solar radiation, downward atmospheric radiation, sunshine duration, direct solar radiation (hourly and instantaneous), net total radiation, net terrestrial surface radiation (upward), terrestrial surface radiation, reflected solar radiation, and spectral radiation components (instantaneous fluxes), although not all the measurements are made at all sites. The data is available for download from http://wrdc.mgo.rssi.ru/wrdc_en_new.htm.
Chapter 3: Impact of Aerosol Direct Effect on East Asian Air Quality

3.1 Introduction

3.1.1 Previous studies

Solar radiation is the major driver of tropospheric photochemistry through its impact on photolysis rates. Ozone among all the absorbing gases in the troposphere is the most sensitive to changes in shortwave radiation due to aerosols [Liu and Trainer, 1988; Thompson et al., 1989; Madronich and Grainer, 1992; Fuglestvedt et al., 1994; Ma, 1995]. Therefore, the increasing aerosol loading in China [Hsu et al., 2012] substantially influences concentrations of tropospheric ozone, a major air pollutant that is also harmful to human health. With the Sulfur Transport and Emissions Model (STEM), Tang et al. [2004] found that surface ozone concentrations were reduced by 0.1% to 0.8% in northeastern China during the dust event of April 4~14, 2001 due to dust-induced changes in photolysis rates [Seinfeld and Pandis, 2006]. Tie et al. [2005] showed that with aerosols included in the radiation/photolysis scheme, surface-layer photolysis rates of j(O_3) and j(NO_2) in eastern China were reduced, respectively, by 20 to 30% and 10 to 30% in winter as well as 5 to 20% and 1 to 10% in summer, leading to reductions in surface-layer ozone concentrations of 2 to 4% in winter and minimal changes in summer. The formation rate of secondary aerosols, i.e., sulfate aerosol, is related to the abundance of the precursor gas (SO_2) and atmospheric oxidants such as hydroxyl radical (OH), hydrogen peroxide (H_2O_2),
ozone (O₃), methylhydroperoxide (MHP) and peroxycetic acid (PAA) [Seinfeld and Pandis, 2006]. These atmospheric oxidants are formed via photochemical processes that are influenced by the ADE. ADE-induced changes that affect air quality not only include changes in chemistry, but also include changes in meteorology. Forkel et al. [2012] studied changes in ozone and PM triggered by aerosol direct and indirect effects and found that mean surface ozone mixing ratios over continental Europe were increased by 10% mainly from the change in cloud cover due to both the semi-direct effect and indirect effect. PM₁₀ (Particulate Matter up to 10 micrometers in size) was decreased by 2-5 µg m⁻³ (20-50%) when only the direct and semi-direct effects were included. Wang et al. [2015] investigated haze episodes in July 2008 over Jing-Jin-Ji and surrounding regions of China (Beijing, Tianjin, Hebei, East Shanxi, West Shandong and North Henan) and showed that aerosol direct radiative forcing decreased the flux of solar radiation at the surface by more than 15% over most of the region leading to a 14% increase in surface PM₂.₅ due to ADE-related changes in meteorological conditions.

3.1.2 Experiment setup

WRF-Chem is widely used to relate the emissions of aerosols and their precursors to aerosol formation, growth and transport, and ultimately to study their impact on air quality, radiative balance, and the regional climate. Fast et al. [2006] simulated trace gases, PM, and aerosol direct radiative forcing in the Houston area over a 5-day summer period and found that the simulated surface shortwave radiation was closer to observations with the high bias reduced by up to 50% when the ADE was included in the shortwave radiative transfer scheme. In this chapter, we apply WRF-Chem with
the configuration shown in Table 2.1 in the domain covering most of East Asia shown in Figure 2.4 with horizontal resolution of 36 km, and simulate the impact of ADE on meteorology and chemistry during EAST-AIRE IOC period (March 1 to March 30, 2005). Two WRF-Chem experiments (Table 3.1) were conducted to investigate the effects of the ADE: 1) All aerosol effects are included (Base); 2) aerosol direct effect is removed (Base_No_ADE). We evaluate the meteorological conditions, trace gas concentrations, and aerosol properties simulated from the Base case with observations. The total aerosol radiative forcing can be decomposed into three components: direct radiative forcing, cloud radiative forcing, and surface albedo forcing [Ghan, 2013]. In this study, the first term, was determined by subtracting the results from the Base_No_Ade simulation that did not pass aerosols to the Goddard shortwave radiation scheme from the Base simulation that passed prognostic aerosols to the shortwave scheme. The Goddard shortwave radiation scheme as configured for WRF-Chem V3.3 uses simulated aerosol and cloud optical information, fixed CO₂ (300 ppm), and prescribed ozone profiles. Interactions between prognostic aerosol and photolysis rates are included in the Fast-J module in the BASE case (see appendix). However no aerosols are passed to the Fast-J module in the Base_No_ADE case.

Table 3.1. Experiment setup

<table>
<thead>
<tr>
<th>Experiment</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Base</strong></td>
<td>Include both aerosol direct and indirect effects</td>
</tr>
<tr>
<td><strong>Base_No_ADE</strong></td>
<td>Include only aerosol indirect effect</td>
</tr>
<tr>
<td><strong>SO₂×0.2</strong></td>
<td>Same setting as Base with SO₂ emission reduced to 20% of INTEX-B values</td>
</tr>
</tbody>
</table>
Because air quality is currently poor in much of China, we perform two additional sensitivity simulations to test the potential impact of pollutant emission regulations. Since sulfate and BC are different types of aerosols in terms of optical properties, i.e., scattering and absorbing, reducing the emissions of sulfate precursor (SO$_2$) and BC should have different effects. Therefore, we carried out two sensitivity simulations: a) SO$_2$ emissions reduced to 20% of INTEX-B emissions (SO$_2$×0.2), chosen based on the fractional change in SO$_2$ emissions between 2005 and 2050 from the IPCC Representative Concentration Pathways (RCP) 4.5 scenario [http://tntcat.iiasa.ac.at:8787/RcpDb/dsd?Action=htmlpage&page=welcome#intro], while emissions of other trace gases and PM are unchanged from INTEX-B; b) BC emissions reduced to 20% of INTEX-B emissions (BC×0.2), while emissions of other trace gases and PM are unchanged from INTEX-B. An 80% reduction of BC reduces Chinese BC emissions to approximately current US BC emissions. (see section 3.3). The difference between the reduced emission simulations and the Base simulation shows the impact of reducing pollutant emissions on radiation, meteorological variables and air quality.

| BC×0.2 | Same setting as Base with BC emission reduced to 20% of INTEX-B values |

3.2 Results and discussions

3.2.1 Model evaluation against observations

The meteorological fields from the Base case simulation agree well with surface temperature, pressure, wind fields and relative humidity observations at Xianghe Observatory (Figure 3.1). The temporal variations of modeled surface temperature, pressure and RH are well correlated with observations (correlation coefficient $R = 0.7-0.9$) and the wind speed is moderately correlated ($R = 0.5$) with observations, indicating that WRF-Chem can capture the evolution of synoptic systems passing Xianghe Observatory.
Figure 3.1. Comparison of meteorological variables: hourly surface temperature at 2 meters, daily average surface pressure, hourly surface wind speed, and hourly relative humidity from WRF-Chem simulation versus hourly averaged observations at Xianghe Observatory in March 2005 (black dots: observation; blue lines: model).

The monthly average 2-meter temperature simulated from Base case (Figure 3.8c) agrees well with observations (not shown in figure) from 743 meteorological stations
in China [Li et al., 2009]. The average temporal correlation of the hourly values is 0.82 with about 70% of the station correlations exceeding 0.8. After the seasonal cycle is removed, the domain-wide average temporal correlation is still 0.75, indicating that the model captures the temporal evolution of surface temperature in most parts of China. The magnitudes for all the variables are reasonably reproduced, with biases less than 20%. We find that the simulated wind field is sensitive to the boundary layer physics, land use, and surface schemes used in the model. By changing the combination of land surface layer scheme and boundary layer scheme from the revised MM5 Monin-Obukhov scheme and YSU scheme [Hong et al., 2006], which are used by Fast et al. [2006], to the Quasi–normal Scale Elimination (QNSE) land surface and boundary layer Scheme [Sukoriansky et al., 2005], we reduced the high-biases in wind speed from 40% to 20%. We compared the March total precipitation with data from the Global Precipitation Climatology Project (GPCP). Figure 3.2 shows that the model does a reasonable job of reproducing the precipitation distribution with a spatial correlation of 0.66. However, the model does overestimate the precipitation in the whole domain with an average bias of 28%, although low biases (~ -13%) were found in southeast China.
Figure 3.2. Comparison of total precipitation for March 2005 between WRF-Chem simulation and data from Global Precipitation Climatology Program (GPCP).

Hourly average trace gas measurements at Xianghe Observatory from the EAST-AIRE campaign were used to evaluate the performance of WRF-Chem (Figure 3.3). Temporal fluctuations of CO and SO$_2$ are moderately correlated with observations with substantial underestimation on highly polluted days. The underestimation of peaks is expected due to the relatively coarse resolution of both the emission inventory and the WRF-Chem simulation.
Figure 3.3. Comparison of hourly average trace gases: O$_3$ (a), NO$_y$ (b), NO (c), CO(d), and SO$_2$ (e) from WRF-Chem simulation and observations at Xianghe Observatory from March 2 to March 26 (black dots: observation; blue lines: model).

Figure 3.4 shows the correlation between pollutant levels and wind speed and direction. The most frequent wind directions (Figure 3.4a) at Xianghe simulated by WRF-Chem are from the northwest quadrant (where Beijing is located), which is
consistent with the observations. However the model produces more strong winds from the north and northeast than observed. A portion of the low bias in CO is caused by the 20% overestimation of wind speeds and hence dilution during periods of stagnation. Based on the observed and modeled wind roses (Figure 3.4a), the frequency of easterly winds is underestimated by WRF-Chem. Consistently, most of the high CO mixing ratios (larger than 3ppm) observed at Xianghe (Figure 3.4b) occur when winds come from the east. Therefore, an underpredicted frequency of easterly winds in the model is another reason for the low bias of CO concentration at Xianghe. However, model CO amounts are low regardless of wind direction, indicating that there is likely a low bias in the CO emissions too. The model captures the diel cycles of ozone and NO. \( \text{O}_3 \) is well simulated starting on March 12th, while from March 9th to March 12th, WRF-Chem overestimates the nighttime ozone. This high bias in nighttime ozone is related to the underestimation of NO during these days, which slows down the ozone titration process. WRF-Chem underestimates NO levels for March 6th to March 12th, which is consistent with the low bias of CO and \( \text{SO}_2 \) during these days, after cold frontal passages on March 6th and March 9th [Li et al., 2007]. After the cold fronts, the wind speed is significantly overestimated, with biases approaching twice the monthly average bias.
Figure 3.4. Comparisons of wind roses (a), CO roses (b) and scattering coefficient roses (c) at Xianghe Observatory from observations (left) and WRF-Chem (right). The length of each wedge shows the frequency that the wind comes from one of 16 directions. The colored sections of each wedge show the frequency the wind speed, CO mixing ratio, and scatter coefficient take on values shown in the legend.

Model output is compared to retrieved OMI tropospheric NO₂ columns for March 2005 in Figure 3.5. The domain wide spatial correlation between WRF-Chem and the DOMINO tropospheric NO₂ column is 0.85 with a mean bias of about 16%, demonstrating that the model can reproduce the spatial pattern and magnitude of tropospheric NO₂ column amounts with a small high bias. The high bias is mainly found in the Sichuan basin (southwest China), and eastern China. Zhao et al. [2009] estimated NOₓ emissions from fossil fuel combustion in East Asia constrained by assimilated inversion of daily OMI tropospheric NO₂ columns in a Regional chEmical trAnsport Model (REAM). They found that the a posteriori NOₓ emissions from the assimilated inversion are 13% lower than the a priori NOₓ emissions (INTEX-B), which indicates that the NOₓ emissions used in our work are biased high and likely explain a portion of the high biases in simulated NO and NO₂.
Figure 3.5. Monthly Mean tropospheric NO$_2$ from OMI DOMINO data (left) and WRF-Chem simulation AER_all (right) in March, 2005. (Unit, Dobson Unit, 1 DU = $2.69 \times 10^{16}$ molecules/cm$^2$). The tropospheric NO$_2$ column is derived from DOMINO v2.0 retrieval algorithm [Boersma et al., 2011]. Level 2 data are used with the averaging kernel applied to the model.

The evaluation of simulated aerosol properties is shown in Figure 3.6. WRF-Chem is able to reproduce the buildup and decrease of aerosols (Figure 3.6a), however WRF-Chem tends to under-predict AOD on highly polluted days as indicated by observations. Comparing the aerosol absorption coefficient (Figure 3.6b) and scattering coefficient (Figure 3.6c), we found that the absorption coefficient shows better agreement with observations (although the model underestimates the peak values) than the scattering coefficient, indicating that the underestimation of AOD is mainly contributed by the underestimated aerosol scattering coefficient. A test run
with 5×SO₂ emissions enhances scattering coefficients at Xianghe by less than 10%, which indicates that the underestimated scattering coefficients are not caused by a low bias in emissions of the sulfate precursor. The low relative humidity in this region during March leads to the low sensitivity of the scattering coefficient to the emissions of the sulfate precursor since the formation of sulfate via aqueous chemistry is suppressed. We conduct a scattering coefficient rose analysis, similar to CO (Figure 3.4), and find that WRF-Chem underestimates scattering coefficients in all directions, suggesting that the potential sources of the bias not only include the bias in wind field but also include the large uncertainty of the anthropogenic OC emissions (±258%) from INTEX-B emission inventory [Zhang et al., 2009].

The lack of secondary organic aerosol (SOA) formation in WRF-Chem 3.3 may also contribute to the low bias in aerosol scattering coefficient, scattering coefficient, aerosol optical depth, and single scattering albedo and affect the radiation budget [Fast et al., 2006]. Jiang et al. [2012] studied seasonal and spatial variations in SOA concentrations over China in 2006 using WRF-Chem coupled with the secondary organic aerosol model (SORGAM) and an additional SOA module that accounts for SOA formation from isoprene. As in our work, their study used the INTEX-B emission inventory for anthropogenic VOC emissions and MEGAN model coupled with WRF-Chem for biogenic VOC emissions. Thus our SOA concentrations would likely be similar to theirs if we used a version of WRF-Chem that included SOA formation. They found that the mean surface concentration of total SOA over China in spring was 0.94 µg/m³, which was 37% of the mean summertime SOA concentration. The mean concentration in early spring was even lower.
Anthropogenic sources were responsible for 41% of the springtime SOA, while biogenic sources were responsible for 59% of the SOA. In our simulation, the mean PM$_{2.5}$ concentration over China was 46.3 µg/m$^3$ suggesting that in a mean sense SOA may have comprised a small percent (2%) of total PM$_{2.5}$. However, recent observations indicate that SOA and anthropogenic SOA in particular play an important and “not yet widely recognized” role in urban wintertime haze events [Huang et al., 2014] contributing 30% to 77% of total PM$_{2.5}$ in Beijing, Shanghai, Guangzhou, and Xi’an during severe haze events in January 2013. In summary, the lack of a SOA module in v3.3 of WRF-Chem is not a showstopper as SOA concentrations are usually relatively small during the early spring; however, it is a weakness that must be considered when interpreting results, especially during intense haze events.
Figure 3.6. Comparison of aerosol properties: AOD (a), absorption coefficient at 550 nm (b), and scattering coefficient (c) from hourly WRF-Chem simulation outputs (dark blue lines) and observations (symbols) at Xianghe Observatory from March 2 to March 26. Observed absorption coefficient and scattering coefficient are hourly averaged from EAST-AIRE IOC data.

In addition, we evaluate the WRF-Chem simulated AOD with AERONET measurements and MODIS Terra and Aqua at the locations of AERONET sites (Figure 3.7). The correlation between MODIS and AERONET observations are
above 0.86 at these stations. The comparison shows that WRF-Chem captures the
temporal variation moderately well with correlations (AERONET and MODIS
combined) higher than 0.5 at 8 out of 10 stations. WRF-Chem simulated AOD values
are also close to AERONET and MODIS values, demonstrating the ability of WRF-
Chem to simulate the aerosol loading. In general, the model slightly underestimates
AOD with respect to AERONET (Table 3.2), with biases less than 30% at 7 stations.
Low-biases are largest in urban areas on highly polluted days (AOD > 1) suggesting
that the model is unable to capture local peaks due to its coarse spatial resolution. On
the other hand, WRF-Chem overestimates the aerosol loading at the coastal rural site
Gosan_SNU (Table 3.2).
Figure 3.7. AOD values from AERONET (black asterisks), MODIS (red diamonds), and WRF-Chem simulation (blue lines) are compared at the location of 10 AERONET sites.

Table 3.2. Statistics of aerosol optical depth from AERONET and WRF-Chem

<table>
<thead>
<tr>
<th>Station</th>
<th>AERONET</th>
<th>Model</th>
<th>Bias</th>
<th>Corr</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>mean</td>
<td>std</td>
<td>mean</td>
<td>std</td>
</tr>
<tr>
<td>Gosan_SNU</td>
<td>0.26</td>
<td>0.18</td>
<td>0.53</td>
<td>0.13</td>
</tr>
<tr>
<td>Shirahama</td>
<td>0.39</td>
<td>0.21</td>
<td>0.39</td>
<td>0.13</td>
</tr>
<tr>
<td>Anmyon</td>
<td>0.37</td>
<td>0.13</td>
<td>0.35</td>
<td>0.14</td>
</tr>
<tr>
<td>Gwangju_K-JIST</td>
<td>0.47</td>
<td>0.32</td>
<td>0.45</td>
<td>0.18</td>
</tr>
<tr>
<td>Beijing</td>
<td>0.52</td>
<td>0.49</td>
<td>0.36</td>
<td>0.19</td>
</tr>
<tr>
<td>Xianghe</td>
<td>0.60</td>
<td>0.35</td>
<td>0.35</td>
<td>0.16</td>
</tr>
<tr>
<td>NCU_Taiwan</td>
<td>0.62</td>
<td>0.37</td>
<td>0.43</td>
<td>0.11</td>
</tr>
<tr>
<td>Osaka</td>
<td>0.65</td>
<td>0.15</td>
<td>0.47</td>
<td>0.06</td>
</tr>
<tr>
<td>Chen-Kung_Univ</td>
<td>0.63</td>
<td>0.36</td>
<td>0.45</td>
<td>0.14</td>
</tr>
<tr>
<td>Taipei_CWB</td>
<td>0.64</td>
<td>0.29</td>
<td>0.45</td>
<td>0.13</td>
</tr>
</tbody>
</table>
3.2.2 Aerosol direct effect

As shown in section 3.2.1, WRF-Chem reproduces the observed meteorological fields with high temporal correlations (R > 0.7) and low biases. The concentrations of trace gases are moderately well simulated (0.4 < R < 0.7) with NO and NO\textsubscript{y} overestimated and SO\textsubscript{2} and CO underestimated. Temporal fluctuations in AOD are also well (R > 0.7) simulated although some peaks are underestimated at highly polluted locations and on highly polluted days. With the reasonable capability in simulating the interaction between meteorology, chemistry and aerosol, we investigate the ADE by comparing the differences between sensitivity runs Base and Base_No_ADE.

The feedbacks of aerosols on surface shortwave radiation are examined in Figure 3.8, which compares model output with measurements from the World Radiation Data Center (WRDC) at six Chinese stations. The upper three stations in Figure 3.8 (Beijing, Shengyang and Harbin) are from northern China, and the lower three stations (Kunming, Guangzhou and Shanghai) are from southern China (Figure 2.4, black stations). The Base case captures the trend and magnitude of the surface radiation moderately well, with temporal correlations between 0.4 and 0.7, and an average bias of 61.5 W/m\textsuperscript{2} (Table 3.3). Biases are largest at all stations for the Base_No_ADE case that does not include ADE. The average aerosol direct forcing on surface radiation for these six stations is -21.2 W/m\textsuperscript{2}, and is -27 W/m\textsuperscript{2} for Beijing station, which is close to the value obtained at Xianghe [Xia et al., 2007a] by subtracting the calculated radiative flux assuming aerosol-free conditions from the observed surface radiation. Figure 8 also shows temporal variations of daily AOD at each station. Negative correlation coefficients between AOD and surface SW
radiation ranging from -0.50 to -0.82 are found, suggesting the important impact of the ADE on surface SW radiation.

Figure 3.8. Daily surface shortwave radiation from World Radiation Data Center (red asterisks) and two WRF-Chem simulations (red: Base; black: Base_No_ADE) for March, 2005. The blue dashed line is the simulated daily average AOD from Base run at each station.

Table 3.3. Statistics of the comparison of surface shortwave radiation between WRF-Chem and WRDC data

<table>
<thead>
<tr>
<th></th>
<th>Base</th>
<th>Base_No_ADE</th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Correlation</td>
<td>Bias (W/m²)</td>
<td>RMSE</td>
<td>Correlation</td>
<td>Bias (W/m²)</td>
<td>RMSE</td>
</tr>
<tr>
<td>Beijing</td>
<td>0.69</td>
<td>82.6</td>
<td>44.6</td>
<td>0.63</td>
<td>109.7</td>
<td>66.7</td>
</tr>
<tr>
<td>Shenyang</td>
<td>0.50</td>
<td>45.2</td>
<td>52.3</td>
<td>0.78</td>
<td>69.3</td>
<td>70.4</td>
</tr>
<tr>
<td>Harbin</td>
<td>0.45</td>
<td>52.3</td>
<td>46.8</td>
<td>0.48</td>
<td>66.7</td>
<td>54.3</td>
</tr>
</tbody>
</table>
Figure 3.9a shows mean model surface shortwave radiation from the Base case for March 2005. The spatial pattern shows a gradual decrease of surface SW radiation from south to north primarily due to the change in sun angle with latitude. A maximum is also seen over the elevated Tibetan plateau with relatively low values over the Sichuan Basin and southern China. Aerosols lead to the domain-wide decrease of surface SW radiation over land due to the ADE with an average of -20 W/m² (Figure 3.9b). The reduction is higher than the domain average over the four regions of interest (Table 3.4): western China (-30.8 W/m²), eastern China (-27.1 W/m²), Sichuan Basin (-25.8 W/m²), and southern China (-22.8 W/m²), as PM$_{2.5}$ concentrations are high with respect to the domain average in these regions (Figure 3.10a). The percentage changes of the surface SW radiation due to the ADE in these four regions range from -11.7% to -14.3%, comparable with the 15% decrease shown in Wang et al. [2015].
Figure 3.9. March, 2005 monthly mean of hourly: surface shortwave radiation (a),
temperature at 2m (c), relative humidity at 2m (e), PBLH (g) and temperature lapse
rate between 700 hPa and surface (i) simulated by WRF-Chem Base case; monthly
mean of changes of surface shortwave radiation (b), temperature at 2m (d), relative
humidity at 2m (f), PBLH (h) and temperature lapse rate between 700 hPa and
surface (j) due to the ADE.

Table 3.4. Percentage changes of meteorological variables due to ADE in different
regions

(Change=Base−Base_No_ADE)

<table>
<thead>
<tr>
<th>Region</th>
<th>SWDOWN (W/m²)</th>
<th>T_{2m} (K)</th>
<th>RH_{2m} (%)</th>
<th>PBLH (m)</th>
<th>T lapse rate (K/km)^*</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Eastern China</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean (Base)</td>
<td>219.7</td>
<td>276.6</td>
<td>44.9</td>
<td>1262.2</td>
<td>4.87</td>
</tr>
<tr>
<td>Mean (Base_No_ADE)</td>
<td>246.9</td>
<td>277.7</td>
<td>48.2</td>
<td>1337.4</td>
<td>5.09</td>
</tr>
<tr>
<td>Change</td>
<td>-27.2</td>
<td>-1.1</td>
<td>-3.3</td>
<td>-75.2</td>
<td>-0.22</td>
</tr>
<tr>
<td><strong>Southern China</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean (Base)</td>
<td>193.6</td>
<td>282.6</td>
<td>66.4</td>
<td>1206.6</td>
<td>3.56</td>
</tr>
<tr>
<td>Mean (Base_No_ADE)</td>
<td>216.4</td>
<td>283.7</td>
<td>68.1</td>
<td>1301.0</td>
<td>3.86</td>
</tr>
<tr>
<td>Change</td>
<td>-22.8</td>
<td>-1.1</td>
<td>-1.7</td>
<td>-94.4</td>
<td>-0.30</td>
</tr>
<tr>
<td><strong>Western China</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean (Base)</td>
<td>221.5</td>
<td>275.3</td>
<td>40.4</td>
<td>994.4</td>
<td>4.47</td>
</tr>
<tr>
<td>Mean (Base_No_ADE)</td>
<td>252.4</td>
<td>276.5</td>
<td>38.6</td>
<td>1132.8</td>
<td>5.10</td>
</tr>
</tbody>
</table>
The calculation of temperature lapse rate has excluded the locations with surface pressure lower than 700hPa.

The hourly surface SW radiation shows a good agreement between the observation at Xianghe and the WRF-Chem (Base) simulation (Figure 3.11, top) on two cloud-free days (March 12 and March 13, 2005). The mean bias is 8 W/m² for these two days, and the highest bias occurs at noon and is 43 W/m² (5% higher than the observation). The high bias in the model simulated surface radiation during these two clear-sky days comes from the underestimated AOD by WRF-Chem. The ADE on the surface SW radiation (Figure 3.11, bottom) at Xianghe is up to -40 W/m² with a diurnal mean of -15.6 W/m² for these two days.

Surface temperatures are generally reduced by the ADE (Figure 3.9d), with an average reduction of about 0.73°C over land. The largest impacts on surface temperature in China are shown in the Sichuan Basin, cooling this region by ~ 1.4 °C. Changes of relative humidity (RH) differ between the four regions, with decreases in eastern China (3.3%), southern China (1.7%) and the Sichuan Basin (0.5%), and an increase in western China (1.8%).
Figure 3.10. March, 2005 monthly mean surface concentration of: PM2.5 (a), dust (c), sulfate (e), nitrate (g), Black Carbon (BC) (i), Organic Carbon (OC) (k) simulated by WRF-Chem Base case; monthly mean surface concentration changes of PM2.5 (b), dust (d), sulfate (f), nitrate (h), Black Carbon (BC) (j), Organic Carbon (OC) (l) due to the ADE.

The impacts of the ADE on surface concentrations of PM$_{2.5}$ and its components are shown in Figure 3.10. Monthly mean surface PM$_{2.5}$ is high over eastern China (116 µg/m$^3$), southern China (76 µg/m$^3$), Sichuan Basin (116 µg/m$^3$), and western China
(155 µg/m$^3$) (see Figure 2.4 for latitude/longitude boundaries of each region). Dust is the dominant component in all regions, while sulfate is most important in the Sichuan Basin, and nitrate, BC and OC all have high values over the Sichuan Basin and eastern China. PM$_{2.5}$ in east China is composed of dust (61.6%), sulfate (7.1%), nitrate (9.4%), BC (4.8%) and OC (11.4%). In southern China, dust is 58.1%, sulfate is 10%, OC is 9.8%, nitrate is 10.8%, and BC is 3.3% of the total PM$_{2.5}$. Composition of PM$_{2.5}$ in western China is mainly dust aerosols (97.4%). In the Sichuan Basin, PM$_{2.5}$ components include 58.7% dust, 10.6% sulfate, 7.7% nitrate, 3.8% BC and 12.8% OC.

The ADE has a different impact on PM$_{2.5}$ components in different regions. The ADE increases the total PM$_{2.5}$ concentration in all four regions (4.4% in eastern China, 10% in southern China, 2.3% in western China, and 9.6% in the Sichuan Basin) and all the primary aerosols (dust, BC and OC) (Table 3.5). The percentage increases in PM$_{2.5}$ found here are less than the 14% found by Wang et al. [2015], which is to be expected as they show an average over a hazy period in July while we show monthly averages from March. The enhancement of primary aerosols can be attributed to a thinner mean planetary boundary layer height (PBLH) and a more stabilized atmosphere. The PBLH is mainly driven by the strength of the thermal and mechanistic turbulence. Cooler surface temperatures cause weaker thermal turbulence; therefore the PBLH gets thinner (Figure 3.9h), with the regional average decrease ranging from 75 meters to 138 meters (Table 3.4), therefore concentrating pollutants. The ADE also tends to stabilize the atmosphere. We use the temperature lapse rate between the surface and 700 hPa (Figure 3.9i) as a proxy for atmospheric
stability as applied in Storer et al [2014]. The temperature lapse rate reduces domain wide (Table 3.4), which means the temperature difference between the surface and 700 hPa is smaller, and air parcels have less tendency to move upward, therefore constraining the vertical mixing of aerosols. Increased atmospheric stability due to aerosol effects was also shown by Park et al., [2001].

Table 3.5. Percentage changes of PM$_{2.5}$ due to ADE in different regions

(Change= Base−Base_No_ADE)

<table>
<thead>
<tr>
<th>Eastern China</th>
<th>PM$_{2.5}$</th>
<th>Dust</th>
<th>Sulfate</th>
<th>Nitrate ($\mu$g/m$^3$)</th>
<th>BC</th>
<th>OC</th>
<th>Ammonia</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean (Base)</td>
<td>116.1</td>
<td>71.5</td>
<td>8.3</td>
<td>10.9</td>
<td>5.2</td>
<td>13.2</td>
<td>6.3</td>
</tr>
<tr>
<td>Mean (Base_No_ADE) Change</td>
<td>111.2</td>
<td>67.3</td>
<td>8.9</td>
<td>11.0</td>
<td>4.8</td>
<td>12.2</td>
<td>6.5</td>
</tr>
<tr>
<td>Change</td>
<td>4.9 (4.4%)</td>
<td>4.2</td>
<td>-0.6</td>
<td>-0.1</td>
<td>0.4</td>
<td>1.0</td>
<td>-0.2(3.1%)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Southern China</th>
<th>PM$_{2.5}$</th>
<th>Dust</th>
<th>Sulfate</th>
<th>Nitrate ($\mu$g/m$^3$)</th>
<th>BC</th>
<th>OC</th>
<th>Ammonia</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean (Base)</td>
<td>75.7</td>
<td>44.0</td>
<td>7.6</td>
<td>8.2</td>
<td>2.5</td>
<td>7.4</td>
<td>5.0</td>
</tr>
<tr>
<td>Mean (Base_No_ADE) Change</td>
<td>68.9</td>
<td>39.9</td>
<td>8.0</td>
<td>6.6</td>
<td>2.2</td>
<td>6.5</td>
<td>4.7</td>
</tr>
<tr>
<td>Change</td>
<td>6.8 (10%)</td>
<td>4.1</td>
<td>-0.4</td>
<td>1.6</td>
<td>0.3</td>
<td>0.9</td>
<td>0.3(6.4%)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Western China</th>
<th>PM$_{2.5}$</th>
<th>Dust</th>
<th>Sulfate</th>
<th>Nitrate ($\mu$g/m$^3$)</th>
<th>BC</th>
<th>OC</th>
<th>Ammonia</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean (Base)</td>
<td>155.2</td>
<td>151.2</td>
<td>2.2</td>
<td>0.23</td>
<td>0.19</td>
<td>0.55</td>
<td>0.80</td>
</tr>
<tr>
<td>Mean (Base_No_ADE) Change</td>
<td>151.6</td>
<td>147.8</td>
<td>2.2</td>
<td>0.25</td>
<td>0.18</td>
<td>0.52</td>
<td>0.78</td>
</tr>
<tr>
<td>Change</td>
<td>3.6</td>
<td>3.4</td>
<td>0</td>
<td>0.06</td>
<td>0.01</td>
<td>0.03</td>
<td>0.02</td>
</tr>
</tbody>
</table>
The emissions of BC and OC are held constant, however the dust emission will change due to ADE-related changes in soil moisture and wind speed. Figure 3.12 shows the distribution of dust emissions and the change due to the ADE. The dust emissions in our work are calculated by the GOCART dust scheme, using erosion and porosity data from WRF geographical input files, dust sizes, dust densities, and dust effective radius from look-up tables included in WRF-Chem, and prognostic variables from the model simulation (soil moisture and wind speed at 10 meters). The maximum reduction of dust emission due to the ADE is about 8.6 kg/s per gridbox, which is about 16% of the total emission at that location (Figure 3.12b). Both changes of soil moisture (up to 8.6% more moist) and wind speed (up to 10% weaker wind) due to ADE contribute to the reduction of dust emission (Figure 3.12c, 3.12d), with the change of wind speed having dominant impact. However, the reduction of the dust emission does not lead to a decrease in dust aerosol concentration in most parts of western China, which implies that the change of meteorological conditions (PBLH and temperature lapse rate) are the driving factors for the change of dust aerosol due to the ADE.
Figure 3.12. March, 2005 monthly mean of dust emission: (a) surface distribution simulated by WRF-Chem Base case based on GOCART dust scheme; (b) change due to ADE; (c) change due to \( \Delta \text{soil moisture} \) caused by ADE; (d) change due to \( \Delta \text{wind speed at 10-meter altitude} \) caused by ADE.

The effect of the ADE on secondary aerosols, i.e., sulfate and nitrate, is different from that on primary aerosols, since the driving factors for these species differ. Under the same meteorological conditions, sulfate decreases in all four regions due to the ADE, mainly caused by the inhibited aqueous phase and gas phase reactions of \( \text{SO}_2 \) to form sulfate. Aqueous phase reactions between \( \text{SO}_2 \) and \( \text{H}_2\text{O} \) or \( \text{SO}_2 \) and \( \text{O}_3 \) are the major pathways for sulfate formation although gas phase reaction of \( \text{SO}_2 \) with \( \text{OH} \) is also important [Eriksen, 1972; Tanaka et al., 1994; Harris et al., 2012]. Analyses based on the difference between the Base run and the Base_No_ADE run show domain-
wide decreases of $\text{H}_2\text{O}_2$ with a maximum reduction over the Sichuan Basin (6.9%) and domain-wide decreases of ozone with a maximum reduction over Eastern China (12%) due to the ADE. The cloud water amount also decreases, but only by a small amount due to the ADE. The reductions in $\text{H}_2\text{O}_2$, $\text{O}_3$, and cloud water slow down the sulfate formation from aqueous phase reactions, thus also leading to decreased sulfate aerosols due to the ADE. The domain-wide average surface OH concentration is 0.02 pptv, and it is reduced by 20% because the ADE decreases the incoming solar radiation, thus slowing the photolysis of $\text{H}_2\text{O}_2$, HONO, and $\text{O}_3$ to form OH. The Sichuan Basin has the highest OH concentration of the four regions, approximately 0.4 pptv in the Base_No_ADE run, and the percentage change of OH in Sichuan Basin is also highest (-40%). Therefore the relatively large decrease of sulfate aerosol in Sichuan Basin is likely due to the high percentage changes in $\text{H}_2\text{O}_2$ and OH there. The change of nitrate due to the ADE shows regional differences. *G. Wang et al.*, [2016] proposed a new sulfate formation mechanism that includes efficient oxidation of $\text{SO}_2$ by $\text{NO}_2$ to form sulfate under severe haze condition. If this mechanism were used in this simulation, it is possible that, the increase in $\text{NO}_2$ due to less photolysis and favorable meteorological conditions (i.e., thinner PBL and more stabilized lower troposphere) would lead to an increase in sulfate that would counter the change discussed above. Nitrate is enhanced in southern China, Sichuan Basin and western China, but decreased in eastern China. The composition of nitrate is mostly $\text{NH}_4\text{NO}_3$, and the formation of $\text{NH}_4\text{NO}_3$ largely depends on the availability of ammonia. The surface concentration of ammonia also shows a decrease in eastern China and an increase in the other three regions (Table 3.5).
Ground-level ozone decreases due to the ADE. Domain-wide decreases of surface 1-hour maximum ozone are shown in Figure 3.13, with a domain average reduction of 1.0 ppbv and a maximum decrease of 12.0 ppbv located in the Sichuan Basin. Ozone is reduced because the ADE is dominated by the dust that absorbs UV radiation and leads to less solar radiation reaching the boundary layer (Figure 3.9b). Therefore the photolysis process for NO$_2$ is slowed down, which leads to less tropospheric ozone formation. Meanwhile, the ADE leads to the decrease of biogenic VOC emissions, most significantly in southern China. For example, the biogenic isoprene emissions are reduced by 51% in southern China due to the ADE. The reduction in VOC emissions is partly responsible for the decrease of the surface ozone; however, it is unlikely to be the dominant factor in this season in most parts of China. The ozone dry deposition velocity also decreases due to the ADE. The dry deposition velocity is calculated based on aerodynamic resistance, quasi-laminar resistance, and surface resistance, among which the surface resistance is dominant. The surface resistance in WRF-Chem v3.3 is parameterized as a function of solar radiation, surface air temperature, surface type, and vegetation type with the Wesely scheme [Wesely, 1989]. In general, the ozone deposition velocity decreases with less surface solar radiation and cooler surface temperatures due to the ADE, with a domain-average decrease of 8%. The slower photochemistry and less VOC emissions due to the ADE contribute to the decrease of surface ozone while the smaller dry deposition velocity leads to the accumulation of ozone in lower troposphere, leading to a negative feedbacks between the ADE and surface ozone concentrations.
Figure 3.13. March, 2005 monthly mean of surface 1-hour maximum ozone: (left column) surface distribution simulated by WRF-Chem Base case; (right column) change due to ADE.

Forkel et al. [2012] found increases in monthly average surface ozone in July over Germany, Eastern Europe, and southwestern France, associated with increases in surface SW radiation. They attributed most of the changes to the aerosol semi-direct effect. They found that the changes in surface radiation were not correlated with aerosol amounts and inferred that they were mostly due to the cloud cover change from the semi-direct effect. Makar et al. [2014] also studied the relative importance of aerosol direct and indirect effects on meteorology. Focusing on Europe and North America they found that the indirect effect on meteorological fields is usually larger than the direct effect and sometimes opposes the direct effect.

We find a negative temporal correlation between aerosol loading (represented by AOD) and surface SW radiation with correlation coefficients at six WRDC stations ranging from -0.50 to -0.82 (Figure 3.8), suggesting the aerosol loading is an important factor determining the temporal variation of the surface SW radiation.
However, the semi-direct effect also plays a role as the cloud optical depth (CODs) decreases over much of the domain. This decrease in COD increases surface SW radiation and ambient ozone and partially counters the increase in SW radiation and ozone due to the ADE. The large aerosol loading and relatively low water vapor concentrations in our domain during this season may cause the stronger ADE and weaker semi-direct effect in our case compared to Forkel et al. [2012].

3.2.3 Impact of future emission reductions

SO$_2$ emissions declined 15% between 2005 and 2010 due to large-scale deployment of flue gas desulfurization (FGD) at China’s power plants [Li et al., 2010, Wang et al., 2014]. Assuming best available technologies are fully implemented, SO$_2$ emissions in 2030 should be reduced to 27% of the 2010 level [Wang et al., 2014]. The RCP4.5 emission scenario estimates 2050 SO$_2$ emission to be 20% of that in 2005. Therefore, we assume that the SO$_2$ emissions will decrease by 80% in 2050 compared to the 2005 level, and apply this reduction in our sensitivity run (SO$_2 \times 0.2$\_ADE). With less SO$_2$ emission, surface shortwave radiation increases, especially south of 30°N. Surface temperatures are higher with emission reductions with the maximum increase about 0.15K in China. By emitting less SO$_2$, the air quality is mostly improved (Figure 3.14). SO$_2$ is the precursor of sulfate aerosol, a scattering aerosol. Regulating SO$_2$ leads to changes of the scattering aerosols. The impact on PM$_{2.5}$ concentration is most significant over the Sichuan basin and southern China, with reductions of up to 17.5 µg/m$^3$ in Sichuan Basin and southern China and a regional average decrease of 5.4%. However, in this simulation reducing SO$_2$ emissions leads to an increase of PM$_{2.5}$ over dusty areas in western China as dust
emissions increase due to ADE-induced changes that are shown in Figure 3.12. The surface 1-hour maximum ozone concentration goes down by up to 6 ppbv in Sichuan Basin, and up to 4 ppbv in eastern China. This result is consistent with the study by Dickerson et al. [1997] indicating that scattering aerosols accelerate boundary layer ozone production since scattering of UV radiation enhances the actinic flux and simultaneously the photolysis rate in the boundary layer. Therefore, in our sensitivity run, reducing SO$_2$ emissions is also beneficial for reducing ozone pollution.

Figure 3.14. Change of surface PM$_{2.5}$ concentration and surface ozone concentration due to SO$_2$ and BC emission reductions

In 2005, the total BC emission in China according to the INTEX-B emission inventory was 1811 Gg/year, while the total black carbon emission from the US was 580 Gg (Report to Congress on Black Carbon, EPA, 2010). Assuming the best control technologies are available and that rigorous regulations are fully implemented, the BC
emission in China is expected to decrease to the current US level by 2050, approximately 20% of the INTEX-B level. The sensitivity simulation (BC×0.2) tested the impact of reducing BC emissions to 20% of INTEX-B levels. BC is mainly a primary aerosol, i.e., it is emitted directly. The surface radiation and surface temperature are both enhanced due to BC emission reductions, similar to the case with less SO$_2$ emission. The PM$_{2.5}$ level declines, especially in the Sichuan Basin (by up to 13 µg/m$^3$) and eastern China (up to 6.8 µg/m$^3$). However, the ozone pollution worsens in the Sichuan Basin (with increases of up to 3.2 ppbv) and parts of eastern China (increases of up to 3.6 ppbv) (Figure 3.14). Reducing absorbing aerosols allows more shortwave radiation to reach the surface, therefore increases photolysis rates, and accelerates the photochemistry of ozone production.

3.3 Summary

WRF-Chem sensitivity simulations were conducted in East Asia for the EAST-AIRE IOC period (March, 2005) to investigate the ADE on surface radiation and air quality. Comparison between model and in-situ and satellite observations demonstrated that WRF-Chem when run with the configuration shown in Table 2.1 captured the temporal and spatial variations of meteorological fields, trace gases, and aerosol loadings reasonably well. However, WRF-Chem underestimated some peak values of trace gases (CO, SO$_2$) and AOD, partly due to the biases in simulated wind fields and the coarse resolution of emission inventories. Scattering by aerosols was underestimated in the model partially due to low biases in OC emissions and the lack of aging processes for absorbing aerosols (BC), leading to the AOD underestimation.
We found that the effect of ADE on surface SW radiation is -20 W/m$^2$ domain-wide, with a value of -25 W/m$^2$ at Xianghe Observatory, consistent with observations. The ADE caused diverse changes in PM$_{2.5}$ and its components in four regions of China with high PM$_{2.5}$ loading. The surface PM$_{2.5}$ level was enhanced domain wide due to ADE, with increase of 4.4% in eastern China, 10% in southern China, 2.3% in western China, and 9.6% in the Sichuan Basin, as a result of reduced vertical mixing. The concentrations of primary aerosols (dust, BC and OC) increase in the four regions mainly driven by the thinner PBL and higher atmospheric stability caused by the ADE. The changes of secondary aerosols (sulfate and nitrate) due to the ADE show different signals compared to primary aerosols, largely driven by the change of the chemistry such as the oxidation capacity of the atmosphere. The oxidation capacity decreases because the decrease in photolysis due to the ADE leads to smaller OH concentrations in the atmosphere. The ADE leads to a domain-wide decrease in sulfate, with the maximum in Sichuan Basin (-7.5%). Nitrate increases in southern China, western China and the Sichuan Basin, but decreases in eastern China, consistent with the change of ammonia aerosol.

Two sensitivity simulations were carried out to test the potential impact of emission reductions on East Asian air quality. Our study with reduced BC and SO$_2$ emissions indicates that reducing absorbing aerosols could lead to an increase in certain gas pollutants (i.e., ozone) if emissions of NO$_x$ and VOC are unchanged, while reducing scattering aerosols would have co-benefits in ozone pollution. Thus policy makers need to take the aerosol types and the interaction between aerosols and other air pollutants into account when implementing PM regulations.
Chapter 4: Relative importance of the impact of aerosol direct and indirect effects on meteorology and air quality

4.1 Introduction

Previous studies using coupled regional models have shown that the ADE leads to lower surface shortwave radiation amounts, cooler surface temperatures, thinner planetary boundary layer heights, and more stabilized boundary layers [Forkel et al., 2012; Zhang et al., 2015; J. Wang et al., 2016], which results in enhanced air pollutant (CO, SO₂, PM2.5) levels [Zhang et al., 2015; Wang et al., 2016]. Feedbacks induced by the AIE are more complicated and uncertain than feedbacks induced by the ADE based on many previous studies by regional models ([Forkel et al., 2012; Makar et al., 2015a; Makar et al., 2015b; Zhang et al., 2015]). For example, Makar et al. [2014] investigated aerosol effects on meteorology over North America and Europe using multiple regional models and found that at most locations the AIE increased the magnitude of changes due to the ADE. Specifically, AIE intensified changes in surface shortwave radiation, 2-meter surface air temperature, and Planetary Boundary Layer (PBL) height due to the ADE over North America, but ameliorated changes in the same quantities over regions of Europe that were not impacted by Russian fires. Forkel et al. [2012] found that the AIE had a stronger
impact on surface shortwave radiation, surface temperature and PBL height relative to the ADE in July over Europe. Zhang et al. [2015] simulated a hazy winter period in January 2013 over Eastern China and discovered that for this period when aerosol loading was extremely high, the ADE had a larger impact on meteorology (i.e., solar radiation, temperature, wind speed and PBL height) than the AIE. This result differs from that found by Forkel et al. and Makar et al. over regions with low aerosol loading.

This chapter explores the relative importance of the ADE and AIE on meteorology and atmospheric chemistry, and the subsequent impact on air quality over East Asia during the EAST-AIRE campaign [Li et al., 2007] period of March 2005 using the fully coupled online regional model, WRF-Chem, following up on our previous study [J. Wang et al., 2016] of the same time period that investigated the feedbacks of the ADE on radiation, meteorological variables, and air quality.

4.2 Experiment setup

In this experiment, the WRF-Chem simulated domain covers most of China and Korea with a horizontal resolution of 12 km and 32 vertical layers from the surface to 100 hPa (Figure 2.5). The input datasets, emission inventories, and physics and chemistry options used in the model, listed in Table 2.1, were same as in Chapter 3. Secondary Organic Aerosols (SOA) formation is not included as comprehensive SOA schemes were not available in the version of WRF-Chem used in this study. The impact of neglecting SOA formation in this region during this time period is discussed in Chapter 3, section 3.2.1.

Three WRF-Chem experiments were conducted to investigate the aerosol direct and
indirect effects (Table 4.1): 1) AER-all: both aerosol direct and indirect effects included; 2) No_ADE: aerosol direct effect not included; 3) No_AIE: aerosol indirect effect not included. The AER-all simulation includes aerosol formation from precursors, aerosol interaction with radiation and formation of cloud droplets from prognostic aerosols. WRF-Chem has a cloud droplet activation module that connects the simulated aerosol information with the microphysics scheme. The activation module generates cloud droplets based on the maximum supersaturation, which is calculated using a combination of the simulated vertical velocity and turbulent motions, and properties (i.e., hygroscopicity, size distribution) of the internally mixed prognostic aerosol within each size bin [Chapman et al., 2009]. The calculated cloud droplets are then passed to the double-moment Morrison microphysics scheme that calculates number concentration and mass mixing ratios of cloud water, cloud ice, snow, rain, and graupel/hail from four microphysical processes: autoconversion, collection between hydrometeor species, melting/freezing, and ice multiplication [Morrison et al., 2005]. In the No_ADE simulation, aerosol information is not passed to the radiative transfer scheme, effectively removing the direct effect, however, prognostic aerosols are passed into the activation module of the microphysics scheme thus retaining the AIE. In the No_AIE case, prognostic aerosol information is passed to the radiative transfer scheme, keeping the ADE; however, instead of using prognostic aerosol concentrations, we modified the activation module to use a constant low "pre-industrial" aerosol concentration (1x10^8 particles per kilogram air) combined with prognostic meteorological conditions to generate spatially and temporally varying “pre-industrial” cloud droplets. Activation based on constant
background aerosols concentrations and prognostic meteorological conditions leads to spatial variations in cloud droplet numbers that are consistent with the spatial distribution of aerosols. This concentration is a factor of 100 less than is typical in this region during this season. This low aerosol concentration is then passed into the cloud droplet activation module. This approach of minimizing the AIE is different than many previous studies [Forkel et al., 2012; Makar et al., 2014; Zhang et al., 2015] that use a constant cloud droplet number concentration (250 cm$^{-3}$ used in Forkel et al. [2012] and Makar et al. [2014] and 1×10$^8$ kg$^{-1}$ used in Zhang et al. [2015], respectively) throughout the simulation domain in the microphysics scheme in their "no-AIE" simulations. In this version of WRF-Chem, only the warm rain process is connected with the prognostic aerosols through the activation of CCN from simulated aerosols [Yang et al., 2011] while the activation of IN is parameterized.

Loss of prognostic airborne aerosols serving as ice nuclei (IN) is not treated in version 3.3 (as discussed in Zhang et al. [2015]) or in version V3.6.1 (Gao et al., 2016), and therefore we focus on the impact of aerosols on liquid clouds in this study. Besides the impact of aerosols on cloud droplet activation, another part of aerosol-cloud interactions in warm clouds is the impact of cloud on aerosols (wet removal is the main sink of airborne aerosols). Wet scavenging processes [Easter et al., 2004] are included in all three sensitivity runs.

Based on these three simulations, we estimate the impact of the direct effect using the difference between AER-all and No_ADE simulations, and the impact of the indirect effect using the difference between AER-all and No_AIE simulations. The semi-direct effect can not be separated based on this setup, thus the “direct effect”
discussed in following sections includes both direct and semi-direct effects, unless otherwise specified. The approach used in estimating the ADE is the same as in Wang et al. [2016], and differs from several previous studies [Forkel et al., 2012; Makar et al., 2014; Zhang et al., 2015] that estimate the direct effect using the difference between simulations that do not include the indirect effect. We choose to use this approach to minimize biases in aerosol amounts resulting from biases in precipitation due to neglecting the AIE. This approach may also result in a better estimation of radiative warming as it includes the effect of absorbing aerosols above cloud layers [Ghan et al., 2013].

Table 4.1. Summary of three sensitivity simulations in the experiment setup

<table>
<thead>
<tr>
<th>AER-All</th>
<th>Include all the aerosol feedbacks</th>
</tr>
</thead>
<tbody>
<tr>
<td>No_ADE</td>
<td>Aerosol direct effect is removed</td>
</tr>
<tr>
<td>No_AIE</td>
<td>Aerosol indirect effect is removed</td>
</tr>
</tbody>
</table>

**4.3 Results and discussions**

The WRF-Chem simulations were conducted for February 22 to March 15, 2005 with the first week (February 22 to February 28) being discarded as spin-up. In Wang et al. [2016] the model was shown to capture temporal and spatial variations of meteorological fields, surface radiation, trace gases, and aerosol loading reasonably well. In this work, we increase the horizontal resolution of the simulations from 36 km to 12 km making it necessary to interpolate the input data sets and emission inventories used in Wang et al. [2016] to the new domain. Correlations and biases
between modeled (AER-All 12km and AER-All 36-km simulations) and observed meteorological fields and trace gases at Xianghe Observatory for the March 1st to March 15th time period are shown in Table 4.2. Overall, the performance of the 12-km AER-All simulation is comparable with or better than the 36km simulation, with improvements in all the meteorological fields and several trace gases (CO, SO₂, NO₃). Considerable improvements are obtained in temporal correlations of 2-meter relative humidity (RH₂m) and surface level wind speed, mainly owing to the better-resolved geographic information on land use, topography, soil type, and vegetation cover. Better representation in meteorological variables leads to enhanced correlations and smaller biases in trace gases such as CO and SO₂ that are mainly influenced by meteorology and emissions. Simulated aerosol optical properties (aerosol optical depth, scattering coefficient and absorption coefficient) from the 12km AER-ALL simulation are similar to those from the 36 km simulation and reasonably represent observed temporal and spatial variations. Simulated aerosol optical properties were evaluated against observations at Xianghe Observatory and AERONET stations in Chapter 3, section 3.2.1 (See Figure 3.6, Figure 3.7, and Table 3.2) and only a summary will be presented here. In general, WRF-Chem captured the buildup and decrease of aerosols at Xianghe, however underpredicted AOD on highly polluted days. Comparisons between simulated AOD from WRF-Chem and observations at 10 AERONET stations showed that 8 out of 10 stations had temporal correlations higher than 0.5 and 7 out of 10 stations had biases less than 30%.
Table 4.2. Comparison of statistics of 12 km and 36 km simulations

<table>
<thead>
<tr>
<th>Variable</th>
<th>Correlation 12km</th>
<th>Bias 12km</th>
<th>Correlation 36km</th>
<th>Bias 36km</th>
</tr>
</thead>
<tbody>
<tr>
<td>$T_{2m}$ (K)</td>
<td>0.93</td>
<td>-1.05</td>
<td>0.91</td>
<td>-1.81</td>
</tr>
<tr>
<td>$P_{sfc}$ (hPa)</td>
<td>0.93</td>
<td>0.10</td>
<td>0.93</td>
<td>0.12</td>
</tr>
<tr>
<td>RH$_{2m}$ (%)</td>
<td>0.83</td>
<td>6.68</td>
<td>0.68</td>
<td>5.61</td>
</tr>
<tr>
<td>Wind speed (m/s)</td>
<td>0.63</td>
<td>0.76</td>
<td>0.41</td>
<td>0.92</td>
</tr>
<tr>
<td>CO (ppm)</td>
<td>0.68</td>
<td>-0.28</td>
<td>0.43</td>
<td>-0.35</td>
</tr>
<tr>
<td>SO$_2$ (ppb)</td>
<td>0.54</td>
<td>-7.14</td>
<td>0.38</td>
<td>-7.26</td>
</tr>
<tr>
<td>NO (ppb)</td>
<td>0.46</td>
<td>0.54</td>
<td>0.47</td>
<td>0.10</td>
</tr>
<tr>
<td>NOy (ppb)</td>
<td>0.59</td>
<td>-1.16</td>
<td>0.43</td>
<td>-2.28</td>
</tr>
<tr>
<td>O$_3$ (ppb)</td>
<td>0.73</td>
<td>-1.36</td>
<td>0.72</td>
<td>1.14</td>
</tr>
</tbody>
</table>

In order to illustrate the impact of the AIE realized through changes in clouds and precipitation, we will focus on two periods with large-scale synoptic cloud and precipitation features in this study. The time periods for these two case studies are March 1 to March 2 (case study A), and March 10$^{th}$ (case study B). One major difference between these two cases is that the clouds are optically thinner and higher in Case study A than Case study B, which leads to different responses in meteorology and atmospheric composition that would be discussed in details.
4.3.1 Case Study A

As seen from the $1^\circ \times 1^\circ$ Level 3 MODIS Aqua Liquid Cloud Optical Depth (COD) product (Figure 4.1, left column), on March 1, large-scale clouds with COD greater than 40 covered several provinces in southern China including from west to east Yunnan, Sichuan, Guizhou, Guangxi, Hunan, Guangdong and Fujian with maximum values exceeding 60 in Fujian Province near the southeastern coast. On March 2, cloud cover over the southeastern coast expanded and thickened over Fujian and Zhejiang Provinces, and diminished over Guizhou, Sichuan, and Hunan Provinces. The spatial correlation between the modeled (Figure 4.1, right columns) and observed COD is ~0.5 on both days indicating that the AER-All simulation has moderate success in capturing the location and thickness of clouds on this day. The model also captured the increase in clouds over southeastern China between the 1st and 2nd.
Figure 4.1. Liquid Cloud Optical Depth (COD) from WRF-Chem AER-All simulation (Right) and Liquid COD from MODIS (Aqua) L3 product (left) at MODIS Aqua overpass time on March 1 and March 2. The simulated liquid COD from the WRF-Chem AER-All simulation is extracted at the locations where MODIS Level 3 has values. The blank represents grids without MODIS L3 data. MODIS data is downloaded from http://modis-atmos.gsfc.nasa.gov/MOD08_D3/

Along with the appearance of thick clouds, precipitation is observed forming in southern China on March 1 and moving to the southeastern coast by March 2 (Figure 4.2, left column). Modeled daily precipitation from the WRF-Chem AER-All
simulation at the same locations (Figure 4.2, right column) shows fairly good agreement with observations in terms of magnitude and location (spatial correlation of ~0.5 for both days) although mean precipitation amounts at locations with greater than 5 mm of precipitation are overestimated by 6.4 mm and the spatial extent of >5 mm of precipitation is overestimated by 78% (128 model stations versus 72 observed stations). In addition, the model has spurious precipitation in southwest China on the 2nd.

Figure 4.2. Daily total precipitation (mm) from weather station observations (left) and WRF-Chem AER-All simulation (right) from 03/01/2005 and 03/02/2005. (Precipitation data set is developed by Climate Data Center of the National
The reasonable representation by the WRF-Chem AER-All simulation of the liquid COD and precipitation associated with these two case studies makes it possible to examine the impact of aerosol direct and indirect effects on meteorological variables and atmospheric components. Figure 4.3 shows spatial maps of hourly average surface shortwave (SW) radiation, 2-meter temperature, planetary boundary layer height (PBLH), 10-meter wind speed, and temperature lapse rate between 700 hPa and the surface from the AER-All simulation (left column), and their changes due to direct (center column) and indirect (right column) effects. Surface SW radiation decreases throughout the domain due to the aerosol direct effect (Figure 4.3b) with maximum reductions of ~90 W/m$^2$ over eastern China where surface PM$_{2.5}$ concentrations are highest (Figure 4.5a). The decrease in surface SW radiation due to the direct effect is offset at some locations (e.g., northeastern coast of China) by the aerosol semi-direct effect. The single scattering albedo (SSA) from AER-All simulation in this region is ~0.72, while the domain mean is 0.89, indicating there is strong absorbing effect in this region. The SSA is reduced from 0.92 to 0.72 by including the direct/semi-direct effects in this region; therefore the strong absorbing effect heats the atmosphere, evaporates clouds, and allows more radiation to reach the surface. Reduced values of cloud optical depth can also be found along the northeast coast (Figure 4.4b) where surface short wave radiation increases due to the AIE.
Figure 4.3. Spatial distribution of hourly surface shortwave radiation (a), 2-meter temperature (d), PBLH (g), 10-meter wind speed (j) and temperature lapse rate between 700hPa and the surface (m) from AER-All simulation, and their corresponding changes due to the aerosol direct effect (b, e, h, k, and n) and the indirect effect (c, f, l, l, and o) from March 1 to March 2, 2005.

Figure 4.4. Spatial distribution of hourly liquid cloud optical depth (a), cloud water pathway (d) and precipitation (g), and their corresponding changes due to the aerosol
direct effect (b, e, and h) and the aerosol indirect effect (c, f, and i) from March 1 to March 2, 2005.

Surface SW radiation also decreases through much of the domain due to the aerosol indirect effect (Figure 4.3c) as increases in cloud optical depth (Figure 4.4b) lead to decreases in surface SW radiation. The indirect effect and associated decreases in surface shortwave radiation are strongest over regions with high cloud optical depth as opposed to regions with high pollutant levels. In general, the magnitudes of direct and indirect effects on the surface SW radiation are comparable but are focused on different locations. Decreases in 2-meter temperature, PBLH, 10-meter wind speed and 700 hPa to surface temperature lapse rate (e.g., Storer et al. 2014) are consistent with the changes in surface radiation and also previous studies [Zhang et al., 2015; Wang et al., 2016]. Reductions in PBLH, temperature lapse rate and surface wind speed indicate a more stabilized atmosphere with less convection and weaker winds. Therefore with this model configuration, the direct effect causes clouds to get thinner and contain less water (Figure 4.4b and 4.4e) and precipitation to decrease by 28% over regions with daily precipitation higher than 1 mm (Figure 4.4h). The aerosol indirect effect also inhibits convection primarily due to the modification of cloud microphysics due to the aerosols. In this case, the AIE increases cloud droplet numbers, cloud optical depth (Figure 4.4c) and cloud water pathway (Figure 4.4f) over southwestern and southern China by 88%, 40%, and 50% respectively, leading to a suppression of precipitation of 29% (Figure 4.4i). The sign of the precipitation change due to the indirect effect differs from that found by Zhang et al. [2015]. They
found an increase in precipitation over southern China due to the AIE possibly because over this clean region the prescribed cloud droplet concentrations used in their sensitivity run were larger than the prognostic concentrations used in their base run. The result of this difference was an increase in precipitation in the base run, which included the indirect effect.

Aerosol direct and indirect effects influence air quality via changes in meteorological variables discussed above and changes in chemical processes. Figure 4.5a shows that model surface PM$_{2.5}$ concentrations are highest over eastern China (up to 250 µg/m$^3$) and Sichuan Basin (up to 200 µg/m$^3$). Due to the thinner PBLH, less convection, weaker winds, and less wet scavenging from precipitation induced by the direct effect, surface concentrations of PM$_{2.5}$ and its major components including primary and secondary aerosols are enhanced, especially over the most polluted regions (Figure 4.5, central column). However, the indirect effect shows diverse impacts on surface PM$_{2.5}$ due to competing processes involved. First, the increase in cloud optical depth and cloud water content due to the AIE stabilizes the atmosphere leading to a decrease in PBLH, wind speed, and ventilation resulting in an increase in surface PM$_{2.5}$ concentrations; secondly, suppressed precipitation causes less wet scavenging of aerosols; thirdly, with this model configuration, prognostic aerosols are removed from the air when activated as Cloud Condensation Nuclei (CCN). This removal leads to a decrease in aerosol concentrations, which is much larger in the AER-All case than in the no_AIE case due to the much higher background aerosol concentrations in the AER-All simulation. The first and second processes exert positive feedbacks on PM$_{2.5}$ concentrations while the third process acts in the
opposite direction. Regions with thick clouds such as southwestern China and coastal areas (Figure 4.1) are dominated by the third effect, while the first and second effects are most important in regions with high PM$_{2.5}$ concentrations such as central China. Comparing the magnitude of changes due to direct (Figure 4.5, central column) and indirect effects (Figure 4.5, right column) for different PM components, the primary aerosols (dust, OC) are most affected by the direct effect, while concentrations of secondary aerosols (sulfate and nitrate) are more sensitive to indirect effects because they are more hygroscopic than dust and OC [Pringle et al., 2010]. The hygroscopic parameters used in WRF-Chem are 0.5 for sulfate and nitrate aerosols and 0.14 for dust and OC.
Figure 4.5. Spatial distributions of hourly concentrations of surface total PM2.5 (a), dust aerosols (d), organic carbon (g), sulfate (j) and nitrate (m), and their corresponding changes due to the aerosol direct effect (b, e, h, k, and n) and the indirect effect (c, f, i, l, and o) from March 1 to March 2, 2005.

As for ozone and CO, two major gaseous air pollutants, the impacts of the aerosol direct and indirect effects are quite different. The hourly averaged surface ozone and CO concentrations are shown in Figure 4.6a and 4.6d. With a relatively long lifetime in the atmosphere (~ 2 months), CO is chemically stable and mainly influenced by meteorological conditions, while ozone is a secondary pollutant and more chemically active in the troposphere. The contrasting responses of ozone and CO to the ADE are shown in Figures 4.6b and 4.6e. Ozone is reduced since decreases in its concentration due to a slowing of its formation rate via photolysis are larger than increases in its concentration due to decreases in PBL height and increases in stability, while CO concentrations increase due to the decrease in PBL height and increase in stability. The effect of the AIE on O$_3$ (Figure 4.6c) is opposite in sign to the effect of the ADE on O$_3$, and it impacts different regions. The indirect effect increases ozone concentrations along the south coast, including Guangxi, Guangdong, Fujian, and the southern part of Hunan and Jiangxi Provinces, with increases of cloud water and cloud optical depth. O($^3$P) generated from NO$_2$ photochemistry at wavelengths < 390nm is a major source of tropospheric ozone formation. Therefore, increases in the NO$_2$ photolysis rate ($j$(NO$_2$)) leads to more ozone production. The regional averaged vertical profile of $j$(NO$_2$) and its change due to the AIE are shown
in Figure 4.7. Increases of \( j(\text{NO}_2) \) are found over this region with an average enhancement of 34% at the surface and 10% throughout the atmosphere. This result is somewhat surprising as several previous studies using radiative transfer models have found that clouds reduce \( j(\text{NO}_2) \) [Liao et al., 1999; Wild et al., 2000; Liu et al., 2006]. However, these studies do not consider the impact of changing clouds and aerosols at the same time. In this region and this case study, COD is enhanced but AOD is decreased as air-borne aerosols are activated and incorporated into clouds (see Figure 4.7). The vertically integrated COD increases from 12.4 to 27.8 when the AIE is included, while the vertically integrated AOD at 300 nm decreases from 3.4 to 1.8 with maximum decreases at \( \sim 875 \) hPa. Changes in COD and AOD have opposing impacts on surface \( j(\text{NO}_2) \). Wild et al. [2000] calculated \( j(\text{NO}_2) \) in the presence of multilayer clouds of COD = 15 using an offline Fast-J model, and found that for a solar zenith angle of 0°, \( j(\text{NO}_2) \) decreased about 14% compared to cloud-free conditions. Liu et al. [2006] showed that the impact of increasing multilayer cloud optical depth (or cloud water) by 50% on the \( j(\text{NO}_2) \) percentage change due to clouds is around 2% using Fast-J. However, He and Carmichael [1999] applied a 1-D comprehensive atmospheric chemistry model coupled with a radiative transfer scheme to test the sensitivity of photolysis rates to aerosol loadings and found that \( j(\text{NO}_2) \) can be up to 50% lower with 50% more aerosol loadings. Therefore, substantial decreases of AOD (~46% in this case) could lead to increases in \( j(\text{NO}_2) \) and therefore surface ozone concentrations over coastal southeastern China.
Figure 4.6. Spatial distributions of hourly concentrations of surface concentration of ozone (a) and CO (d), and their corresponding changes due to the aerosol direct effect (b and e) and indirect effects (c and f) from March 1 to March 2.
Figure 4.7. Mean vertical profiles of 24-hour averaged NO2 photolysis rate (top panels), liquid cloud optical depth (COD) (center panels), and aerosol optical depth (bottom panels).
(AOD) (bottom panels) averaged over coastal southeastern China (110° E – 118° E, 22° N – 27° N) for March 1 to March 2, 2005. Values are shown in the left panels and changes due to the AIE are shown in the right panels.

The impact of opposing changes in COD and AOD on surface actinic flux, the driving factor determining \(j(\text{NO}_2)\), is examined using the 1-D offline TUV (Tropospheric Ultraviolet and Visible Radiation) model (http://cprm.acom.ucar.edu/Models/TUV/Interactive_TUV/). The TUV model calculates the \(\text{NO}_2\) photolysis rate based on the following input variables: wavelength range, solar zenith angle, overhead ozone column, surface albedo, cloud base and top heights, COD, AOD, and aerosol single scattering albedo. We performed two tests using the input values specified in Table 4.3 to estimate the sensitivity of the surface \(\text{NO}_2\) photolysis rate to AOD and COD. In these tests, the values of AOD and COD were taken from the AER-All and No_AIE simulations while the values for the other input variables were held fixed at levels typical for this region during this time period.

Table 4.3. Values of input variables and calculated \(j(\text{NO}_2)\) for two TUV model tests *

<table>
<thead>
<tr>
<th></th>
<th>AOD at 300nm</th>
<th>COD</th>
<th>Simulated from</th>
<th>(j(\text{NO}_2)) (\text{s}^{-1})</th>
</tr>
</thead>
<tbody>
<tr>
<td>Test_A</td>
<td>1.8</td>
<td>27.8</td>
<td>AER-All</td>
<td>2.48×10^{-3}</td>
</tr>
<tr>
<td>Test_B</td>
<td>3.4</td>
<td>12.4</td>
<td>No_AIE</td>
<td>2.37×10^{-3}</td>
</tr>
</tbody>
</table>

*: Wavelength range=280-400nm, solar zenith angle=30°, overhead ozone column=300 DU, surface albedo=0.1, cloud base=0.1km, cloud top=5km, aerosol single scattering albedo=0.9.
From Table 4.3, it can be seen that the surface j(NO$_2$) is larger in Test A that includes AOD and COD values from the AIE simulation than in Test B that includes AOD and COD values from the NO_AIE simulation. This result indicates that for input values chosen in Table 4, the increase in surface j(NO$_2$) due to a lower AOD is larger than the decrease in flux due to a higher COD and supports our belief that the AIE is an important cause of the increases in j(NO$_2$) in this region during this event.

4.3.2 Case Study B

On March 10, the MODIS Aqua L3 product showed a large region of southeastern China (Zhejiang, Fujian, Guangdong, Guangxi, Hunan, and Jiangxi Provinces) covered by clouds (Figure 4.8, left). The WRF-Chem AER-All run reproduced the observed spatial distribution of the COD moderately well with a domain-wide spatial correlation of 0.52.
Figure 4.8. Liquid Cloud Optical Depth (COD) from WRF-Chem AER-All simulation (Right) and Liquid COD from MODIS (Aqua) L3 product at MODIS Aqua overpass time on March 10.

Similar to Case Study A, the spatial extent of the cloud cover from the model is larger than observed and the magnitude of model precipitation showed a high bias of 8.6 mm over regions where the observation showed more than 5 mm of precipitation (Figure 4.9)

Figure 4.9. Daily total precipitations from weather station observations (left) and WRF-Chem AER-All simulation (right) from March 10, 2005.

As in Case Study A, surface shortwave radiation, 2-m temperature, PBL height, wind speed, and lapse rate usually decrease due to the aerosol direct and indirect effects although the change due to the AIE is relatively weak and occasionally slightly
positive for some variables (i.e., surface wind speed, PBLH) in regions with high aerosol loadings (Figure 4.10). For example, the change of surface temperature is less negative due to the indirect effect (~ -0.5 °C) than the direct effect (~ -2 °C) over the Sichuan Basin where PM$_{2.5}$ levels are extremely high (~350 µg/m$^3$), because the cooling effect due to less shortwave radiation reaching the surface is mitigated by the warming effect associated with enhanced aerosol absorbing capabilities (reduced SSA). Zhang et al. [2015] also found that the aerosol direct effect plays a larger role than the AIE in changing conditions over highly polluted areas. Since the Sichuan Basin is warmer than its surroundings (Figure 4.10d) and experiences a smaller temperature decrease, the temperature gradient is enhanced which causes increases in wind speed (up to 12%, Figure 4.10l) and mixing, that smooth out the pollutant spatial distribution. This is one possible cause of the decreases in the concentrations of all aerosol components (Figure 4.11, right column) in Sichuan Basin, and the increases in surrounding regions due to the indirect effect. Over regions with thick cloud cover, i.e., Jiangsu and Anhui Provinces in eastern China; Hebei, Shanxi, and Shangdong Provinces in Northern China; and North Korea and South Korea, concentrations of secondary aerosols decrease due to the AIE as discussed in case study A, however, the magnitudes of these changes are slightly smaller than the changes due to the direct effect, probably because of the higher PM$_{2.5}$ concentrations in case study B than in case study A.
Figure 4.10. Spatial distribution of hourly surface shortwave radiation (a), 2-meter temperature (d), PBLH (g) and 10-meter wind speed (j) from AER-All simulation, and their corresponding changes due to the aerosol direct effect (b, e, h, and k) and the indirect effect (c, f, i, and l) on March 10, 2005.
Figure 4.11. Spatial distributions of hourly concentrations of surface total PM2.5 (a), dust aerosols (d), organic carbon (g), sulfate (j) and nitrate (m), and their corresponding changes due to the aerosol direct effect (b, e, h, k, and n) and the indirect effect (c, f, i, l, and o) on March 10.

The dominant processes controlling the changes of ozone and CO (Figure 4.12) are still similar to case study A. However the change in \( \text{O}_3 \) due to the AIE is negative over regions with increased clouds in Case B, which is opposite the change in Case A. Figure 14 demonstrates the negative change of \( j(\text{NO}_2) \) (~8%) from the surface up to 900 hPa where the COD is the highest. This decrease results in less formation of ozone at the surface and below the cloud. \( j(\text{NO}_2) \) increases above the cloud due to the enhanced actinic flux from cloud reflectance of solar radiation. Similar to Case A, changes in AOD and COD are of opposite sign (Figure 4.13) and therefore have different impacts on actinic flux and \( j(\text{NO}_2) \). For example, AOD at 300 nm is reduced by 6%, a value that is much smaller than the decrease in Case A, whereas COD increases by 500% (from 8.9 to 45.8), a value that is much higher than in Case A. Compared to Case Study A, the cloud heights in Case Study B are lower, therefore the aerosol loading above the cloud is not significantly affected, leading to smaller percentage changes in AOD than Case Study A. Hence, the dramatic enhancement of COD dominates over the small decrease of AOD, leading to the decrease of actinic flux \( j(\text{NO}_2) \) below the cloud.
Figure 4.12. Spatial distributions of hourly concentrations of surface concentration of ozone (a) and CO (d), and their corresponding changes due to the aerosol direct effect (b and e) and indirect effects (c and f) on March 10.
Figure 4.13. Mean vertical profiles of 24-hour averaged NO$_2$ photolysis rate (top), liquid COD (center), and AOD (bottom) from simulation AER-All (left column) and their changes due to the AIE (right column) over eastern part of China (115° E – 118° E, 28° N – 32° N) on March 10, 2005.
4.3.3 Sensitivity test of different treatments of CDNC in No_AIE simulation

As discussed in Case Study A, daily precipitation over southern China decreases due to increased cloud droplet numbers (88%) due to the indirect effect. The sign of the precipitation change due to the indirect effect differs from that found by Zhang et al. [2015] who found an increase in precipitation over southern China. The increase observed by Zhang et al. could be caused by differences in CDNC in the microphysics schemes between their simulations. Specifically, for this clean region, the prognostic CDNC used in their base run may be smaller than the prescribed constant CDNC used in their sensitivity run that did not include the indirect effect with the decrease in CDNC contributing to an increase in precipitation. Therefore, the difference in the sign of the precipitation change between this study and Zhang et al. may be due to subtle differences in how CDNC are prescribed in the sensitivity runs.

We performed sensitivity simulations to test the sensitivity of precipitation changes to the approach used to specify CDNC in the microphysics scheme. These simulations used the same input datasets, physical and chemical modules as in Table 1 for the Case Study A period (March 1\textsuperscript{st} to March 2\textsuperscript{nd}, 2005). The first sensitivity simulation (Test\_1) applies the approach used in this study and prescribes a spatially and temporally uniform "pre-industrial" background aerosol concentration of $1 \times 10^8$ particles per kg dry air, $\sim 1/100$ of the present day values, in the cloud droplet activation module in WRF-Chem. The $1 \times 10^8$ particles are evenly divided ($1 \times 10^8 / \text{(number of species} \times \text{nbins)}$) as the number concentration for each species in each size bin. The activation module then calculates the CNDC based on the prescribed
background aerosols, and passes the CDNCs to the microphysics scheme. The second and third sensitivity simulations (Test_2a and Test_2b) apply the approach used in several previous studies (Yang et al., [2011], Makar et al., [2014], Zhang et al., [2015]). In these simulations a constant cloud droplet concentration ($1 \times 10^8$ droplets per kg air for Test_2a and 250 droplets per cm$^3$ for Test_2b) is prescribed in the microphysics scheme for grid boxes where the cloud water mixing ratio is larger than $1 \times 10^{-14}$ kg/kg air. When the cloud water mixing ratio is less than $1 \times 10^{-14}$ kg/kg air, the CDNC is set to zero. The impact of aerosol indirect effect on precipitation is calculated by subtracting each sensitivity simulation from the AER-All simulation that generates cloud droplets from prognostic aerosol information.

Figure 4.14 shows the average daily precipitation of the AER-All simulation (top left) and the changes in precipitation due the indirect effect calculated from the three sensitivity simulations. In simulation Test_1, CDNC increase by 88% due to the AIE with increases in CDNC observed at 63% of grid boxes with non-zero changes in CDNC. Overall, precipitation amounts decrease by 29% (Figure 4.14, top right). In simulation Test_2a (Test_2b) CDNC decreases by 28% (increases by 48%) due to the AIE with increases in CDNC observed at 44% (23%) of grid boxes with non-zero changes in CDNC. Overall, precipitation amounts increase by 5.7% (11.2%) (Figure 4.14, bottom left and bottom right). Clearly, for each of these simulations, increases in CDNC are associated with decreases in precipitation and vice versa. Thus, sensitivity experiments that use a higher CDNC background for their "no_AIE" simulations (i.e., Test_2a and Test_2b) will be more likely to have an increase in precipitation due to the AIE than experiments that use a lower CDNC background.
Therefore, for these case studies with this model set up, we find that increases in aerosol loading from pre-industrial levels causes a decline in warm cloud precipitation and associated decreases in wet scavenging and increases in pollutant levels (i.e., a positive feedback). However, for more modest changes in aerosol levels, the results are more mixed and dependent on the value of prescribed CDNC. Finally, we note that while using the first approach is useful for assessing the impact of aerosols on precipitation and air quality because the microphysics "feel" the difference in aerosol concentrations between pre-industrial and current conditions, the second approach may be more consistent with previous studies with cloud resolving models that typically prescribe constant CDNC (e.g., Khairoutdinov and Yang [2013]). In the first approach pre-industrial aerosol concentrations are passed to the microphysics scheme and affect CDNC, therefore it does not entirely remove the aerosol indirect effect.
Figure 4.14. Average daily precipitation over March 1\textsuperscript{st} to March 2\textsuperscript{nd} (top left), Change of daily precipitation (base-Test_1) due to the indirect effect (top right), Change of daily precipitation (base-Test_2a) due to the indirect effect (bottom right), and Change of daily precipitation (base-Test_2b) due to the indirect effect (bottom left) from March 1\textsuperscript{st} to March 2\textsuperscript{nd}.
4.4 Discussion and Summary

This study investigated the impact of aerosol direct and indirect effects on meteorological conditions and air quality through analyses of the controlling atmospheric processes during two EAST-AIRE case studies that included significant cloud formation and precipitation. The impact of the ADE and AIE were obtained by subtracting the results of sensitivity simulations that did not include one of these processes from a base simulation that included both of these processes. The sensitivity simulation used to determine the AIE prescribed a constant “pre-industrial” background aerosol concentration in the cloud activation module as opposed to the more commonly used constant cloud droplet concentration in the microphysics scheme. Precipitation rates in southern China decreased due to the AIE. This result differed from Zhang et al. [2015] who prescribed cloud droplet concentrations and found that precipitation rates increased over southern China due to the AIE. Two time periods during March 2005 (Case study A and Case study B) with large-scale synoptic cloud and precipitation features but different cloud thicknesses and heights and aerosol loadings were chosen for the analysis. Overall, the impacts of the ADE and AIE on surface radiation, surface temperature and temperature lapse rate are of comparable magnitude, although the direct effect is stronger over highly polluted regions and the indirect effect is stronger over humid regions where thick clouds are formed. Over regions with high aerosol loadings, relatively lower SSA (more absorbing aerosols), and relatively thinner clouds (e.g. Sichuan Basin in Case study B), the warming effect due to reduced SSA (enhanced absorption of radiation)
mitigated the cooling effect associated with the reduction in incoming solar radiation due to the clouds. For regions with high aerosol loading, these competing processes reduced the overall impact of aerosols on meteorological variables with the net sign of the net change varying with meteorological variable and location. For example, changes in surface temperature and lapse rate usually remained negative while changes in surface wind speed and PBL sometimes became positive (e.g., over the Sichuan Basin during case study B). As for atmospheric composition, changes in primary aerosol (i.e., dust, OC) and chemically stable trace gas concentrations (i.e., CO) were mainly driven by the changes of meteorological conditions due to the direct and indirect effects, therefore the direct effect showed a stronger impact over highly polluted and dry regions whereas the indirect effect dominated humid areas. The secondary aerosols (i.e., sulfate, nitrate) and chemically active trace gas (i.e., ozone) are affected by both changes in meteorological and chemical processes. Changes in chemical processes are most important for secondary aerosols in regions with active weather as the microphysical processes associated with the formation of clouds and precipitation in WRF-Chem affects the concentration of aerosols. The variation of ozone due to the indirect effect is associated with changes in the NO$_2$ photolysis rate that are driven by the actinic flux dominated by either AOD or COD changes. In regions with less active weather, the direct effect is more important.

The version of the Morrison 2-moment microphysics scheme used to simulate the AIE in this study does not include several processes that contribute to the AIE. For example, it does not include interactions between aerosols and ice nuclei, which are important processes in mixed-phase clouds.
As many have shown, aerosols can invigorate mixed-phase clouds. Cloud droplets grow by condensation and coalescence. Condensation is most important for tiny cloud droplets but coalescence soon takes over due to its 5th power dependence on droplet radius [Freud et al., 2011]. The height required for droplets to grow enough for warm rain to begin is proportional to the CDNC [Freud and Rosenfeld, 2012]. Therefore the onset of coalescence at polluted locations may be delayed until droplets rise to altitudes where temperatures are sub-freezing. These droplets do not freeze immediately due to their small size but exist as supercooled water delaying the onset of glaciation to greater heights and leading to an increase in cloud top height [Rosenfeld et al., 2008]. These smaller droplets rise to higher altitudes leading to a suppression of warm rain and invigoration of deep convection [Petersen and Rutledge, 2001; Khain et al., 2005; Koren et al., 2005; Lohmann, 2008; Koren et al., 2010]. This invigoration process is evident in observational studies from satellites [Koren et al., 2012; Lin et al., 2006] and in situ measurements [Li et al., 2011b].

Another possible weakness of this study is that it uses a 2-moment bulk microphysics scheme that prescribes the particle size distribution using exponential or gamma distributions as opposed to a spectral bin microphysics (SBM) scheme that would solve for the particle size distribution for each hydrometeor type explicitly [Khain et al., 2015]. The parameterizations used in bulk schemes vary regionally and seasonally and are less sensitive to meteorological conditions and the effect of aerosols. For example, Fan et al., [2012] used a bulk and SBM scheme to study deep convective clouds and stratus clouds over China and found that the bulk microphysical scheme showed similar results to the SBM scheme for stratus clouds.
but was less responsive to aerosol-induced changes in the frequency and amount of rain in deep convective clouds.
Chapter 5: Summary and Future work

5.1 Summary of the impact of aerosol direct effect on East Asian air quality

Two WRF-Chem sensitivity simulations with and without aerosol direct effects were performed during EAST-AIRE IOC period (March, 2005) to quantify the impact of aerosol direct effect on surface shortwave radiation and air pollutant levels during this campaign period, and assess the processes that contribute to the changes induced by the direct effect. The simulation including all the aerosol effects was compared with in-situ and satellite observations of meteorological conditions, trace gas concentrations, aerosol optical properties and radiation. Comparisons demonstrated the reasonable capability of WRF-Chem in simulating the spatial and temporal variation of meteorological, chemical and radiative components, and their interactions. Analyses performed to interpret the biases between model and the WRF-Chem simulation indicated the low biases in trace gases (CO, SO$_2$) and AOD for highly polluted days are partly due to the biases in simulated wind fields and emission inventories.

In this study, the impact of the aerosol direct effect was estimated to be -20 W/m$^2$ domain-wide, and -25 W/m$^2$ at Xianghe Observatory, comparable with observations. Driven by the change of the incoming radiation, average surface temperature decreased by 0.73°C over land, the PBL thinned with regional average decreases in height from 75 meters to 138 meters, and the atmosphere became more stable. The surface PM$_{2.5}$ level was enhanced domain wide due to the direct effect, with 4.4 % enhancement in eastern China, 10% in southern China, 2.3% in western China, and
9.6% in the Sichuan Basin, with changes in components varying regionally due to different controlling factors. Increases in primary aerosols were mostly driven by decreases in PBL height and increases in atmospheric stability due to the direct effect. The changes in secondary aerosols were more complex and mainly driven by changes in chemistry resulting from lower OH concentrations due to less photolysis. Sulfate aerosols showed domain-wide decreases due to a reduction in oxidation capacity (less OH) of the atmosphere, while nitrate increased in southern China, western China and the Sichuan Basin but decreased in eastern China, depending on the availability of ammonium aerosols. With less radiation reaching the surface ozone decreased domain-wide, with maximum decreases over the Sichuan Basin.

Since the SO$_2$ emissions over China are beginning to decline (post 2006) due to the installation of flue gas desulfurization devices in power plants, two additional sensitivity simulations were carried out to test the potential impact of emission reductions on PM$_{2.5}$ and ozone levels. While reducing aerosol emissions reduces PM$_{2.5}$ amounts, our study also indicates that reducing absorbing aerosols could lead to an increase in certain gas pollutants (i.e., ozone) if emissions of NO$_x$ and VOC are unchanged. By contrast, reducing scattering aerosols would reduce both PM and ozone pollution.

### 5.2 Summary of the relative impact of aerosol direct and indirect effects on East Asian air quality

This study explored the relative importance of the aerosol direct and indirect effects on East Asian air quality. Two time periods (Case study A and Case study B) with
large-scale synoptic cloud and precipitation features during March, 2005 were selected for the analysis since by definition, the aerosol indirect effect alters the atmospheric processes via the impact on the formation of clouds and precipitation. Three WRF-Chem sensitivity simulations were conducted to calculate aerosol direct and indirect effects separately. The impact of the ADE and AIE were obtained by subtracting the results of sensitivity simulations that did not include one of these processes from a base simulation that included both of these processes. We made modifications in the WRF-Chem cloud droplet activation module to use a prescribed constant “pre-industrial” background aerosol concentration, simulating the cloud formation in a “pre-industrial” scenario in the sensitivity simulation without the indirect effect from anthropogenic aerosols. We compared the simulated cloud optical depth and daily precipitation with observations, and found that WRF-Chem yielded fairly good agreement with observations in terms of magnitudes and spatial distributions.

In general, the impacts of the ADE and AIE show comparable magnitude on surface radiation, surface temperature and temperature lapse rate but different influencing regions based on both case studies. The aerosol direct effect dominates over highly polluted regions while the indirect effect is stronger over humid region under synoptic systems. The feedbacks due to the indirect effect are more complex than direct effect since there are competing processes involved. For example, over regions with high aerosol loadings, relatively lower SSA (more absorbing aerosols), and relatively thinner clouds (e.g. Sichuan Basin in Case study B), the warming effect due to reduced SSA (enhanced absorption of radiation) offsets the cooling effect associated
with the reduction in incoming solar radiation due to the clouds. Therefore under such scenario, these competing processes reduced the overall impact of aerosols on meteorological variables with the net sign of the net change varying with meteorological variable and location. For example, changes in surface temperature and lapse rate usually remained negative while changes in surface wind speed and PBL sometimes became positive.

These changes to the meteorological conditions drive the changes in primary aerosols (i.e., OC and dust), and chemically stable trace gas (i.e., CO). The secondary aerosols (i.e., sulfate, nitrate) and chemically active trace gas (i.e., ozone) are affected by both changes in meteorological and chemical processes, which sometimes are competing. Yet changes in chemical processes are most important for secondary aerosols in regions with active weather as the cloud droplet activation processes in WRF-Chem associated with the synoptic system affects the concentration of aerosols.

There are competing factors affecting the variation of surface ozone concentrations due to the indirect effects. The positive factors include meteorological factors like thinner PBL, more stabilized atmosphere, and chemistry factors like smaller AOD, while the negative factors include lower VOC emissions due to cooler temperature and thicker COD. We found the diverse changes of ozone in Case study A and Case study B are mainly due to the changes in the NO$_2$ photolysis rate that are driven by the actinic flux dominated by either AOD or COD changes.
5.3 Future work in simulating aerosol direct and indirect effects using fully coupled regional model

In Chapter 3 and Chapter 4, we showed and discussed biases and uncertainties in simulated atmospheric processes from WRF-Chem that could contribute to biases in estimates of the impact of aerosol direct and indirect effects on East Asian air quality. Future studies with more accurate input data sets should improve the biases and facilitate the exploration of aerosol direct and indirect effects using regional models.

5.3.1 Improve the representation of wind fields in WRF

As discussed in Chapter 3, overestimation of wind speed contributes to low biases in WRF-Chem trace gas levels and aerosol loading compared to observations at Xianghe Observatory. Sensitivity simulations with different combinations of land surface and boundary layer schemes showed that the high bias in surface wind speed was reduced from 40% with the revised MM5 Monin-Obukhov land surface scheme and the YSU PBL scheme, to 20% with the Quasi–normal Scale Elimination (QNSE) land surface and boundary layer schemes. Jiménez et al. [2012] argue that high biases in model wind fields are likely explained by overly smooth topographic features in regional models. They propose to use a new surface sink term in the momentum equation to account for the effects of unresolved topography on the atmospheric circulation. This proposed scheme reduced the mean absolute error of the mean wind speed in their study domain (Comunidad Foral de Navarra, a complex-terrain region that is located in the northeast of the Iberian Peninsula) from 1.85 to 0.72 m s\(^{-1}\). The topographic features are also quite complex over East Asia, therefore adapting their approach to
Eastern Asia should improve the wind field simulation.

5.3.2 Include comprehensive Secondary Organic Aerosol (SOA) scheme

Fast et al. [2006] argue that lack of a SOA scheme in WRF-Chem contributes to a low bias in simulated AOD in their work. The version of WRF-Chem used in this study (v3.3) also lacks a comprehensive SOA scheme. While we argue that SOA formation is not critical during our study time period, other studies have shown the importance of SOA in China especially for hazy winter events or summertime periods with high biogenic VOC emissions, therefore including SOA formation is necessary for expanding this study to other time periods. Fortunately, SOA formation is implemented in WRF-Chem beginning with v3.4. A volatility basis set (VBS) treatment is used to simulate gas-particle partitioning and gas-phase oxidation of organic vapors for 9 species with effective saturation concentrations (C*) ranging from $10^{-2}$ to $10^6 \mu g m^{-3}$ at 298 K and 1 atm [Shrivastava et al., 2011]. The VBS treatment of SOA formation is coupled with the gas phase chemistry and aerosol modules via KPP (Kinetic PreProcessor), and is currently being tested for different combinations of chemistry and aerosol modules.

5.3.3 Improve parameterizations of aerosol optical properties

Simulated aerosol scattering coefficients from WRF-Chem show low biases compared to observations, contributing to the low biases of AOD. Biases in scattering coefficients have potential impact on the diffuse radiation and therefore the photolysis rates of important atmospheric constituents (i.e., NO$_2$). Low bias of scattering coefficient may come from the lack of the aging process of black carbon
(BC). As discussed in Chapter 2, section 2.1.2.1.3, BC becomes less absorbing and more scattering when gets further away from emission sources. Taking the BC aging process into account may improve the bias in scattering coefficient.

5.3.4 Expand current study to other time periods

We conducted this work for the EAST-AIRE IOC period, which occurred in early springtime of 2005. There are limitations for investigating impact of aerosols in meteorology and chemistry during this time period. First of all, biogenic VOC emissions are minor for most parts of East Asia during this season, so that SOA levels are low, making it difficult to assess the contributions of SOA to the aerosol-radiation-meteorology-chemistry feedbacks. Secondly, even though we explored the impact of aerosol effects on other air pollutants such as ozone, pollution due to ozone is less severe in early springtime than in summer. Last but not least, pollution due to PM$_{2.5}$ in China may become extremely severe during wintertime in eastern and northern China. Based on our current study, aerosol effects may have positive feedbacks with increased aerosol loadings, which exacerbate the pollution issue. Therefore, expanding our current study to other time periods is would be meaningful.

5.3.5 Expand current study to study impact of aerosols on aloft pollution

Our current study focused on the impact of aerosol effects on air pollutants at the surface but we have seen the significant impact of aerosols (i.e., AOD) on aloft pollution too. In-depth investigations of the feedback processes at higher altitudes would be useful to gain insight into the impact of aerosols on free troposphere chemistry, atmospheric circulation, and pollutant transport. Vertical analyses require
detailed evaluations of the modeled trace gases, aerosols and meteorological/dynamic variables with observations under different conditions (i.e., cloudy vs. cloud-free, hazy vs. clear). Aircraft observations, such as the aircraft campaign for EAST-AIRE in Liaoning Province during early April, 2005 [Dickerson et al., 2007] and ARIAs campaign in 2016 [Li and Dickerson from AOSC/UMD], would provide precious data at higher altitudes to improve our understanding of these relationships.
Appendix

The photolysis rate of trace gas \( j \) (J-value) is calculated by:

\[
J(i) = \int_{\lambda_1}^{\lambda_2} \sigma_i(\lambda, T) \phi_i(\lambda, T) F(\lambda) d\lambda
\]

where \( \sigma_i(\lambda, T) \) (in the unit of \( \text{cm}^2 \)) is the wavelength and temperature-dependent absorption cross-section of species \( i \), \( \phi_i(\lambda, T) \) is the quantum yield, and \( F(\lambda) \) (in the unit of photons \( \text{cm}^{-2} \text{nm}^{-1} \text{s}^{-1} \)) is the solar actinic flux. In our work, the FAST-J photolysis algorithm [Wild et al., 2000] is applied to compute the actinic flux. Determination of actinic flux at each vertical layer depends on the attenuation of incoming solar radiation, therefore optical properties for scattering and absorption by molecules, aerosols, and cloud droplets throughout the vertical extent need to be specified. In FAST-J, these optical properties are expressed as the optical thickness, \( \tau \); the single scattering albedo, \( \omega_0 \); and the scattering phase function, \( p(\theta) \) as a function of wavelength \( \lambda \). The optical thickness \( (\tau) \) is the sum of molecular (Rayleigh) scattering, gaseous absorption by ozone, aerosol extinction, and cloud optical thickness. Rayleigh scattering is solely dependent on the pressure, therefore easily determined. Absorption by ozone is given by the prognostic ozone profile from WRF-Chem. Cloud optical depths are treated by using fractional cloudiness based on relative humidity in the photolysis module in WRF-Chem. The default version of WRF-Chem uses a lookup table with prescribed aerosol optical properties to calculate the actinic flux; therefore, the model aerosols have no impact on the photolysis rates. We have implemented a link between prognostic aerosol
concentrations and the Fast-J module. The aerosol mass concentrations in each of the 8 bins are passed to a subroutine inside module_optical_averaging.F to calculate aerosol number density in each bin, effective radius, and refractive index. Then this information is used in a module (mieaer) based on Mie theory to calculate the prognostic aerosol size distribution, extinction coefficient, single scattering albedo, asymmetry parameter, and aerosol optical depth, which are applied in the calculation of actinic flux in Fast-J module.

In order to test our implementation of the aerosol photolysis link, we performed one-day sensitivity simulations to test the impact of the prognostic sulfate and black carbon on the photolysis rate in WRF-Chem assuming cloud-free conditions. We selected one simulation day (March 15th, 2005), and performed three sensitivity simulations: 1) no aerosol in Fast-J module; 2) only sulfate in Fast-J module; 3) only black carbon in Fast-J module. We examined the impact of sulfate and black carbon on the NO$_2$ photolysis rate at Xianghe station at 12UTC. The total burden of sulfate and black carbon are assumed to be 110 mg/m$^2$ and 25 mg/m$^2$, respectively. About 90% of black carbon is concentrated below 300 meters, decreasing rapidly with height. Sulfate is abundant near the surface and around 500 meters due to SO$_2$ emissions from both industrial/residential sources at surface and power plant emissions aloft. The absorbing aerosol black carbon reduces the NO$_2$ photolysis rate at all the vertical layers with the largest reduction near the surface (Figure A1 left, middle). On the other hand, the scattering aerosol sulfate decreases the NO$_2$ photolysis rate near surface but increases it at higher layers (Figure A1 left, right), because sulfate is mostly backscattering, blocking the radiation below the sulfate
aerosol layer, but enhancing the radiation at upper levels by scattering the radiation back.

Figure A1  Left: NO$_2$ photolysis rate ($s^{-1}$) from three simulations: No aerosol in Fast-J module (black), sulfate only (blue) and BC only (red).  Middle: impact of black carbon on NO$_2$ photolysis rate ($s^{-1}$).  Right: impact of sulfate on NO$_2$ photolysis rate ($s^{-1}$).

The results are consistent with a previous study by Liao et al., [1999]. They used the one-dimensional discrete ordinate radiative transfer (DISORT) model [Stamnes et al., 1988] to investigate the effects of (NH$_4$)$_2$SO$_4$ and soot on the j(O$_3$$\rightarrow$O$^1$D), j(NO$_2$) and j(HCHO) profile under clear sky and cloudy sky conditions. They assumed column burdens of 125 mg m$^{-2}$ for (NH$_4$)$_2$SO$_4$ and 25 mg m$^{-2}$ for soot under polluted urban conditions, with the mass concentration of each species decreasing linearly from its value at the surface to 0.1 of its surface value at 3-km altitude and remaining constant from 3 to 5 km. They also found that in the clear sky condition, soot aerosol reduces photolysis rates at all altitudes, whereas sulfate aerosol generally increases
photolysis rates above and in the upper part of the aerosol layer but reduces photolysis rates in the lower part of the aerosol layer and at the surface (Figure 3 and Figure 4 from Liao et al., [1999]).
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