Optomechanical system, a hybrid system where mechanical and optical degrees of freedom are mutually coupled, is a new platform for studying quantum optics. In a typical optomechanical setup, the cavity is driven by a large amplitude coherent state of light to enhance the effective optomechanical coupling. This system can be linearized around its classical steady state, and many interesting effects arise from the linearized optomechanical interaction, such as the dynamical modification of the properties of the mechanical resonator and the modulation of the amplitude and phase of the light coming out of the cavity. When the single-photon optomechanical coupling is comparable to the optical and mechanical loss, we must also keep the nonlinear interactions in the Hamiltonian, which make it possible to study optomechanically induced nonlinear phenomena such as photon-blockade, Kerr nonlinearity, etc.
In this thesis, we study quantum optics with optomechanical systems both in the linear and nonlinear regime, with emphasis on its applications in force sensing and environmental engineering. We first propose a mirror-in-the-middle system and show that when driving near optomechanical instability, the optomechanical interaction will generate squeezed states of the output light. This system can be used to detect weak forces far below the standard quantum limit. Subsequently, we find that this particular driving scheme can also lead to enhanced optomechanical nonlinearity in a certain regime and by measuring the output field appropriately. We study the photon-blockade effect and discuss the conditions for maximum photon antibunching. We then focus on thermal noise reduction for mechanical resonators, by designing a system of two coupled resonators whose damping is primarily clamping loss. We show that optomechanical coupling to the clamping region enables dynamical control over the coupled mechanical resonator. This leads to the counterintuitive outcome: increasing optical power simultaneously reduces the temperature and linewidth of the mechanical mode, in contrast to direct optomechanical cooling. We also consider the Brillouin scattering induced optomechanical interaction in ring wave-guide resonators where phonon scattering via impurities is present. We find that it is possible to realize chiral transport behavior of phonons by modifying the phonon environment with optomechanics. We study a simple few-mode theory and it can explain experimental data well. Finally, we study a continuum multi-mode theory and calculate the phonon Green’s function using a diagrammatic perturbative expansion, showing that a decrease in the phonon diffusion constant is possible with increasing optical pump power.
QUANTUM OPTICS WITH OPTOMECHANICAL SYSTEMS IN THE LINEAR AND NONLINEAR REGIME: WITH APPLICATIONS IN FORCE SENSING AND ENVIRONMENTAL ENGINEERING

by

Xunnong Xu

Dissertation submitted to the Faculty of the Graduate School of the University of Maryland, College Park in partial fulfillment of the requirements for the degree of Doctor of Philosophy
2016

Advisory Committee:
Prof. Jay D. Sau, Chair
Prof. Jacob M. Taylor, Co-Chair/Advisor
Prof. Mohammad Hafezi
Prof. Edo Waks
Prof. Victor Yokovenko
© Copyright by
Xunnong Xu
2016
Dedication

Dedicated to my parents

for their endless love and encouragement.
Acknowledgments

First of all, I would like to thank my advisor, Prof. Jacob Taylor, for the continuous support of my Ph.D study. His immense knowledge in physics, his creativity in coming up with new ideas and his energy in deriving equations and coding have always impressed me. I always consider him as a model when doing my research. His curiosity teaches me how to expand my knowledge and his sense of humor makes me feel that science could also be a lot of fun. His guidance helped me in all the time of research and writing of this thesis. Jake has also been very patient and considerate, in terms of both scientific research and personal life. I could not have imagined having a better advisor and mentor for my Ph.D study at Maryland.

Besides my advisor, I would like to thank Prof. Jay Sau for coming to my candidacy talk two years ago and for the challenging questions and helpful comments, and now for chairing my committee. I would like to thank Prof. Mohammad Hafezi for providing guidance in my research and for the insightful discussions about my projects in our previous group meetings. Mohammad has always been a funny and nice person, and I enjoyed playing ping pong with him. I would also like to thank Prof. Edo Waks and Prof. Victor Yokovenko for being on my committee and for providing feedback for my thesis.

My thanks also go to Michael Gullans, who helped me a lot in the last three years. I spend a lot of time discussing research with him, and his knowledge in quantum optics is extremely helpful for me. Michael is also a very good friend and elder brother to me. I enjoyed talking with him about personal life and also
thank him for inviting me to his house party. I want to thank Thomas Purdy, whose expertise in optomechanics experiment shows me how a real device works differently from a theoretical model. I also want to thank my collaborators at Illinois for introducing me the measurement and data analysis of our experiment.

I would like to thank my fellow group members and friends Prabin Adhikari, Haitan Xu, Dvir Kafri, Vanita Srinivasa, Chiao-Hsuan Wang, Stephen Ragole, Andrew Glaudell and Jianxin Chen for the stimulating discussions of physics and for the exchange of ideas of scientific career, and for all the fun we have had in the last few years. I also want to thank many other JQI friends, Yi-Hsieh Wang, Mathew Ranchu, Yidan Wang, Xiao Li, Zhexuan Gong, Mohammad Maghrebi, Bin Cao, Alireza Seif Tabrizi, Guanyu Zhu, Fangli Liu, Jiehang Zhang for talking about science and life, playing ping pong, and having so much fun together. My thanks also go to other friends I made in Maryland, including my former roommates Ruiliang Bai, Yuwei Cui, Haiqing Zhao, and my classmates Xu Jiang and Yong Zhao. Without these friends, I can not imagine how boring my PhD life would be.

Last but not the least, I would like to thank my family in China: my parents for their endless love even though I am far away from home for many years, my sister for supporting me spiritually, and my uncle for advices and encouragement.
Table of Contents

List of Figures vii

1 Introduction 1
   1.1 Optomechanical coupling 3
   1.2 Brownian motion and input-output formalism 6
   1.3 Optomechanical cooling and heating 10
   1.4 Quantum measurements and force sensing 15
   1.5 Optomechanical nonlinearities 17
   1.6 Outline of the thesis 21

2 Squeezing in a coupled two-mode optomechanical system for force sensing below the standard quantum limit 23
   2.1 Introduction 23
   2.2 Model: coupled two-mode cavity optomechanics 24
   2.3 Heisenberg-Langevin equations and system dynamics 27
   2.4 Force detection sensitivity 30
   2.5 DC force sensing optimization 31
   2.6 Bandwidth for optimal performance 33
   2.7 Squeezing spectrum of the cavity output 35
   2.8 Conclusion 36

3 Quantum nonlinear optics near optomechanical instabilities 37
   3.1 Introduction 37
   3.2 Model 39
   3.3 Nonlinear interactions and dissipations 42
   3.4 Photon-blockade and numerical simulations of $g^2(0)$ 44
   3.5 Experimental considerations and case study 48
   3.6 Conclusion 50

4 Cooling a harmonic oscillator by optomechanical modification of its bath 51
   4.1 Introduction 51
   4.2 Toy model 52
<table>
<thead>
<tr>
<th>Figure</th>
<th>Description</th>
<th>Page</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.1</td>
<td>Optomechanical devices</td>
<td>3</td>
</tr>
<tr>
<td>1.2</td>
<td>A typical optomechanical system</td>
<td>5</td>
</tr>
<tr>
<td>1.3</td>
<td>Brownian motion</td>
<td>7</td>
</tr>
<tr>
<td>1.4</td>
<td>Input-output representation of a single-sided cavity</td>
<td>10</td>
</tr>
<tr>
<td>1.5</td>
<td>Linearized interaction between optical field and mechanical motion</td>
<td>12</td>
</tr>
<tr>
<td>1.6</td>
<td>Optomechanical energy levels</td>
<td>13</td>
</tr>
<tr>
<td>1.7</td>
<td>Standard quantum limit and squeezed state</td>
<td>16</td>
</tr>
<tr>
<td>1.8</td>
<td>Optomechanical nonlinearity and photon blockade</td>
<td>20</td>
</tr>
<tr>
<td>2.1</td>
<td>Coupled two-mode cavity optomechanics</td>
<td>25</td>
</tr>
<tr>
<td>2.2</td>
<td>Force detection sensitivity</td>
<td>34</td>
</tr>
<tr>
<td>3.1</td>
<td>Coupled two-mode optomechanical system, structure of normal mode splitting, and optical pumping-probing scheme</td>
<td>40</td>
</tr>
<tr>
<td>3.2</td>
<td>Equal time two-photon correlation function</td>
<td>45</td>
</tr>
<tr>
<td>3.3</td>
<td>Parameter space for best performance in terms of $g^{(2)(0)}$</td>
<td>47</td>
</tr>
<tr>
<td>4.1</td>
<td>Coupled harmonic oscillator system</td>
<td>53</td>
</tr>
<tr>
<td>4.2</td>
<td>Position fluctuation spectrum and effective temperature of the mechanical mode of interest</td>
<td>57</td>
</tr>
<tr>
<td>4.3</td>
<td>Optomechanical design</td>
<td>59</td>
</tr>
<tr>
<td>5.1</td>
<td>The generation of anti-Stokes photon and absorption of phonon from a pump photon via forward Brillouin scattering process</td>
<td>68</td>
</tr>
<tr>
<td>5.2</td>
<td>Simplified multi-mode theory of optomechanical interaction and phonon scattering</td>
<td>74</td>
</tr>
<tr>
<td>5.3</td>
<td>Cooperativity dependence of the linewidth and temperatures</td>
<td>82</td>
</tr>
<tr>
<td>5.4</td>
<td>Separate fitting result for phonon linewidth</td>
<td>87</td>
</tr>
<tr>
<td>6.1</td>
<td>Schematic of the ring waveguide resonator and Brillouin scattering between photons and phonon</td>
<td>91</td>
</tr>
<tr>
<td>6.2</td>
<td>Linear response of different phonon modes as a function of rescaled frequency</td>
<td>99</td>
</tr>
</tbody>
</table>
6.3 Phonon propagator and perturbation expansion technique . . . . . . 102
6.4 Numerical simulation of chiral phonon effect . . . . . . . . . . . . . . 104
C.1 Comparison of thermal elastic damping and clamping loss . . . . . . . . 126
Chapter 1: Introduction

Light, in the language of modern quantum physics, has a particle-wave duality. In both the particle theory and the wave theory, it is possible to show that there is a pressure exerted on a surface that is exposed to light. Back in 1619, Johannes Kepler put forward the concept of radiation pressure to explain why the tail of a comet always points away from the Sun [1]. In the work of James Clark Maxwell on electromagnetism [2], he shows the property of momentum of light and thus that light can also exert pressure on a surface. The first measurement of the pressure of light on a solid body was made by Pyotr Lebedev in 1901 [3], which also became the first quantitative confirmation of Maxwell’s theory. In the 21st century, the study of radiation pressure induced effects [4–7], especially in the context of quantum physics, is still very important for many purposes, such as ultra-sensitive measurement, as in Laser Interferometer Gravitational-Wave Observatory (LIGO) [8], and exploring the modification and control of mechanical motion with light field, for instance, optomechanical cooling [9–11], the generation of optomechanical entanglement [12] and quantum coherent state transfer [13,14].

On the other hand, we have also seen dramatic progress in atomic, molecular and optical (AMO) physics in the past two decades, such as the optical cooling and
trapping of neutral atoms [15] to nano-Kelvins to form Bose-Einstein condensates (BEC) [16,17], the trapping of charged ions for quantum information processing [18], and the study of cavity quantum electrodynamics (cavity QED) [19] and circuit quantum electrodynamics (circuit QED) [20]. The quest for achieving quantum control has now been extended to macroscopic objects and their “classical” degrees of freedom, namely mechanical motion. This is useful for controlling thermal noise for mechanics-based devices and thus improving ultimate sensitivity limits, as in the case of LIGO, where even thermal motion of the end mirrors can cover the signal from gravitational waves. Another important application is in quantum information storage and processing, as mechanical resonators are relatively easy to fabricate and to scale up.

The pressure of light when acting on a mechanical object can lead to the so-called “optomechanical coupling” between optical degrees of freedom and mechanical degrees of freedom. In a typical optomechanical setup, such as a Fabry-Perot cavity with one freely vibrating end mirror, the motion of the end mirror is modified due to the presence of the radiation pressure, and the amplitude and phase of light coming out of the cavity is also modulated at the same time because of the change in cavity length due to mirror motion. Understanding and using this type of mutual coupling, especially in the quantum regime where the coupling is stronger than optical/mechanical damping and thermal dephasing is negligible, in the hybrid optical-mechanical system, are the main goals of the field of quantum optomechanics. In recent years, quantum optomechanics has received substantial theoretical and experimental interest [21–24], as evidenced by advances such as ground state cooling.
of mechanical resonator [25–27], the generation of squeezed states of light [28–30]
and the study of single-photon nonlinear optics in various optomechanical platforms
[31–36].

1.1 Optomechanical coupling

Before the formal description of a typical optomechanical system and the in-
troduction of the concept of optomechanical coupling, let us look at some real opt-
tomechanical devices built in labs, as shown in Fig. 1.1 below. Optical cavities and

Figure 1.1: (a) Optomechanical microdisk cavity [37] and (b) Optomechanical pho-
tonic/phononic crystal [38].

mechanical resonators are the two basic ingredients for a typical optomechanical
system. In Fig. 1.1(b), the waveguide is modified to provide both an optical cavity
and also a mechanical resonator, where optical fields and mechanical motion, in the
form of breathing modes or other deformations, interact with the optical boundary
conditions.

The optical fields are usually electromagnetic fields (ranging from microwave
to telecom to infrared to visible light) confined in cavities. Because of the boundary
condition set by the cavity, there are many resonant modes that are separated in
frequency and also have different mode profiles. In the language of quantum optics,
the electric field in a cavity (as a particle in a box) can be written in the following
second-quantized form [39–41]:

\[ E(\mathbf{r}, t) = \sum_{\mathbf{k}} \hat{e}_k \epsilon_k a_{\mathbf{k}} e^{-i\omega_k t + i\mathbf{k}\mathbf{r}} + \text{h.c.}, \] (1.1)

where \( \mathbf{k} \) is the wavevector, \( \hat{e}_k \) is the polarization, \( V \) is the volume of the cavity,
\( \epsilon_k = \sqrt{\frac{\hbar \omega_k}{\epsilon_0 V}} \) is the quantum strength of the electric field, and \( a_{\mathbf{k}} \) is the annihilation
operator. For a specific cavity mode with frequency \( \omega_c \), there is also a corresponding
loss rate \( \kappa \), because EM fields may leak out of the cavity or be absorbed by the cavity
medium. The quality factor of this mode is thus defined as \( Q_c = \omega_c / \kappa \).

The other part of the story is the mechanical resonator. In the simplest sce-
nario, it is just a cavity mirror that is attached to a spring such that it is free
to oscillate. The motion of the cavity mirror is characterized its displacement \( x \)
from equilibrium position \( x_0 \) and its corresponding conjugate momentum \( p \), which
can be further described by a single quantum harmonic oscillator using annihilation
operator \( a \) and creation operator \( a^\dagger \). More generally, however, the dynamics of a
mechanical resonator is described by a space- and time- dependent displacement
field \( u(\mathbf{r}, t) \) in the framework of continuum mechanics. If one is interested in the
equation of motion for the global amplitude \( x(t) \) of the motion, one can utilize a
suitably normalized dimensionless mode function \( u(\mathbf{r}, t) \), such that the displacement
field would be \( x(t) = u(\mathbf{r}, t) \). Then the temporal evolution of \( u(\mathbf{r}, t) \) can be described
by the canonical simple equation of motion of a harmonic oscillator of effective mass
\[ m: \]
\[ m \frac{d^2 x(t)}{dt^2} + m\gamma \frac{dx(t)}{dt} + m\omega_m^2 x(t) = F_{\text{ext}}(t) \]  
(1.2)

where \( \omega_m \) is the mechanical resonant frequency, \( \gamma \) is the mechanical damping rate, and \( F_{\text{ext}}(t) \) is the total external force acting on the mechanical resonator. The mechanical quality factor \( Q_m = \frac{\omega_m}{\gamma} \).

A generic optomechanical system consists of an optical cavity where light bunches back and forth between the end mirrors, while one end mirror is attached to a spring and is free to oscillate, as shown in the Fig. 1.2 below:

![Figure 1.2: A typical optomechanical system where one end mirror of an optical cavity is attached to a spring and thus can oscillate as a harmonic oscillator. The displacement of the mechanical oscillator changes the total length of optical cavity, which further leads to a shift in the resonant frequency of the optical mode.](image)

We can now calculate the radiation pressure exerted on the right end mirror by the light fields, or photons inside the cavity. The photons get reflected by the moving end mirror and transfer twice of its momentum \( \hbar k \) to the mirror per round.
trip time $\tau_c$, so the total radiation pressure is given by:

$$F_{\text{rad}} = 2\hbar k \frac{a^\dagger a}{\tau_c} = 2\hbar \frac{\omega_c}{c} \frac{a^\dagger a}{2L/c} = \hbar \frac{\omega_c}{L} a^\dagger a.$$  \hspace{1cm} (1.3)

The work done by the photons is $W = F_{\text{rad}} x$, and the change in the total photon energy is thus $dE = -W$, which translates into the interaction energy

$$H_{\text{int}} = -\hbar \omega_c \frac{x}{L} a^\dagger a. \hspace{1cm} (1.4)$$

Alternatively, we can also find that the energy of the photons as

$$H = \hbar \omega_c (x) a^\dagger a = \hbar \frac{\omega_c}{1 + x/L} a^\dagger a \approx \hbar \omega_c (1 - x/L) a^\dagger a, \hspace{1cm} (1.5)$$

so the interaction energy

$$H_{\text{int}} = -\hbar \omega_c \frac{x}{L} a^\dagger a = -\hbar \omega_c \frac{x_{\text{zpf}}}{L} a^\dagger a (b + b^\dagger) = -\hbar g_0 a^\dagger a (b + b^\dagger). \hspace{1cm} (1.6)$$

which is the same as the previous expression. The single-photon optomechanical coupling rate is $g_0 = \omega_c x_{\text{zpf}}/L$, which quantifies the interaction strength between a single photon and a single phonon. A full quantum mechanical description of the quantum dynamics of the vacuum field coupled with an oscillating boundary (mirror) in a one-dimensional cavity is presented in [42].

### 1.2 Brownian motion and input-output formalism

Mechanical resonators and optical fields are open systems that subject to noise, which is fluctuation and dissipation introduced by the environment due to exchange of energy and momentum through friction or cavity loss. This can be described by the interaction between the mode of interest and an continuum of environmental
degrees of freedom, as in the Caldeira-Leggett model [43], which eventually leads to damping and dephasing of the mode of interest. These dissipative phenomena are also related to the concept of Brownian motion, which was studied by Einstein in one of his 1905 papers [44]. A Brownian particle of mass $m$ experiences random kicks from surrounding particles, which leads to friction, with coefficient $\gamma$, as shown in Fig. 1.3.

![Figure 1.3: Brownian motion of a particle (large circle) as a result of random scattering with surrounding small particles (small circle).](image)

The equations of motion of the Brownian particle are:

\[
\begin{align*}
\dot{x} & = \frac{p}{m}, \\
\dot{p} & = -\gamma p + \xi(t),
\end{align*}
\]

where $\xi(t)$ is a random force because of the random kicks. This is the Langevin equations for Brownian motion. The effects of the fluctuating force can be summarized by giving its first and second moments, as time averages over an infinitesimal
time interval:

\[ \langle \xi(t) \rangle = 0, \quad \langle \xi(t) \xi(t') \rangle = 2B\delta(t - t'). \quad (1.8) \]

We can integrate the \( \dot{p} \) equation and get

\[ p(t) = e^{-\gamma t}p(0) + \int_0^t dt'e^{-\gamma(t-t')}\xi(t') \quad (1.9) \]

The first term gives the exponential decay of the initial momentum, and the second term gives the extra momentum produced by the random noise. Assuming that the random force \( \xi(t) \) is not correlated with the initial momentum of the Brownian particle, and using the correlation function in the equation above, we can calculate the mean squared momentum over this classical noise as

\[ \langle p^2(t) \rangle = e^{-2\gamma t}p^2(0) + \frac{B}{\gamma}(1 - e^{-2\gamma t}) \quad (1.10) \]

In the long time limit \( t \to \infty \), the exponentials drop out, and this quantity approaches \( B/\gamma \). Alternatively, we can find mean squared momentum using the equal partition theorem \( p^2/2m = k_B T/2 \), since the Brownian particle must be in a thermal equilibrium state at long times. This leads to the relation

\[ B = m\gamma k_B T. \quad (1.11) \]

This result is known as the fluctuation-dissipation theorem [45]. It relates the strength of the random noise or fluctuating force to the magnitude of the friction or dissipation. It expresses the balance between friction, which tends to drive any system to a completely “dead” state, and noise, which tends to keep the system “alive.” This balance is required to have a thermal equilibrium state at long times.
We now consider a system of a single-mode field with frequency $\nu$ and annihilation operator $a$ interacting with a reservoir of a large number of degrees of freedom with closely spaced frequency $\nu_k$ and annihilation operator $b_k$, which is quite similar to Brownian motion. The system-reservoir hamiltonian, under the rotating-wave approximation (RWA) is [39]:

$$H = \hbar \nu a^\dagger a + \sum_k \hbar \nu_k b_k^\dagger b_k + \hbar \sum_k g_k (b_k^\dagger a + a^\dagger b_k)$$  

(1.12)

The Heisenberg equations of motion are

$$\dot{a} = -i\nu a - i \sum_k g_k b_k, \quad (1.13a)$$
$$\dot{b}_k = -i\nu_k b_k - ig_k a, \quad (1.13b)$$

We first integrate the reservoir equation

$$b_k(t) = e^{-i\nu_k t} b_k(0) - ig_k \int_0^t dt' e^{-i\nu_k (t-t')} a(t')$$  

(1.14)

and then substitute this solution into the field equation

$$a = -i\nu a - \sum_k g_k^2 \int_0^t dt' e^{-i\nu_k (t-t')} a(t') - i \sum_k g_k e^{-i\nu_k t} b_k(0)$$  

(1.15)

As in the Wigner-Weisskopf theory of spontaneous emission [46], the summation over $k$ yields a $\delta$ function and thus

$$\sum_k g_k^2 \int_0^t dt' e^{-i\nu_k (t-t')} a(t') \approx \frac{\kappa}{2} a(t)$$  

(1.16)

with $\kappa = 2\pi g^2(\nu) D(\nu)$. We can further define

$$a_{in}(t) = -\frac{1}{2\pi} \sum_k g_k e^{-i\nu_k t} b_k(0)$$  

(1.17)
This input field may be shown to satisfy the commutation relations \[ [a_{\text{in}}(t), a_{\text{in}}^\dagger(t')] = \delta(t - t'). \] Then the equation for \( a \) becomes:

\[
\dot{a} = -i\nu a - \frac{\kappa}{2} a + \sqrt{\kappa}a_{\text{in}}.
\] \( (1.18) \)

Similarly, we can also find a solution by specifying a final condition rather than an initial condition for the \( b_k \) fields [41]. This is related to the reservoir fields leaving the cavity instead of coming inside the cavity. The cavity output field \( a_{\text{out}} \) is related to the input field and fields inside the cavity by

\[
a_{\text{in}} + a_{\text{out}} = \sqrt{\kappa}a,
\] \( (1.19) \)

which is essentially the boundary condition for optical fields, as shown in figure below.

Figure 1.4: Input-output representation of a single-sided cavity.

1.3 Optomechanical cooling and heating

The hamiltonian for an optomechanical system is given by

\[
H = \hbar\omega_c a^\dagger a + \hbar\omega_m b^\dagger b - \hbar g_0 a^\dagger a (b + b^\dagger)
\] \( (1.20) \)
The optical cavity is usually driven at certain laser frequency $\omega_L$ that is near the cavity resonance, with detuning $\Delta = \omega_L - \omega_c$. Because of the interaction, the cavity field $a$ can be split into a “classical” coherent state with amplitude $\alpha = \langle a \rangle$ and quantum fluctuations:

$$a = \alpha + \delta a$$  \hspace{1cm} (1.21)

We can move to the frame rotating with the driving frequency by applying a unitary transformation $U = \exp(-i\omega_L a^\dagger at)$ to the hamiltonian and replace the cavity field with the above expression $a^\dagger a \rightarrow (\alpha^* + \delta a^\dagger)(\alpha + \delta a)$. In the first term of the hamiltonian, the $|\alpha|^2$ term is a constant and can be neglected immediately, while the term proportional to $\alpha$ cancels a term in the driving hamiltonian. In the last term of the hamiltonian, the $|\alpha|^2$ term can be removed by shifting the position of the mechanical oscillator, and the $\delta a^\dagger \delta a$ term is neglected because it is of second order in the quantum fluctuations. The hamiltonian thus becomes

$$\tilde{H} = -\hbar \Delta \delta a^\dagger \delta a + \hbar \omega_m b^\dagger b - \hbar g_0 (\alpha^* \delta a + \alpha \delta a^\dagger)(b + b^\dagger).$$  \hspace{1cm} (1.22)

Without loss of generality, we can assume $\alpha$ to be real, which can be done by choosing an appropriate phase of the driving laser. So we get a linearized interaction hamiltonian of the form:

$$H_{\text{int}} = -\hbar g_0 \alpha (\delta a + \delta a^\dagger)(b + b^\dagger) = -\hbar g(\delta a + \delta a^\dagger)(b + b^\dagger)$$  \hspace{1cm} (1.23)

where we defined the pump enhanced optomechanical coupling strength $g = g_0 \alpha$.

The diagram for this interacting system is shown below.

The linearized hamiltonian gives us a simple way to understand the dynamics of the coupled optomechanical system, since it is always possible to exactly solve
Figure 1.5: Linearized interaction between optical field and mechanical motion.

the linear dynamics, in principle. However, it is also very helpful to look at certain special cases of the hamiltonian, e.g. \( \Delta = \pm \omega_m \), where we can make the rotating wave approximation to simplify the interaction hamiltonian. When \( \Delta = -\omega_m \) (red-detuned laser), the beam splitter term \(-\hbar g(\delta a b^\dagger + \delta a^\dagger b)\) becomes resonant while the two-mode squeezing term \(-\hbar g(\delta a^\dagger b^\dagger + \delta a b)\) is rotating at frequency \(2\omega_m\) so can be neglected in the sideband resolved regime when \(\omega_m \gg \kappa\) and in longer time scales.

The physical meaning of the beam splitter interaction is that a cavity photon is created from the driving photon by absorbing a phonon, and vice versa. Similarly, when \(\Delta = \omega_m\) (blue-detuned laser), the two-mode squeezing term \(-\hbar g(\delta a^\dagger b^\dagger + \delta a b)\) becomes resonant, which means a cavity photon \(a\) is created and a phonon are created from the driving photon at the same time, and vice versa. This parametric/squeezing process is illustrated in the Fig. 1.6.

The analysis is very similar to the laser cooling (heating) of trapped ions. Actually, we can easily solve the dynamics by writing down the Heisenberg-Langevin equations of the optical and mechanical degrees of freedom. Instead of using operator \(b\), we now use the \(x\) and \(p\), since it is more appropriate describe the “classical”
Figure 1.6: (a) Energy levels of optomechanical system and transitions when the driving laser frequency is red-detuned $\Delta = -\omega_m$ from the cavity resonance. The blue transition is from the beam-splitter interaction and is resonant, while the red-transition is from the two-mode squeezing interaction and is off resonance. (b) Phonon absorption process from beam-splitter interaction when $\Delta = -\omega_m$, and (c) Phonon creation process from two-mode squeezing interaction when $\Delta = \omega_m$. 
dynamics of the mechanical motion. The equations of motion follows:

\[ \dot{a} = i \Delta a - \frac{\kappa}{2} a + i G x + \sqrt{\kappa} a_{\text{in}}, \]  
\[ \dot{x} = p/m \]  
\[ \dot{p} = -m \omega_m^2 x - \gamma p + G (a + a^{\dagger}) + F_{\text{in}}. \]  

The \( p \) equations is simply the Brownian motion with an additional optical bath without the rotating wave approximation. Moving to frequency domain, we can find the modified susceptibility of the mechanical oscillator:

\[ \chi^{-1}(\omega) = m \left\{ \omega_m^2 - \omega^2 - i \gamma \omega + 2 g^2 \omega_m \left[ \frac{1}{(\Delta + \omega) + i \kappa/2} + \frac{1}{(\Delta - \omega) - i \kappa/2} \right] \right\} \]  

where \( \omega \) is the Fourier frequency.

The \( g^2 \) term shows the modifications to the resonance frequency and damping rate of the mechanical oscillator because of the linearized coupling to optical fields, with

\[ \omega_{\text{eff}}(\omega) = \omega_m + g^2 \omega_m \omega \left[ \frac{\Delta + \omega}{(\Delta + \omega)^2 + \kappa^2/4} + \frac{\Delta - \omega}{(\Delta - \omega)^2 + \kappa^2/4} \right] \]  
\[ \gamma_{\text{eff}}(\omega) = \gamma + g^2 \omega_m \omega \left[ \frac{\kappa}{(\Delta + \omega)^2 + \kappa^2/4} - \frac{\kappa}{(\Delta - \omega)^2 + \kappa^2/4} \right] \]  

For example, when near the original resonance frequency \( \omega = \omega_m \) and \( \Delta = -\omega_m \), we get \( \omega_{\text{eff}} = \omega_m - g^2/2\omega_m \) and \( \gamma_{\text{eff}} = \gamma + 4 g^2/\kappa \), which is the optical spring effect [47, 48] and the broadening of the mechanical linewidth, which eventually leads to the cooling of the mechanical oscillator [25–27].
1.4 Quantum measurements and force sensing

In classical physics, the dynamics of an object is deterministic, which can be described by Hamilton’s equations of motion, and thus there is a definite trajectory in phase space given the initial condition. The continuous measurement of the position and momentum is possible, in principle. A fundamental difference between quantum physics and classical physics is the Heisenberg uncertainty relation: there is no definite trajectory for the motion of an object. This means that the uncertainties of a pair of conjugate variables, such as position and momentum, are bounded by the Planck’s constant:

$$\Delta x \cdot \Delta p \geq \hbar/2$$ \hspace{1cm} (1.27)

We now consider the following scenario [49]: we want to continuously monitor the position of particle. We first make a position measurement of the particle by shining a photon onto it with frequency $\nu$, wavelength $\lambda = c/\nu$ and a corresponding momentum $p = h\nu/c$. Suppose at time $t_1$, we measure the particle’s position with an error $\Delta x^1_{\text{measure}}$, then the corresponding perturbation of its motion is given by $\Delta P_{\text{perturb}} = \hbar/2\Delta x^1_{\text{measure}}$. After a time $\tau = t_2 - t_1$, the perturbation in momentum will lead to an extra uncertainty in the position $\Delta x_{\text{add}} = \Delta P_{\text{perturb}}\tau/m$. The momentum of the particle is inferred from these two position measurements at different times: $P = m(x_2 - x_1)/\tau$. The total error is thus given by

$$\Delta P = \frac{m}{\tau} \left[ (\Delta x^1_{\text{measure}})^2 + (\Delta x^2_{\text{measure}})^2 + (\Delta x_{\text{add}})^2 \right]^{1/2}$$ \hspace{1cm} (1.28)
This leads to

$$\Delta P \geq \Delta P_{\text{SQL}} = \sqrt{\hbar m/2\tau} \quad (1.29)$$

Similarly, the standard quantum limit for position is

$$\Delta x \geq \Delta x_{\text{SQL}} = \sqrt{\hbar \tau/2m} \quad (1.30)$$

For force measurement, if the force lasts for a time $\tau_F$, then

$$F \geq \frac{\Delta P_{\text{SQL}}}{\tau_F} = \frac{1}{\tau_F} \sqrt{\hbar m/2\tau} \quad (1.31)$$

Figure 1.7: Uncertainty introduced by a quantum measurement sets a fundamental limit on the precision of a measurement process. (a) The standard quantum limit for force sensing using optical cavity. (b) A squeezed state (green ellipse) has less uncertainty in one quadrature than a coherent state (red circle).

If we are going to measure the position of a mechanical oscillator using an optomechanical system by analyzing the amplitude and phase of the optical fields coming out of the cavity, then there are two limits on the measurement precision: photon shot noise and quantum backaction. The photon shot noise could be reduced...
by increasing optical pumping power, since it is related to the phase measurement precision, and is thus inversely proportional to the average photon number in the cavity: $\Delta \theta \propto 1/\sqrt{n}$. But at the same time, this introduces additional quantum fluctuations to the position of the mechanical oscillator, since the radiation pressure is increasing as the photon number fluctuation increases: $\Delta n \propto \sqrt{n}$. A compromise of these two noise leads to the corresponding standard quantum limit for position measurement precision [21], and it is reached when these two noise are equal. As shown in Fig. 1.7.

To achieve measurement sensitivity below the standard quantum limit, we may use non-classical states of light to perform the measurement, for example, squeezed states. With squeezing light, the variance (uncertainty) in one quadrature can be made smaller than that of a classical coherent state by a factor of $e^{-r}$, while the variance in the other quadrature is larger by at least a factor of $e^{r}$, where $r$ is the squeezing parameter, such that the Heisenberg uncertainty relation holds. If the information we want to measure is encoded in this particular quadrature, then it is possible to beat the sensitivity set by the standard quantum limit.

1.5 Optomechanical nonlinearities

There are some important concepts in classical nonlinear optics [50], such as sum frequency generation, four-wave mixing, Kerr effect (intensity-dependent refractive index), etc. In general, the optical response of these effects can be described by their corresponding nonlinear material polarization, in addition to the usual linear
term:

\[ \tilde{P}(t) = \epsilon_0 \left[ \chi^{(1)} \tilde{E}(t) + \chi^{(2)} \tilde{E}^2(t) + \chi^{(3)} \tilde{E}^3(t) + \cdots \right] \quad (1.32) \]

The different types of nonlinearity are summarized in the following equations:

- Sum frequency generation:
  \[ P(\omega_1 + \omega_2) = 2\epsilon_0\chi^{(2)}E_1E_2 \quad (1.33a) \]
- Four-wave mixing:
  \[ P(\omega_1 + \omega_2 - \omega_3) = 6\epsilon_0\chi^{(3)}E_1E_2E_3^* \quad (1.33b) \]
- Kerr effect:
  \[ P^{NL}(\omega) = 3\epsilon_0\chi^{(3)}(\omega + \omega - \omega) |E(\omega)|^2 E(\omega) \quad (1.33c) \]

These can also be written in the language of quantum physics, using some effective interaction Hamiltonian

\[ H = \hbar g(a_3a_4^\dagger a_2^\dagger + \text{h.c.)} \quad (1.34a) \]
\[ H = \hbar g(a_3a_4^\dagger a_2^\dagger + \text{h.c.)} \quad (1.34b) \]
\[ H = \hbar \chi^{(3)}(a^\dagger a)^2 \quad (1.34c) \]

In optomechanics, quantum nonlinearity at the single quanta level is only important when the single-photon optomechanical coupling rate \( g_0 \) is comparable to the mechanical damping rate \( \gamma \) and the optical loss rate \( \kappa \). We identify two regimes:

- Strong coupling regime: \( g = \alpha g_0 > \gamma, \kappa \). In this regime, we will be able to see interesting quantum dynamics above classical dynamics. Another important parameter is the “\( Q \cdot f \)” product, which is a direct measure for the degree of decoupling from the thermal environment. Specifically, \( Q_m \cdot f = Q_m \cdot \omega_m / 2\pi > k_B T / \hbar \) is the condition for neglecting thermal decoherence (dephasing) over one mechanical period, since we have \( \omega_m > \bar{n}\gamma \) in this case.
Single-photon strong coupling regime: $g_0 > \gamma, \kappa$. In this regime, higher order nonlinear interactions between mechanical and optical degrees of freedom are not negligible. Again, the “$Q \cdot f$” product is crucial in order to neglect thermal decoherence.

One major implication of strong single-photon nonlinearity is the nonlinear energy shift of photon energies, because of an effective photon-photon interaction. This eventually leads to the photon-blockade effect [32], which is of great importance in making single-photon source for quantum computation and also in quantum nonlinear optics. Suppose there is an effective third-order nonlinearity $H = \omega_0 a^\dagger a - g_{nl}(a^\dagger a)^2$ in the system, the energy levels become $E_n = H |n\rangle = n\omega_0 - n^2 g_{nl}$, as shown below: When driving the system with a laser with frequency $\omega_L = \omega_0 - g_{nl}$, it will excites the ground state $|0\rangle$ to the first excited state $|1\rangle$, but the subsequent excitation from the first excited state $|1\rangle$ to the second excited state $|2\rangle$ will be off-resonant by an amount $2g_{nl}$ because of the nonlinear frequency shift $-n^2 g_{nl}$ for different levels. If the nonlinearity is strong enough compared to the optical linewidth, $g_{nl} \geq \kappa$, then it will make the $|2\rangle$ state less populated, and the system is mostly in the one photon state $|1\rangle$, as shown in Fig. 1.8. This effective “two-level” system can be used as a qubit or single photon transistor for quantum information processing purposes.
Figure 1.8: Energy level for a system with Kerr nonlinearity. The non-equal-distance energy shift makes the second photon excitation off resonance when the first photon excitation is on resonance.
1.6 Outline of the thesis

The outline of this thesis is as follows. In Chapter 2, we propose a coupled two-mode mirror-in-the-middle optomechanical system and show that when driving the cavity near optomechanical instability, the optomechanical interaction will generate squeezed states of the output light, by an amount determined by the strength of the driving field. Taking into other type of noise and the quantum efficiency of detectors into account, we estimate the maximum amount of squeezing to be 23 dB. This system could be used to detect weak forces far below the standard quantum limit. Subsequently, in Chapter 3, we find that this particular driving scheme can also lead to enhanced optomechanical nonlinearity in certain regime by measuring the output field appropriately. We discuss the photon-blockade mechanism and present numerical simulations for the two-photon correlation functions. We also discuss the feasibilities of our scheme and do a case study in optomechanical crystals.

In Chapter 4, we focus on thermal noise reduction for mechanical resonators, by designing a system of two coupled resonators whose damping is primarily clamping loss limited. We show that optomechanical coupling to the clamping region enables dynamical control over the coupled mechanical resonator. This leads to the counter-intuitive outcome: increasing optical power simultaneously reduces the temperature and linewidth of the mechanical mode, in contrast to direct optomechanical cooling.

In Chapter 5, we consider the Brillouin scattering induced optomechanical interaction in microsphere wave-guide resonators where phonon scattering via impurities is also present. We find that it is possible to realize chiral transport behavior of
phonons by modifying the phonon environment with optomechanics, recovering the result of Chapter 4 in a chiral system. Inspired by our theoretical work, our collaborators did an experiment and observed signatures of phonon chiral transport, the details of which is given in Appendix D. We also come up with a simple few-mode theory and it can explain experimental data well. Finally, in Chapter 6, we study a continuum multi-mode theory and calculate the phonon Green’s function using a diagrammatic perturbation expansion, showing that chiral transport of phonons is possible in a large bandwidth, and the numerical result also suggests a decrease in the phonon diffusion constant with increasing optical pump power.
Chapter 2: Squeezing in a coupled two-mode optomechanical system for force sensing below the standard quantum limit

2.1 Introduction

Dramatic progress in coupling mechanics to light [21–23, 51] suggests that such devices may be used in a wide variety of settings to explore quantum effects in macroscopic systems. Furthermore, such systems can be exquisitely sensitive to small perturbations, such as forces induced either by acceleration as in accelerometer [52] or by, e.g., coupling to surfaces or fields as in atomic force microscopy [53]. For such force measurements, a high quality factor ($Q_m$) mechanical oscillator acts as a test mass, transducing a force into a time-dependent displacement of the oscillator [4,49]. By using interferometric techniques to monitor the position of the oscillator, one can infer the force via optical signals. However, the radiation pressure coupling between the mechanical mode and optical mode has three consequences: photon shot noise, quantum backaction and dynamical backaction [21,54]. The dynamical backaction modifies the oscillator dynamics [47] and makes laser cooling [10,55] or amplification of phonons [56] in the mechanical system possible. Photon shot noise and quantum backaction, the former decreases with increasing input laser
power while the latter increases with increasing input laser power, introduce two sources of noise on the displacement readout of the oscillator motion. An optimal compromise between these two noise sources leads to the standard quantum limit (SQL) in force sensing [49].

The SQL, however, is itself not a fundamental limit. By using squeezed states of light [57], employing quantum nondemolition (QND) measurement [58, 59], or by cavity detuning [60], the SQL can be surpassed. In this work, we show that in a coupled two-mode optomechanical system, if we drive it appropriately, the interaction between cavity photons and the mechanical oscillator will generate squeezed states of the output light. Measuring an appropriate quadrature of the output light field, we would get fewer fluctuations than that of the vacuum state, which makes it possible to detect weak forces far below the SQL. Therefore, no squeezed state of light input is needed, which makes it easier to realize in experiment. Furthermore, compared with [59], we do not have to modulate the optomechanical coupling strength to realize single quadrature QND measurement. Finally, since we pump and probe different resonant optical modes, the effective optomechanical coupling is enhanced, and thus the pump power for achieving the best sensitivity is lowered substantially.

2.2 Model: coupled two-mode cavity optomechanics

We consider a high finesse Fabry-Pérot cavity with a dielectric mirror in the middle [61, 62] [Fig. 2.1(a)]. The end mirrors of the FP cavity are fixed, while
Figure 2.1: (a) A symmetric mirror-in-the-middle optomechanical system comprising a Fabry-Perot cavity of length $2L$ with a high reflectivity mirror mounted in the middle and coupled to a mechanical oscillator. Displacements of the middle mirror (via mechanical oscillations) couple the two normal modes $a$ (red) and $b$ (blue) as the left-right symmetry is broken. (b) Normal mode frequencies $\omega_{\text{cav}}, \pm$ (green) as a function of middle mirror displacement $x$. (c) Transmission spectrum of the three-mirror cavity, showing pairs of normal modes. We drive mode $a$ strongly (long red line) and detect mode $b$ (short blue line).
the middle mirror can vibrate along the optical axis of the cavity at a mechanical frequency $\omega_m$ with effective mass $m$. With the presence of the middle mirror, the FP cavity is divided into two sub-cavities, denoted by left (L) cavity and right (R) cavities. The middle mirror has a nonzero transmission, which allows the exchange of light between these two subcavities and thus leads to an effective coupling between the left and right cavity modes [63]. Further, the coupling will shift the resonant frequencies of two coupled cavity modes and leads to the so-called normal mode splitting effect [64,65].

Following [62,66], the normal mode splitting in the presence of the middle mirror can be calculated by assuming a transfer matrix with a high reflectivity $r_d$. For simplicity, we assuming the middle membrane to be exactly at the middle point of the FP cavity initially, dividing the cavity into two subcavities with the same length $L$, and the normal mode splitting when the middle mirror is at a new position $x$ is given by $\Omega = \frac{c}{L} \arccos(|r_d| \cos(2kx))$ [Fig. 2.1(b)], where $r_d$ is complex amplitude reflectivity of the middle mirror, $k$ is the wave vector of the incoming field and $x$ is the displacement from the middle point of the FP cavity.

The Hamiltonian of the cavity fields in this three-mirror system is

$$H_{\text{opt}} = \hbar (\omega_c + fx) a_L^\dagger a_L + \hbar (\omega_c - fx) a_R^\dagger a_R - \hbar g(a_L^\dagger a_R + a_R^\dagger a_L), \quad (2.1)$$

where $\omega_c$ is the resonance frequency of the subcavities with the middle mirror exactly in the middle ($x = 0$), $f = (\partial \omega_{\text{cav}}/\partial x)|_{x=0}$ is the shift of cavity resonant frequency per unit length evaluated at $x = 0$, and $a_L(a_R)$ is the left (right) cavity mode annihilation operator. Here only the linear order frequency shift is considered, since
the displacement $x$ is much smaller than the cavity length $L$. The last term describes
the coupling between left/right cavity modes with strength $g$. In the high reflectivity
limit ($|r_d| \to 1$), $g = |t_d|c/2L$ and $f = -\omega_c/L$, where $t_d$ is the amplitude transmission
coefficient and $c$ is the speed of light in vacuum.

2.3 Heisenberg-Langevin equations and system dynamics

We look only in a narrow spectral range around a nominal pair of normal modes
$a = (a_L + a_R)/\sqrt{2}$ and $b = (a_L - a_R)/\sqrt{2}$. We also drive mode $a$ strongly at frequency
$\omega_L$ and move to the rotating frame with respect to the pump laser [39]. The cavity
field is coupled to fields outside the cavity through the ends mirrors, while we assume
the mechanical oscillator is coupled to a thermal bath through clamping losses. The
classical and quantum fluctuations of the environmental degrees of freedom will
introduce damping to the cavity field and mechanical oscillator [40,41], as required
by the fluctuation-dissipation theorem [45]. In the Markovian approximation, the
Heisenberg-Langevin equations for mechanical and optical degrees of freedom are,
in the high temperature limit, as follows:

\begin{align*}
\dot{x} &= p/m, \\
\dot{p} &= -m\omega_m^2 x - \gamma p + \frac{\hbar\omega_c}{L} (a^\dagger b + b^\dagger a) + F_{in}, \\
\dot{a} &= -i(\Delta_c - g) a - \kappa a + \frac{i\omega_c}{L}bx + E + \sqrt{2}\kappa a_{in}, \\
\dot{b} &= -i(\Delta_c + g) b - \kappa b + \frac{i\omega_c}{L}ax + \sqrt{2}\kappa b_{in}.
\end{align*}

In the equations above, $\gamma$ is the damping of the mechanical oscillator, $\kappa$ is the
damping of the cavity, and $\Delta_c = \omega_c - \omega_L$ is the cavity detuning. $E$ is the pump
strength which is related to input laser power $P_{in}$ and cavity damping $\kappa$ by $|E| = \sqrt{P_{in}\kappa / \hbar \omega_L}$. $a_{in}$, $b_{in}$ are the vacuum fluctuations of the two cavity modes. $F_{in}$ is the force acting on the oscillator, and it has two parts: an external force $F_{ext}$ acting on the oscillator, which is also the force to be detected [Fig. 2.1(a)]; the Brownian stochastic force, or thermal fluctuating force $F_{th}$, which leads to damping of the oscillator.

The steady state of the system is $\langle x \rangle = 0$, $\langle p \rangle = 0$, $\langle b \rangle = \beta = 0$, $\langle a \rangle = \alpha = E/[i(\Delta_c-g)+\kappa]$. Following [67,68], we linearize the equations of motion around the steady state and study the stability of this solution by applying the Routh-Hurwitz criterion [69], which at positive effective detuning $\Delta = \Delta_c + g > 0$ is simplified to a constraint on pump strength,

$$\alpha^2 < m\omega_m^2 L^2(\kappa^2 + \Delta^2)/2\hbar\Delta \omega_c^2 = \alpha_0^2. \quad (2.3)$$

This suggests that the steady state we found is the only stable solution at low power. Writing $x, p, a, b$ in terms of steady state values ($\langle x \rangle$, etc.) and fluctuations ($\tilde{x}$, etc.), and neglecting terms of order $\frac{\omega_c}{L} \tilde{b} \tilde{x}, \frac{\omega_c}{L} \tilde{a} \tilde{x}, \frac{\hbar \omega_c}{L} \tilde{a} \tilde{b}$, then the fluctuation of mode $a$ decouple, and the equations of motion become

$$\dot{x} = \frac{p}{m}, \quad (2.4a)$$

$$\dot{p} = -m\omega_m^2 x - \gamma p + \hbar G(b + b^\dagger) + F_{in}, \quad (2.4b)$$

$$\dot{b} = -i\Delta b - \kappa b + iGx + \sqrt{2\kappa} b_{in}, \quad (2.4c)$$

where we choose $\alpha$ to be real and define the effective optomechnical coupling $G = \omega_c \alpha / L$. For convenience, we have removed the tilde of the fluctuating variables. We
find that the pumped, coupled two-mode model is reduced to an effective single-mode model [70], where the cavity consist of a fixed partial transmitting mirror and movable perfect reflecting mirror and the optomechanical coupling strength is determined by $\alpha$.

We then define the quadratures of mode $b$ as

$$X = \frac{b + b^\dagger}{\sqrt{2}}, \quad Y = \frac{b - b^\dagger}{i\sqrt{2}},$$

move to frequency domain by Fourier transform, and solve a set of linear equations. We find

$$x(\omega) = \chi(\omega)F_{in}(\omega) + \chi(\omega)\frac{2\hbar G \sqrt{\kappa}}{(\kappa - i\omega)^2 + \Delta^2}[(\kappa - i\omega)X_{in}(\omega) + \Delta Y_{in}(\omega)],$$

(2.5)

where $\chi(\omega)$ is the susceptibility of the optomechanical system to force,

$$\chi(\omega) = \left\{ m \left[ \frac{\omega_m^2 - \omega^2 - i\gamma \omega - \frac{2\hbar G^2 \Delta / m}{(\kappa - i\omega)^2 + \Delta^2}}{(\kappa - i\omega)^2 + \Delta^2} \right] \right\}^{-1}. \quad (2.6)$$

From the expression above, we immediately identify an effective, frequency-dependent mechanical resonant frequency $\omega'_m$ and an effective damping $\gamma'$ which are shifted from the original ones. The shift in resonant frequency is the “optical spring” effect [47], while the shift in damping leads to cooling or heating of the oscillator, depending on the sign of detuning [21, 22]. The cavity field fluctuations enter the equation of motion for oscillator Eq. (2.5) as an additional fluctuations force, which is identified as the shot noise fluctuations of radiation pressure force.
2.4 Force detection sensitivity

Within the input-output formalism [41], the output field quadratures we measure are related to the field quadratures inside the cavity by

\[ X_{\text{out}}(\omega) = \sqrt{2\kappa}X(\omega) - X_{\text{in}}(\omega) \]

and

\[ Y_{\text{out}}(\omega) = \sqrt{2\kappa}Y(\omega) - Y_{\text{in}}(\omega) \].

We consider a homodyne measurement of the signal [41, 71]

\[ S(\omega) = \sin \theta X_{\text{out}}(\omega) + \cos \theta Y_{\text{out}}(\omega) \]

(2.7)

where \( \theta \) is an experimentally adjustable phase, which determines the measured quadrature. Here the signal is written in terms of three inputs (force input \( F_{\text{in}} \), quadrature fluctuations \( X_{\text{in}} \) and \( Y_{\text{in}} \)) and corresponding susceptibilities. The force and field susceptibilities are:

\[ \chi_F(\omega) = \frac{2\sqrt{\kappa}G[\Delta \sin \theta + (\kappa - i\omega) \cos \theta]}{(\kappa - i\omega)^2 + \Delta^2}\lambda(\omega) \]

(2.8a)

\[ \chi_X(\omega) = \frac{4\hbar\kappa G^2[\Delta \sin \theta + (\kappa - i\omega) \cos \theta](\kappa - i\omega)}{[(\kappa - i\omega)^2 + \Delta^2]^2}\lambda(\omega) 
+ \frac{(\kappa^2 + \omega^2 - \Delta^2) \sin \theta - 2\kappa \Delta \cos \theta}{(\kappa - i\omega)^2 + \Delta^2}, \]

(2.8b)

\[ \chi_Y(\omega) = \frac{4\hbar\kappa G^2[\Delta \sin \theta + (\kappa - i\omega) \cos \theta]\Delta}{[(\kappa - i\omega)^2 + \Delta^2]^2}\lambda(\omega) 
+ \frac{2\kappa \Delta \sin \theta + (\kappa^2 + \omega^2 - \Delta^2) \cos \theta}{(\kappa - i\omega)^2 + \Delta^2}. \]

(2.8c)

To calculate the sensitivity to the external force \( F_{\text{ext}} \), we define the effective force noise

\[ F(\omega) = \left. \frac{S(\omega)}{\partial S(\omega)/\partial F_{\text{ext}}}{\bigg|}_{F_{\text{ext}}=0} \right., \]

(2.9)
and its quantum noise spectral density is $S_{FF}(\omega) = \int d\omega' \langle F(\omega)F(\omega') \rangle$. The vacuum radiation input noise $b_{in}$ is delta correlated and the thermal fluctuating force is approximated as white noise thus is also delta correlated, so we have

$$S_{FF}(\omega) = 2m\gamma k_B T + \frac{1}{2} \left| \frac{\chi_Y(\omega)}{\chi_F(\omega)} \right|^2, \quad (2.10)$$

and the square of the corresponding force detection sensitivity $\eta(\omega)$ is given by its symmetric part [54]: $\eta(\omega) = \frac{1}{2} [S_{FF}(\omega) + S_{FF}(-\omega)]$.

### 2.5 DC force sensing optimization

We now focus on the DC ($\omega = 0$) force sensing regime. To get the best sensitivity, we first optimize the function $\eta(\omega = 0) = S_{FF}(\omega = 0)$ for $\alpha$ and then optimize for $\theta$. We find that for the optimal pump strength $\alpha_s^2$, the second term goes to zero as $\Delta \sin \theta + \kappa \cos \theta \to 0$, which corresponds to a backaction free point. At first sight, it seems that $\chi_F$ approaches zero as $\Delta \sin \theta + \kappa \cos \theta \to 0$, and the sensitivity diverges. However, if we choose the pump strength appropriately, then not only can the divergence at $\theta_0 = -\arctan(\kappa/\Delta)$ be avoided, but also the sensitivity can achieve its optimal value. The optimal pump strength is given by

$$\alpha_s^2 = \alpha_0^2 \left( 1 - \frac{2\kappa}{\Delta} \frac{\Delta \sin \theta + \kappa \cos \theta}{\sqrt{\kappa^2 + \Delta^2}} \right), \quad (2.11)$$

where $\alpha_0$ is the threshold pump strength defined in Eq. (2.3). At this point, the effective mechanical frequency $\omega'_m \to 0$ as $\theta \to \theta_0$, so $\chi_F$ is still finite. We then try to find out the behavior of the sensitivity near the critical angle $\theta_0$. To ensure that the pump strength does not exceed the threshold value and that the effective
mechanical frequency is positive, we let the angle $\theta$ approaches $\theta_0$ from the positive side, that is $\theta = \theta_0 + \delta \theta$, with $0 < \delta \theta \ll 1$. We note that, if $\theta$ approaches $\theta_0$ from the negative side, we can replace the minus sign in Eq. (2.11) with a plus sign, and the result will be similar. In the vicinity of $\theta_0$, the pump is approximated as

$$\alpha_2^* = \alpha_0^2 (1 - \frac{2\kappa}{\Delta} \delta \theta). \quad (2.12)$$

At the optimal pump strength and optimal angle, the total sensitivity is found:

$$\eta(\omega = 0) \approx 2m\gamma k_B T + \hbar m\omega_m^2 \left( \frac{\Delta}{4\kappa} + \frac{\kappa}{\Delta} \right) \xi^2, \quad (2.13)$$

with the dimensionless parameter $\xi$ defined by $\xi = \delta \theta \cdot 2\kappa/\Delta$. This result implies that thermal noise limited detection can be achieved by choosing the critical angle $\theta_0$ appropriately. The expense for achieving the best sensitivity is that we have to pump the system at a power close to the threshold value, thus increasing the possibility of destabilizing the system. The ultimate sensitivity for force detection is limited by how strong the thermal noise is and how close we can pump the system near its instability point. The result also suggests that we could further improve the sensitivity by choosing $\Delta = 2\kappa$. Then we look at the input laser power, and find that if $\Delta_c = g$, the power is minimized. Along with the condition $\Delta = 2\kappa$, we have $\Delta_c = g = \kappa$, and the optimal pump power is

$$P_{\text{opt}} \approx \frac{5}{4} (1 - \xi) m\omega_m^2 \left( \frac{L}{Q_c} \right)^2 \omega_c, \quad (2.14)$$

where $Q_c = \omega_c/\kappa$ is the quality factor of the cavity. Considering an optomechanical system with $m = 5.36 \times 10^{-10}$ Kg, $\omega_m = 2\pi \times 130$ kHz, cavity length $L = 2.50 \times 10^{-2}$ m, pumping laser wavelength $\lambda = 1.55 \mu$m, and cavity finesse of $F = 20000$.
we find that for $\xi = 0$, $P_{\text{opt}} = 0.816$ mW, and the circulating power $P_{\text{cir}} = P_{\text{opt}} F/2\pi = 2.56$ W. The single photon optomechanical coupling $g_{\text{OM}} = \omega_c x_{\text{ZPF}}/L = 2\pi \times 8.77$ Hz, where $x_{\text{ZPF}}$ is the zero point fluctuation of the displacement of the middle mirror. The force sensitivity is $\sqrt{\eta} \sim \sqrt{\hbar \omega^2_m \xi} = \xi \times 1.94 \times 10^{-16}$ N/\sqrt{Hz}. For small $\xi$, attonewton force sensitivity could be achieved with current devices.

2.6 Bandwidth for optimal performance

In practice, we need to understand the behavior of $\eta(\omega)$ at low but nonzero frequencies to determine the bandwidth for force detection. We note that at nonzero frequencies, the asymmetry of the quantum noise spectral density $S_{FF}(\omega)$ is very small, thus we could use the approximation $\eta(\omega) \approx S_{FF}(\omega)$. A full analysis of the bandwidth is only possible numerically, so here we present a simple but illuminating approximation method. The argument is the following: at nonzero frequencies, in order to keep the $\delta \theta$ dependence in Eq. (A.13), we require $|\omega \cos \theta| < \Delta \sin \theta + \kappa \cos \theta$, which is equivalent to

$$|\omega| < \frac{1}{2} \left[ 1 + \left( \frac{\Delta}{\kappa} \right)^2 \right] \xi \kappa. \quad (2.15)$$

Thus the bandwidth is approximately $[1 + (\Delta/\kappa)^2] \xi \kappa$. Neglecting the thermal noise term, we plot the DC sensitivity for different values of $\xi$ in Fig. 2.2(a), and the sensitivity at low signal frequencies for different values of $\kappa, \xi, \Delta/\kappa$ in Fig. 2.2(b), 2.2(c), 2.2(d) respectively. We find that the bandwidth shown in the numerical result is in good agreement with Eq. (2.15). Thus we could use this formula to estimate the bandwidth at low frequencies for a given set of parameters.
Figure 2.2: (a) Sensitivity at DC as a function of $\Delta/\kappa$ for different values of $\xi$ (numerics shown in plot). At $\Delta/2\kappa$, the minimum value is achieved. In the following figures, we choose $\omega_m = 2\pi \times 10^6$ Hz, $\kappa = 0.2\omega_m$, $\Delta = 2\kappa$ and $\xi = 0.01$ as the base values to plot the sensitivity as a function of frequency. The bandwidth is the frequency range where the best sensitivity is maintained. (b) Bandwidth dependence on $\kappa$, where $\omega_m$ is fixed and $\kappa$ varies and the ratio $\kappa/\omega_m$ is shown in plot. In the resolved sideband regime the bandwidth increases with $\kappa$ linearly, while in the unresolved regime, it does not increase much. (c) Bandwidth dependence on $\xi$, which is approximately linear. (d) Bandwidth dependence on $\Delta/\kappa$, where $\kappa$ is fixed and $\Delta$ varies. The dependence is approximately in the form $\sqrt{1+(\Delta/\kappa)^2}$ and suggests a narrower bandwidth than our estimate Eq. (2.15).
2.7 Squeezing spectrum of the cavity output

Finally, we study the squeezing spectrum of the output signal $S(\omega)$, which is given by $\tilde{S}(\omega) = \int d\omega' \langle S(\omega), S(\omega') \rangle$ \cite{41, 73}. Using the noise correlation relations, we have

$$\tilde{S}(\omega) = 2m\gamma k_B T |\chi_F(\omega)|^2 + \frac{1}{2} |\chi_X(\omega) - i\chi_Y(\omega)|^2.$$ \hspace{1cm} (2.16)

At DC, we can minimize it by choosing the optimal angle and pump strength, obtaining

$$\tilde{S} = \frac{n_{th} \Delta}{Q_m \kappa} (1 - \xi) + \frac{1}{2} \left[ 1 + \left( \frac{\Delta}{2\kappa} \right)^2 \right] \xi^2.$$ \hspace{1cm} (2.17)

where $n_{th} = k_B T / \hbar \omega_m$ is the number of thermal phonon and $Q_m = \omega_m / \gamma$ is the quality factor of the mechanical oscillator. For $\Delta = 2\kappa$, $\tilde{S} = 2(1 - \xi)n_{th}/Q_m + \xi^2$. Nano-mechanical oscillators of high quality factor and low phonon number have now been fabricated by many groups, which makes it possible to reduce the thermal noise term to a very small value. By driving the system near the threshold ($\xi \to 0$), squeezing ($\tilde{S} < 1$) in the signal we measure could be realized. This is the optomechanical analog of the squeezing in the output field from an optical parametric oscillator (OPO) \cite{39}. Similarly, choosing $\theta \to \pi/2 + \theta$, we calculate the squeezing spectrum of a signal $\pi/2$ out of phase and find that the optical noise term is proportional to $1/\xi^2$, which is consistent with the Heisenberg uncertainty relation.

In all the analysis above, however, we have not yet taken into account the quantum noise $X'_m(\omega)$ introduced when measuring the field quadrature $S(\omega)$. Considering a measurement efficiency $P < 1$, then the actual signal we measure is
\[ S'(\omega) = \sqrt{PS(\omega)} + \sqrt{1-PX_{in}'(\omega)}. \] We find the modified sensitivity to be \[ \eta'(\omega) = \eta(\omega) + (1 - P)/2P|\chi_F(\omega)|^2. \] Assuming that the optimization at \( \alpha_2^2 \) and \( \theta_0 \) is still valid, then the sensitivity at DC is \[ \eta'(0) = \eta(0) + \hbar m \omega_m^2 (1 - P)/(1 - \xi) \cdot \kappa/\Delta, \] and the corresponding squeezing spectrum is \( \tilde{S}' = \tilde{S} + (1 - P)/2 \), in the limit \( P \to 1 \).

Thus, a homodyne measurement efficiency of 99\% will limit the squeezing to 23 dB (decibel).

### 2.8 Conclusion

Our approach to squeezing for improved force sensing may also have direct application in related topics, including atomic force microscopy, magnetic resonance force microscopy, and even in quantum transduction via mechanics as recently suggested [74]. Furthermore, more complicated cavity mode structures, such as those of higher orbital angular momentum, may provide additional methods for achieving this outcome in single-side cavities, as the fundamentals of our approach are simply having two well isolated, near-by cavity modes that both interact with the mechanical degree of freedom.
Chapter 3: Quantum nonlinear optics near optomechanical instabilities

3.1 Introduction

Recent years have seen dramatic progress in realizing deterministic interactions between single photons, which has profound implications for future optical technologies [75–78]. The most striking success has been achieved with cavity quantum electrodynamics (cQED) [79–86], where photons inherent the saturation of a single two-level atom due to strong interactions between the atom and the cavity field. Alternative approaches have been explored based on slow-light-enhanced Kerr nonlinearities [87–89], single dye-molecules [90], strong photon interactions mediated by Rydberg atoms [91–94], enhanced nonlinearities in plasmonic systems [95,96] and atoms coupled to wave guides [97–100].

Optomechanical systems, where light and mechanical motion are coupled by radiation pressure [21, 24, 26, 27, 101–103], are a promising approach to realizing strong photon interactions. Unfortunately no experiment has yet managed to reach the single-photon strong coupling regime. Recently it was noted that, in the weak coupling regime, there are still signatures of optomechanical nonlinearity [33–35];
however, strong coupling is required to achieve significant nonlinear quantum effects and deterministic photon interactions with optomechanics [31, 32, 104, 105].

In this article, we show that it may not be necessary to reach the quantum strong coupling regime in order to obtain large single-photon nonlinearities. Instead, in two-mode optomechanical systems with strong side-band resolution, the nonlinearity can be enhanced to the single-photon level by driving the system near an instability. In particular, as the strength of the driving field increases, the frequency of one of the optomechanical normal modes approaches zero and the associated harmonic oscillator length becomes large [106]. The increased quantum fluctuations associated with this mode result in an enhanced nonlinear interaction. We show that when the mechanical mode is sideband resolved with respect to the cavity, the enhancement in the nonlinear coupling can exceed the dissipation by an amount scaling with the sideband resolution $\omega_m/\kappa$, where $\omega_m$ is the mechanical frequency and $\kappa$ is the cavity linewidth. We demonstrate that this results in enhanced photon-photon interactions by calculating the equal time, two-photon correlation function $g^{(2)}(0)$ for weakly incident probe light. The presence of anti-bunching $g^{(2)}(0) < 1$ in the cavity output field indicates the onset of photon blockade and, in this case, significant two-photon nonlinearity. We infer a new parameter $P = g_0^2\omega_m/\kappa^3$ ($g_0$ is single-photon optomechanical coupling), whose largeness is the relevant quantity for determining the strength of the nonlinearity. We find that in current devices based on optomechanical crystals, our approach could increase the observable antibunching by more than an order of magnitude.

In section 3.2, we describe the system using an effective hamiltonian and show
that after diagonalization, the nonlinear interaction is strongly enhanced. In section 3.3, we take dissipation into account using the master equation and determine the conditions for realizing strong quantum nonlinearity. Subsequently, in section 3.4, we discuss the photon-blockade mechanism and present numerical simulations for the two-photon correlation functions. In section 3.5, we discuss the feasibilities of our scheme and do a case study in optomechanical crystals.

3.2 Model

The system we consider is shown in Fig. 3.1(a). It consists of a high finesse optical cavity that has two spatially separated, degenerate optical modes \((a_L, a_R)\) at frequency \(\omega_c\) coupled at a rate \(J\) through a mirror with near perfect reflection [107]. Both optical modes are also coupled to a common mechanical mode \((c)\) through radiation pressure with single-photon optomechanical coupling rate \(g_0\). In the symmetric-antisymmetric mode basis \(a = (a_L + a_R)/\sqrt{2}, b = (a_L - a_R)/\sqrt{2}\) the Hamiltonian is \((\hbar = 1)\):

\[
H = (\omega_c - J)a^\dagger a + (\omega_c + J)b^\dagger b + \omega_m c^\dagger c - g_0(a^\dagger b + b^\dagger a)(c + c^\dagger).
\]  

(3.1)

In addition, there is also a dissipative interaction of the cavity and mechanical modes with their environment, with a conservative term \(V = \sqrt{\kappa}(a_{in}(t)a^\dagger + h.c.)\) and damping \(\kappa\) (described below). The two cavities are assumed to have identical damping rates.

In the presence of a strong drive \(a_{in}(t) = a_{in} + \sqrt{\kappa} \alpha_p e^{-i\omega t}\) there is an effective linear coupling between the antisymmetric mode and the mechanical mode, and
Figure 3.1: (a) Schematic of the coupled two-mode system. Displacements of the middle mirror (via mechanical oscillations) couple the symmetric mode $a$ (red) and antisymmetric mode $b$ (blue) as the left-right symmetry is broken. (b) Normal modes of the coupled harmonic oscillator bilinear hamiltonian for $\Delta_b = 5\omega_m$, with blue (green) line representing the higher (lower) energy branch $\bar{b}$ ($d$). As pump power increases, the energy of the lower branch decreases, the effective potential becomes flat and the associated harmonic oscillator length becomes larger. (c) Energy scales for the pump, probe and cooling modes.
also a residual nonlinear coupling between the mechanical mode and both optical modes. The Hamiltonian in the rotating frame for the pump displaced oscillator states \((a \rightarrow a + \alpha)\) becomes [24]

\[
H = \Delta_a a^\dagger a + \Delta_b b^\dagger b + \omega_m c^\dagger c - G_0(b + b^\dagger)(c + c^\dagger) - g_0(a^\dagger b + b^\dagger a)(c + c^\dagger)
\]

where \(\Delta_a(b)\) is the detuning of mode \(a\) \((b)\) with respect to the pumping laser and \(G_0 \equiv g_0\alpha = g_0\alpha_p\kappa/(\Delta_a - i\kappa/2)\) is the pump-enhanced linear coupling. By choosing an appropriate phase of the pump, we can make \(G_0\) real. In what follows, we make the further assumptions that \(\Delta_b \gg \omega_M\), such that the parameter \(\eta \equiv \omega_m/\Delta_b\) is much smaller than 1. In this regime the hybridized polariton modes Eq. (3.4)-(3.5) retain mostly their original photonic or mechanical character, reducing the deleterious effect of optical loss on the ‘mechanical’ mode. We give the full expressions in Appendix B.

The first four terms in \(H\) are bilinear in the oscillator modes and can be diagonalized to give the normal modes (see Appendix B)

\[
H_0 = \Delta_a a^\dagger a + (\Delta_b + \delta) b^\dagger b + \omega_m \zeta d^\dagger d,
\]

(3.3)

with the normal mode frequencies given in terms of the parameters \(\delta \approx r^2\omega_m\eta/2\) and \(\zeta = \sqrt{1 - r^2}\) to first order in \(\eta\). We defined the rescaled driving amplitude \(r \equiv 2G_0/\sqrt{\omega_m}\Delta_b\). As \(r \rightarrow 1\) the frequency of the lower branch goes to zero and the mode effectively becomes a free particle, leading to enhanced quantum fluctuations in this mode, as shown in Fig. 3.1(b). For \(r > 1\), the normal mode frequency becomes imaginary signifying the onset of the instability. For \(0 \leq r < 1\) and \(\eta \ll 1\),
the normal mode operators are, surprisingly

\[ \bar{b} \approx b - \frac{r}{2}\sqrt{\eta}(c + c^\dagger), \quad (3.4) \]

\[ d \approx \frac{1}{2\sqrt{\zeta}}(c - c^\dagger) + \frac{\sqrt{\zeta}}{2}(c + c^\dagger) + \frac{r}{2}\sqrt{\eta}(b - b^\dagger). \quad (3.5) \]

In this regime, \( \bar{b} \) is mostly optical while \( d \) is mostly mechanical, to \( O(r\sqrt{\eta}) \). Including the nonlinearity, we can reexpress the normal-ordered Hamiltonian to first order in \( \eta \):

\[ H = H_0 - \frac{g_0}{\sqrt{\zeta}}(a^\dagger b + a\bar{b}^\dagger)(d + d^\dagger) - \frac{g_0}{\sqrt{\zeta}}\sqrt{\frac{\eta}{4\zeta}}(a + a^\dagger)(d^2 + d^\dagger 2 + 2d^\dagger d). \quad (3.6) \]

Near the instability, \( \zeta \ll 1 \), the effective optomechanical coupling \( g_0/\sqrt{\zeta} \) is strongly enhanced. This approach is distinct from simply choosing a low frequency mechanical oscillator to begin with because the mass and frequency of a mechanical oscillator (of the same shape and material) are usually related to each other by \( \omega_m \propto \sqrt{1/m} \), so that the stiffness \( m\omega_m^2 \) remains constant. As a result, the optomechanical coupling \( g_0 \), which scales with the intrinsic position fluctuations \( x_{\text{zpf}} = \sqrt{\hbar/m\omega_m} \), will typically increase with frequency. This back-action induced softening has the benefits of combining small mass and low frequency, so the effective coupling can be enhanced substantially.

3.3 Nonlinear interactions and dissipations

In the normal mode basis, \( H \) contains five distinct nonlinear interactions:

\[ \bar{b}^\dagger ad + h.c., \quad a^\dagger \bar{b}d + h.c., \quad a^\dagger dd + h.c., \quad ad + h.c., \quad (a + a^\dagger)d^\dagger d. \quad (3.7) \]
When the frequency of the $d$ mode is small, these nonlinear terms will destabilize the system towards large mode occupation, which, together, with the cavity induced decay will contaminate any few photon effects. To keep the system far in the stable regime, we require $g_0/\sqrt{\zeta}, g_0\sqrt{\eta/\zeta^2} \ll \omega_m\zeta$, which further constrains $\Delta_b$ and $\zeta$. In addition, the mechanical mode must be close to the ground state, below we show how this can be achieved with optomechanical cooling for the normal mode when the heating rate $\gamma_\uparrow$ (defined below) is much less than $\kappa$. All together, to have a large effective single photon optomechanical nonlinearity we require

$$\gamma_\uparrow \ll \kappa \ll g_0/\sqrt{\zeta} \ll \omega_m\zeta. \quad (3.8)$$

This can be satisfied for large $\Delta_b$ and small $\gamma_\uparrow$ when

$$P \equiv \frac{g_0^2\omega_m}{\kappa^2} \gg 1. \quad (3.9)$$

Thus the condition for single photon nonlinearities is relaxed from $g_0 \gg \kappa$ to $P \gg 1$.

To treat the dissipation we use the master equation for the density matrix $\rho$ of the three-mode system

$$\dot{\rho} = -i[H, \rho] - \kappa(\mathcal{D}[a] + \mathcal{D}[b])\rho - \gamma_m\left((\bar{n}_\text{th} + 1)\mathcal{D}[c] + \bar{n}_\text{th}\mathcal{D}[c^\dagger]\right)\rho, \quad (3.10)$$

where $\mathcal{D}[A] \rho = 1/2 \{ A^\dagger A, \rho \} - A\rho A^\dagger$ for any operator $A$, $\gamma_m$ is the mechanical heating rate, and $\bar{n}_\text{th}$ is the thermal occupation of the mechanical mode in the absence of the coupling to the cavity. In the normal mode basis, the jump operator for the cavity and mechanical modes become $b \rightarrow \overline{b} + \sqrt{\eta/\zeta} \left(d + d^\dagger\right)/2$ and $c \rightarrow \left(d + d^\dagger\right)/2\sqrt{\zeta} + \sqrt{\zeta}(d - d^\dagger)/2$, respectively, implying that dissipation of both cavity mode $b$ and mechanical mode $c$ results in added noise on the $d$ mode. Near the instability
ζ ≪ 1, the downward transitions (emission) and upward transitions (absorption) in the d mode occur at the respective rates

\[
\begin{align*}
\gamma_\downarrow &= \frac{n}{4\zeta} \kappa + \frac{\gamma_m}{4\zeta}(2\bar{n}_{th} + 1 + 2\zeta), \\
\gamma_\uparrow &= \frac{n}{4\zeta} \kappa + \frac{\gamma_m}{4\zeta}(2\bar{n}_{th} + 1 - 2\zeta).
\end{align*}
\] (3.11) (3.12)

Since \(\gamma_\downarrow - \gamma_\uparrow = \gamma_m \ll \gamma_\uparrow\), the absorption terms will tend to excite the d mode to high occupation numbers roughly given by \(\bar{n}_d \sim \gamma_\uparrow / (\gamma_\downarrow - \gamma_\uparrow)\) [24].

A natural way to overcome this difficulty is to add optomechanical cooling to the d mode. As shown in Fig. 3.1(c), we consider using another pair of cavity modes e, f separated by the cavity free spectrum range (FSR) to induce sideband cooling of the d mode. Driving mode e enhances the coupling between mode f and the mechanical mode c by an amount \(\alpha_e\), the steady state amplitude of e. Moving to the optomechanical normal mode basis, we get the additional terms in the hamiltonian:

\[
\Delta_e e^\dagger e + \Delta_f f^\dagger f - \frac{g_0}{\sqrt{\zeta}} \alpha_e (f + f^\dagger)(d + d^\dagger).
\] (3.13)

We see that the coupling is further enhanced by \(1/\sqrt{\zeta}\) because of the increase of harmonic oscillator length. Similar to the usual single-mode optomechanical cooling, when \(\Delta_f = \omega_m \zeta\), the d mode is cooled by the f mode [24] and the system quickly reaches steady state.

3.4 Photon-blockade and numerical simulations of \(g^2(0)\)

The nonlinear terms will have the strongest effect when one of the interactions in Eq. (3.7) is tuned into resonance. Here we focus on the resonant interaction
Figure 3.2: (a) Dotted line shows $g^2(0)$ of the $\bar{b}$ mode as a function of $P$ with $g_0 = \kappa$ (so $P = \omega_m/\kappa$), $\alpha_e = 0.1$ and $\beta_\bar{b} = 0.02\kappa$. We restrict the mode occupations to be less than 4. When $P > 40$, $g^2(0)$ roughly scales as $1/P$ (black line). The black square represents the value of $g^2(0)$ obtained in Ref. [34] when $\omega_m/\kappa \to \infty$. For comparison, the $g^2(0)$ in Ref. [32], when $g_0 = \kappa$, increases linearly with $P^2$.

(b) The level diagram of the system when the interaction $\bar{b}^{\dagger}a$ becomes resonant. The probe field drives the lower energy state of the first excited state on resonance.

(c) Evolution of the equal time, two-photon correlation function $g^{(2)}(0)$ (red lines) and the population in the $d$ mode $n_d = \langle d^{\dagger}d \rangle$ (blue lines), after the probe field is turned on ($P = 500$, $g_0 = \kappa$, $\gamma_{\uparrow\downarrow} = \kappa/\sqrt{P}$ and $\beta_\bar{b} = 0.02\kappa$). Dotted lines show the result for $\alpha_e = 0$ indicating cooling on $d$ is OFF, while solid lines are for $\alpha_e = 0.1$ indicating cooling is ON.
$\bar{b}^\dagger ad$, which has the resonance condition: $\Delta_\delta = \Delta_a + \omega_m \zeta$ (Here $\Delta_\delta = \Delta_b + \delta$ is the energy of the normal mode $\bar{b}$). In the occupation number basis $|n_a, n_b, n_d\rangle$, the 2-fold degeneracy of the first excited state is broken by $g_{nl}$ and the 3-fold degeneracy of the second excited state is broken by $\sqrt{6} g_{nl}$ due to the 3-body interaction $\bar{b}^\dagger ad + h.c.$:

$$
\begin{align*}
|0, 1, 0\rangle & \xleftarrow{g_{nl}} |1, 0, 1\rangle, \quad \Delta \omega : \pm g_{nl} \\
|0, 2, 0\rangle & \xleftarrow{\sqrt{2} g_{nl}} |1, 1, 1\rangle \xleftarrow{2 g_{nl}} |2, 0, 2\rangle, \quad \Delta \omega : 0, \pm \sqrt{6} g_{nl}
\end{align*}
$$

with $g_{nl} = g_0 / \sqrt{\zeta}$. Since $\bar{b}$ has a strong overlap with the antisymmetric cavity mode, we can optically probe it as illustrated in Fig. 3.1(a). Similar to the Jaynes-Cummings nonlinearity in cQED system [79], when probing the $\bar{b}$ mode at frequency $\omega_p = \Delta_\delta - g_{nl}$ with strength $\beta_\delta$, we can observe a photon-blockade effect because of the anharmonicity of the ladders, which is shown in Fig. 3.2(b). The signature of the photon blockade will be in the antibunching of the output light, i.e., when $g^{(2)}(0) < 1$, where $g^{(2)}(0)$ is the equal time, two-photon correlation function defined by

$$
g^{(2)}(t) = \frac{\langle \bar{b}^\dagger(\tau) \bar{b}^\dagger(\tau + t) \bar{b}(\tau + t) \bar{b}(\tau) \rangle}{\langle \bar{b}^\dagger(\tau) \bar{b}(\tau) \rangle^2} \quad (3.14)
$$

for a given evolution time $\tau$. Fig. 3.2(a) shows that, for optimal parameters described below, the minimum value of $g^{(2)}(0) \sim 1/P$, thus the system exhibits a strong single photon nonlinearity even when $g_0 \lesssim \kappa$.

Fig. 3.2(c) shows the typical evolution of $g^{(2)}(0)$ with $\tau$ obtained from numerical simulation of the master equation. The initial condition has all modes in the vacuum state. Without cooling the system reaches a quasi-steady state with strong antibunching before it is eventually pumped to states with a finite population in $d$.
as shown by the dashed blue line in Fig. 3.2(c). However, in the presence of cooling the $d$ mode occupation remains small and the system reaches a steady state with strong antibunching.

![Figure 3.3](color online). Contour plots of the minimum $g^{(2)}(0)$ in steady state versus the experimental control parameters $\bar{\Delta}_b = \Delta_b/\kappa$ and $\zeta$. (a) $P = 100, \omega_m/\kappa = P$; (b) $g_0/\kappa = 0.1, \omega_m/\kappa = 500, P = 5$ and $\alpha_e = 2\sqrt{\zeta}$.

To achieve single photon blockade using the scheme illustrated in Fig. 3.2(b), we also need to satisfy the inequalities given in Eq. (3.8), which requires optimization of the system parameters. After rescaling by $\kappa$ and taking the resonance condition $\Delta_b = \Delta_a + \omega_m \zeta$, there are four independent parameters: $(P, \omega_m/\kappa, \Delta_b/\kappa, \zeta)$. $P$ and $\omega_m/\kappa$ are device-dependent parameters we cannot tune, while $\Delta_b/\kappa$ and $\zeta$ can be controlled by tuning the frequency and amplitude of the strong pumping laser. A simple theoretical analysis can be done for $\beta_b \ll \kappa$ by neglecting quantum jumps in the master equation (see Appendix C for details). This gives the scaling in the quasi-steady state regime $g^2(0) \sim \kappa^2/\eta^2 + g_{nl}^2/\omega_m^2 \zeta^2$, which is optimized when $\zeta \sim 1/\sqrt{P}$.
and \(g^{(2)}(0) \sim 1/\sqrt{P}\). Numerical simulations of the master equation, however, show that the optimal antibunching scales as \(1/P\), as seen in Fig. 2(a) and in the full contour plots of \(g^{(2)}(0)\) versus \(\Delta_b\) and \(\zeta\) shown in Fig. 3. This anomalous scaling is caused by pumping into the dark states \(|0, 0, n\rangle\). The region of the parameter space for optimal performance is roughly given by \(\Delta_b/\kappa > P^2\) and \(1/\sqrt{P} < \zeta < 1\). These results demonstrate that near the instability, the figure of merit for observing the photon blockade is \(P \gg 1\) and not simply \(g_0/\kappa \gg 1\).

3.5 Experimental considerations and case study

There is an additional constraint that, in order to use the resonant \(\bar{b}^\dagger a d\) interaction term, the photon tunneling rate \(J\) must be much smaller than the mechanical frequency \(\omega_m\). For the membrane in the middle setup, these conditions may be challenging to achieve due to the high reflectivity required for the membrane. This could be circumvented by instead utilizing the \(a^\dagger dd\) nonlinearity, which has no such requirement. One can also consider using differential modes in ‘zipper’ optomechanical crystals [108], where the photon tunneling rate can be tuned over a wide range by controlling the separation between the two cavities.

Finally, successfully working near the instability requires the classical power fluctuations in the pump laser to be small enough to prevent the system from crossing the instability. More precisely, the amplitude fluctuations in the pump must be less than the instability parameter \(\zeta\) (defined below Eq. (3.3)), which has an optimum value greater than \(1/\sqrt{P}\); thus, for \(P\) less than \(10^3\), this requires stabilizing the
pump power below the 5% level, which is readily achievable.

Case study – Experimentally these effects could be observed for systems with strong sideband resolution $\omega_m \gg \kappa$ and relatively large single photon optomechanical coupling $g_0 \sim \kappa$. Hybrid photonic-phononic crystals are a promising route to realize both these constraints [27], as are mechanical membranes placed in the middle of a high-finesse optical cavity as illustrated in Fig. 3.1(a) [101]. State of the art photonic-phononic crystals have achieved optomechanical coupling $g_0/2\pi$ above 1 MHz [109,110] and mechanical frequency $\omega_m/2\pi \sim 10$ GHz [111]. Optical quality factors as high as nine million have also been reported in silicon photonic crystal cavities, which gives cavity decay rate of $\kappa/2\pi \sim 20$ MHz [112]. In such a case with $g_0/\kappa = 0.1$ and $\omega_m/\kappa = 500$, $P$ can be as large as 5 in current devices. Fig. 3.3(b) shows the full range of antibunching obtainable for this $P$, in the optimal case we find that it can be as small as 0.8, more than an order of magnitude improvement compared to what would be expected away from the instability $\sim 0.99$ [35]. To satisfy the condition $\gamma_\uparrow \ll \kappa$, we need $\omega_m/4\zeta \Delta_b \ll 1$ and $\gamma_m \bar{n}_\text{th}/2\zeta \ll \kappa$, which imply $\Delta_b \gg \omega_m/4\zeta$ and $\bar{n}_\text{th} \ll 2\zeta\kappa/\gamma_m$. This gives an minimum requirement on the $Q \cdot$ frequency product: $Q_m \cdot \omega_m/2\pi > \omega_m/2\zeta\kappa \cdot k_B T/h$, which requires cryogenic temperatures. In principle, room temperature operation is possible for mechanical oscillators at frequencies above 10 GHz and quality factors above $10^6$. 
3.6 Conclusion

We have presented a scheme to realize few-photon interactions in strongly driven, two-mode optomechanical systems. Our approach suggests a new figure of merit for realizing strong optomechanical coupling and demonstrates that current devices, previously thought to have weak coupling, may be able to be pushed into the regime of strong single-photon nonlinearity. This would allow one to achieve deterministic entanglement of light in optomechanical systems, which has far-ranging applications in quantum information science.
Chapter 4: Cooling a harmonic oscillator by optomechanical modification of its bath

4.1 Introduction

Recent years have seen dramatic experimental and theoretical progress in optomechanics [21,24], ranging from ground state cooling [27] and squeezing [113,114] to quantum nonlinear optomechanics [31–36]. These advances rely upon improvements in optomechanical coupling, particularly the single phonon-single photon coupling rate, and upon increasing mechanical quality factor, which enables lower heat loads and corresponds to higher sensitivity and longer quantum coherence times.

However, the longer-term target of single photon nonlinear optics with optomechanical systems remains out of reach. Furthermore, for many sensing applications, the thermal noise remains a fundamental limit for relevant resonator designs, regardless of progress in the use of quantum correlations [107,113,114], as typically the signal to be sensed is transduced to a force on the mechanical system which is in competition with the quantum Brownian motion-induced Langevin force from the thermal bath.

In the present work, we shall focus on thermal noise reduction for mechan-
ical resonators, utilizing the standard tool box provided by optomechanics. This is crucial for improving the signal-to-noise ratio of mechanical devices, operating either in the classical regime or in the quantum regime. We are motivated by recent advances in phononic-band gap engineering as a principle for improved quality factor [110,111,115] – but here, we engineer a dissipative band-gap dynamically via the optomechanical interaction, rather than a constant bandgap during fabrication. Specifically, we introduce a generic coupled-oscillator model to describe mechanical systems whose damping is primarily via elastic wave radiation through the boundary, i.e., clamping loss. We then consider how optomechanical coupling to the clamping region enables dynamical control over the coupled mechanical resonator. This leads to the counterintuitive outcome: increasing optical power simultaneously reduces the temperature and linewidth of the mechanical mode, in contrast to direct optomechanical cooling. After introducing this model, we describe a specific resonator design that enables testing of these concepts using current techniques, and analyze the regime in which clamping losses are likely to dominate, finding that a low temperature and high mechanical frequencies our approach may find wide application.

4.2 Toy model

We consider a toy model of two coupled quantum harmonic oscillators with annihilation operators $a$ and $b$, resonant frequencies $\omega_a$ and $\omega_b$, and a coupling strength between them $\lambda$. Each harmonic oscillator is also coupled to its own heat bath at temperature $T_a$ and $T_b$ with rates $\gamma_a$ and $\gamma_b$. In addition, optomechanical
cooling is introduced to oscillator $b$ via coupling to a red detuned optical mode $c$ with frequency $\omega_c$ and damping $\kappa$, as shown in Fig. 4.1.

The effective Hamiltonian of the three mode system when pumped with a laser follows immediately (with $\hbar = 1$, and neglecting the weak nonlinear correction):

$$H_{\text{eff}} = -\Delta c^\dagger c + \omega_a a^\dagger a + \omega_b b^\dagger b + \lambda(a + a^\dagger)(b + b^\dagger) - \alpha g_0(b + b^\dagger)(c + c^\dagger).$$

(4.1)

where $\alpha = E/(i\Delta - \kappa/2)$ is the pump-induced coherent state in the optical cavity and assumed to be real without loss of generality (by choosing an appropriate phase for the pump strength $E$), $g_0$ is the quantum optomechanical coupling, and $\Delta = \omega_p - \omega_c$ is the detuning of the pump laser. We consider $\omega_a \sim \omega_b \sim -\Delta$, and include mechanical damping of $a$ and $b$ with rates $\gamma_a, \gamma_b$, and optical loss with rate $\kappa$ [24].

Under the rotating wave approximation, the Heisenberg-Langevin equations in the input-output formalism are as follows:

$$\dot{c} = i\Delta c - \frac{\kappa}{2} c + i\alpha g_0 b + \sqrt{\kappa}c_{\text{in}},$$

(4.2a)
\[ \dot{a} = -i\omega_a a - \frac{\gamma_a}{2} a - i\lambda b + \sqrt{\gamma_a} a_{in}, \quad (4.2b) \]
\[ \dot{b} = -i\omega_b b - \frac{\gamma_b}{2} b - i\lambda a + i\alpha g_0 c + \sqrt{\gamma_b} b_{in}. \quad (4.2c) \]

This set of linear equations can be solved by moving to the frequency domain. We successively solve for \( c(\omega) \), then \( b \), then \( a \). For example, \( c(\omega) = \frac{i\alpha g_0 + \sqrt{\kappa} c_{in}}{-i(\omega + \Delta) + \kappa/2} \). We immediately set \( c \approx \frac{1}{\alpha g_0} (i\frac{\Gamma}{2} b + \sqrt{\Gamma} c_{in}) \) in the sideband-resolved limit with \( |\Delta + \omega| \ll \kappa/2 \) where \( \Gamma = 4|\alpha g_0|^2/\kappa \) is the optically-induced damping of mode \( b \). Continuing, we find

\[ \chi_b^{-1}(\omega) = -i\lambda a + \sqrt{\gamma_b} b_{in} + i\sqrt{\Gamma} c_{in} \quad (4.3a) \]

where \( \chi_b = [-i(\omega - \omega_b) + (\gamma_b + \Gamma)/2]^{-1} \quad (4.3b) \)

is the susceptibility of mode \( b \) for \( \lambda = 0 \).

Finally, we find for mode \( a \)

\[ \chi_a^{-1} a = \sqrt{\gamma_a} a_{in} - i\chi_b \lambda \left( \sqrt{\gamma_b} b_{in} + i\sqrt{\Gamma} c_{in} \right) \quad (4.4a) \]

with \( \chi_a = \left[ -i(\omega - \omega_a) + \gamma_a/2 + \chi_b \lambda^2 \right]^{-1} \quad (4.4b) \)

Examining these equations, we see that mode \( a \)'s resonant response, as described by the susceptibility \( \chi_a \), have a frequency and damping that depend, via \( \lambda^2 \chi_b \), upon the properties of the optomechanically damped mode \( b \). Specifically, examining the real and imaginary components, we have

\[ \omega_a' = \omega_a + \frac{\lambda^2(\omega - \omega_b)}{(\omega - \omega_b)^2 + (\gamma_b + \Gamma)^2/4}, \quad (4.5a) \]
\[ \gamma_a' = \gamma_a + \frac{\lambda^2(\gamma_b + \Gamma)}{(\omega - \omega_b)^2 + (\gamma_b + \Gamma)^2/4}, \quad (4.5b) \]

Let us examine the particular scenario when the cooperativity between \( a \) and \( b \) satisfies \( C_{ab} \equiv \frac{4\lambda^2}{\gamma_a \gamma_b} \gg 1 \) and \( \frac{\gamma_b + \Gamma}{\gamma_a} \gg C_{ab} \). This corresponds to the intrinsic
damping of mode $a$ being dominated by its coupling through $b$ to $b$’s bath, while simultaneously being able to examine $b$’s response as broader than $a$’s. We will further focus on $|\omega_b - \omega_a| \ll \gamma_b + \Gamma$, as provides the maximum modification of damping. This allows us to expand $\omega_a' \approx \omega_a$ and $\gamma_a' \approx \gamma_a + \Gamma_a$ with $\Gamma_a \equiv \frac{4\lambda^2}{\gamma_b + \Gamma}$.

When the optomechanical damping of mode $b$ increases, the linewidth of mode $a$ becomes narrower, and eventually reaches its intrinsic damping $\gamma_a$. We finally get

$$a \approx \frac{\sqrt{\gamma_a} a_{in} + i \sqrt{\Gamma_a \left( \frac{\gamma_b}{\gamma_b + \Gamma} \right)} b_{in} + \sqrt{\Gamma_a \left( \frac{\Gamma}{\gamma_b + \Gamma} \right)} c_{in}}{-i(\omega - \omega_a) + (\gamma_a + \Gamma_a)/2} \quad (4.6)$$

This regime (damping of $a$ primarily via mode $b$, which in turn is damped optically by a sideband-resolved coupling to mode $c$) lets us examine the effective temperature. Specifically, using the input noise correlations of $b_{in}$ in the frequency domain,

$$\langle \hat{b}_{in}^\dagger(\omega)\hat{b}_{in}(\omega') \rangle = \bar{n}\delta(\omega + \omega') \quad (4.7a)$$

$$\langle \hat{b}_{in}(\omega)\hat{b}_{in}^\dagger(\omega') \rangle = (\bar{n} + 1)\delta(\omega + \omega') \quad (4.7b)$$

where $\bar{n} = 1/(e^{\hbar\omega/k_B T} - 1)$ is the average phonon occupation number of a harmonic oscillator of frequency $\omega$ when it is in thermal equilibrium with a heat bath at temperature $T$. We have the same for $a_{in}$ and $c_{in}$, and we assume $T_a = T_b = T_c = T$. The optical frequency is many orders of magnitude higher than mechanical frequency, so at the same temperature, the photon occupation number of the optical environment is completely negligible. Now we find the average position fluctuation $n_{eff} + 1/2 \equiv \langle (a + a^\dagger)^2 \rangle / 2$ (since $\langle n | (a + a^\dagger)^2 | n \rangle = 2n + 1$) to be

$$n_{eff} = \frac{\gamma_a \bar{n} + \Gamma_a \left( \frac{\gamma_b}{\Gamma + \gamma_b} \bar{n} \right)}{\gamma_a + \Gamma_a} \quad (4.8)$$
where $\bar{n}$ is evaluated at $\omega_a$. This expression is also consistent with the result from detailed balance relation [11]. We can minimize this occupation by setting the optomechanical cooperativity $C_{\text{OM}} \equiv \Gamma/\gamma_b$ of $b$ to

$$C_{\text{OM}} \to C_{\text{OM}}^* \equiv \sqrt{1 + C_{ab}},$$

which gives

$$\frac{n_{\text{eff}}^*}{\bar{n}} = \frac{2}{1 + \sqrt{1 + C_{ab}}}.$$

Thus in principle even ground state cooling is achievable, if the mechanical oscillator cooperativity $C_{ab} \gtrsim 16\bar{n}^2$. Curiously, this cooling arises with reduction of the linewidth of mode $a$, with the limiting linewidth $\gamma_a + \Gamma_a^* = \gamma_a \sqrt{1 + C_{ab}}$.

Finally, to confirm these approximations, we numerically examine the same regime, but without making the rotating wave approximation or any narrowband approximations – this enables us to include counterrotating terms and their associated heating. We plot the rescaled position fluctuation spectrum $S_{xx}(\omega) = \int_{-\infty}^{+\infty} dt e^{i\omega t} \langle x(t)x(0) \rangle$ and rescaled effective temperature $T_{\text{eff}}/T$ below in Fig. 4.2. We find that when $g_0 \alpha, \lambda \ll \omega_a, \omega_b$ our approximate theory and the exact results are in agreement.

## 4.3 Example implementation

To design an optomechanical system that captures the main features of the toy model, we need three basic components: i) two coupled mechanical resonators; ii) one resonator is limited by thermoelastic damping, and the other is limited by clamping loss; iii) optomechanical cooling primarily on the second resonator. With
Figure 4.2: (a) Rescaled position fluctuation spectrum for different values of optomechanical cooperativity $C_{OM}$, with the mechanical oscillator cooperativity chosen as $C_{ab} = 8$; (b) Rescaled effective temperature as a function of $C_{OM}$ for $C_{ab} = 50$ and different values of $|\omega_a - \omega_b|/\gamma_b$.

with these goals in mind, we can design a system that is shown in Fig. 4.3. In this design, there are two nearly identical quarter-wave mechanical resonators on the left arm and right arm of a large beam resonator, denoted as $a_L$ and $a_R$. The lengths of the two arms may not be exactly the same (or the left-right symmetry may be broken by defects). This asymmetry leads to different resonant frequencies for the two resonators, with $\omega_L = \omega_0(1 + \epsilon)$ and $\omega_R = \omega_0(1 - \epsilon)$, as shown in Fig. 4.3.
<table>
<thead>
<tr>
<th>a</th>
<th>Displacement [arb.]</th>
<th>1</th>
<th>0</th>
</tr>
</thead>
<tbody>
<tr>
<td>b</td>
<td>Shear strain [arb.]</td>
<td>1</td>
<td>-1</td>
</tr>
</tbody>
</table>

### (c) ε

<table>
<thead>
<tr>
<th>Resonance Frequency [MHz]</th>
<th>0.000</th>
<th>0.004</th>
<th>0.008</th>
</tr>
</thead>
<tbody>
<tr>
<td>ε</td>
<td>1.100</td>
<td>1.120</td>
<td>1.140</td>
</tr>
</tbody>
</table>

### (d) ε

<table>
<thead>
<tr>
<th>Mechanical damping [Hz]</th>
<th>0.000</th>
<th>0.010</th>
</tr>
</thead>
<tbody>
<tr>
<td>ε</td>
<td>50</td>
<td>100</td>
</tr>
</tbody>
</table>
Figure 4.3: (a) Optomechanical design consisting of two similar quarter-wave beam resonators, nominal length $L_0$, coupled through a center support region, width $w$, containing a photonic crystal optical structure. (b) Simulated symmetric (top) and antisymmetric (bottom) eigenmodes, $\epsilon = 0$. Insets show the strain deformation of a single photonic defect (envisioned as part of a “zipper” photonic crystal resonator) that would lead to a strong strain-induced optomechanical coupling only between optical and mechanical modes of the same parity. (c,d) As the asymmetry, $\epsilon$, is increased, the antisymmetric and symmetric modes are increasingly coupled, shifting the simulated eigenfrequencies and clamping losses (red squares, blue circles), consistent with fits to the theoretical model of Eq. (4.1) (black). Simulation parameters are $L_0=20 \, \mu m$, $h=0.3 \, \mu m$, and $w = 0.5 \, \mu m$, corresponding to $\omega_0 = 2\pi \times 1.102 \, MHz$ and $\gamma_b/2 = 2\pi \times 70 \, Hz$ clamping loss for an individual arm fabricated from silicon nitride.

For the purpose of force sensing, which we are going to discuss later in the paper, we also include a small atomic force microscope (AFM) tip on the right arm of the beam structure in our simulation. It has a left and right optical mode that should hybridize into symmetric and antisymmetric modes that couple to the corresponding mechanical modes.

To examine the mode structure, we consider coupling between the left and right sides through the support structure with a strength $J$. We see that symmetrical coupling of $a_L$ and $a_R$ through the support leads to normal modes $a = 1/\sqrt{2}(a_L + a_R)$
and $b = 1/\sqrt{2}(a_L - a_R)$, with the former having no clamping loss for $\epsilon = 0$ and the latter a clamping loss $\gamma_b \approx J^2 \rho$ (by Fermi’s golden rule). Physically, the symmetric mode has destructive interference which prevents excitation of support structure and the associated clamping loss, analogous to the reduction in damping observed in tuning-fork resonators, which can be seen in Fig. 4.3(d).

Meanwhile, the asymmetry couples $a$ and $b$ together with a rate $\lambda = \epsilon \omega_0$. In addition, there can be some intrinsic damping of mode $a$ via, e.g., thermoelastic loss with a rate $\gamma_a$, while we account for most of the damping of $b$ via clamping loss to the quasi-mode with rate $\gamma_b$. Under the rotating wave approximation, the mechanical parts of the Hamiltonian are the same as those in Eq. (4.1).

We notice that the coupling rate $\lambda$ is proportional to the dimensionless asymmetry $\epsilon = |L_L - L_R|/(L_L + L_R)$ in the length of the two arms of the beam resonator. In principal, $\lambda$ could be engineered in a wide range by fabricating resonators of different geometries or by temperature tuning of the length and speed of sound in the material.

In our proposed structure, the optical modes $c$ and $d$ are the anti-bond and bond fundamental modes in a “zipper” photonic crystal cavity [116] in the center of the beam (the support structure), with odd and even parity respectively. As shown in the simulation in Fig. 4.3(b), the anti-bond optical mode $c$ couples mostly to the anti-symmetric mechanical mode $b$, while the bond optical mode $d$ couples mostly to the symmetric mechanical mode $a$. Experimentally, mode $c$ can be driven strongly to achieve the desired optomechanical cooling, and mode $d$ serves as a weak probe mode in order to make measurements on mode $a$. 
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As the toy model suggests, the damping of oscillator $a$ is assumed very weak ($\gamma_a \ll \gamma_b, \lambda$), so that the optomechanical cooling of oscillator $b$ could be effectively “exported” to $a$ through phonon tunneling. This naturally leads us to the question: what kind of oscillator design has this property? There are two main sources of mechanical damping in micro- and nano-mechanical resonators [117]: i) Boundary damping, or clamping loss, e.g elastic wave radiation from the material to its base through the boundary, and ii) material damping, which includes thermoelastic damping (TED), phonon-phonon interactions. The clamping loss represents the coupling from a resonator to its base, since phonons are exchanged through the boundary, while thermoelastic damping is the major contribution to the internal damping rate of a resonator.

Clamping loss has been studied extensively in the literature [118–121]. For a beam resonator where the thickness of the beam resonator is much smaller than the wavelength of the elastic wave propagating in its support, the flexural vibration can be described using the ideal beam theory. The support of clamping-free (C-F) beam resonators is usually modeled as semi-infinite and infinite thin-plate, respectively, with the same thickness as the beam resonator; all the vibration energy of a beam resonator entering the support structure is considered to be lost. It is the vibrating shear force that induces this energy loss. In [119], they studied the clamping loss using elastic wave radiation theory and found the quality factor of clamping-free (C-F) beam resonators to be:

$$Q_{C-F} \propto (L/h)^2$$  \hspace{1cm} (4.9)
where $L$ is the length of the beam and $h$ is its width.

Secondly, we look at the thermoelastic damping [122, 123]. Phonons traveling through a large elastic material will experience damping due to their nonlinear interaction with a surrounding bath of phonons. In the diffusive regime where the mean free path of these thermal phonons is much smaller than the wavelength of the acoustic mode, the interaction between the phonon mode and the thermal bath is captured by the material’s thermal expansion coefficient (TEC), defined as 

$$\alpha \equiv \frac{1}{L} \frac{\partial L}{\partial T},$$

which is temperature dependent. According to [124], the quality factor corresponding to this damping mechanism is given by

$$Q_{TED}^{-1} = \frac{E}{C_p} \alpha^2 T f(h/h_0),$$

(4.10)

where $E$ is the material’s Young’s modulus, $T$ is the temperature, $C_p$ is the heat capacity at constant pressure, and $f(h/h_0)$ is a beam geometry function parametrized by a critical beam width $h_0$.

A detailed numerical estimate of these losses for a specific mechanical resonator such as SiN is possible, but here we remark that for short beams, the clamping loss, which grows as $h^2/L^2$, will always tend to dominate over the thermoelastic damping. For example, for a resonator with frequency $\Omega/2\pi = 1$ MHz, we have $h_0 = 6.546$ mm. When $h \ll h_0$, we find $f(h/h_0) \to 5h^2/h_0^2$, which gives us a very high $Q_{TED}$ (well beyond the usual material limits). In Appendix C, we show the numerical result for quality factor of the two types of damping mechanisms for different parameters.
4.4 Analysis of force sensing

The proposed scheme for reducing the thermal load of the mechanical oscillator is useful for force sensing, where thermal noise is a main obstacle towards building ultra-sensitive force detection devices. In our proposed structure Fig. 4.3(b), the mechanical mode of interest $a$ couples to anti-bonded weak probe mode $d$, which has different parity from the bonded strong pump mode $c$ and also higher frequency. Measuring the optical output signal $S(\omega)$ from $d$ allows the sensing of force $f(\omega)$ experienced by mechanical mode $a$, as shown in [107]:

$$S(\omega) = \chi_X X_{d,\text{in}}(\omega) + \chi_Y Y_{d,\text{in}}(\omega) + \chi_F [F_{\text{in}}(\omega) + f(\omega)],$$

(4.11)

with $X, Y$ the quadratures of optical field and $\chi$ the susceptibilities for optical and force inputs.

We find that there exist a simple relation between the ultimate sensitivity (in units of $N/\sqrt{\text{Hz}}$) for a mechanics based device and its thermal noise level, which can be calculated as the power spectral density of thermal fluctuating forces:

$$\eta(\omega) \equiv \sqrt{S_{FF}(\omega)} = \sqrt{\int_{-\infty}^{+\infty} dt e^{i\omega t} \langle F_{\text{in}}(t)F_{\text{in}}(0) \rangle}$$

(4.12)

In the case of our coupled harmonic oscillator system, if oscillator $a$ is used for force sensing, then we get better sensitivity because of the reduction in its thermal load. The force on a harmonic oscillator is defined as

$$F = \dot{p} = -i \sqrt{\frac{\hbar m \omega}{2}}(\dot{a} - \dot{a}^\dagger),$$

(4.13)

so the corresponding fluctuating force in frequency domain can be found from
Eq. (4.6)

\[
F_{\text{in}}(\omega) = -i \sqrt{\frac{\hbar m\omega_a}{2}} \left[ \sqrt{\gamma_a} a_{\text{in}} + i \sqrt{\Gamma_a \left( \frac{\gamma_b}{\gamma_b + \Gamma} \right)} b_{\text{in}} - \text{h.c.} \right]
\]

(4.14)

Using the noise correlation functions Eq. (4.7), we can calculate its spectral density in the narrow band limit as

\[
S_{FF}(\omega) = \int d\omega' \langle |F_{\text{in}}(\omega)F_{\text{in}}(\omega')| \rangle
\]

\[
= \frac{\hbar m\omega_a}{2} \left[ \gamma_a + \Gamma_a \left( \frac{\gamma_b}{\gamma_b + \Gamma} \right) \right] (2\bar{n} + 1)
\]

\[
\approx m \left[ \gamma_a + \frac{4\lambda^2 \gamma_b}{(\gamma_b + \Gamma)^2} \right] k_B T
\]

\[
= \left[ 1 + \frac{C_{ab}}{(1 + C_{OM})^2} \right] m\gamma_a k_B T
\]

(4.15)

where we recall \( C_{OM} = \Gamma / \gamma_b \) is the optomechanical cooperativity and \( C_{ab} = \frac{4\lambda^2}{\gamma_a \gamma_b} \) is the cooperativity between \( a \) and \( b \). When the optically induced damping rate \( \Gamma \) is large compared to \( \gamma_b \), we have substantial noise reduction and thus improved sensitivity for the device compared to conventional optomechanical cooling. In the latter case, we could have the noise floor of Eq. (4.15) but with \( C_{OM} = 0 \).

4.5 Conclusion

Here we proposed an efficient scheme for cooling a harmonic oscillator by decreasing dissipation via optomechanical cooling. We studied the practical conditions to realize this cooling scheme, and also identified a realistic optomechanical design that has the potential to realize it. Potential applications include mechanics
based force sensing, and other related areas where reducing the thermal load via non-conventional techniques is need.
Chapter 5: Chiral phonon theory in 1-d optomechanical systems

5.1 Introduction

The examination of quantum optomechanics, which studies the radiation pressure-mediated interaction between light and mechanical motion in the quantum regime [4–7], has become accessible via crucial experimental advances [21, 22, 24], as evidenced by recent results such as the ground state cooling of mechanical resonator [25–27], the generation of squeezed states of light [28–30], and studies of single-photon nonlinear optics [31–36] in various optomechanics platforms. An example optomechanical interaction occurs in Brillouin scattering (BS), where acoustic vibrations are induced by acoustic-optic coupling [125–127], and optomechanical cooling via Brillouin scattering (BS) has already been demonstrated [128].

In a recent experiment [Appendix D], the chiral behavior of phonons in silica microsphere resonator were observed. Kim et. al. showed that the linewidth of phonon propagating in one direction that is optomechanically cooled via forward Brillouin scattering has been broadened, while the linewidth of phonon propagating in the opposite direction is narrower. This signature of chiral phonons – broken symmetry of the scattering properties of forward/backward propagating phonons – becomes more evident when the input optical power of the control beam is increasing.
As an analogy to emerging studies of chiral photonics interacting with emitters [129–131], the observed chiral phonon broken symmetry in microsphere resonator could be a candidate platform for the study of chiral networks of phononic modes.

Here we introduce a model of loss by considering the high angle elastic scattering between a particular high quality factor (Q) mechanical mode of interest and a continuum of lossy bulk mechanical modes. We suggest that when the optical coupling cools the co-propagating high-Q and bulk mechanical modes, the optical modification of scattering between these bulk modes and the counter-propagating high-Q mode simultaneously improves the quality factor and reduces the thermal load of this high-Q mode, leading to the dynamical creation of a cold ‘phononic shield’ [132].

We detail our theoretical model in Section II. We then calculate the linewidth and effective temperature of phonons using linear response theory in Section III to explain the key findings of the experiment [Appendix D]. Finally, we fit the linewidth data of the experimental and estimate some of the key parameters in Section IV.

5.2 Model

5.2.1 Photon-phonon interaction

We consider a model of acousto-optic interaction in a multi-mode whispering gallery-type resonator that supports co-propagating photon and phonon modes. Photons from an adjacent waveguide are interfaced with the resonator optical modes through evanescent coupling. Phonons that occupy a surface acoustic wave resonator
mode, are annihilated via forward Brillouin scattering process along with the creation of anti-Stokes scattered photons as shown in Fig. 5.1.

Figure 5.1: (a) The generation of anti-Stokes photon (blue) and absorption of phonon (red) from a pump photon (green) via forward Brillouin scattering process. Due to symmetry, the resonator supports both degenerate pairs of clock-wise and counter clock-wise photons and phonons. (b) Dispersion relation for phonon and photons and coherent acousto-optical interaction.

We can use the rotational symmetry of the system to write the displacement field $\phi$ and electromagnetic field $\psi$ as the following forms:

$$\phi = \sum_{q,m} f_{q,m}(\vec{r}) \left[ b_{q,m} e^{iqr} + b_{-q,m} e^{-iqr} + \text{H.C.} \right]$$  \hspace{1cm} (5.1)

$$\psi = \sum_{k,m} g_{k,m}(\vec{r}) \left[ c_{k,m} e^{ikr} + c_{-k,m} e^{-ikr} + \text{H.C.} \right]$$  \hspace{1cm} (5.2)

where $f$ is a mode profile function, $b$ and $c$ are the annihilation operator for phonon and photons respectively, and $q, m$ are the quantum numbers representing different momentum and angular momentum eigenstates. The interaction between $\phi$ and $\psi$ comes from acoustic-optical effect: a change in the susceptibility $\epsilon$ of the material.
because of the strain from the displacement, so it can be calculated as

$$V \approx \int d^3r \frac{1}{2} \frac{\partial \epsilon}{\partial s} |\psi|^2,$$

(5.3)

where the strain field is related to the displacement field by \( s = \partial_r \phi \), where \( r \) is the radius of the ring, and we take \( \partial \epsilon / \partial s \) to be a constant determined by material properties. In explicit form, the interaction is

$$V = \frac{1}{2} \frac{\partial \epsilon}{\partial s} \int d^3r \sum_{q,m} f_{q,m}(\vec{r})iq \left( b_{q,m}e^{iqr} - b_{-q,m}e^{iqr} \right)$$

$$\times \sum_{k,k',m,m'} g_{k,m}(\vec{r})g_{k',m'}(\vec{r}) \frac{\hbar \sqrt{\omega_k \omega_{k'}}}{2\epsilon(\text{Vol})} \left[ c_{k,m}c_{k',m'}e^{i(k+k')r} + c_{k,m}^\dagger c_{k',m'}^\dagger e^{i(k-k')r} + \text{H.C.} \right],$$

(5.4)

where \( \text{Vol} \) is the effective mode volume. The integral over the exponential factors gives us a mode-matching condition for different photon-phonon interaction processes, e.g. \( b_{q,m}c_{k,m}c_{k',m'}^\dagger \) for creating a new photon from annihilating a phonon and a photon pair.

5.2.2 Quasi-mode picture

We consider two nearby (in frequency) optical modes of the resonator that couple to the vibrational excitations of the underlying medium, through Brillouin acousto-optic scattering. Labelling these modes \( c_P \) (for pump) and \( c \) (for the higher frequency anti-Stokes probe mode), we write the optomechanical interaction

$$V = \sum_k (b_k + b_{-k}^\dagger)(\lambda_k^* c_P c + \lambda_k c_P^\dagger c_P) + \ldots c_P^\dagger c_P + \ldots c^\dagger c.$$

(5.5)

where \( \lambda_k \) describes coupling between these modes, which will naturally account for quasi-phase matching and other constraints. The terms with elipses in front we
neglect due to a lack of phase-matching.

Upon strong optical pumping of the $c_P$ mode, we can look at the fluctuation away from the classical steady state with amplitude $\alpha$, $c_P \to \alpha + c_P$, and similarly for $b_k$. Thus, at order $\alpha \gg 1$, we find (with a trivial gauge transform of $c$) [21, 24]

$$V_\alpha = \sum_k \alpha \lambda_k (b_k + b_k^\dagger)(c + c^\dagger)$$

(5.6)

where now $\lambda_k \in \mathbb{R}$. We define the pump-enhanced coupling $\Lambda_k = |\alpha \lambda_k|$.

Let us single out two high Q mechanical modes representing a time-reversed pair of interest, which has an intrinsic degeneracy for clockwise (CW) and counterclockwise (CCW) propagation, relabeling them $a_+$ and $a_-$. These are also coupled to the $b_k$ modes in a quasi-mode theory of mechanical damping. We have $c$ coupled to $a_+$ but not to $a_-$, again due to phase matching (momentum conservation). The scattering of phonons off disorder within the material can mix phonons with different momenta [133], but we neglect the same-same scattering $b_k \leftrightarrow a_+$ since it does not break chiral symmetry, and so should be included in the definition of the achiral modes. The only relevant term is the $b_k \leftrightarrow a_-$ scattering. We now want to understand the mediated interaction between $a_-$ and $c$ through the coupling the bulk modes $b_k$.

Moving to the Fourier domain, and adding a weak thermalization of $b_k$ modes with rate $\eta$, we have the equations of motion in the rotating wave approximation ($\Delta < 0, |\Delta| \gg \kappa$) [39, 46, 134]:

$$-i\nu c = i\Delta c - \kappa/2 c + \sqrt{\kappa}c_{\text{in}} - i \sum_k \Lambda_k b_k$$

(5.7a)
\[-i \nu a_- = -i \omega_m a_- - i \sum_k \mu_k b_k \quad (5.7b)\]

\[-i \nu b_k = -i \omega_k b_k - \eta/2 b_k + \sqrt{\eta} b_{k,in} - i \Lambda_k c - i \mu_k a_- \quad (5.7c)\]

with \( \nu \) the Fourier frequency, \( \omega_m \) the mechanical frequency, \( \kappa \) the optical damping, \( \mu_k \) the coupling between \( a_- \) and \( b_k \). We can solve the \( b_k \) equation, getting

\[-i \sum_k \Lambda_k b_k = -i \sum_k \frac{\Lambda_k \sqrt{\eta} b_{k,in} - i \Lambda_k c - i \mu_k a_-}{i(\omega_k - \nu) + \eta/2} \]

\[= -\alpha^2 \sum_k \frac{\lambda_k^2}{i(\omega_k - \nu) + \eta/2} c \]

\[= -\alpha \sum_k \frac{\lambda_k \mu_k}{i(\omega_k - \nu) + \eta/2} a_- + \sqrt{\Gamma} b_{k,in} \quad (5.8)\]

where we define a new input field

\[\sqrt{\Gamma} b_{k,in} \equiv -i \alpha \sum_k \frac{\lambda_k}{i(\omega_k - \nu) + \eta/2} b_{k,in} \quad (5.9)\]

We see that the \( c \) equation Eq. (5.7a) has a new damping term due to the real part of the sum over \( k \). Converting the sum to an integral over bath frequencies \( \sum_k = \int \rho(\omega) d\omega \), we can perform the integral within the rotating wave approximation (allowing us to take the lower bound of frequencies to minus infinity) and recover

\[\sum_k \frac{\lambda_k^2}{i(\omega_k - \nu) + \eta/2} = \int \rho(\omega) \lambda(\omega) \frac{1}{i(\omega - \nu) + \eta/2} d\omega \]

\[= \pi \rho(\nu) \lambda(\nu)^2 + \mathcal{P}(\ldots) \quad (5.10)\]

where we have the principal value part of the integral leading to a frequency shift, while the other component leads to decay of the \( c \) mode. This defines \( \Lambda = 2\pi \alpha^2 \rho(\nu) \lambda(\nu)^2 \).

We also get a damping of \( a_- \), \( \gamma_{a_-} = 2\pi \rho(\nu) \mu(\nu)^2 \), which leads to the backscatter-
induced loss of phonons. However, there is a cross term in the damping,

\[ \alpha \chi \equiv \alpha 2\pi \lambda(\nu) \mu(\nu) \rho(\nu) \]  

(5.11)
suggesting interference between two decay pathways. We can understand that the effective \( c \) and \( a_- \) equations of motion are generated by an effective Hamiltonian with two imaginary terms for damping:

\[-\frac{i\kappa}{2} c - i \left( \sqrt{\Lambda} c + \sqrt{\gamma} a_- \right) \] 

(5.12)

That is, damping occurs for a superposition of the \( c \) and \( a_- \) mode.

5.2.3 Simpler version of the model

This relatively complicated model above can be reduced in the rotating-wave approximation (RWA), narrowband limit to a much simpler model. Specifically, let us define a new self-consistent quasi-mode \( b \). We then have for its equation of motion

\[-i\nu b = -i\nu b - \Gamma/2 - \sqrt{\Gamma} b_{in} - i(\alpha \tilde{\lambda} c + \tilde{\gamma} a_-) \]  

(5.13)

where we see that the frequency dependence drops out – due to the continuum nature of the actual \( b_k \) modes. We get the same physics as the above model if we take \( \gamma_b = \frac{\pi}{\rho} \). The continuum model of the quasi-mode also suggests that its damping rate is large compared to the intrinsic damping rate for phonons: \( \Gamma \gg \gamma_b \).

We can arrive at a simper description of the system by defining the quasi-mode \( b \) from the continuum model and by using the rotating-wave approximation (RWA) in the narrowband limit. The system supports both degenerate clock-wise (CW)
and counter clock-wise (CCW) phonons because of rotational symmetry, so we have the high-Q mechanical modes $a_\pm$ and the lossy quasi-modes $b_\pm$, with $+$ stands for CW mode and $-$ stands for CCW mode. We make the following assumptions based on the continuum model:

1. phonon backscattering occurs between high-Q mode and the quasi-mode ($a_+ \leftrightarrow b_-$, $a_- \leftrightarrow b_+$) with strength $V_0$, and between modes of the same type ($a_+ \leftrightarrow a_-$, $b_+ \leftrightarrow b_-$) with strength $V_1$.

2. the forward (reverse) optical mode $c_{+(-)}$ couples to the high-Q mode $a_{+(-)}$ and the quasi-mode $b_{+(-)}$ with different weights. The forward optical mode $c_+$ couples to $a_+$ via direct optomechanical interaction with strength $G = \alpha \lambda$ and couples to the quasi-mode with strength $\alpha g_0$, and the backward optical mode $c_-$ couples to $a_-$ with strength $\beta \lambda$ and couples to the quasi-mode with strength $\beta g_0$.

3. the mechanical modes $a_{+(-)}$ and $b_{+(-)}$ have different damping rates $\gamma$ and $\Gamma$ with $\gamma \ll \Gamma$, but the damping is symmetric between the $\pm$ modes. We also assume that $\Gamma$ is in the same order as the optical loss rate $\kappa$, both of which are much larger than $\gamma$.

A model with these assumptions is shown below in Fig. 5.2(a), and its effective hamiltonian of the system is given by

\[
H_{\text{eff}} = -\Delta(c_+^\dagger c_+ + c_-^\dagger c_-) + \omega_m(a_+^\dagger a_+ + a_-^\dagger a_-) + \omega_b(b_+^\dagger b_+ + b_-^\dagger b_-) + \alpha c_+^\dagger (\lambda a_+ + g_0 b_+) + \text{h.c.}
\]

\[
+ \beta c_-^\dagger (\lambda a_- + g_0 b_-) + \text{h.c.} + V_0(a_+^\dagger b_- + a_-^\dagger b_+ + \text{h.c.}) + V_1(a_+^\dagger a_- + b_+^\dagger b_- + \text{h.c.})
\]
Figure 5.2: Simplified multi-mode theory of optomechanical interaction and phonon scattering. (a) For each propagating direction, a quasi-mode $b$ and a particular mode $a$ are coupled to the driving field $c$ with different rates. Phonon back-scattering happens between the two directions. (b-c): We neglect the phonon scattering between the same species (the $V_1$ lines) and also assume that the optical driving fields couple to the quasi-mode and particular mode separately, since the driving field is very strong. With these assumptions, we can break the loop in $a$ into two sub diagrams.

\[-i\frac{\kappa}{2}(c_+^+c_+ + c_-^+c_-) - i\frac{\gamma}{2}(a_+^+a_+ + a_-^+a_-) - i\frac{\Gamma}{2}(b_+^+b_+ + b_-^+b_-),\]

(5.14)

where the optical and mechanical loss are modeled by anti-Hermitian hamiltonian. Here we used a nominal frequency $\omega_b$ for the quasi-modes $b_{\pm}$, but when we go to the
Fourier domain, its frequency dependence will drop out, in the sense that $\omega_b \rightarrow \nu$.

While the dynamics of the system can, in principle, be solved numerically, the loop structure in this coupled six-mode system will make the result quite complicated and it is hard for us to interpret the main physics in the system. We assume the $g_0$ parameter is larger than $\lambda$, such that the optical field couples more strongly to the bulk modes $b_{\pm}$. We can then break the loop into two pieces by cutting the wavy lines representing $V_1$ interactions, both of which consists of two mechanical modes and two optical modes, as shown in Fig. 5.2(b-c).

5.3 System dynamics

5.3.1 Linear response

We now focus on Fig. 5.2(b) and Fig. 5.2(c) to calculate the linewidth for forward phonon $a_+$ and backward phonon $a_-$. In the experiment [Appendix D], the reverse pump power is about 10 times smaller than that of forward pump, so we neglect the effect of reverse optical mode $c_-$. For Fig. 5.2(b), as shown in our toy model, we have

$$
H_{\text{toy}} = -\Delta(c_+^\dagger c_+ + c_-^\dagger c_-) + \omega_m a_+^\dagger a_- + \omega_b b_+^\dagger b_+
+ \alpha g_0 (c_+^\dagger b_+ + b_-^\dagger c_+) + \beta \lambda (a_+^\dagger c_- + c_+^\dagger a_-)
+ V_0 (a_-^\dagger b_+ + b_-^\dagger a_-) - \frac{i \kappa}{2} (c_+^\dagger c_+ + c_-^\dagger c_-)
- \frac{i \gamma}{2} a_-^\dagger a_- - \frac{i \Gamma}{2} b_-^\dagger b_+.
$$

(5.15)
We write down the Heisenberg-Langevin equations for each mode and transform to frequency domain to solve the equations.

\[ -i\nu c_+ = i\Delta c_+ - \frac{\kappa}{2} c_+ + \sqrt{\kappa} c_{+\text{in}} - i\alpha g_0 b_+ , \]  
\[ (5.16a) \]

\[ -i\nu c_- = i\Delta c_- - \frac{\kappa}{2} c_- + \sqrt{\kappa} c_{-\text{in}} - i\beta \lambda a_- , \]  
\[ (5.16b) \]

\[ -i\nu a_- = -i\omega_m a_- - \frac{\gamma}{2} a_- + \sqrt{\gamma} a_{-\text{in}} - i\beta \lambda c_- - iV_0 b_+ , \]  
\[ (5.16c) \]

\[ -i\nu b_+ = -i\nu b_+ - \frac{\Gamma}{2} b_+ + \sqrt{\Gamma} b_{+\text{in}} - i\alpha g_0 c_+ - iV_0 a_- . \]  
\[ (5.16d) \]

As shown before, the frequency dependence of the quasi-mode \( b_\pm \) drops out in the Fourier domain. We now proceed to eliminate \( c_+ \), \( c_- \) and \( b_+ \) to understand the behavior of \( a_- \). From the equation for \( b_+ \) Eq. (5.16d) we have

\[ b_+ = \frac{\sqrt{\Gamma} b_{+\text{in}} - i\alpha g_0 c_+ - iV_0 a_- }{\Gamma/2} \]  
\[ (5.17) \]

plug this into the equation for \( c_+ \), we have an equation which only relates \( c_+ \) and \( a_- \):

\[ [-i(\nu + \Delta) + \kappa/2] c_+ = \sqrt{\kappa} c_{+\text{in}} - i\alpha g_0 \frac{\sqrt{\Gamma} b_{+\text{in}} - i\alpha g_0 c_+ - iV_0 a_- }{\Gamma/2} \]  
\[ (5.18) \]

This simplifies to

\[ \left[ -i(\nu + \Delta) + \kappa/2 + \frac{\alpha^2 g_0^2}{\Gamma/2} \right] c_+ = \sqrt{\kappa} c_{+\text{in}} - i \frac{\alpha g_0}{\sqrt{\Gamma/2}} b_{+\text{in}} - \frac{\alpha g_0 V_0}{\Gamma/2} a_- \]  
\[ (5.19) \]

From the left hand side of the equation, we see an optomechanical modification to the damping rate for \( c_+ \). Also, the \( c_+ \) mode is effectively coupled to the \( a_- \) mode via the interaction with \( b_+ \), which means the properties of \( a_- \) could possibly be
modified by a driving field in the opposite direction. We are going to analyze this in more details in following section. We further define the susceptibility of \( c_+ \) as
\[
\tilde{\kappa} \equiv -i(\nu + \Delta) + \kappa/2 + 2\alpha^2 g_0^2/\Gamma,
\]
then
\[
c_+ = \frac{\sqrt{\kappa} c_+^{in} - i \frac{\alpha g_0}{\sqrt{\Gamma/2}} b_+^{in} - \frac{\alpha g_0 V_0}{\Gamma/2} a_-}{\tilde{\kappa}}.
\]

We now put this optical field back into the \( b_+ \) equation, we get
\[
b_+ = \frac{\sqrt{\Gamma} b_+^{in} - i \alpha g_0 \sqrt{\kappa} c_+^{in} - i \frac{\alpha g_0 V_0}{\Gamma/2} b_+^{in} - \frac{\alpha g_0 V_0}{\Gamma/2} a_-}{\Gamma/2} - i V_0 a_-.
\]

The equation for \( c_- \)
\[
c_- = \frac{\sqrt{\kappa} c_-^{in} - i \beta \lambda a_-}{-i(\nu + \Delta) + \kappa/2},
\]
which indicates that \( c_- \) is only modified by the coupling to \( a_- \). We can put \( b_+ \) and \( c_- \) back into the equation for \( a_- \), and get
\[
\chi_-^{-1} a_- = \sqrt{\gamma} a_-^{in} - \frac{i \beta \lambda \sqrt{\kappa}}{-i(\nu + \Delta) + \kappa/2} c_-^{in} - \frac{V_0 \alpha g_0 \sqrt{\kappa}}{\Gamma/2} c_+^{in} - \frac{i V_0}{\sqrt{\Gamma/2}} \left( 1 - \frac{\alpha^2 g_0^2}{\Gamma \kappa/2} \right) b_+^{in}.
\]

where
\[
\chi_-^{-1} = -i(\nu - \omega_m) + \gamma/2 + \frac{\beta^2 \lambda^2}{-i(\nu + \Delta) + \kappa/2} + \frac{V_0^2}{\Gamma/2} \left( 1 - \frac{\alpha^2 g_0^2}{\Gamma \kappa/2} \right)
\]
is the susceptibility of \( a_- \) to input field.
Similarly, for the forward phonon mode \( a_+ \), we can find its equation of motion by interchanging \( \alpha \) with \( \beta \), \( a_+ \) with \( a_- \), and \( c_+ \) with \( c_- \):

\[
\chi_{a_+}^{-1} a_+ = \sqrt{\gamma}a_+^{\text{in}} - \frac{i\alpha \lambda \sqrt{\kappa}}{-i(\nu + \Delta) + \kappa/2} c_+^{\text{in}} - \frac{V_0 \beta g_0 \sqrt{\kappa}}{\Gamma \kappa'/2} c_-^{\text{in}} \\
- \frac{iV_0}{\sqrt{\Gamma}/2} \left( 1 - \frac{\beta^2 g_0^2}{\Gamma \kappa'/2} \right) b_-^{\text{in}}
\] (5.25)

with \( \kappa' \equiv -i(\nu + \Delta) + \kappa/2 + 2\beta^2 g_0^2 / \Gamma \) and

\[
\chi_{a_-}^{-1} \equiv -i(\nu - \omega_m) + \gamma/2 + \frac{\alpha^2 \lambda^2}{-i(\nu + \Delta) + \kappa/2} \\
+ \frac{V_0^2}{\Gamma/2} \left( 1 - \frac{\beta^2 g_0^2}{\Gamma \kappa'/2} \right) (\nu + \Delta)^2 + (1 + C_\beta) \kappa/2 / (\nu + \Delta)^2 + (1 + C_\beta)^2 \kappa^2 / 4
\] (5.26)

5.3.2 Phonon linewidth

We can define the cooperativities as \( C_\alpha = 4\alpha^2 g_0^2 / \Gamma \kappa \) and \( C_\beta = 4\beta^2 g_0^2 / \Gamma \kappa \), which are both dimensionless parameters describing the strength of optomechanical coupling of the quasi-modes relative to cavity decay rate and mechanical damping rate.

The modified linewidth of the \( a_\pm \) phonons, as a result of optomechanical cooling/heat, is given by the real part of its susceptibility, so we have

\[
\gamma_{a_+}(\nu) = 2\text{Re}(\chi_{a_+}^{-1}(\nu)) = \gamma + \frac{\alpha^2 \lambda^2 \kappa}{(\nu + \Delta)^2 + \kappa^2/4} \\
+ \frac{4V_0^2}{\Gamma} \left[ 1 - \frac{2\beta^2 g_0^2}{\Gamma} \frac{(1 + C_\beta) \kappa/2}{(\nu + \Delta)^2 + (1 + C_\beta)^2 \kappa^2/4} \right]
\] (5.27)

and

\[
\gamma_{a_-}(\nu) = 2\text{Re}(\chi_{a_-}^{-1}(\nu))
\]
\[
= \gamma + \frac{\beta^2 \lambda^2 \kappa}{(\nu + \Delta)^2 + \kappa^2/4} + \frac{4V_0^2}{\Gamma} \left[ 1 - \frac{2\alpha^2 g_0^2}{\Gamma} \frac{(1 + C_\alpha)\kappa/2}{(\nu + \Delta)^2 + (1 + C_\alpha)^2\kappa^2/4} \right],
\]

For the special case of \(\nu = -\Delta\), we have

\[
\gamma_{a+} = \gamma + \frac{4\alpha^2 \lambda^2}{\kappa} + \frac{4V_0^2}{\Gamma} \frac{\kappa}{\kappa + 4\beta^2 g_0^2/\Gamma} \quad (5.29a) \\
= \gamma + \frac{4\alpha^2 \lambda^2}{\kappa} + \frac{4V_0^2}{\Gamma} \frac{1}{1 + C_\beta}, \quad (5.29b) \\
\gamma_{a-} = \gamma + \frac{4\beta^2 \lambda^2}{\kappa} + \frac{4V_0^2}{\Gamma} \frac{\kappa}{\kappa + 4\alpha^2 g_0^2/\Gamma} \quad (5.29c) \\
= \gamma + \frac{4\beta^2 \lambda^2}{\kappa} + \frac{4V_0^2}{\Gamma} \frac{1}{1 + C_\alpha}. \quad (5.29d)
\]

This shows that the phonon linewidth has a strong dependence on the optomechanical cooperativities and thus on the optical driving strength \(\alpha\) and \(\beta\).

5.3.3 Frequency shift

The modification of mechanical linewidth (cooling or heating) can come with a change in the effective phonon resonant frequency, since a complex term is added to the phonon susceptibility due to the optomechanical coupling. The change in phonon frequency is related to the imaginary part of the susceptibility, and is calculated as

\[
\delta \omega_{a+}(\nu) = \frac{\alpha^2 \lambda^2 (\nu + \Delta)}{(\nu + \Delta)^2 + \kappa^2/4} + \frac{2V_0^2}{\Gamma} \frac{2\beta^2 g_0^2}{\Gamma} \times \frac{\nu + \Delta}{(\nu + \Delta)^2 + (1 + C_\beta)^2\kappa^2/4}, \quad (5.30)
\]

\[
\delta \omega_{a-}(\nu) = \frac{\beta^2 \lambda^2 (\nu + \Delta)}{(\nu + \Delta)^2 + \kappa^2/4} + \frac{2V_0^2}{\Gamma} \frac{2\alpha^2 g_0^2}{\Gamma} \times \frac{\nu + \Delta}{(\nu + \Delta)^2 + (1 + C_\alpha)^2\kappa^2/4}. \quad (5.31)
\]
The maximum frequency shift occurs when $\nu = -\Delta + \kappa/2$,

$$
\delta \omega_{a,+}(-\Delta + \kappa/2) = \frac{\alpha^2 \lambda^2}{\kappa} + \frac{2V_0^2}{\Gamma} \frac{C_\beta}{1 + (1 + C_\beta)^2}, \tag{5.32}
$$

$$
\delta \omega_{a,-}(-\Delta + \kappa/2) = \frac{\beta^2 \lambda^2}{\kappa} + \frac{2V_0^2}{\Gamma} \frac{C_\alpha}{1 + (1 + C_\alpha)^2}. \tag{5.33}
$$

The second term of the frequency shift is of second order, so the main contribution comes from the first term, which is $1/4$ of the optically induced damping rate $4\alpha^2 \lambda^2 / \kappa$. In [Appendix D], the observed largest optomechanical damping rate is about $40 \sim 50$ kHz, so the frequency shift is at most $12.5$ kHz. The cavity linewidth is $5.2$ MHz and the detuning of the anti-Stoke line ranges from $0.2$ MHz to $0.7$ MHz at high power, which makes the frequency shift almost negligible.

If the phase matching condition is satisfied, then we expect $\Delta \approx -\omega_m$. In this case, when we look at the frequency shift near original mechanical frequency $\nu \approx \omega_m$, we get $\nu + \Delta \approx 0$ and the frequency shift becomes completely negligible.

5.3.4 Effective temperature

Another important feature is the reduction in the effective temperature of the $a_-$ mode, because of coherent damping. We look at the right hand side of equation (number) and assume that the optical noise is negligible compared to the thermal noise. We have the effective noise on $a_-$ as

$$
\sqrt{\gamma a_{m}^{\text{in}} - \frac{iV_0}{\sqrt{\Gamma/2}} \left(1 - \frac{\alpha^2 g_0^2}{\Gamma K/2}\right) b_{+}^{\text{in}}} \tag{5.34}
$$

The effective temperature of mode $a_-$ is thus

$$
T_{a_-}^{\text{eff}} = \frac{1}{\gamma a_-} \left[ \gamma T_{a_-} + \frac{V_0^2}{\Gamma/4} \left(1 - \frac{\alpha^2 g_0^2}{\Gamma K/2}\right)^2 T_{b_+} \right] \tag{5.35}
$$
\begin{equation}
\frac{1}{\gamma_{a-}} \left[ \gamma T_{a-} + \frac{4V_0^2}{\Gamma} \frac{(\nu + \Delta)^2 + \kappa^2/4}{(\nu + \Delta)^2 + (\kappa/2 + 2\alpha^2 g_0^2/\Gamma)^2} T_{b+} \right]
\end{equation}

When $\nu = -\Delta$, we have

\begin{equation}
T_{a-}^{\text{eff}} = \frac{1}{\gamma_{a-}} \left[ \gamma T_{a-} + \frac{4V_0^2}{\Gamma} \frac{\kappa^2/4}{(\kappa/2 + 2\alpha^2 g_0^2/\Gamma)^2} T_{b+} \right]
\end{equation}

\begin{equation}
T_{a+}^{\text{eff}} = \frac{1}{\gamma_{a+}} \left[ \gamma T_{a+} + \frac{4V_0^2}{\Gamma} \frac{1}{(1 + C\alpha)^2} T_{b+} \right].
\end{equation}

When the reverse pump $\beta$ is much smaller compared to the forward pump $\alpha$, this effect is not so significant for the $a_+$ mode. In general, we get a correction term to the effective temperature, which roughly scales as $1/(1 + C\alpha(\beta))^2$. We plot the cooperativity dependence of the linewidth and temperatures below in Fig. 5.3.

5.3.5 Direct back-scattering corrections

We now consider the direct back scattering between $a_\pm$, with strength $V_1$, which couples the two systems in Fig. 5.2(b) that we have so far assumed to be independent. We have the hamiltonian as

\begin{equation}
H = \omega_{a+} a_+^\dagger a_+ + \omega_{a-} a_-^\dagger a_- + V_1 (a_+^\dagger a_- + a_-^\dagger a_+)
- \frac{i}{2} \gamma_{a+} a_+^\dagger a_+ - \frac{i}{2} \gamma_{a-} a_-^\dagger a_-
\end{equation}

Because of this coupling, there is an additional correction to the damping rates,

\begin{equation}
-iv_{a+} = -i\omega_{a+} a_+ - \frac{\gamma_{a+}}{2} a_+ - iV_1 a_- + \sqrt{\gamma_{a+} a_+^\dagger}
\end{equation}
Figure 5.3: Choosing a set of rescaled parameters of $\omega_m = 1$, $\gamma = 0.001$, $\kappa = 0.1$, $\lambda = 0.001$, $g_0 = 0.005$, $\Gamma = 0.05$, $V_0 = 0.02$ and assuming that the initial thermal bath temperature $T$ is the same for all four modes, we plot $\gamma_{a_+}/\gamma$, $\gamma_{a_-}/\gamma$, $T_{a_+}^{\text{eff}}/T$ and $T_{a_-}^{\text{eff}}/T$ in (a)-(d) respectively.

$$-i\nu a_- = -i\omega_{a_-} a_- - \frac{\gamma_{a_-}}{2} a_- - iV_1 a_+ + \sqrt{\gamma_{a_-} a_-^{\text{in}}}$$

this directly gives the new $V_1$ interaction corrected linewidth

$$\tilde{\gamma}_{a_+} = \gamma_{a_+} + \frac{V_1^2\gamma_{a_-}}{(\nu - \omega_{a_-})^2 + \gamma_{a_-}^2/4} \quad (5.40a)$$

$$\tilde{\gamma}_{a_-} = \gamma_{a_-} + \frac{V_1^2\gamma_{a_+}}{(\nu - \omega_{a_+})^2 + \gamma_{a_+}^2/4} \quad (5.40b)$$
Since the frequency shift for the mechanical resonators depends on the pump strength, the linewidth of the $a_-$ mode gets smaller when forward pump power increases. However, there is an exception when $\nu = -\Delta$. At this point, the frequency shifts are zero, and $\omega_{a_+}, \omega_{a_-}$ stay the same, so there is no change to the phonon linewidth when varying the pump power from the direct backscattering.

5.4 Experimental results and data fitting

5.4.1 Description of the chiral phonon experiment

A recent experimental test of this theory [Appendix D], considers a whispering gallery-type resonator with an intrinsic degeneracy for clockwise (CW) and counterclockwise (CCW) propagation for both phonons $a_{\pm}$ and photons $c_{\pm}$. Photons occupying the modes in the CW (CCW) direction can be coupled through Brillouin acousto-optic forward scattering from the CW (CCW) phonons. When pumping the lower-energy optical mode, anti-Stokes scattering to the higher mode annihilates phonons in the corresponding direction and leads to unidirectional optomechanical damping [128]. In the experiment, two optical sources are tuned to the lower frequency optical mode in both the CW and CCW directions, with different pump power. While one source is used as a strong pump to induce Brillouin cooling, the function of the second counter-propagating weak source is to merely measure the modification of the high-Q phonon behavior, and the possibility of chiral behavior.

In the experiment, a striking direction-dependence of the damping rates of the CW and CCW phonons was observed, as a result of the momentum conservation
rules described above that underly the Brillouin scattering interaction. The experimental data points are shown in Fig. 5.4 below. Since the relative power of the CW pump and CCW probe lasers in the experiment is \( \sim 9 : 1 \), there is some cooling of the \( a_- \) phonons as well.

In the following, we try to explain the experimental results obtained in [Appendix D] by fitting the data using the theoretical model of this paper.

### 5.4.2 Data fitting

First of all, we recall the relation between the amplitudes and pump power is given by

\[
\alpha^2 = \frac{P_+ \kappa/2 \hbar \omega}{\delta^2 + \kappa^2/4} = \frac{2}{\hbar \omega \kappa} \frac{P_+(\kappa/2)^2}{\delta^2 + \kappa^2/4} = \frac{2}{\hbar \omega \kappa} \tilde{P}_+ = \eta \tilde{P}_+
\]

\[
\beta^2 = \frac{P_- \kappa/2 \hbar \omega}{\delta^2 + \kappa^2/4} = \frac{2}{\hbar \omega \kappa} \frac{P_-(\kappa/2)^2}{\delta^2 + \kappa^2/4} = \frac{2}{\hbar \omega \kappa} \tilde{P}_- = \eta \tilde{P}_-
\]

where + is for CCW direction, − is for CW direction and the coefficient \( \eta = 2/\hbar \omega \kappa \).

Also, we consider the case when the reverse pump is much weaker than the forward pump with a ratio \( P_+/P_- = \alpha^2/\beta^2 = 9.15 \), then we can simplify the expression for the forward linewidth Eq. (5.27) and get

\[
\gamma_{a+} = \gamma + \frac{4\alpha^2 \lambda^2 \Gamma}{\kappa} + \frac{4V_0^2}{\Gamma} \frac{\kappa}{\kappa + 4\beta^2 g_0^2 / \Gamma}
\]

\[
\approx \left( \gamma + \frac{4V_0^2}{\Gamma} \right) + \frac{4\alpha^2 \lambda^2 \Gamma}{\kappa}
\]

\[
= \gamma_{\text{eff}} + \frac{4\eta \lambda^2 \Gamma}{\kappa} \tilde{P}_+
\]
We fit the experimental data for forward phonon linewidth with a linear model of the following form:

\[ y_+ = p_0 + p_1 \cdot x, \]  

(5.43)

where \( x \) represents the detuning corrected pump power \( \tilde{P}_+ \) in units of \( \mu \)W and \( y \) represents the linewidth \( \gamma_+ \) in units of kHz. Least square fitting results are shown in Fig. 5.4, and fit values are shown in Table 5.1.

The asymmetry between the strength of the forward and backward pump leads to a qualitatively different result for the backward phonon \( a_- \), with its linewidth given by

\[ \gamma_{a_-} = \gamma + \frac{4\beta^2\lambda^2}{\kappa} + \frac{4V_0^2}{\Gamma \kappa} + \frac{\kappa}{\kappa + 4\alpha^2 g_0^2 / \Gamma}. \]  

(5.44)

The \( \alpha^2 \) term can be large, and it is this term that leads to a substantial linewidth reduction for the backward phonon as we increase the forward pump power.

For the low power data, the ratio \( r = \alpha^2 / \beta^2 \) is fixed at 9.15, but for the high power data, \( \beta \) itself is fixed at certain value \( \beta_0 \). For data taken under different conditions, we may have a discontinuous change in the reverse pump power. So we can use a piecewise function to describe the relation between the two pumps as:

\[ \beta^2 = (\alpha \leq \alpha_0) \alpha^2 / r + (\alpha > \alpha_0) s \alpha_0^2. \]  

(5.45)

We can use a corresponding piecewise function to describe the data for the broadened linewidth at low power:

\[ y_- = q_0 + q_1 \cdot x, \quad \text{for} \ (x < P_0). \]  

(5.46)
This separate fitting for low power data and high power data is shown below in Fig. 5.4.

The fitting parameters are given below in the Table 5.1. For the forward propagating direction, the parameter \( \vec{p} = (p_0, p_1) \) is quite consistent between low power and high power data. For the backward propagating direction, the situation is more complicated. From the lower power data, we can only get enough information about \( q_1 \) and \( q_2 \). At high power, the fitting would nominally take a form (based upon Eq. (5.44))

\[
  y_+ = q_2 + \frac{q_3}{q_1 + x}
\]  

(5.47)

However, fitting \( q_3, q_4 \) as well as \( \beta_0 \), leads to substantial correlation and likely overfitting. Instead, we focus on a simpler model at high power to capture the reduction of linewidth. Specifically, we fix \( q_2 = q_0 + \alpha_0 q_1 \) from the low power data, and set \( q_4 = 0 \).

5.5 Conclusion

In this article, we present a model for optomechanically induced chiral phonon behavior. We show that in Brillouin cooling experiments on traveling phonon populations, the linewidth of CW phonons is increased by the optomechanical interaction with optical driving fields, while the linewidth of CCW phonons is decreased at the same time. We also predict the effective temperature of CCW phonon will decrease by increasing the driving fields, which is in contrast to conventional optomechanical cooling where phonon linewidth and effective temperature move in different direc-
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Figure 5.4: Red is for CCW phonon and blue is for CW phonon. Upper figure is for low power data and lower figure is for high power data. Experimental data points (in circles) are taken from [Appendix D].
Table 5.1: Fitting parameters

<table>
<thead>
<tr>
<th>parameter (units)</th>
<th>value (low)</th>
<th>error (low)</th>
<th>value (high)</th>
<th>error (high)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$p_0 = \gamma_{\text{eff}}$ (kHz)</td>
<td>11.25</td>
<td>(1.42, 21.08)</td>
<td>17.31</td>
<td>(9.33, 25.29)</td>
</tr>
<tr>
<td>$p_1 = 4\eta \lambda^2/\kappa$ (kHz/µW)</td>
<td>0.36</td>
<td>(0.23, 0.49)</td>
<td>0.24</td>
<td>(0.19, 0.29)</td>
</tr>
<tr>
<td>$q_0 = \gamma$ (kHz)</td>
<td>12.8</td>
<td>(9.78, 15.83)</td>
<td>NA</td>
<td>NA</td>
</tr>
<tr>
<td>$q_1 = 4\eta \lambda^2/\kappa r$ (kHz/µW)</td>
<td>0.029</td>
<td>(−0.012, 0.07)</td>
<td>NA</td>
<td>NA</td>
</tr>
<tr>
<td>$q_3 = \kappa V_0^2/\eta g_0^2$ (kHz · µW)</td>
<td>NA</td>
<td>NA</td>
<td>2324</td>
<td>(2130, 2517)</td>
</tr>
</tbody>
</table>

This model is able to explain the chiral behavior of phonon transport observed in a recent experiment [Appendix D].
Chapter 6: Multi-mode theory of chiral phonons

6.1 Introduction

Optomechanics, in the form of directional light-matter coupling via Brillouin scattering as a result of momentum conservation, leads to the symmetry breaking of light propagation [135–139]. These studies suggest new ways of building on-chip optical isolation device, which is important for applications in optical quantum computation [140,141] and quantum simulations [142]. Similarly, we can imagine that the directional optomechanical interaction can also leads to the nonreciprocal transport of phonons. In the presence of phonon-phonon scattering via disorder/impurity, however, the transport properties of phonons traveling in both directions can be modified by the optics simultaneously. In a recent paper [Appendix D], actually, chiral transport of phonons has been observed in a whispering-gallery type microsphere resonator, due to acoustic-optic coupling and phonon scattering via impurities. Their experiment shows that the linewidth of clockwise and counter-clockwise phonons is modified in opposite ways at the same time.

A minimal theory for explaining the chiral phonons effect observed in [Appendix D] is possible with just a few assumptions. We assume that there are two optical modes (control and probe) and two phonon modes (forward and backward
propagating) in the system, so Brillouin scattering can be stimulated in the system \cite{143,144} and phonons can backscatter into each other via impurity/disorder induced scattering. A directional coupling to the optical fields optomechanically cools phonons in one direction \cite{9,11}, while phonons in the other direction do not experience this optical modification directly because of phase unmatching. When considering a series of random phonon scattering processes which cause phonon diffusion \cite{133}, the asymmetry in the free phonon propagation due to optomechanical coupling eventually leads to the chiral behavior for phonon transport.

We propose a general multi-mode photon-phonon coupling and phono-phonon scattering model to show why this chiral transport is possible. In Sec II, we consider a model where multiple phonon modes are coupled to the optical mode at the same time, with different weights, due to phase matching. We also consider phonon-phonon scattering via impurity, with the introduction of a random scattering potential. Subsequently, in Sec III, we use an effective hamiltonian to find the linear response of phonons. In particular, we consider the case where only a few phonons are strongly coupled to the optical mode, and we use numerical simulation of the scattering potential to find the linear response function. The result is in agreement with a toy model of only two phonons and one photon, where the linewidth for the optically cooled mode is broadening, while the linewidth for the other mode is narrowing, with the increase of optical power. Finally, in Sec IV, we use perturbation expansion to calculate the phonon linear response of a multi-mode coupled system to find the phonon linewidth, and make some connections to the phonon diffusion.
6.2 Multi-mode theory of optomechanical interaction and phonon-phonon scattering

![Diagram of ring waveguide resonator](image)

Figure 6.1: (a) Schematic of the ring waveguide resonator that supports two counter-propagating optical modes $a_L$, $a_R$ and continuum of phonon modes $b_q, b_{-q}$. (b) The dispersion relation curves for photon (blue line) and acoustic phonon (red curves). An pump photon is scattered by an incoming phonon and produce a backward propagating photon at a higher energy. Both momentum and energy are conserved in this anti-Stokes Brillouin scattering process.

We consider a continuum theory for a quasi one dimensional waveguide resonator that supports photons and phonons at the same time. The phonons are subject to periodic boundary conditions (PBC) and the photons are send into the waveguide through evanescent coupling to a tapered optical fiber. The probe field is blue detuned from the control field with $\Delta = \omega_c - \omega_p$. Brillouin scattering is
possible by absorbing a phonon and a control photon and subsequently creating an anti-Stokes probe photon, as shown in Fig. 6.1.

The phonon modes in the waveguide could be understood as the second quantized form of the displacement field of the material. In the quasi-1D limit when the dimension of the cross section of the waveguide is small compared to the radius of the ring $r_0$, the displacement field in the longitudinal direction is described by $u = u(x,t) = u(\theta,t)$. The Lagrangian of the system reads:

$$L = \int_0^{2\pi r_0} L \, dx = \int_0^{2\pi} \mathcal{L}_\theta \, d\theta,$$  

(6.1)

where the Lagrangian density is

$$\mathcal{L}_\theta = \frac{1}{2} \left[ \rho_\theta \left( \frac{\partial_t u}{} \right)^2 - \frac{Y}{r_0} \left( \frac{\partial_\theta u}{} \right)^2 \right],$$  

(6.2)

$\rho_\theta$ is the density per unit angle and $Y$ is the Young’s modulus. The conjugate momentum is defined as

$$\pi = \frac{\partial \mathcal{L}_\theta}{\partial (\frac{\partial_t u}{})} = \rho_\theta \frac{\partial_t u}{},$$  

(6.3)

so the Hamiltonian density is

$$\mathcal{H} = \pi \frac{\partial_t u}{-} - \mathcal{L}_\theta = \frac{1}{2} \left[ \frac{\pi^2}{\rho_\theta} + \frac{Y}{r_0} \left( \frac{\partial_\theta u}{} \right)^2 \right].$$  

(6.4)

We now go to momentum space and expand $u, \pi$ as:

$$u(\theta, t) = \sum_q u_q e^{iq \theta},$$  

(6.5a)

$$\pi(\theta, t) = \sum_q \pi_q e^{iq \theta}.$$  

(6.5b)

The Hamiltonian is then integrated as

$$H = \int_0^{2\pi} \mathcal{H} \, d\theta = 2\pi \sum_q \left( \frac{\pi_q \pi_{-q}}{2\rho_\theta} + \frac{1}{2} \rho_\theta \Omega_q^2 u_q u_{-q} \right)$$  

(6.6)
where \( \Omega_q = q v_s = q \sqrt{Y/\rho} = q \sqrt{Y r_0/\rho_0}. \) Since \( \pi \) and \( u \) are both hermitian operators, we have \( \pi_q^\dagger = \pi_{-q} \) and \( u_q^\dagger = u_{-q}. \) We can then define the following annihilation operator

\[
b_q = \sqrt{\frac{\rho_0 \Omega_q}{2\hbar}} \left(u_q + i \frac{1}{\rho_0 \Omega_q} \pi_q\right).
\]

(6.7a)

The Hamiltonian can be described by a set of decoupled quantum harmonic oscillators, namely phonons modes

\[
H_{\text{phonon}} = 2\pi \sum_q \Omega_q b_q^\dagger b_q.
\]

(6.8)

We note that the phonon group velocity \( v_s \) is assumed constant, because we only consider the long wavelength phonons in the acoustic branch, as show in Fig. (6.1).

\[
H_{\text{phonon}} = \sum_q \Omega_q b_q^\dagger b_q
\]

(6.9)

The electric field of the optical mode in the resonator could be also be expanded as [39]

\[
E(t, \theta) = \sum_k \sqrt{\frac{\hbar \epsilon \omega_k}{2\epsilon V}} a_k e^{ik r_0 \theta} + \text{h.c.,}
\]

(6.10)

where \( \epsilon \) is the susceptibility of the medium, \( V = 2\pi r_0 A \) is the volume of the waveguide, \( a_k \) is the annihilation operator for mode \( k \) in the Heisenberg picture, and \( \omega_k / 2\pi \) is its frequency. The Hamiltonian of the optical field in second quantized form is

\[
H_{\text{photon}} = \sum_k \omega_k a_k^\dagger a_k,
\]

(6.11)

which represents a sum of independent quantum harmonic oscillators. Using periodic boundary conditions, we find that \( \omega_k = n_k c / r_0. \)
The interaction between mechanical motion and electromagnetic field comes from acoustic-optical effect: a change in the susceptibility of the material because of the strain from the displacement, so it could be calculated as

$$H_{\text{int}} \approx \int \frac{1}{2} \frac{\partial \epsilon}{\partial s} s |\mathbf{E}|^2 r_0 A d\theta. \quad (6.12)$$

The strain field is related to the displacement field by

$$s = \frac{\partial x}{\partial \theta} u = \frac{\partial y}{\partial \theta} u/r_0$$

and we take $\partial \epsilon / \partial s$ to be a constant determined by material properties. In explicit form, the interaction is

$$H_{\text{int}} = \frac{1}{2} A \frac{\partial \epsilon}{\partial s} \int \sum_{q,k,k'} \frac{\hbar \omega_k \omega_{k'}}{2 e V} \left[ a_k a_{k'} e^{i(q + k + k') r_0 \theta} + a_k a_{k'}^\dagger e^{i(q - k) r_0 \theta} + \text{h.c.} \right] d\theta$$

$$= \frac{i \hbar}{8 \pi e} \frac{\partial \epsilon}{\partial s} \int \sum_{q,k,k'} q \sqrt{\omega_k \omega_{k'}} \sqrt{\frac{\hbar}{2 \rho_0 \Omega_q}} (b_q + b_{-q}^\dagger) e^{iq r_0 \theta} \left[ a_k a_{k'} e^{i(q + k) r_0 \theta} + a_k a_{k'}^\dagger e^{i(q - k) r_0 \theta} + \text{h.c.} \right]$$

$$\approx \frac{i \hbar \omega_k}{8 \pi \varepsilon_0 \gamma} \frac{\partial \epsilon}{\partial s} \sum_{q,k,k'} q (b_q a_k a_{k'}^\dagger + b_{-q}^\dagger a_k a_{k'}) f(q). \quad (6.13)$$

In the last line, the function $f(q)$ represents the momentum and energy conservation conditions for forward Brillouin scattering (FBS), corresponding to integrating out $\theta$ and assumption of our effective 1D system. In the above calculation, however, we ignored the imaginary part of the wave vectors, misalignment of the optical and acoustic transverse modes, both of which give $f(q)$ a finite width in space. Looking only at the damping term, we have $\gamma = B q^2$, where $B$ is the phonon diffusion constant. There is also an imaginary term in the photon wavevector, which is related to the optical loss $\kappa$. Converting to momentum, we have $\tilde{q} = q - i \frac{\kappa}{2 e}$ and $\tilde{k} = k - i \frac{\kappa}{2 c}$. The integration over the spatial coordinate $\theta$ is not a $\delta$-function anymore, but should
be replaced by the following function that has a finite width:

\[
  f(q) = \int_0^{2\pi} e^{i(k-k'+q)\rho_0} d\theta = \frac{\gamma/2 + \kappa/c}{\gamma/2 + \kappa/c + i(\delta q)}, \tag{6.14}
\]

where \( \delta q = q - \Delta k = q - (k' - k) \).

Consider the following scenario: we drive the control mode \( a_k \) strongly and probe the anti-Stokes mode \( a_k' \) with a weak field. We then linearize the hamiltonian by replacing \( a_k \) with its steady state amplitude \( \alpha = E/(-i\Delta + \kappa/2) \) where the input field amplitude is related to the input power by \( \mathcal{E} = \sqrt{P_{in}\kappa/\hbar\omega_k} \). The hamiltonian for the interacting system is

\[
  H = -\Delta a^\dagger a + \sum_q \Omega_q b_q^\dagger b_q + \sum_q i c_{cl} q \left[ f(q) a^\dagger b_q - f^*(q) b_q^\dagger a \right], \tag{6.15}
\]

where \( a \) stands for the higher frequency anti-Stokes mode \( a_k' \) and the linearized coupling speed

\[
  c_{cl} = \frac{\hbar\omega_k}{8\pi} \sqrt{\frac{\rho_0}{\epsilon_0 \partial \epsilon \partial s}} \sqrt{\frac{P_{in}\kappa/\hbar\omega_k}{\Delta^2 + \kappa^2/4}}. \tag{6.16}
\]

We consider the case when the effective detuning of the anti-Stokes mode is close to the frequency of the phonon band: \( \Delta = \omega_k - \omega_{k'} \approx -\Omega_q \).

What we have neglected is the presence of disorder/defects in the material, which causes phonon scatterings and thus mix phonons with different momenta. We model the defects as random fluctuations of the density of the material \( \delta \rho \), and this gives an extra term in the hamiltonian of the system:

\[
  H_{\text{defect}} = \frac{1}{4\rho_0} \sum_{qq'} \sqrt{\Omega_q \Omega_{q'}} (b_q - b_{-q}^\dagger)(b_{q'} - b_{-q'}^\dagger) \int_0^{2\pi} \delta \rho(\theta) e^{i(q+q')\rho_0} d\theta = -\frac{1}{2\rho_0} \sum_{qq'} \sqrt{\Omega_q \Omega_{q'}} b_{q'} b_{q}^\dagger \delta \rho_{-q'-q}
\]
The scattering strength $g_{qq'}$ between phonon modes can be calculated numerically by modeling the density fluctuations $\delta \rho(\theta)$ as a random gaussian function. From the expression of $g$, we immediately realize that $g_{qq} = 0$ for $q \neq 0$, which means that the scattering potential always mixes phonons with different wavevector.

6.3 Linear response theory and random scattering potential simulation

Taking into account optomechanical interaction, phonon-phonon scattering and dissipation, the total effective hamiltonian of the system thus becomes:

$$H_{\text{eff}} = -\Delta a^\dagger a + \sum_q \Omega_q b_q^\dagger b_q + \sum_q i c_{cl} q \left[ f(q) a^\dagger b_q - f^*(q) b_q^\dagger a \right]$$

$$- \sum_{qq'} g_{qq'} b_q b_q'^\dagger - i \kappa/2 a^\dagger a - i \sum_q \gamma_q b_q^\dagger b_q.$$  \hspace{1cm} (6.18)

The linear response of phonons can be found with the multi-mode effective hamiltonian using Heisenberg-Langevin equations:

$$\dot{a} = -i(-\Delta - i\kappa/2)a + \sqrt{\kappa} a_{in} + \sum_q c_{cl} q f(q) b_q,$$  \hspace{1cm} (6.19a)

$$\dot{b}_q = -i(\Omega_q - i\gamma_q/2)b_q + \sqrt{\gamma_q} b_q^m - c_{cl} q f^*(q)a + i \sum_{q'} g_q q' b_q.$$  \hspace{1cm} (6.19b)

We can then move to frequency space and get a matrix equation for the mechanical modes after eliminating the optical mode by solution of Eq. (6.19a). We get

$$D\ddot{b}(\omega) = -i\sqrt{\Gamma} b_{m}(\omega) + M\ddot{b}(\omega) + E\ddot{b}(\omega).$$  \hspace{1cm} (6.20)
We define \( \vec{b} = [b_1, b_2, \ldots, b_q, \ldots]^T \) and the following matrices:

\[
\begin{align*}
\Gamma_{qq'} &= \gamma_q \delta_{qq'}, \\
D_{qq'}(\omega) &= (\Omega_q - \omega - i\gamma_q/2)\delta_{qq'}, \\
M_{qq'}(\omega) &= \frac{c^2_g q' f(q) f^*(q')}{(-\Delta - \omega) - i\kappa/2} = \lambda(\omega) |\phi\rangle \langle \phi|, \\
E_{qq'} &= g_{qq'}. 
\end{align*}
\]

(6.21a) (6.21b) (6.21c) (6.21d)

The optical noise \( a_{in} \) is usually very small compared to the thermal noise \( b_{in} \), so we find that

\[
\vec{b}(\omega) = \chi(\omega)(-i\sqrt{\Gamma}) \vec{b}_{in}(\omega) = \frac{-i\sqrt{\Gamma}}{D - (M + E)} \vec{b}_{in}(\omega).
\]

(6.22)

Since the scattering rate \( g_{qq'} \) is random, we can find a more realistic expression for the response matrix by taking the ensemble average of many density fluctuation configurations,

\[
\bar{\chi}(\omega) \equiv \left\langle \frac{1}{D - (M + E)} \right\rangle.
\]

(6.23)

The diagonal element of the response matrix \( \bar{\chi}(\omega) \) gives the linear response of each mode:

\[
b_q(\omega) = \bar{\chi}_{qq}(\omega) b_{in}^q(\omega).
\]

(6.24)

We first consider the case when the mode spacing of phonons is greater than phonon damping rate: \( \Delta q > \gamma/v \). In this regime, only one particular phonon mode interacts resonantly with the optical mode, which means the main feature of the multi-mode theory is captured in a single-mode minimal theory, as described in Fig. 6.2(a). We can easily write down the Heisenberg-Langevin equations [39–41] for each mode and solve the equations in frequency domain. From its linear
response function, we can extract the approximate damping rates for each mode near resonance \( \omega \approx \omega_m \),

\[
\gamma_+ \approx \gamma_{\text{in}} + \gamma_{\text{opt}} + \frac{4g^2}{\gamma_{\text{in}}},
\]

(6.25a)

\[
\gamma_- \approx \gamma_{\text{in}} + \frac{4g^2}{\gamma_{\text{in}} + \gamma_{\text{opt}}},
\]

(6.25b)

When \( \Delta \approx -\omega_m \), the optomechanical damping rate is \( \gamma_{\text{opt}} \approx 4\alpha^2/\kappa \) in the sideband resolved regime, where \( \alpha \) is the pump enhanced optomechanical coupling rate. It is clear that when the pump strength \( \alpha \) increases, the optomechanical damping rate \( \gamma_{\text{opt}} \) also increases, and this leads to broader linewidth for forward propagating phonon and narrower linewidth for backward propagating phonon at the same time.

We choose a few phonon modes and run a numerical simulation to directly calculate the linear response function by taking ensemble average of the random scattering potential. The numerical result is shown in Fig. 6.2(b), which is in good agreement with the analytical result for linewidth.

6.4 Perturbation expansion

On the other hand, when the phonon mode spacing is smaller than phonon damping rate \( \Delta q < \gamma/v \), multiple phonons contribute to the interaction process and the loss in the backward propagating direction is shared among the modes. We first need to find out the linewidth of different phonon modes and how they depend on the pump power. In the following section, we setup a formal calculation of linear response function using perturbation expansion. Our goal is still the valuation of
Figure 6.2: Linear response of different phonon modes as a function of rescaled frequency. Green curve represents the response of phonons without the optomechanical coupling, red (blue) curve represents the response of backward (forward) propagating phonon when the optomechanical coupling is turned on.
the following ensemble averaged propagator:

\[ \langle \frac{1}{D - (M + E)} \rangle, \tag{6.26} \]

which would be able to tell us the frequency shift and modified linewidth of each phonon mode.

We now expand the denominator up to second order in \( E \):

\[
(D - M - E)^{-1} = (D - M)^{-1} + (D - M)^{-1}E(D - M)^{-1} \\
+ (D - M)^{-1}E(D - M)^{-1}E(D - M)^{-1} + \cdots \\
\approx D^{-1} + D^{-1}MD^{-1} + (D^{-1} + D^{-1}MD^{-1})E(D^{-1} + D^{-1}MD^{-1}) \\
+ (D^{-1} + D^{-1}MD^{-1})E(D^{-1} + D^{-1}MD^{-1})E(D^{-1} + D^{-1}MD^{-1}) \tag{6.27}
\]

Because of the random property of the scattering potential, only terms with even number of \( E \) have a nonzero ensemble average [133]. We keep only first order terms in the operator \( M \) and second order in \( E \), and get

\[
\langle [D - M - E]^{-1} \rangle = (D - \tilde{M})^{-1} \tag{6.28}
\]

with

\[
\tilde{M} \approx M + \langle ED^{-1}E \rangle + \langle ED^{-1}MD^{-1}E \rangle + \langle MD^{-1}ED^{-1}E \rangle + \langle ED^{-1}ED^{-1}M \rangle \tag{6.29}
\]

The first term represents the optomechanical interaction, the second term comes from the random scattering between free phonons, and the last three terms come from the scattering of optomechanically damped phonons. We also find near resonance, the last two terms cancel each other, because of the destructive interference
of two scattering pathways. We also can take high order corrections into account, with a partial summation we write the result as the following:

\[
\tilde{M} \approx M + \left\langle E \frac{1}{D - M} E \right\rangle \tag{6.30}
\]

Its meaning becomes obvious. The modification to the free propagation of phonons has two contributions, the direct optomechanical interaction \( M \) and two successive scatterings \( E \) with an optomechanically modified phonon propagation \( 1/(D - M) \) in between, as shown in the diagram below in Fig. 6.3.

The random Gaussian noise like scattering potential satisfies

\[
\left\langle E_{q_1 q_2} E_{q_3 q_4} \right\rangle = \bar{U}^2 \delta_{q_1 + q_3, q_2 + q_4} \tag{6.31}
\]

As noted before, when \( q = q' \), we have \( E_{qq'} = 0 \), since there is no scattering happening. Because of this reason, we want to avoid a pole when performing summation or integration. This eventually leads to the asymmetry for forward \(( q > 0 \) and backward \(( q < 0 \) phonons, because of the different poles we choose.

To find the linear response of the phonons, we want to calculate the diagonal element of the matrix \( \tilde{M} \). We focus on the second term, which in more explicit form is

\[
\left\langle E \frac{1}{D - M} E \right\rangle_{ii} = \sum_{j,k} \langle E_{ij} E_{ki} \rangle \left( \frac{1}{D - M} \right)_{jk} = \bar{U}^2 \sum_{j \neq i} \left( \frac{1}{D - M} \right)_{jj}. \tag{6.32}
\]

The corresponding diagram for calculation is also shown in Fig. 6.3. With this result, it is now much easier to calculate the linear response of phonons, since we get rid of the ensemble average over the random scattering. In principle, it is possible to
(a) \( (D - M)^{-1} \) \( \equiv \) \( D^{-1} \) + \( \rightarrow M \)

\[ G \approx \begin{array}{c}
\end{array} + \begin{array}{c}
\end{array} \]

(b) \( G_{qq}^{-} \approx \begin{array}{c}
\end{array} + \begin{array}{c}
\end{array} \)

with \( (D - M)_{qq}^{-} \) \( (D - M)_{qq}^{+} \)

Figure 6.3: Propagator and perturbation expansion. (a) The phonon propagator \( G = (D - M - E)^{-1} \) is the sum of optomechanically modified propagator and two successive scatterings with a modified propagator in between. (b) The diagonal element of the propagator for backward propagating phonon is the sum of diagonal element of optomechanically modified back propagator and the diagonal element of two successive scatterings with an optomechanically modified forward propagator in between.
find a analytical form for the above expression, but for our purpose, we perform a numerical calculation and still get a meaningful result, as shown below in Fig. 6.4.

We see that as the pump power increases, the linewidth of the CCW phonon keeps narrowing but saturates eventually, while the linewidth of the CW phonon first narrows when the power is very small, but then keeps growing rapidly after some critical power. We note that the linewidth versus mode index curve shown below is not to be confused with the linear response curve plotted in Fig. 6.2(b). In the linewidth curve, the horizontal axis is the phonon mode index, which is approximately proportional to its resonance frequency, while in the linear response curve, the horizontal axis is the probing frequency in the spectrum. The decrease of the linewidth of back-propagating (CCW) phonon also suggests a decrease of the diffusion constant material, if we recall the relation between diffusion and phonon damping \( \gamma = Bq^2 \). The damping of back-propagating (CCW) phonon mainly comes from its scattering with disorder/impurity of the material, and it is also not directly modified by the optics, since the mode-matching function \( f(q) \) is near zero, as shown below. The decrease in diffusion comes from a decrease in the second term of Fig. 6.3(b), where two scatterings happens with a modified forward phonon propagator in between.

We can also try to find the exact result for the \( (D - M)^{-1} \) matrix. Specifically, we have \( M = \lambda P \), with \( P = |\phi\rangle \langle \phi| \) a rank-1 projector and \( \lambda = \frac{N^2}{(\Delta - \omega - i\kappa/2)} \) with \( N^2 = \sum_q \Omega_q^2 |f(q)|^2 \). This gives the result:

\[
P D^{-1} P = gP
\]
Figure 6.4: Chiral phonon effect. (Lower) We symmetrically choose 51 equally spaced phonon modes for both $q > 0$ and $q < 0$ in the long wavelength linear dispersion regime. (Upper) By setting the center frequency of phonon to be 1, phonon mode spacing $\Delta q = 0.0001$, cavity linewidth $\kappa = 0.01$, intrinsic mechanical damping $\gamma = 0.001$, detuning $\Delta = -1$, phonon-phonon scattering $\bar{U} = 0.001$, we plot the linewidth of different phonon modes for different values of optomechanical coupling $c_q = 0, 0.1, 0.3, 0.5, 1.0, 1.25, 1.5$. We see the symmetry breaking for CW and CCW phonons. The overall feature size is set by the mode-matching function $f(q)$, which has a width of $\sim 20$ mode spacing.
with \( g = \langle \phi | D^{-1} | \phi \rangle \). Thus the series

\[
G_M \equiv \frac{1}{D - \lambda P} = D^{-1} + \lambda D^{-1} PD^{-1} + \lambda^2 D^{-1} PD^{-1} PD^{-1} + \ldots
\]

(6.33)

\[
= D^{-1} + \lambda D^{-1} PD^{-1} + \lambda^2 g D^{-1} PD^{-1} + \lambda^3 g^2 D^{-1} PD^{-1} + \ldots
\]

(6.34)

\[
= D^{-1} + \lambda \left( \sum_{n=0}^{\infty} (\lambda g)^n \right) D^{-1} PD^{-1}
\]

(6.35)

\[
= D^{-1} + \frac{1}{\lambda^{-1} - g} D^{-1} PD^{-1}
\]

(6.36)

Let us take a moment to estimate \( g \). We have, near the resonance in \( f(q) \),

\[
g(\omega) = \sum_q \Omega_q^2 |f(q)|^2 \frac{1}{\Omega_q - \omega - i\gamma_q/2} \approx \frac{\pi i \rho(\omega) \omega^2 |f(q_\omega)|^2}{N^2}
\]

where the resonance value \( \Omega_{q_\omega} = \omega \), and phonon density of states \( \rho(\Omega) \). We have used the usual delta function description of \( 1/(x - i\epsilon) = \pi i \delta(x) + P \) (the Sokhotski-Plemelj theorem). We only keep the contribution from \( q \) near the phase-matching condition, preventing a second pole for the non-coupled light from contributing. We remark that \( g \) is purely imaginary, and acts to effectively broaden the value \( \kappa \) by an amount \( \tilde{\kappa} - \kappa = 2N^2 g = 2\pi i \rho(\omega) \omega^2 |f(q_\omega)|^2 \).

Let us consider the prefactor \((1/\lambda - g)^{-1}\) in more detail. Writing it out, we have

\[
\eta \equiv \frac{1}{1/\lambda - g} \approx \frac{N^2}{(\Delta - \omega) - i\tilde{\kappa}/2}.
\]

When the optical power is small, \( N^2 \to 0 \), as expected. As the optical power becomes large, \( \tilde{\kappa} \gg \kappa \), and there is an effective increase in the range over which these effects can occur. Note that \( N^2/|f(q)|^2 \) does not change with power, so \( \eta \to i\frac{\rho(\omega) \omega^2 |f(q_\omega)|^2}{\rho(\omega) \omega^2 |f(q_\omega)|^2} \).

In general, the prefactor \( \eta \) is in the positive imaginary part of the complex plane.
From this result, we can look again at

\[ G = \frac{1}{D - \lambda P - E} = G_M + G_M E G \]  

\[ = G_M + G_M E (G_M + G_M E G) \]  

Putting in the average over disorder, we have

\[ \langle G \rangle = G_M + G_M \langle E G_M E G \rangle \]  

\[ \approx G_M + G_M \langle E G_M E \rangle \langle G \rangle \]  

\[ \Rightarrow G_M^{-1} \langle G \rangle = I + \langle E G_M E \rangle \langle G \rangle \]  

\[ \langle G \rangle = \frac{1}{G_M^{-1} - \langle E G_M E \rangle} \]  

The factorization of the mean value is the key point here, and the only approximation.

Evaluating this, we have

\[ \tilde{M} = \lambda P + \langle E D^{-1} E \rangle + \frac{1}{1/\lambda - g} \langle E D^{-1} P D^{-1} E \rangle \]  

\[ = M + \Sigma_D + \Sigma_P \]  

where \( \Sigma_D \) is the self-energy term that leads to diffusion in the absence of the optical field, and \( \Sigma_P \) is the new term that will cancel some of this self-energy, leading to reduced diffusion.

We look first at the regular diffusion term. We have, using the averaging of

\[ \langle E_{qq'} E_{kk'} \rangle = \tilde{U}^2 \delta_{q+k,q'+k'} \]  

\[ \langle E D^{-1} E \rangle_{qk} = \tilde{U}^2 \sum_{k'} (D^{-1})_{q-k+k',k'} \]
The diagonal nature of $D$ in the plane-wave basis means that $q - k = 0$ is the only contribution. Thus the effect is purely diagonal, and given by $\bar{U}^2 \sum_{k'} (D^{-1})_{k',k'} \approx \pi i \rho(\omega) \bar{U}^2$. This is the loss via diffusion that we expect from disorder.

Averaging over the disorder, we get

$$-W_{q-k} \equiv \langle ED^{-1} PD^{-1}E \rangle_{qk} = U^2 \sum_{k'} (D^{-1}PD^{-1})_{q-k+k',k'}$$

Looking at the modes with $q$ such that $f(q) \approx 0$, we can neglect the $M$ term for the diagonal contributions. We can also approximate $D^{-1}PD^{-1}$ with terms that correspond only to those near $q_0$, the ones with $f(q_0)$ largest – everything else is suppressed. That is, we can take $P$ to be a width $w$ approximation to a delta function near $q = q_0$, which means only terms in the sum with $|k' - q_0| < w$ and $|q - k + k' - q_0| < w$ contribute. This leads to an effect for a narrow range of $|q - k| \lesssim w$. Working near resonance, $D^{-1}$ is nearly purely imaginary; the product is thus real and negative. So we expect the overall term to be of order $-\bar{U}^2 W$ with $W \sim |g|^2$. Note that the minus sign, combined with the fact that $\eta$ is the upper half plane, means that this effect strictly decreases the diffusion term near the resonance.

We can bound this by noting:

$$-W_{k-q=0} = \sum_{k'} (D^{-1}PD^{-1})_{k',k'} = \text{Tr}[D^{-1}PD^{-1}] = \langle \phi | D^{-2} | \phi \rangle$$

We can evaluate this, in principle to get a (frequency-dependent) contribution. For specificity, let us consider a simplified case where $|qf(q)|^2$ is a lorentzian of width $\Gamma$ about $q_c = c_d\omega_c$ and maximum of $Aq_c^2$, where $A$ is a power-dependent unitless prefactor. We also take $\rho = \frac{\Lambda}{c_d}$. Explicit integration gives

$$N^2 = A\omega_c^2 \rho \frac{\pi \Gamma}{2}$$

(6.45)
\[ g = \frac{i}{\Gamma/2 - i(\omega - \omega_c)} \quad (6.46) \]
\[ W = \left( \frac{1}{\Gamma/2 - i(\omega - \omega_c)} \right)^2 \quad (6.47) \]

Looking near resonance, for small \( \rho \), we recover for \( k \approx -q_c \), and \( \Delta = \omega_c \),
\[
\frac{\tilde{M}_{kk}}{Dk^2} \approx i \left[ 1 - \frac{A \omega_c^2}{2} \left( \frac{1}{\Gamma/2} \right)^2 \right] = i \left[ 1 - \frac{4A \omega_c^2}{\kappa \Gamma} \right]
\]
normalized with the laser-free diffusion constant \( D = \pi \rho \bar{U}^2 / k^2 \). At high power (large \( A \)), this further simplifies to
\[
D_A / D \approx 1 - \frac{4}{\pi \rho \Gamma}
\]
That is, the diffusion is reduced, but the reduction is limited by the number of states that fit in the width of the phase matching, \( \sim \rho \Gamma \). If only a few states phase match, the reduction in diffusion could become large.

As an additional note, if we define \( T_{\delta k} = \sum_k |k + \delta k \rangle \langle k| \), then in general the noise-averaged \( D^{-1}PD^{-1} \) term is given by \( \langle \phi | D^{-1}T_{\delta k}D^{-1} | \phi \rangle \) with \( \delta k = k - q \). For the lorentzian case considered above, defining \( \delta = c_d \delta k \), this gives
\[
W_{\delta k} = \frac{\Gamma}{(\Gamma + i\delta)(i(\omega_c - \omega - \Gamma/2))(\omega_c + \delta - \omega) - \Gamma/2)}
\]

### 6.5 Conclusion

We provide a general continuum model of phonon propagation with the presence of directional optomechanical interaction and random phonon-phonon scattering via impurities. We perform both numerical simulation of random potential and perturbative calculation of phonon propagator to find the linear response of the
phonons. Our result shows an increase of the linewidth of phonons directly couple to optics and a decrease of the linewidth of phonons propagating in the opposite direction as optical pump power increases. Furthermore, we see a decrease of the diffusion constant of the material, due to back-scattering to optomechanically modified phonons.
Appendix A: Normal mode splitting in the high reflectivity limit

A.1 Normal mode splitting in the high reflectivity limit

The Hamiltonian of the cavity fields in this three-mirror system is

\[
H_{\text{opt}} = \hbar(\omega_c + f x)a_L^\dagger a_L + \hbar(\omega_c - f x)a_R^\dagger a_R - \hbar g(a_L^\dagger a_R + a_R^\dagger a_L), \quad (A.1)
\]

Diagonalizing this coupled left/right mode Hamiltonian, we find two new eigenfrequencies:

\[
\omega_{\text{cav}, \pm}(x) = \omega_c \pm \sqrt{f^2 x^2 + g^2}, \quad (A.2)
\]

which correspond to the normal mode frequencies of the three-mirror system, and the difference between these two eigenfrequencies is exactly the normal mode splitting in Eq. (A.2),

\[
2\sqrt{f^2 x^2 + g^2} = \frac{c}{L} \arccos(|r_d| \cos(2kx)), \quad (A.3)
\]

Matching the left and right hand sides at a small displacement range, we find \(g = \arccos(|r_d|)c/2L\) and \(f = -\sqrt{|r_d| \arcsin(|t_d|)/|t_d| \omega_c / L}\). In the high reflectivity limit (\(|r_d| \to 1, |t_d| \to 0\)), \(g = |t_d|c/2L\) and \(f = -\omega_c / L\), which implies that the coupling constant is proportional to the transmission of the middle mirror and that the dispersion of the cavity resonant frequency is linear. We have to mention that the full expression for the resonant frequency shift \(f\) is valid at both high and
moderate reflectivity, as soon as the displacement $x$ is small compared with the wavelength of the cavity field. But problem rises at moderate reflectivity, because the normal mode splitting $\Omega$ increases as reflectivity decreases, and it approaches the free spectrum range of the large cavity with length $2L$. To avoid the coupling between multiple cavity modes, we only consider the high reflectivity case, which has been realized experimentally [72,145]. As studied in [146], photon absorption of the middle mirror leads to both heating and feedback cooling (through photothermal forces) effect. Since the middle mirror could be made to be highly reflective (above 99.8%), it may be reasonable to neglect these heating and cooling effects.

To simplify the hamiltonian, we define two new modes $a = (a_L + a_R)/\sqrt{2}$ and $b = (a_L - a_R)/\sqrt{2}$. If we drive mode $a$ strongly at frequency $\omega_L$, we can move to the rotating frame with respect to the pump laser, then we have the hamiltonian of the whole system (vibrating mirror, cavity modes and pump):

$$H = \frac{p^2}{2m} + \frac{1}{2}m\omega_m^2 x^2 + \hbar(\Delta_c - g)a^\dagger a + \hbar(\Delta_c + g)b^\dagger b$$

$$-\hbar\omega_c \frac{x}{L} (a^\dagger b + b^\dagger a) + i\hbar E(a^\dagger - a),$$

where $\Delta_c = \omega_c - \omega_L$ is the cavity detuning, and $E$ is the pump strength which is related to input laser power $P_{in}$ and cavity damping $\kappa$ by $|E| = \sqrt{P_{in}\kappa/\hbar\omega_L}$.

A.2 Solve the equations of motion

To solve the reduced Heisenberg-Langevin equations, we define the quadratures of mode $b$ as $X = (b + b^\dagger)/\sqrt{2}$, $Y = (b - b^\dagger)/i\sqrt{2}$, and move to frequency
domain by Fourier transform, obtaining the following equations of motion:

\[-i\omega x(\omega) = p(\omega)/m,\]  
\[-i\omega p(\omega) = -m\omega_m^2x(\omega) - \gamma p(\omega) + \frac{\sqrt{2\hbar\omega_c\alpha}}{L}X(\omega) + F_{in}(\omega),\]  
\[-i\omega X(\omega) = -\kappa X(\omega) + \Delta Y(\omega) + \sqrt{2\kappa}X_{in}(\omega),\]  
\[-i\omega Y(\omega) = -\kappa Y(\omega) - \Delta X(\omega) + \frac{\sqrt{2\omega_c\alpha}}{L}x(\omega) + \sqrt{2\kappa}Y_{in}(\omega).\]  

From this set of coupled linear equations, we find,

\[X(\omega) = \frac{1}{(\kappa - i\omega)^2 + \Delta^2} \left[ \frac{\sqrt{2\omega_c\alpha} \Delta}{L}x(\omega) + \sqrt{2\kappa}(\kappa - i\omega)X_{in}(\omega) + \sqrt{2\kappa}\Delta Y_{in}(\omega) \right],\]  
\[Y(\omega) = \frac{1}{(\kappa - i\omega)^2 + \Delta^2} \left[ \frac{\sqrt{2\omega_c\alpha} \Delta}{L}(\kappa - i\omega)x(\omega) + \sqrt{2\kappa}(\kappa - i\omega)Y_{in}(\omega) - \sqrt{2\kappa}\Delta X_{in}(\omega) \right].\]

At zero detuning \(\Delta = 0\), \(X(\omega)\) is unchanged, while \(Y(\omega)\) is modulated by oscillator displacement \(x(\omega)\) [21]. Measuring \(Y(\omega)\) will give us the information about oscillator displacement. At finite detuning, however, both quadratures are related to oscillator displacement. Putting the field quadratures back into the equation of motion for the oscillator, we have

\[x(\omega) = \chi(\omega)F_{in}(\omega) + \chi(\omega)\frac{2\hbar G\sqrt{\kappa}}{(\kappa - i\omega)^2 + \Delta^2}[(\kappa - i\omega)X_{in}(\omega) + \Delta Y_{in}(\omega)],\]  

(A.6)

with \(G = \omega_c\alpha/L\) and \(\chi(\omega)\) is the susceptibility of the optomechanical system to force,

\[\chi(\omega) = \left\{ m \left[ \omega_m^2 - \omega^2 - i\gamma\omega - \frac{2\hbar G^2\Delta/m}{(\kappa - i\omega)^2 + \Delta^2} \right] \right\}^{-1}.\]  

(A.7)
A.3 Force detection sensitivity and optimization

The vacuum radiation input noise $b_{in}$ is delta correlated and the thermal fluctuating force is approximated as white noise thus is also delta correlated, so we have the following correlation relations in frequency domain:

\[
\langle X_{in}(\omega)X_{in}(\omega') \rangle = \langle Y_{in}(\omega)Y_{in}(\omega') \rangle = \frac{1}{2} \delta(\omega + \omega'), \quad (A.8a)
\]

\[
\langle X_{in}(\omega)Y_{in}(\omega') \rangle = -\langle Y_{in}(\omega)X_{in}(\omega') \rangle = \frac{i}{2} \delta(\omega + \omega'), \quad (A.8b)
\]

\[
\langle F_{th}(\omega)F_{th}(\omega') \rangle = 2m\gamma k_B T \delta(\omega + \omega'), \quad (A.8c)
\]

from which we have

\[
S_{FF}(\omega) = 2m\gamma k_B T + \frac{1}{2} \left| \frac{\chi_X(\omega) - i\chi_Y(\omega)}{\chi_F(\omega)} \right|^2
\]

\[
= 2m\gamma k_B T + \frac{1}{2} \left[ \frac{2\hbar \sqrt{\kappa G}}{\kappa - i\omega + i\Delta} + \frac{(\kappa - i\Delta)^2 + \omega^2}{2\sqrt{\kappa G}} \sin \theta - i\cos \theta \right]^2
\]

\[
+ \frac{|(\kappa - i\Delta)^2 + \omega^2|^2}{8\kappa G^2} \frac{m^2|\omega_m |^2 - \omega^2 - i\gamma'\omega|^2}{|\Delta \sin \theta + (\kappa - i\omega) \cos \theta|^2}
\]

\[
+ \frac{\hbar}{2} (\kappa + i\Delta + i\omega) \frac{\sin \theta + i\cos \theta}{\Delta \sin \theta + (\kappa + i\omega) \cos \theta} m(\omega_m^2 - \omega^2 - i\gamma'\omega) + c.c..
\]

\[(A.9)\]

The first term is the thermal white noise. The second term proportional to $G^2$ comes the random back action force. The third term proportional to $1/G^2$ is the phase noise related to position measurement imprecision.
In the vicinity of \( \theta_0 = - \arctan(\kappa/\Delta) \), \( \theta = \theta_0 + \delta \theta \), and the optimal pump is approximated as
\[
\alpha^2 = \alpha^2_0 (1 - \frac{2\kappa}{\Delta} \delta \theta),
\] (A.10)
which leads to an effective mechanical frequency
\[
\omega_m^2 = \omega_m^2 - \frac{2\hbar \Delta \omega_m^2 \alpha^2 / mL^2}{\kappa^2 + \Delta^2} = \omega_m^2 \frac{2\kappa}{\Delta} \delta \theta.
\] (A.11)

The susceptibilities at DC reduce to
\[
|\chi_F|^2 = \frac{1}{2\hbar \omega_m^2 \kappa} \Delta (1 - \frac{2\kappa}{\Delta} \delta \theta),
\] (A.12a)
\[
|\chi_X - i\chi_Y|^2 = \left| \frac{2\kappa}{\Delta} + i \delta \theta \right|^2.
\] (A.12b)

In the limit \( \delta \theta \to 0 \), the force susceptibility remains finite, while the optical susceptibilities go to zero. So the total sensitivity is given by
\[
\eta(\omega = 0) \approx 2m \gamma k_B T + \hbar \omega_m^2 \left( \frac{\Delta}{4\kappa} + \frac{\kappa}{\Delta} \right) \xi^2.
\] (A.13)

A.4 Effective squeezing hamiltonian

In the absence of dissipation, the effective hamiltonian for the reduced single-mode dynamics Eq. (2.4) could be written as:
\[
H_{\text{eff}} = \frac{p^2}{2m} + \frac{1}{2} m \omega_m^2 x^2 + \hbar \Delta b^\dagger b - \hbar G x (b + b^\dagger).
\] (A.14)
Define a unitary operator \( U = \exp[-i \eta_1 (b + b^\dagger)] \exp[-x \eta_2 (b - b^\dagger)] = U_1 U_2 \), which satisfies \( U^\dagger U = U_2^\dagger U_1^\dagger U_1 U_2 = 1 \), then
\[
\ddot{x} = U^\dagger x U = U_2^\dagger U_1^\dagger x U_1 U_2 = (1 + 2 \hbar \eta_1 \eta_2) x + \hbar \eta_1 (b + b^\dagger),
\] (A.15a)
\[ \tilde{\mathbf{p}} = U \mathbf{p} U^\dagger = U_2^\dagger U_1^\dagger \mathbf{p} U_1 U_2 = \mathbf{p} + i \hbar \eta_2 (\mathbf{b} - \mathbf{b}^\dagger), \quad (A.15b) \]

\[ \tilde{\mathbf{b}} = U \mathbf{b} U = U_2^\dagger U_1^\dagger \mathbf{b} U_1 U_2 = \mathbf{b} + (\mathbf{x} \eta_2 - i \mathbf{p} \eta_1) + \hbar \mathbf{n}_1 \eta_2 (\mathbf{b} - \mathbf{b}^\dagger). \quad (A.15c) \]

This guarantees that the commutation relations \([\tilde{\mathbf{x}}, \tilde{\mathbf{p}}] = i \hbar, \ [\tilde{\mathbf{b}}, \tilde{\mathbf{b}}^\dagger] = 1, \ [\tilde{\mathbf{x}}, \tilde{\mathbf{b}}] = [\tilde{\mathbf{p}}, \tilde{\mathbf{b}}^\dagger] = [\tilde{\mathbf{p}}, \tilde{\mathbf{b}}] = 0\) are satisfied. The effective hamiltonian after this unitary transformation is given by

\[ \tilde{H}_{\text{eff}} = U \mathbf{H}_{\text{eff}} U^\dagger = \frac{\tilde{\mathbf{p}}^2}{2m} + \frac{1}{2} m \omega_m^2 \tilde{\mathbf{x}}^2 + \hbar \Delta \tilde{\mathbf{b}}^\dagger \tilde{\mathbf{b}} - \hbar G \tilde{\mathbf{x}} (\tilde{\mathbf{b}} + \tilde{\mathbf{b}}^\dagger), \quad (A.16) \]

or explicitly

\[ \tilde{H}_{\text{eff}} = \frac{\mathbf{p}^2}{2m} - \frac{(\hbar \eta_2)^2}{2m} (\mathbf{b} - \mathbf{b}^\dagger)^2 + i \frac{\hbar \eta_2}{m} \mathbf{p} (\mathbf{b} - \mathbf{b}^\dagger) + \frac{1}{2} m \omega_m^2 (1 + 2 \hbar \eta_1 \eta_2) \mathbf{x}^2 + \hbar \Delta [\mathbf{b}^\dagger - \hbar \mathbf{n}_1 \eta_2 (\mathbf{b} - \mathbf{b}^\dagger)] [\mathbf{b} + \hbar \mathbf{n}_1 \eta_2 (\mathbf{b} - \mathbf{b}^\dagger)] + \hbar \Delta (\mathbf{x}^2 \eta_2^2 + \mathbf{p}^2 \eta_1^2) \\
\quad + \hbar \Delta \eta_2 \mathbf{x} (\mathbf{b} + \mathbf{b}^\dagger) + i \hbar \Delta \eta_1 (1 + 2 \hbar \eta_1 \eta_2) \mathbf{p} (\mathbf{b} - \mathbf{b}^\dagger) - \hbar G \hbar \mathbf{n}_1 (\mathbf{b} + \mathbf{b}^\dagger)^2 \\
\quad - \hbar G^2 \eta_2 (1 + 2 \hbar \eta_1 \eta_2) \mathbf{x}^2 - \hbar G (1 + 4 \hbar \eta_1 \eta_2) \mathbf{x} (\mathbf{b} + \mathbf{b}^\dagger). \quad (A.17) \]

We then try to derive the effective squeezing hamiltonian for the system. To achieve this, we need to eliminate the linear coupling between mechanical mode and optical mode, which requires the coefficients of \(\mathbf{p} (\mathbf{b} - \mathbf{b}^\dagger)\) and \(\mathbf{x} (\mathbf{b} + \mathbf{b}^\dagger)\) to be zero:

\[ i \frac{\hbar \eta_2}{m} + i \hbar \Delta \eta_1 (1 + 2 \hbar \eta_1 \eta_2) = 0, \quad (A.18a) \]

\[ m \omega_m^2 (1 + 2 \hbar \eta_1 \eta_2) \hbar \mathbf{n}_1 + \hbar \Delta \eta_2 - \hbar G (1 + 4 \hbar \eta_1 \eta_2) = 0. \quad (A.18b) \]

The unitary transformation \(U\) is thus uniquely determined by solving these two equations. To simplify these equations, we define \(x_0 = \hbar \mathbf{n}_1, \ p_0 = \hbar \eta_2, \ x_\Delta = \)
\[ \sqrt{\hbar/2m\Delta}. \] After some simple algebra, we find that the above equations reduce to

\[ p_0 = -\frac{\hbar x_0}{x^2_\Delta + x^2_0}, \tag{A.19a} \]

\[ x^2_0 + \frac{\omega^2_m - \Delta^2}{2\Delta G} x_0 - x^2_\Delta = 0, \tag{A.19b} \]

The squeezing of the optical mode in the hamiltonian is

\[ \tilde{H}_{\text{osq}} = \left[ -\frac{p^2_0}{2m} + \frac{1}{2} m\omega^2_m x^2_0 - \Delta x_0 p_0 (1 + \frac{x_0 p_0}{\hbar}) - \hbar G x_0 \right] (b^2 + b^\dagger_2). \tag{A.20} \]

When the pump is strong (thus \( G = \omega_c \alpha/L \) is large) or \(|\omega^2_m - \Delta^2|\) is small (\( \omega_m \approx \Delta \)), we assume \(|x_0| \gg |\frac{\omega^2_m - \Delta^2}{2\Delta G}|\), then \( x_0 \approx \pm x_\Delta \), and \( p_0 \approx \mp \sqrt{\hbar \Delta/2} = \mp \Delta p_\Delta \). The squeezing hamiltonian is

\[ \tilde{H}_{\text{osq}} \approx \left[ \mp \hbar G \sqrt{\hbar/2m\Delta} + \frac{1}{4} \hbar \omega^2_m/\Delta \right] (b^2 + b^\dagger_2). \tag{A.21} \]

When the pump is weak (\( G \) small) or \(|\omega^2_m - \Delta^2|\) is large, we assume \(|x_0| \ll |\frac{\omega^2_m - \Delta^2}{2\Delta G}|\), then \( x_0 = \frac{2\Delta G}{\omega^2_m - \Delta^2} x_\Delta = \frac{\hbar G}{m(\omega^2_m - \Delta^2)} \), so \( p_0 \approx -2m\Delta x_0 \). In this case we can further choose \( \omega_m \ll \Delta \) or \( \omega_m \gg \Delta \). For \( \omega_m \ll \Delta \), we have \( x_0 \approx -\frac{\hbar G}{m\Delta^2} \), thus

\[ \tilde{H}_{\text{osq}} \approx -\hbar G x_0 (b^2 + b^\dagger_2) \approx -\frac{(\hbar G)^2}{m\Delta^2} (b^2 + b^\dagger_2), \tag{A.22} \]

for \( \omega_m \gg \Delta \), we have \( x_0 \approx \frac{\hbar G}{m\omega_m} \), thus

\[ H_{\text{osq}} \approx \left[ \frac{1}{2} m\omega^2_m x^2_0 - \hbar G x_0 \right] (b^2 + b^\dagger_2) \approx -\frac{(\hbar G)^2}{2m\omega^2_m} (b^2 + b^\dagger_2). \tag{A.23} \]

To conclude: for strong pump or \(|\omega^2_m - \Delta^2|\) small, squeezing depends linearly on \( G \); for weak pump or \(|\omega^2_m - \Delta^2|\) large, squeezing depends on \( G^2 \). We note that \( \Delta = \omega_m \) is equivalent to \( 2\kappa = 2g = \omega_m \) if the condition for optimal sensitivity and optimal pump \( \Delta_c = g = \kappa \) is satisfied.
Appendix B: Nonlinear optomechanics

B.1 Diagonalization of the bilinear hamiltonian

The bilinear hamiltonian in the first line of Eq. (3.2) is

\[ H_0 = \Delta_a a^\dagger a + \Delta_b b^\dagger b + \omega_c c^\dagger c - G_0 (b + b^\dagger) (c + c^\dagger). \]  
(B.1)

In this hamiltonian, mode \( a \) is already decoupled, so we only need to diagonalize the coupled harmonic oscillator subsystem \( b - c \). Define the quadrature variables as

\[
X_b = (b + b^\dagger)/\sqrt{2}, \quad Y_b = (b - b^\dagger)/i\sqrt{2},
\]
(B.2a)

\[
X_c = (c + c^\dagger)/\sqrt{2}, \quad Y_c = (c - c^\dagger)/i\sqrt{2}.
\]
(B.2b)

They satisfy the commutation relations \([X_b, Y_b] = [X_c, Y_c] = i, \quad [X_b, X_c] = [X_b, Y_c] = [Y_b, X_c] = [Y_b, Y_c] = 0\). We can then rewrite the hamiltonian of the \( b - c \) subsystem as

\[
H_{bc} = \frac{1}{2} \Delta_b (X_b^2 + Y_b^2) + \frac{1}{2} \omega_c (X_c^2 + Y_c^2) - 2G_0 X_b X_c.
\]  
(B.3)

We now rescale the operators \( X_c \) and \( Y_c \) according to

\[
X_c = X_c' \sqrt{\omega_c/\Delta_b}, \quad Y_c = Y_c' \sqrt{\Delta_b/\omega_c},
\]

(B.4)

but keep \( X_b \) and \( Y_b \) the same

\[
X_b = X_b', \quad Y_b = Y_b'.
\]
(B.5)
In this transformed basis the Hamiltonian becomes

\[ H_{bc} = \frac{1}{2} \Delta_b (X_{b'}^2 + Y_{b'}^2) + \frac{1}{2} \Delta_b \left( \frac{\omega_m^2}{\Delta_b^2} X_{c'}^2 + Y_{c'}^2 \right) - 2G_0 \sqrt{\frac{\omega_m}{\Delta_b}} X_b' X_{c'}'. \] (B.6)

We then make a unitary transformation to get the normal mode coordinates that yields

\[
\begin{pmatrix}
X'_b \\
X'_c
\end{pmatrix} = \begin{pmatrix} \alpha & \beta \\ -\beta & \alpha \end{pmatrix} \begin{pmatrix} X_+ \\
X_-
\end{pmatrix},
\] (B.7a)

\[
\begin{pmatrix}
Y'_b \\
Y'_c
\end{pmatrix} = \begin{pmatrix} \alpha & \beta \\ -\beta & \alpha \end{pmatrix} \begin{pmatrix} Y_+ \\
Y_-
\end{pmatrix}.
\] (B.7b)

The commutation relations are preserved if \(\alpha^2 + \beta^2 = 1\) (\(\alpha, \beta\) are real). So the Hamiltonian of the \(b - c\) subsystem is given by

\[
H_{bc} = \frac{1}{2} \Delta_b \left( \alpha^2 + \frac{\omega_m^2}{\Delta_b^2} \beta^2 + \frac{4G_0}{\Delta_b} \sqrt{\frac{\omega_m}{\Delta_b}} \alpha \beta \right) X_+^2 + \frac{1}{2} \Delta_b \left( \beta^2 + \frac{\omega_m^2}{\Delta_b^2} \alpha^2 - \frac{4G_0}{\Delta_b} \sqrt{\frac{\omega_m}{\Delta_b}} \alpha \beta \right) X_-^2
\]

\[
+ \frac{1}{2} \Delta_b \left( Y_+^2 + Y_-^2 \right) + \left[ \frac{1}{2} \Delta_b 2 \alpha \beta (1 - \frac{\omega_m^2}{\Delta_b^2}) - 2G_0 \sqrt{\frac{\omega_m}{\Delta_b}} (\alpha^2 - \beta^2) \right] X_+ X_- \]. (B.8)

It is diagonal if the cross term \(X_+ X_-\) is zero:

\[
\Delta_b \alpha \beta (1 - \frac{\omega_m^2}{\Delta_b^2}) - 2G_0 \sqrt{\frac{\omega_m}{\Delta_b}} (\alpha^2 - \beta^2) = 0. \] (B.9)

This condition along with \(\alpha^2 + \beta^2 = 1\) determines \(\alpha\) and \(\beta\) for the normal modes.

The diagonalized Hamiltonian thus becomes

\[
H_{bc} = \frac{1}{2} \Delta_b (\xi_+^2 X_+^2 + Y_+^2) + \frac{1}{2} \Delta_b (\xi_-^2 X_-^2 + Y_-^2) \] (B.10)

with

\[
\xi_+^2 = \alpha^2 + \frac{\omega_m^2}{\Delta_b^2} \beta^2 + \frac{4G_0}{\Delta_b} \sqrt{\frac{\omega_m}{\Delta_b}} \alpha \beta, \quad \xi_-^2 = \beta^2 + \frac{\omega_m^2}{\Delta_b^2} \alpha^2 - \frac{4G_0}{\Delta_b} \sqrt{\frac{\omega_m}{\Delta_b}} \alpha \beta. \] (B.11a)
\[ \xi^2 = \beta^2 + \frac{\omega^2}{\Delta} \alpha^2 - \frac{4G_0}{\Delta} \sqrt{\frac{\omega m}{\Delta}} \alpha \beta. \quad (B.11b) \]

In the limit described in the Chapter 3 with \( \omega_m \ll \Delta_b, \xi_+ \approx 1 \) and \( \xi_- \approx \eta \zeta \).

The diagonalized hamiltonian describes two decoupled harmonic oscillators \( \text{HO}^+ \) and \( \text{HO}^- \) with effective masses \( m_{\pm} = \Delta_b^{-1} \) and effective frequencies \( \omega_{\pm} = \Delta_b \xi_{\pm} \), so it can be rewritten as

\[
H_{bc} = H_+ + H_-
= \frac{Y_+^2}{2\Delta_b^{-1}} + \frac{1}{2}\Delta_b^{-1}(\Delta_b \xi_+)^2 X_+^2 + \frac{Y_-^2}{2\Delta_b^{-1}} + \frac{1}{2}\Delta_b^{-1}(\Delta_b \xi_-)^2 X_-^2.
\]

We can write the wavefunction of the \( n \)th eigenstate of \( \text{HO}^- \) (for example) in position representation:

\[
\psi_n(X_-) = \frac{1}{\sqrt{2^n n!}} \left( \frac{\xi_-}{\pi} \right)^{1/4} e^{-\xi_- X_-^2} H_n(\sqrt{\xi_-} X_-). \quad (B.13)
\]

as illustrated in Fig. 3.1(b) for the ground state \( (n = 0) \) and the first excited state \( (n = 1) \) for two values of \( \xi_- \).

**B.2 Hamiltonian in the normal mode basis**

We now focus on the nonlinear interaction term in the hamiltonian (second line of Eq. (3.2)). We define new squeezed operators

\[
d_{\pm} = \sqrt{\frac{\xi_{\pm}}{2}} X_{\pm} + i \sqrt{\frac{1}{2\xi_{\pm}}} Y_{\pm}, \quad (B.14)
\]

so \([d_+, d_+] = [d_-, d_-] = 1, [d_+ d_+] = 0, \) and \( \xi_{\pm}^2 X_{\pm}^2 + Y_{\pm}^2 = 2 \xi_{\pm} (d_{\pm}^\dagger d_{\pm} + 1) \). The bilinear hamiltonian \( H_0 \) written in new operators is

\[
H_0 = \Delta_a a^\dagger a + \omega_+ d_+^\dagger d_+ + \omega_- d_-^\dagger d_-.
\]
The new operators written in original operators are:

\[
\begin{align*}
d_+ &= \frac{\sqrt{\xi_+}}{2} \left[ \alpha (b + b^\dagger) - \beta \sqrt{\frac{\Delta_+}{\omega_m}} (c + c^\dagger) \right] + \frac{1}{2 \sqrt{\xi_+}} \left[ \alpha (b - b^\dagger) - \beta \sqrt{\frac{\Delta_-}{\omega_m}} (c - c^\dagger) \right], \\
d_- &= \frac{\sqrt{\xi_-}}{2} \left[ \beta (b + b^\dagger) + \alpha \sqrt{\frac{\Delta_-}{\omega_m}} (c + c^\dagger) \right] + \frac{1}{2 \sqrt{\xi_-}} \left[ \beta (b - b^\dagger) + \alpha \sqrt{\frac{\Delta_+}{\omega_m}} (c - c^\dagger) \right].
\end{align*}
\]

and the inverse:

\[
\begin{align*}
b &= \frac{\alpha}{2} \left[ \frac{1}{\sqrt{\xi_+}} (d_+ + d^\dagger_+) + \sqrt{\xi_+} (d_+ - d^\dagger_+) \right] + \frac{\beta}{2} \left[ \frac{1}{\sqrt{\xi_-}} (d_- + d^\dagger_-) + \sqrt{\xi_-} (d_- - d^\dagger_-) \right], \\
c &= -\frac{\beta}{2} \left[ \sqrt{\frac{\omega_m}{\xi_+ \Delta_b}} (d_+ + d^\dagger_+) + \sqrt{\frac{\xi_+ \Delta_b}{\omega_m}} (d_+ - d^\dagger_+) \right] + \frac{\alpha}{2} \left[ \sqrt{\frac{\omega_m}{\xi_- \Delta_b}} (d_- + d^\dagger_-) + \sqrt{\frac{\xi_- \Delta_b}{\omega_m}} (d_- - d^\dagger_-) \right].
\end{align*}
\]

Now it is straightforward to write the nonlinear interaction in terms of the normal mode coordinates:

\[
\begin{align*}
H_{nl} &= -g_0 a_+ b (c + c^\dagger) + \text{h.c.} \\
&= -g_0 \sqrt{\frac{\omega_m}{\Delta_b}} \left[ -\frac{\alpha \beta}{2 \xi_+} (a + a^\dagger)(d_+ + d^\dagger_+)^2 + \frac{\alpha \beta}{2} (a - a^\dagger)(d^2_+ - d^{i2}_+) \\
&\quad + \frac{\alpha^2 - \beta^2}{2 \sqrt{\xi_+ \xi_-}} (a + a^\dagger)(d_+ + d^\dagger_+)(d_- + d^\dagger_-) + \frac{\beta^2}{2} \sqrt{\frac{\xi_-}{\xi_+}} (a - a^\dagger)(d_+ + d^\dagger_+)(d_- - d^\dagger_-) \\
&\quad - \frac{\alpha^2}{2} \sqrt{\frac{\xi_+}{\xi_-}} (a - a^\dagger)(d_+ + d^\dagger_+)(d_- - d^\dagger_-) + \frac{\alpha \beta}{2 \xi_-}(a + a^\dagger)(d_+ + d^\dagger_+)^2 \\
&\quad - \frac{\alpha \beta}{2}(a - a^\dagger)(d^2_- - d^{i2}_-) \right].
\end{align*}
\]

We now look at the simplified expressions of the normal mode operators and the nonlinear interaction Hamiltonian in the regimes of interest. Define \( \tan \phi = \frac{\omega_m}{\Delta_b} \), \( r = 2 \frac{G_0}{\omega_m} \sqrt{\frac{\omega_m}{\Delta_b}} \) and \( \alpha = \cos \theta, \beta = \sin \theta \), then the diagonalization condition reduces to

\[
\tan 2\theta = r \tan 2\phi,
\]

\[\text{(B.17)}\]
and the normal mode energies become

\[ \xi_{\pm}^2 = \frac{1}{2} (1 + \tan^2 \phi) \left( 1 \pm \sqrt{\cos^2 2\phi + r^2 \sin^2 2\phi} \right). \] (B.18)

We now consider the regime where the mechanical frequency is small compared to the detuning of mode \( b \) and the driving is so strong that \( r \) is close to 1. This allows us to introduce two small parameters \( \eta \equiv \omega_m/\Delta_b \) and \( \zeta \equiv \sqrt{1 - r^2} \). When \( \eta \ll 1 \), \( \tan \phi \approx \sin \phi \ll 1 \), and we have

\[ \xi_+ \approx 1 + r^2 \omega_m^2/2\Delta_b^2 = 1 + r^2 \eta^2/2, \] (B.19a)

\[ \xi_- \approx \sqrt{1 - r^2} \omega_m/\Delta_b = \zeta \eta. \] (B.19b)

The diagonalized hamiltonian becomes:

\[ H_0 = \Delta_a a^\dagger a + (\Delta_b + \delta) \bar{b}^\dagger \bar{b} + \omega_m \zeta d^\dagger d, \] (B.20)

with \( \delta = r^2 \omega_m \eta/2 \) and the new notations for the normal modes are defined as:

\[ \bar{b} \equiv d_+ \approx b - \frac{r}{2 \sqrt{\eta}} (c + c^\dagger), \] (B.21a)

\[ d \equiv d_- \approx \frac{1}{2 \sqrt{\zeta}} (c - c^\dagger) + \frac{\sqrt{\zeta}}{2} (c + c^\dagger) + \frac{r}{2 \sqrt{\eta \zeta}} (b - b^\dagger). \] (B.21b)

The full hamiltonian, including the nonlinear terms, is thus given by Eq. (3.6).

### B.3 Derivation of \( g^2(0) \) when quantum jumps are neglected

Here we show the standard procedure for calculating the two-photon correlation function \( g^2(0) \) in the quasi-steady state regime using an effective hamiltonian. We consider the hamiltonian Eq. (3.1) with antihermitian terms describing the dissipation and weak coherent probe field on the \( b \) mode at frequency \( \omega_p = \Delta_b - \gamma_\text{nl} \):

\[ H_{\text{eff}} = (\Delta_a - i\kappa/2) a^\dagger a + (\Delta_b - i\kappa/2) \bar{b}^\dagger \bar{b} + \omega_m \zeta d^\dagger d \]
\[ -g_{nl}(a^\dagger \bar{b} + \bar{b}^\dagger a)(d + d^\dagger) + i\beta_b(\bar{b}^\dagger e^{-i\omega_p t} - \bar{b} e^{i\omega_p t}). \] (B.22)

The term \((a + a^\dagger)(d^2 + d^\dagger t^2 + 2d^\dagger d)\) has been neglected since its strength is weak in the limit \(\Delta_b \gg \omega_m\) and it is also far off resonant. Moving to a frame rotating at \(\omega_p\) for the optical fields and using the resonance condition \(\Delta_b = \Delta_a + \omega_m \zeta\), we get

\[
H_{\text{eff}} = (-\omega_m \zeta - i\kappa/2)a^\dagger a + (g_{nl} - i\kappa/2)\bar{b}\bar{b} + \omega_m \zeta d^\dagger d
\]
\[ -g_{nl}(a^\dagger \bar{b} + \bar{b}^\dagger a)(d + d^\dagger) + i\beta_b(\bar{b}^\dagger - \bar{b}). \] (B.23)

The system evolves according to the effective hamiltonian and we can expand its quasi-steady state in the following basis:

\[
|\psi\rangle_{\text{ss}} = |0, 0, 0\rangle + c_1 |0, 1, 0\rangle + c_2 |1, 0, 1\rangle + c_3 |0, 1, 2\rangle
\]
\[ + c_4 |0, 2, 0\rangle + c_5 |1, 1, 1\rangle + c_6 |2, 0, 2\rangle + c_7 |0, 2, 2\rangle + c_8 |200\rangle. \] (B.24)

Considering the following coupling between basis states

\[
|0, 1, 0\rangle \xleftarrow{g_{nl}} |1, 0, 1\rangle \xrightarrow{\sqrt{2}g_{nl}} |0, 1, 2\rangle
\]
\[
|0, 2, 0\rangle \xleftarrow{\sqrt{2}g_{nl}} |1, 1, 1\rangle \xrightarrow{2g_{nl}} |2, 0, 2\rangle
\]
\[ \xleftarrow{2g_{nl}} |0, 2, 2\rangle \xrightarrow{\sqrt{2}g_{nl}} |2, 0, 0\rangle
\]

and the pumping processes

\[
|0, 0, 0\rangle \xleftrightarrow{\pm i\beta_b} |0, 1, 0\rangle \xleftrightarrow{\pm i\beta} |0, 2, 0\rangle
\]
\[
|1, 0, 1\rangle \xleftrightarrow{\pm i\beta_b} |1, 1, 1\rangle
\]
\[
|0, 1, 2\rangle \xleftrightarrow{\pm i\beta_b} |0, 2, 2\rangle.
\]
we can then construct the matrix representation of the effective hamiltonian.

The steady state is found using the Schrödinger equation:

\[ 0 = i \frac{\partial}{\partial t} |\psi\rangle_{ss} = H_{\text{eff}} |\psi\rangle_{ss}. \]  

(B.25)

Solving this set of algebra equations gives us the steady state \( |\psi\rangle_{ss} \). The \( g^2(0) \) is calculated using Eq. (3.13) in the limit \( \beta_b \to 0 \).
Appendix C: Damping mechanisms

In [119], they studied the clamping loss using elastic wave radiation theory. They found the quality factor of clamping-free (C-F) beam resonators:

\[ Q_{C-F(n)} = \frac{0.24(1 - v)}{(1 + v)\Psi} \frac{1}{(\beta_n\chi_n)^2} \left[ \frac{L}{b} \right]^2 \]  \hspace{1cm} (C.1)

where \( L \) is the length of the beam and \( b \) is its width. \( \beta_n \) is the mode constant for the \( n \)-th mode, and \( \chi_n \) denotes the mode shape factor. \( v \) is the Poisson’s ratio of the thin-plate which defined as the the negative ratio of transverse to axial strain, and \( \Psi \) is an integral parametrized by \( z = c_L/c_T \), the ratio of the velocities of longitudinal and transverse waves. The general feature is that the quality factor \( Q \propto (L/b)^2 \).

Taking \( v = 0.28 \), we get \( \Psi = 0.336 \). Choosing the lowest mode, gives \( \beta = 0.597 \), \( \chi = -0.743 \) and get \( Q_{C-F} = 2(L/b)^2 \).

Secondly, we look at the thermoelastic damping [122,123]. Phonons traveling through a large elastic material will experience damping due to their nonlinear interaction with a surrounding bath of phonons. If the mean free path of these thermal phonons is much smaller than the wavelength of the acoustic mode, then sufficient thermalization occurs to define a temperature locally, even when the system is not in a state of thermal equilibrium. In this diffusive regime, the interaction between the phonon mode and the thermal bath is captured by a single macroscopic parameter,
the material’s thermal expansion coefficient (TEC), defined as $\alpha \equiv \frac{1}{L} \frac{\partial L}{\partial T}$, which is temperature dependent. According to [124], the quality factor corresponding to this damping mechanism is given by

$$Q_{TED}^{-1} = \frac{E \alpha^2 T}{C_p} \left( \frac{6}{\xi^2} - \frac{6 \sinh \xi + \sin \xi}{\xi^3 \cosh \xi + \cos \xi} \right), \quad (C.2)$$

where $E$ is the material’s Young’s modulus, $T$ is the temperature and $C_p$ is the heat capacity at constant pressure. The parameter $\xi$ is related to the geometry of the resonator and is defined as $\xi \equiv b \sqrt{\omega_0 C_p/2k \rho}$, where $\omega_0$ is the frequency of the mode of interest, $k$ is the thermal conductivity of the material, $\rho$ is the material density and $b$ is the width of the beam. We remark that for short beams, the clamping loss, which grows as $b^2/L^2$, will always tend to dominate over the thermoelastic damping, which only directly depends upon the beam width.

We now seek a numerical estimate of these losses for SiN resonators. As $Q_{TED}$ has a quadratic dependence on $\alpha$, thermal elastic damping might be very sensitive to changes in temperature. For example, the thermal expansion coefficient for silicon-nitride ($\text{Si}_3\text{N}_4$) at room temperature ($T \approx 300 \text{ K}$) is $\alpha = 1.19 \times 10^{-6} \text{ K}^{-1}$, but at low temperatures, its value is quite different [?]. Under the Debye model of heat capacity, the thermal expansion coefficient can be approximated as

$$\alpha(T) = A \left( \frac{T}{\theta_D} \right)^3 \int_0^{\theta_D/T} \frac{x^4 \exp(x)}{[\exp(x) - 1]^2}. \quad (C.3)$$

We can fit a set of experimental data points $\{\alpha_i, T_i\}$ from [?] to study the temperature dependence of thermal expansion coefficient. The result shows that $A = 1.18 \times 10^{-5} \text{ K}^{-1}$ and $\theta_D = 1650 \text{ K}$, which implies $\alpha = 5.06 \times 10^{-12} \text{ K}^{-1}$ and $C_p = 3.02 \times 10^{-3} \text{ J/(mol \cdot K)}$ at 4.2 K. The Young’s modulus of the material is
Using these values, we find the $\xi$ dependent term in Eq. (C.2) becomes $\xi^2/5$ when $\xi \to 0$ and becomes $6/\xi^2$ when $\xi \to +\infty$. We can also write the dimensionless parameter $\xi$ as $\xi = b/b_0$ where $b_0 = \sqrt{2k\rho/\omega_0 C_p}$. Since thermal conductivity $k$ scales as heat capacity $C_p$, $b_0$ is roughly temperature independent. Assuming $\omega_0/2\pi = 1$ MHz, we get $b_0 = 6546 \mu m$.

Figure C.1: Estimated contributions to quality factor for thermoelastic damping at different temperatures and quality factor for clamping loss at different resonator lengths as a function of the beam width $b$ using parameters for SiN resonators described in the main text. Shorter beams have more pronounced clamping losses.

Fig. C.1 shows the quality factor for clamping loss and thermal elastic damping
as a function of the beam width $b$. We see that at sufficiently low temperature, it is always possible that $Q_{TED} > Q_{CL}$ (the upper half of the figure), which means the system is clamping loss limited. In this regime, the main damping mechanism is clamping loss. Since destructive interference happens in the symmetric mode $a$, its clamping loss rate is also very small, which satisfies the condition $\gamma_a \ll \gamma_b, \lambda$. 
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Abstract

The transport of sound and heat, in the form of phonons, is fundamentally limited by disorder-induced scattering. In electronic and optical settings, introduction of chiral transport provides robustness against such disorder by preventing elastic backscattering. Here we experimentally demonstrate a path for achieving robust phonon transport even in the presence of material disorder, by dynamically inducing chirality through optomechanical coupling. We demonstrate dramatic optically-induced chiral transport for clockwise and counterclockwise phonons in a symmetric resonator. The phenomenon leads to gain-free reduction of the intrinsic damping of the phonons, and is surprisingly also accompanied by a reduction in heat load of the mechanics. This technique has the potential to improve the thermal limits of resonant mechanical sensors, which cannot be attained through conventional optomechanical cooling.

Efforts to harness the optical and mechanical properties of achiral resonators are leading to new approaches for quantum noise limited sources [1–3], preparation of quantum states of matter [4–7], and ultra-high precision metrology [8–11]. Since all these efforts are aided by long coherence times for resonant excitations, they are fundamentally limited by structural disorder, even in systems with high symmetry, and by thermal noise in the...
mechanics. While optomechanical cooling can lower the effective temperature of a mechanical oscillator it does not modify the heat load, and thus does not fundamentally modify the contribution of thermal noise [10, 11]. Surprisingly, chiral systems – that break parity symmetry – can provide improved transport properties, giving rise to unique physics ranging from nonreciprocal wave propagation to disorder-free transport via the edge states of quantum Hall systems [12–16]. Indeed, inducing nonreciprocal behavior by breaking time-reversal symmetry in nominally achiral devices forms the basis for circulators [17, 18] and recent proposals for optomechanical isolation [14, 16, 19, 20]. Here we consider an approach to dynamically impart chirality to achiral mechanical systems, which induces disorder-less transport while simultaneously improving the isolation of phonon modes from the ambient bath, lowering their heat load without added damping.

One particularly simple class of systems for examining chirality are passive devices having degenerate forward- and backward-propagating modes, such as ring cavities and whispering-gallery resonators (WGRs). We demonstrate a new technique for enabling improved coherence properties for phonons, by integrating induced time-reversal breaking [19] with opto-acoustic coupling in a WGR. Specifically, we show that optomechanical chiral cooling of phonon modes is possible. This phenomenon leads to induced chiral propagation in the clockwise (cw) and counterclockwise (ccw) phonon modes, resulting in the protection of the phonon pseudo-spins from disorder-induced scattering. Most notably, while the cw phonon mode experiences conventional optomechanical cooling [4–6, 21–23], the ccw mode is observed to cool without added dissipation, indicating a new form of optomechanical cooling that occurs through increased isolation from the thermal bath.

Let us consider a whispering gallery-type resonator with an intrinsic degeneracy for clockwise (cw) and counterclockwise (ccw) propagation for both phonons and photons. Our particular structure uses frequency-adjacent optical modes belonging to different mode families, that may be populated by cw or ccw photons (Fig. 1a), for a total of four optical modes for the experiment. These optical modes differ in \((\omega, k)\) space by the energy and momentum of a propagating high-Q phonon mode in the resonator. Photons occupying the modes in the cw (ccw) direction can thus only be coupled through Brillouin acousto-optic scattering from the cw (ccw) phonons, as illustrated. Verification of the Brillouin phase-matching between two optical modes and a phonon mode can be performed by means of forward Brillouin lasing [24] and induced transparency measurements [19]. In particular, when we pump the lower-energy optical mode, anti-Stokes scattering to the higher
mode annihilates phonons [23] in the corresponding direction and should lead to unidirectional optomechanical damping. As a result, this system should exhibit significant optically-induced chirality in the transport of phonons, which we may hope to observe by its modification of the high-Q mechanical mode that couples to the light (Fig. 1b). We note that there also exist other low-Q vibrational excitations of the resonator, i.e. the phonon bath, that also occupy $(\omega, k)$ space within the bandwidth of the optical modes. We collectively treat these as a phonon quasi-mode having large dissipation rate. This quasi-mode acts as a bath for the high-Q mode, while also directly coupling to the light.

Our experiments are performed with a silica WGR of diameter $\sim 150 \mu m$ at room temperature and atmospheric pressure, using a tapered fiber coupler for optical interface in the telecom band (Fig. 2). Direct coupling between optical modes in cw and ccw directions is negligible. To examine the potential for modification of the high-Q phonon behavior, and the possibility of chiral transport of sound, we set up the experiment with two optical sources tuned to the lower frequency optical mode in the clockwise (cw) and counter-clockwise (ccw) directions. The role of the cw “pump” is to induce cooling of the cw propagating phonons, while the role of the much smaller ccw “reverse probe” is to simply generate optical scattering from the counter-propagating phonons. The RF beat spectrum generated between the scattered light and the corresponding source in either direction provides a direct measure of the phonon mode spectrum (Supplement Sec. S5). In the experiment, the optical pump and probe sources are both derived from the same laser and are thus always at identical frequencies. Throughout the remainder of this work, no pump or probe field is delivered to the upper optical mode, in order to prevent coherent amplification of the phonons via Brillouin scattering.

Our first task is to measure the intrinsic damping of the high-Q phonon mode $\gamma_m$ without any optical pumping. This is traditionally the minimum measurable phonon linewidth in any optomechanical cooling experiment. We perform this measurement by detuning the source laser from the optical resonance such that little to no optomechanical cooling is induced by either the pump or the probe. The zero-power phonon linewidth $\gamma_m$ can be calculated by extrapolating measurements of cw and ccw phonon linewidths $\gamma_{a+}$ and $\gamma_{a-}$ using the theoretical model (Eqs. S10). A determining parameter for the optomechanical cooling rate is the detuning $\Delta_2$ of the anti-Stokes scattered light from its optical mode, which we measure directly using the Brillouin Scattering Induced Transparency [19]. In Fig. 3a we plot linewidth
measurements of both cw and ccw phonon linewidth as a function of this de-
tuning. We immediately see a striking direction-dependence of the damping
rates of the cw and ccw phonons, that has never previously been reported.
This dramatic chiral damping is a direct result of the momentum conser-
vation rules that underly the Brillouin scattering interaction, and will not
generally be available in traditional single-mode optomechanical systems.
We note also that the relative power of the cw pump and ccw probe lasers
is $\sim 9 : 1$, so there is some cooling of the $a_-$ phonons as well.

As discussed below, the minimum measured linewidth $\gamma_m$ in the above
experiment will be larger than the intrinsic loss rate $\gamma$. This is because $\gamma_m = 
\gamma + 4V_0^2/\Gamma$ where the second term in Eqn. 2b (below), representing disorder-
induced backscattering to the counter-propagating quasimode, is unavoid-
able. Here, we measure intrinsic damping $\gamma_m$ to be about $12.5 \pm 1.0$ kHz.
All uncertainties in this manuscript correspond to 95% confidence bounds
of the fitted value.

We now propose a model that illuminates how the optical coupling to the
quasimodes allows us to change the role this disorder-induced backscatter-
ing plays in the damping and thermalization of the high-Q phonon modes.
Specifically, we incorporate all the essential physics described above and il-
lustrated in Fig. 1c as follows. We define the higher frequency optical modes
$c_\sigma$, with $\sigma = +$ for cw photons and $\sigma = -$ for ccw photons. These couple
to the high-Q phonon mode $a_\pm$ respectively, via direct optomechanical in-
teraction with strength $\alpha h_0$ (or $\beta h_0$), and also couple to the quasi-mode $b_\pm$
with strength $\alpha g_0$ (or $\beta g_0$). In all cases these interactions preserve chirality
$\sigma$. $h_0$ and $g_0$ are the bare (single photon/phonon) optomechanical coupling
strengths, while $\alpha$ and $\beta$ are the square root of the intracavity photon num-
er in cw and ccw direction respectively.

We exclude a simpler model, of two degenerate mechanical modes and no
additional quasi-modes, as it fails to produce two key features of the data.
First, at low pump power, we would see some mode splitting, representing
a breaking of circular symmetry from disorder-induced scattering. Second,
at high pump powers, explored below, the lowest linewidth that the back-
ward mode could achieve would be equivalent to its initial linewidth and
its temperature would be equal to the bath temperature. Optical coupling
to multiple mechanical modes is the next best alternative, and as we show
below, describes these phenomena.

To see the role chirality plays, we now also include the existence of
disorder-induced scattering between $a_\pm$ and $b_\mp$ modes having strength $V_0$ –
a term that explicitly breaks the chiral symmetry. We can thus represent
this toy model system with the interaction Hamiltonian expression given by:

\[ H_{\text{int}} = \alpha c_+^\dagger (h_0 a_+ + g_0 b_+) + \beta c_-^\dagger (h_0 a_- + g_0 b_-) + V_0 (a_+^\dagger b_+ + b_+^\dagger a_-) + \text{h.c.} \]  

(1)

The full Hamiltonian model including the dissipation and detuning terms is provided in the Supplement. We can now derive the equations of motion for this system by means of the Heisenberg-Langevin equation (see Supplement Sec. S3) and extract the susceptibilities of the high-Q phonon modes \( a_{\pm} \). The corresponding modal linewidths \( \gamma_{a_{\pm}} \) can then be obtained as follows.

\[ \gamma_{a_+} = \gamma + \frac{4\alpha^2 h_0^2}{\kappa} + \frac{4V_0^2}{\Gamma} \frac{1}{1 + C_\beta}, \]  

(2a)

\[ \gamma_{a_-} = \gamma + \frac{4\beta^2 h_0^2}{\kappa} + \frac{4V_0^2}{\Gamma} \frac{1}{1 + C_\alpha}. \]  

(2b)

The last term in each expression is the disorder-induced modification. Here \( \kappa, \gamma, \) and \( \Gamma \) are the loss rates of the optical modes \( c_\sigma \), the high-Q phonon modes \( a_\sigma \), and the phonon quasi-modes \( b_\sigma \) respectively. The parameters \( C_\alpha \) and \( C_\beta \) are the quasi-mode optomechanical cooperativities defined as \( 4\alpha^2 g_0^2/\Gamma \kappa \) and \( 4\beta^2 g_0^2/\Gamma \kappa \), respectively.

With zero optical pumping, the model predicts \( \gamma_{a_+} = \gamma_{a_-} = \gamma + 4V_0^2/\Gamma \) implying that the minimum measurable phonon mode linewidth in any conventional experiment is greater than the intrinsic loss rate \( \gamma \), because disorder in the system causes loss via elastic backscattering into the \( b_\sigma \) quasi-mode. The model also predicts, irrespective of disorder-induced scattering, that asymmetric optical pump strengths \( \alpha \) and \( \beta \) will induce chirality in the transport properties of phonons with \( \gamma_{a_+} \neq \gamma_{a_-} \) as we saw previously. Most importantly, we note that the contribution of disorder-induced scattering can be minimized by increasing the cooperativities \( C_\alpha \) and \( C_\beta \). In the particular case where only the cw optical pump is provided \( (\alpha \neq 0, \beta = 0) \), \( \gamma_{a_-} \) will approach the intrinsic loss rate \( \gamma \), indicating a robustness against disorder-induced scattering. This effect has never previously been reported. In addition to phonon linewidth modification, this model also predicts a reduction in the effective temperature of the \( a_- \) phonon mode. Considering the effective thermal noise on \( a_- \) near resonance given by \( \sqrt{\gamma a_-^m - i2V_0/\sqrt{\Gamma} (1 + C_\alpha) b_+^m} \), the effective temperature of mode \( a_- \) can be determined by the weighted sum of each bath’s contribution divided by
the total damping:

\[
T_{a-}^{\text{eff}} = \frac{1}{\gamma_{a-}} \left[ \gamma_{a-} T_{a-} + \frac{4 V_0^2}{1 + C_\alpha} \frac{1}{(1 + C_\alpha)^2} T_{b+} \right].
\]  

Notably, from Eqn. 2b and Eqn. 3 we predict that as the optical pump \( \alpha \) increases, the thermal load on mode \( a_- \) will decrease more rapidly than the concurrent improvement in its linewidth.

We now return to the experimental results, to demonstrate the key predictions of this model: (i) dissipation associated with disorder-induced backscattering can be optically inhibited, (ii) the damping rate of ccw phonons can be brought below the intrinsic damping \( \gamma_m \), and (iii) the process leads to a reduction in heat load. Here, we employ an erbium doped fiber amplifier (EDFA) to control the cw pump power while keeping the ccw probe power constant at 12.5 \( \mu \)W. The anti-Stokes Brillouin scattered light in the resonator is kept close to zero detuning from its optical mode to maximize cooling efficiency, i.e. \(|\Delta_2/\kappa|\) is less than 10 \%. Since the ccw probe adds some optical damping to the ccw phonons, the initial measurement of \( \gamma_{a-} \) is at 18 \( \pm 1 \) kHz, which is greater than the measured zero-power linewidth \( \gamma_m \).

When the cw pump power is increased, the added optical damping broadens the cw phonon linewidth \( \gamma_{a+} \) (Fig. 3b). The striking feature of this experiment is that the ccw phonon linewidth \( \gamma_{a-} \) simultaneously reduces, i.e. the ccw phonons become more coherent! We verify that the increased coherence of the ccw phonons is not associated with any gain (Fig. 3c). In fact, quite the opposite occurs, and the total integrated area under the phonon spectrum also reduces, indicating a reduction in heat load (i.e. cooling) of the \( a_- \) phonons. This heat load reduction occurs more rapidly than the linewidth improvement, as theoretically predicted.

Since the ccw optical probe was not modified in any way, the optically induced damping (about 4.5 kHz) from the probe remains constant. The reduction of the \( \gamma_{a-} \) linewidth thus indicates that a hidden contribution to dissipation is being eliminated when the cw pump power is increased. At the end of the experiment, the measured linewidth \( \gamma_{a-} = 10.5 \pm 1.7 \) kHz is well below the intrinsic damping \( \gamma_m = 12.5 \pm 1 \) kHz measured at the start of the experiment. Subtracting the optical damping from the probe gives an upper bound to the intrinsic thermalization rate for the mechanical mode \( \gamma < 6 \) kHz.

Our model indicates that the above measured reduction in the phonon linewidth \( \gamma_{a-} \) occurs in the disorder-induced scattering contribution to the intrinsic linewidth. In other words, the ccw propagating phonons achieve
significant robustness against disorder when the cw propagating phonons are cooled optically.

Our approach for inducing chiral behavior is, at present, confined to the narrowband response of a high-Q resonator system. However, such devices are already in use for metrological applications [8–11] including atomic force microscopes [25] and quantum-regime transducers [26, 27]. In all these cases, increasing the quality factor while reducing the heat load of the mechanical element would lead to a direct improvement in performance. Furthermore, the modification of phonon transport due to light may have substantial impact beyond current devices, as the ability to dynamically reconfigure the phononic behavior may change the realm of possibility as currently conceived. Still, robust demonstration of chiral asymmetry and non-reciprocal behavior remains close, but our work provides a foundation upon which to build such demonstrations.
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Figure 1: Chiral cooling and modal coupling relationships in a whispering gallery resonator. 
(a) Configuration of the two requisite optical modes (with cw and ccw degeneracy) is illustrated in $(\omega, k)$ space. Anti-Stokes Brillouin scattering from cw pumping of the lower mode annihilates only cw phonons due to the strict phase-matching requirement, while ccw phonons remain nominally unaffected. (b) Directional optical interface to the resonator modes is achieved via tapered optical fiber. Unidirectional optical pumping results in dramatic chiral damping of the phonons. (c) Model for coupling between the anti-Stokes (higher frequency) optical modes $c_{\pm}$, high-Q phonon modes $a_{\pm}$, and phonon quasi-modes $b_{\pm}$ in cw and ccw directions. Light couples to the $a_{\pm}$ and $b_{\pm}$ phonons with different optomechanical interaction strength, while disorder-induced scattering between phonons occurs with strength $V_0$. Details on individual parameters are provided in the text.
Figure 2: Experimental setup for optomechanical refrigeration of a chiral bath. We perform the experiment using a silica whispering-gallery microsphere resonator that is interfaced via tapered optical fiber. A 1520 nm to 1570 nm tunable external cavity diode laser (ECDL) generates the cw pump and ccw probe sources. An Erbium-doped fiber amplifier (EDFA) controls the cw pump power, for both optomechanical cooling [23] and for monitoring the cw phonon spectrum. An electro optic modulator (EOM) is employed when needed, for measuring the detuning of anti-Stokes scattered light from its optical mode through an induced transparency measurement [19]. A variable optical attenuator (VOA) is used to control the ccw probe, which monitors the ccw phonon spectrum. Fiber polarization controllers (FPC) are used to optimize coupling between the fiber and resonator in both directions.
Figure 3: Optically inducing phonon chirality in a silica whispering gallery resonator. (a) Experimental estimation of intrinsic phonon linewidth $\gamma_m$ and observation of chiral asymmetry in dissipation of phonons. (b) Observation of increasing coherence of cw propagating phonons during optomechanical cooling of the cw propagating phonons. The phonon linewidth $\gamma_a$ is seen to drop below the previously known ‘lower-limit’ of $\gamma_m$, indicating a reduction in the disorder induced dissipation. (c) Verification of gain-free spectral narrowing ($\gamma_a$) and cooling by reduction of heat load (reduction in spectrum area) of the ccw phonons when the cw pump power is increased in the experiment of subfigure (b). Error bars correspond to 95% confidence interval.
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