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A tiltrotor can hover, takeoff and land vertically as well as cruise at high speeds and fly long distances. Because of these unique capabilities, tiltrotors are envisioned as an aircraft that could provide a solution to the issue of airport gridlock by operating on stub runways, helipads, or from smaller regional airports. However, during an approach-to-land a tiltrotor is susceptible to radiating strong impulsive noise, in particular, Blade-Vortex Interaction noise (BVI), a phenomenon highly dependent on the vehicle’s performance-state.

A mathematical model was developed to predict the quasi-static performance characteristics of a tiltrotor during a converting approach in the longitudinal plane.
Additionally, a neural network was designed to model the acoustic results from a flight test of the XV-15 tiltrotor as a function of the aircraft’s performance parameters. The performance model was linked to the neural network to yield a combined performance/acoustic model that is capable of predicting tiltrotor noise emitted during a decelerating approach.

The model was then used to study noise trends associated with different combinations of airspeed, nacelle tilt, and flight path angle. It showed that BVI noise is the dominant noise source during a descent and that its strength increases with steeper descent angles. Strong BVI noise was observed at very steep flight path angles, suggesting that the tiltrotor’s high downwash prevents the wake from being pushed above the rotor, even at such steep descent angles.

The model was used to study the effects of various aircraft configuration and flight trajectory parameters on the rotor inflow, which adequately captured the measured BVI noise trends. Flight path management effectively constrained the rotor inflow during a converting approach and thus limited the strength of BVI noise. The maximum deceleration was also constrained by controlling the nacelle tilt-rate during conversion. By applying these constraints, low BVI noise approaches that take into account the first-order effects of deceleration on the acoustics were systematically designed and compared to a baseline approach profile. The low-noise approaches yielded substantial noise reduction benefits on a hemisphere surrounding the aircraft and on a ground plane below the aircraft’s trajectory.
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## Nomenclature

- $a$: Airfoil lift curve slope, rad$^{-1}$
- $a$: Neural network output
- $a_0$: Speed of sound in air, ft/s ($a_0 = 1,110$ ft/s)
- $A$: Rotor disk area, ft$^2$ ($A = \pi R^2$)
- $b$: Neural network bias
- $c$: Blade chord, ft
- $c_{do}$: Airfoil profile drag coefficient
- $c_{ref}$: Reference blade chord, ft
- $C_D$: Total airframe drag coefficient
- $C_{D, base}$: Baseline airframe drag coefficient
- $C_{D|\delta e}$: Airframe drag coefficient correction due to elevator deflection
- $C_{D|\delta f}$: Airframe drag coefficient correction due to wing flap deflection
- $C_{D|iN}$: Airframe drag coefficient correction due to nacelle tilt
- $C_H$: Individual rotor H-force coefficient
- $C_L$: Total airframe lift coefficient
- $C_{L, base}$: Baseline airframe lift coefficient
- $C_{L|\delta e}$: Airframe lift coefficient correction due to elevator deflection
- $C_{L|\delta f}$: Airframe lift coefficient correction due to wing flap deflection
- $C_{L|iN}$: Airframe lift coefficient correction due to nacelle tilt
$C_M$  Total airframe moment coefficient

$C_T$  Individual rotor thrust coefficient

$dD$  Blade element drag, lb/ft

$df$  Blade element force, lb/ft

$dL$  Blade element lift, lb/ft

$dM_A$  Elemental rotor aerodynamic moment, ft lb

$dr$  Elemental radius, ft

$dx$  Elemental position along blade, ft ($dx = dr/R$)

$d\tau$  Distance between acoustic source and observer at emission time, ft

$D_{airframe}$  Total drag of airframe, lb

$E$  Beddoes induced inflow constant, rad ($E = \chi/2$)

$g$  Gravitational constant, $= 32.2 \text{ ft/s}^2$

$h$  Altitude, ft

$h_{\text{ref}}$  Reference altitude, ft

$h_{\text{rotor}}$  Distance between aircraft center-of-gravity and hub in z-body axis, ft

$i, j, k$  Unit vectors

$I_b$  Blade flapping moment of inertia, slug ft$^2$

$I_{xx}, I_{yy}, I_{zz}$  Mass moment of inertia about x, y, and z body-axis, slug ft$^2$

$I_{xz}$  Product of inertia about x- and z-body axes, slug ft$^2$

$i_N$  Nacelle tilt, rad ($0^\circ = \text{airplane mode and } 90^\circ = \text{helicopter mode}$)

$K$  Flapping restraint stiffness, lb ft/rad

$l_{\text{rotor}}$  Distance between aircraft center-of-gravity and hub in x-body axis, ft

$L_{\text{airframe}}$  Total lift of airframe, lb
<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$M$</td>
<td>Pitching moment about y body-axis, lb ft</td>
</tr>
<tr>
<td>$M_A$</td>
<td>Rotor aerodynamic pitching moment about the hub, ft lb</td>
</tr>
<tr>
<td>$M_{airframe}$</td>
<td>Pitching moment due to airframe about the y body-axis, ft lb</td>
</tr>
<tr>
<td>$M_{AT}$</td>
<td>Advancing tip Mach number</td>
</tr>
<tr>
<td>$M_{rotor}$</td>
<td>Individual rotor moment about the y body-axis, ft lb</td>
</tr>
<tr>
<td>$M_{TR}$</td>
<td>Trace Mach number</td>
</tr>
<tr>
<td>$M_x, M_z$</td>
<td>Horizontal and vertical aircraft Mach number in earth-fixed coordinates</td>
</tr>
<tr>
<td>$N$</td>
<td>Number of data points in neural network</td>
</tr>
<tr>
<td>$N_b$</td>
<td>Number of blades</td>
</tr>
<tr>
<td>$p_n$</td>
<td>n-th neural network input</td>
</tr>
<tr>
<td>$p, q, r$</td>
<td>Angular velocity components in the x, y, and z body-axis, rad/s</td>
</tr>
<tr>
<td>$R$</td>
<td>Blade radius, ft</td>
</tr>
<tr>
<td>$S_{ref}$</td>
<td>Reference wing area, ft$^2$</td>
</tr>
<tr>
<td>$r_{mic}$</td>
<td>Distance between microphone and acoustic source at observer time, ft</td>
</tr>
<tr>
<td>$r_p$</td>
<td>Radial location of point $p$ on a blade, ft</td>
</tr>
<tr>
<td>$t$</td>
<td>Time, sec.</td>
</tr>
<tr>
<td>$t$</td>
<td>Neural network target output</td>
</tr>
<tr>
<td>$u, v, w$</td>
<td>Freestream velocity components in the x, y, and z body-axis, ft/s</td>
</tr>
<tr>
<td>$U_p, U_T, U_R$</td>
<td>Perpendicular, tangential and radial blade velocities, ft/s</td>
</tr>
<tr>
<td>$U_x, U_y, U_z$</td>
<td>Blade velocity components in rotating frame, ft/s</td>
</tr>
<tr>
<td>$V$</td>
<td>Airspeed, ft/s</td>
</tr>
<tr>
<td>$V_x, V_z$</td>
<td>Horizontal and vertical aircraft velocity in earth-fixed coordinates, ft/s</td>
</tr>
<tr>
<td>$V_{blade}$</td>
<td>Total velocity vector at blade in arbitrary coordinate system, ft/s</td>
</tr>
</tbody>
</table>
\( \mathbf{V}_\infty \) Freestream component of velocity vector at blade, ft/s

\( \mathbf{V}_\beta \) Flapping component of velocity vector at blade, ft/s

\( \mathbf{V}_{vi} \) Induced inflow component of velocity vector at blade, ft/s

\( W \) Gross weight, lb

\( x \) Position along blade, ft \((x = r/R)\)

\( x, y, z_{\text{mic}} \) Acoustic source location w.r.t. observer in Cartesian coordinates, ft

\( X, Y, Z_{\text{airframe}} \) Aerodynamic forces due to airframe in the x, y, and z body-axis, lb

\( X, Y, Z_{\text{hemisphere}} \) Noise hemisphere Cartesian coordinates, ft

\( X, Y, Z_{\text{rotor}} \) Individual rotor force components in the x, y, and z body-axis, lb

\( \alpha_f \) Fuselage angle-of-attack, rad

\( \alpha_{\text{blade}} \) Blade angle-of-attack, rad

\( \alpha_{f,\text{stall}} \) Fuselage stall angle-of-attack, rad

\( \beta \) Blade flapping angle, rad

\( \beta_0 \) Rotor coning angle, rad

\( \beta_F \) Fuselage sideslip angle, rad

\( \beta_{1c} \) Longitudinal flapping coefficient, rad

\( \beta_{1s} \) Lateral flapping coefficient, rad

\( \beta_p \) Rotor pre-cone angle, rad

\( \chi \) Wake skew angle, rad

\( \delta_e \) Elevator deflection, deg. (positive down)

\( \delta_f \) Wing flap deflection, deg. (positive down)
<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\delta$</td>
<td>Pitch-flap coupling, rad</td>
</tr>
<tr>
<td>$\phi$</td>
<td>Inflow angle, rad</td>
</tr>
<tr>
<td>$\phi_F$</td>
<td>Fuselage roll angle, rad</td>
</tr>
<tr>
<td>$\phi_{mic}$</td>
<td>Lateral noise hemisphere elevation, rad</td>
</tr>
<tr>
<td>$\gamma$</td>
<td>Flight path angle, rad (positive in climb)</td>
</tr>
<tr>
<td>$\gamma_b$</td>
<td>Lock number ($\gamma = \rho acR^4/I_b$)</td>
</tr>
<tr>
<td>$\lambda$</td>
<td>Total inflow (positive up through the rotor)</td>
</tr>
<tr>
<td>$\bar{\lambda}$</td>
<td>Average inflow (positive up through the rotor)</td>
</tr>
<tr>
<td>$\lambda_0$</td>
<td>Uniform inflow (positive up through the rotor)</td>
</tr>
<tr>
<td>$\lambda_i$</td>
<td>Induced inflow (positive up through the rotor)</td>
</tr>
<tr>
<td>$\mu$</td>
<td>Advance ratio ($\mu = V/\Omega R$)</td>
</tr>
<tr>
<td>$\mu_x$</td>
<td>Advance ratio parallel to TPP ($\mu_x = V\cos\alpha_{TPP}/\Omega R$)</td>
</tr>
<tr>
<td>$\mu_z$</td>
<td>Advance ratio perpendicular to TPP ($\mu_z = V\sin\alpha_{TPP}/\Omega R$)</td>
</tr>
<tr>
<td>$v_i$</td>
<td>Induced inflow velocity, ft/s (positive up through the rotor)</td>
</tr>
<tr>
<td>$v_\beta$</td>
<td>Rotor flapping frequency, rad/sec</td>
</tr>
<tr>
<td>$\theta$</td>
<td>Fuselage pitch angle, rad (positive nose up from horizon)</td>
</tr>
<tr>
<td>$\theta_{blade}$</td>
<td>Blade pitch angle, rad</td>
</tr>
<tr>
<td>$\theta_{cylindrical}$</td>
<td>Hemisphere cylindrical elevation, rad</td>
</tr>
<tr>
<td>$\theta_{mic}$</td>
<td>Longitudinal noise hemisphere elevation, rad</td>
</tr>
<tr>
<td>$\theta_\theta$</td>
<td>Rotor collective angle, rad</td>
</tr>
<tr>
<td>$\theta_{1c}$</td>
<td>Rotor lateral cyclic coefficient, rad</td>
</tr>
</tbody>
</table>
\( \theta_{tc} \) Rotor longitudinal cyclic coefficient, rad

\( \theta_{TW} \) Blade twist, rad/ft

\( \dot{\theta}_{\text{hub}} \) Total rotor pitch rate, rad/s (\( \dot{\theta}_{\text{hub}} = \dot{\theta} + \frac{d i}{N / d t} \))

\( \rho \) Sea level standard air density, slug/ft\(^3\)

\( \tau \) Retarded (or emission) time, sec

\( \psi \) Blade azimuth angle, rad

\( \psi_H \) Hemisphere azimuth angle, rad

\( \Phi_H \) Hemisphere elevation angle, rad

\( \Omega \) Rotational velocity of the rotor, ft/s

\( \dot{x} \) Time derivative of \( x \)

**Abbreviations**

AGL Above Ground Level

ART Acoustic Repropagation Technique

ATB Advanced Technology Blades

BET Blade Element Theory

BVI Blade-Vortex Interaction

CAMRAD Comprehensive Analytical Model of Rotorcraft Aerodynamics and Dynamics

CFD Computational Fluid Dynamics

DATCOM Data Compendium
<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>DNW</td>
<td>Duits-Nederlandse Windtunnel</td>
</tr>
<tr>
<td>FAA</td>
<td>Federal Aviation Administration</td>
</tr>
<tr>
<td>FWD</td>
<td>Forward</td>
</tr>
<tr>
<td>GTRS</td>
<td>Generic TiltRotor Simulation</td>
</tr>
<tr>
<td>HAI</td>
<td>Helicopter Association International</td>
</tr>
<tr>
<td>HHC</td>
<td>Higher Harmonic Control</td>
</tr>
<tr>
<td>HNM</td>
<td>Heliport Noise Model</td>
</tr>
<tr>
<td>HP</td>
<td>Hub Plane</td>
</tr>
<tr>
<td>HSI</td>
<td>High-Speed Impulsive</td>
</tr>
<tr>
<td>IBC</td>
<td>Individual Blade Control</td>
</tr>
<tr>
<td>IFR</td>
<td>Instrument Flight Rules</td>
</tr>
<tr>
<td>IRAP</td>
<td>In-Flight Rotorcraft Acoustic Program</td>
</tr>
<tr>
<td>IW</td>
<td>Input Weight</td>
</tr>
<tr>
<td>LaRC</td>
<td>Langley Research Center</td>
</tr>
<tr>
<td>LW</td>
<td>Layer Weight</td>
</tr>
<tr>
<td>MIC</td>
<td>Microphone</td>
</tr>
<tr>
<td>MSE</td>
<td>Mean Square Error</td>
</tr>
<tr>
<td>NASA</td>
<td>National Aeronautics and Space Administration</td>
</tr>
<tr>
<td>OASPL</td>
<td>Overall Sound Pressure Level</td>
</tr>
<tr>
<td>PE</td>
<td>Processing Element</td>
</tr>
<tr>
<td>Q-SAM</td>
<td>Quasi-Static Acoustic Modeling</td>
</tr>
<tr>
<td>QTR</td>
<td>Quad TiltRotor</td>
</tr>
<tr>
<td>RIA</td>
<td>Runway Independent Aircraft</td>
</tr>
<tr>
<td>Abbreviation</td>
<td>Description</td>
</tr>
<tr>
<td>--------------</td>
<td>------------------------------------------------</td>
</tr>
<tr>
<td>RNM</td>
<td>Rotorcraft Noise Model</td>
</tr>
<tr>
<td>ROD</td>
<td>Rate of Descent</td>
</tr>
<tr>
<td>RPM</td>
<td>Rotation Per Minute</td>
</tr>
<tr>
<td>RTA</td>
<td>Rotor Test Apparatus</td>
</tr>
<tr>
<td>SEL</td>
<td>Sound Exposure Level</td>
</tr>
<tr>
<td>SH(CT)</td>
<td>Short-Haul (Civil Tiltrotor)</td>
</tr>
<tr>
<td>SPL</td>
<td>Sound Pressure Level</td>
</tr>
<tr>
<td>TPP</td>
<td>Tip-Path-Plane</td>
</tr>
<tr>
<td>TRAC</td>
<td>TiltRotor Aeroacoustic Code</td>
</tr>
<tr>
<td>TRAM</td>
<td>Tilt Rotor Aeroacoustic Model</td>
</tr>
<tr>
<td>TRRA</td>
<td>TiltRotor Research Aircraft</td>
</tr>
<tr>
<td>VMS</td>
<td>Vertical Motion Simulator</td>
</tr>
<tr>
<td>V/STOL</td>
<td>Vertical or Short Takeoff and Landing</td>
</tr>
<tr>
<td>VTOL</td>
<td>Vertical Takeoff and Landing</td>
</tr>
<tr>
<td>UAV</td>
<td>Unmanned Aerial Vehicle</td>
</tr>
<tr>
<td>USAF</td>
<td>United States Air Force</td>
</tr>
</tbody>
</table>
Chapter 1

Introduction

This chapter does not only provide a roadmap for the Dissertation, but also serves as the foundation upon which this work has been built. A brief introduction to the tiltrotor aircraft is first presented, followed by a clear problem statement and a short exposition of the history of tiltrotor aircraft. A concise introduction to the particularities of tiltrotor external noise is then presented, followed by an extensive review of the literature pertinent to this work. Finally, the main research objectives are introduced and a brief outline of the Dissertation is presented.

1.1 Background

Tiltrotors are a unique type of aircraft that combine the main advantages of rotorcraft and fixed-wing vehicles. They can hover, takeoff, and land vertically as well as cruise at high-speed and fly long distances. This aircraft is truly a mix between a helicopter and an airplane. Large proprotors (highly twisted rotors) are mounted on wing-tip nacelles that are rotated to achieve the conversion between helicopter mode and airplane mode.
helicopter mode, the nacelles are vertical and the aircraft operates as a side-by-side helicopter, whereas in airplane mode the nacelles are horizontal and the aircraft then functions as a fixed-wing turboprop airplane. The tiltrotor can perform the conversion while in-flight, within a range of different airspeeds. Figure 1.1 shows the V-22 Osprey in the airplane, conversion, and helicopter modes. The nacelle tilt is 0° in airplane mode and 90° in helicopter mode. Note that because of the large size of the proprotors, the vehicle cannot land in airplane mode, as the rotors would strike the ground.

Figure 1.1. V-22 Osprey in airplane, conversion and helicopter modes (from Ref. 1).

Since the aircraft must fulfill the extreme requirements of two very different modes of flight, the rotors are sized with compromise in mind. The rotors are smaller than would be desired in helicopter mode – causing higher hover power required, higher downwash velocities, and poor autorotation capabilities – and are larger than required for airplane mode flight, thus causing decreased propulsive efficiency and a higher gust sensitivity. In addition, the aircraft has a variable RPM capability for the two different modes of flight. The RPM is set to 589 rotations-per-minute at nacelle tilts above 60°, and 517 rotations-per-minute at lower nacelle tilts. This reduction of the RPM in airplane mode flight improves the rotor performance in cruise.
The unique capabilities of the tiltrotor make it suitable for many different missions both, civil and military. In civil service, the tiltrotor is envisioned as a solution to the imminent problem of air transport gridlock. Indeed, short-haul aircraft operations account for approximately 40-percent of the total aircraft operations at hub airports although they are responsible for only 20-percent of the passenger transport (Ref. 2). It is therefore believed that Runway Independent Aircraft (RIA), in particular tiltrotors, could be used to alleviate congestion at hub airports by simultaneously operating on stub runways, on helipads or from smaller regional airports. In military service, tiltrotors have the potential to fulfill many different types of scenarios that range from special warfare to transport and even to intelligence gathering missions.

1.1.1 Problem Statement

One of the main obstacles to the acceptance of tiltrotors as either a commercial or military aircraft is the high level of externally radiated noise associated with rotorcraft. This issue could become a determining factor for the viability of commercial tiltrotors since one of their key selling points is their ability to operate from regional airports, which are much closer to noise sensitive residential areas than major airports. Fortunately, tiltrotors spend most of their flight time in cruise, where they operate at higher altitudes in airplane mode and radiate relatively low levels of noise to the ground, a characteristic typical of conventional turboprop airplanes. The takeoff phase (climb in helicopter mode) has also been identified by previous research as a rather quiet segment (Refs. 3-6).
In terms of noise, the critical portion of flight for tiltrotors is the approach phase. During this segment, the aircraft is susceptible to experiencing a phenomenon known as Blade-Vortex Interaction (BVI), which leads to BVI noise (see section 1.1.3). Since BVI occurs mostly during descent (or sometimes during maneuvering flight), BVI noise is usually produced at fairly low altitudes, within the terminal area and close to neighboring communities. Consequently, for years BVI noise has been at the center of many noise reduction efforts for conventional helicopters. Some researchers have also identified thickness noise as a possible high noise mechanism for a tiltrotor during an approach procedure. Indeed, an extreme case of thickness noise called High-Speed Impulsive noise (HSI) can potentially set the level of annoyance during flight conditions where BVI is not prevalent. A deeper understanding of tiltrotor approach noise and systematic flight procedures for noise abatement approaches are key to the successful integration of tiltrotors in the commercial air system.

1.1.2 Tiltrotor History

The advent of the airplane fulfilled the dream of human flight only to a certain extent. Airplanes need at least a strip of grass to takeoff and to land. Also, airplanes cannot hover over a fixed point like a hummingbird can. When helicopters were first flown successfully it seemed the problem was solved: humans achieved the capability to hover, and to takeoff and land vertically. However, obvious limitations were soon discovered. Due to their basic nature, helicopters are far more limited than airplanes in terms of forward flight speed, range, and endurance. Thus, a new type of vehicle was envisioned, one that could consolidate the capabilities of both fixed-wing and rotary-wing vehicles.
Such aircraft are known as V/STOL vehicles (Vertical or Short Takeoff and Landing), or in their purest form, VTOL (Vertical Takeoff and Landing). The many different concepts for V/STOL aircraft imagined by engineers and inventors were illustrated by the McDonnell Aircraft Company in the 1960s and subsequently modified (see Figure 1.2). This illustration is sometimes dubbed the “Wheel of Misfortune.” Because of its low disk loading (compared with other V/STOL vehicles), the tiltrotor appeared to be one of the most promising designs.
Figure 1.2. Wheel of V/STOL aircraft and propulsion concepts (from Ref. 7).

One of the first aircraft to be configured similarly to a modern tiltrotor is the Berliner tilt-propeller aircraft of the early 1920’s. It was a side-by-side helicopter that could tilt its propellers forward from the horizontal. However, the vehicle could not fully operate in pure airplane mode since its propellers could not be tilted completely forward.
Between the 1930s and the late 1940s, many tiltrotor designs, or convertiplanes had been on the drawing boards in the United States, Great Britain, and Germany. One of the first true tiltrotors is the Transcendental Model 1-G that first flew in 1954 and made many successful flights before crashing in 1955 (Ref. 8). The aircraft came within ten degrees of achieving a full conversion to airplane mode.

The first truly successful tiltrotor aircraft was the XV-3, or Bell Model 200. In 1959, the XV-3 was the first tiltrotor to achieve a full conversion from helicopter mode to airplane mode. The XV-3 accumulated a total of 125 hours of flight tests, including 110 full conversions between 1955 and 1968 (Ref. 8). However, the state of technology in the fifties and sixties did not allow the aircraft to achieve the predicted performance in either mode of flight. Also, the aeroelastic instability caused by the rotor/pylon/wing system was not yet fully understood. Despite those limitations, the safe and successful conversions of the XV-3 secured a place for the tiltrotor in the future of manned atmospheric flight.

A continued interest in V/STOL vehicles led to the design and development of the XV-15 TRRA (Tilt Rotor Research Aircraft). In 1977, the XV-15 made the first flight of what was to become its long life of research service. Over the years, the two aircraft (tail numbers N702NA and N703NA) have accumulated over eight hundred flight hours, and over fifty hours of full-scale testing in the NASA Ames 40-by-80 feet wind tunnel. The last operational XV-15, tail number N703NA, was finally retired and donated to the
National Air and Space Museum in the fall of 2003 and is on display at the new Udvar-Hazy Center in Dulles, Virginia.

Figure 1.3. The XV-15 tiltrotor arriving at the National Air and Space Museum’s Udvar-Hazy Center (from Ref. 9).

The JVX program, later named the V-22 Osprey, was set underway in 1981 using the XV-15 as a proof-of-concept. Although the program experienced several setbacks the aircraft made its first flight in 1989, and the first production V-22 was delivered to the U.S. Marine Corps in 1999. After two fatal crashes, the operational testing of the V-22 by the Marines was stopped, but it resumed after a Blue Ribbon Panel advised that it could proceed with caution. Many aircraft are now taking part in an aggressive flight test program aimed at exploring the entire flight envelope of the V-22.
Another tiltrotor aircraft that has flown for many years is Bell Helicopter’s 7/8-scale Eagle Eye UAV (Unmanned Aerial Vehicle) that first flew in 1993. The US Coast Guard recently selected the aircraft for the Integrated Deepwater System contract, with deliveries scheduled to begin in 2006.

Figure 1.4. Bell Helicopter’s 7/8-scale Eagle Eye UAV (from Ref. 10).

Because tiltrotors can potentially reduce air traffic gridlock, they are envisioned as an effective commodity on the civil market. In 1994, Bell initiated a program for the vehicle now known as the Bell-Agusta Model 609. The aircraft achieved its first flight in March of 2003 (see Figure 1.5 below).
Another project that has recently attracted considerable attention is the Bell QTR (Quad-TiltRotor). This huge aircraft is based on the V-22 but is designed to carry well over 100,000 pounds and has four tilting rotors (two on a front wing and two on a rear wing).

The future of tiltrotor aircraft seems to be in better shape today than ever before, with many simultaneous projects in the industry. Other advanced concepts, such as tiltrotors with variable diameter rotors or stop-fold rotors are under consideration. Most experts agree that tiltrotors have their place both on the battlefield and in commercial airports. However, many obstacles still prevent a wider use of tiltrotors. Technological and operational challenges have not been fully investigated or resolved. And, one of the most
important challenges is to reduce noise levels emitted by the vehicle during an approach to land.

1.1.3 Introduction to Tiltrotor Noise

Noise sources present on a rotorcraft in flight are generally categorized as follows: impulsive noise, harmonic loading noise, broadband noise, engine noise, and gearbox noise. When it occurs impulsive noise is by far the loudest and most annoying type of noise. Note that a tiltrotor does not require a tail rotor to provide anti-torque, a fact that readily eliminates an important source of harmonic noise on conventional helicopters. This research will focus on reducing tiltrotor impulsive noise during an approach, in particular BVI noise. Thickness noise will also be discussed in relation to flight regimes where it dominates the noise spectrum. For a tiltrotor in hovering or near-hovering flight, noise is also generated due to a fountain flow effect that is caused by re-circulating flow deflected upwards by the wing and back through the rotors. However, hover noise will not be considered in this Dissertation.

Blade-Vortex Interaction (BVI) Noise

During the descent phase, the aircraft experiences a widely known phenomenon called BVI noise. BVI noise is caused when one or more of the rotating blades encounter a tip vortex shed by a preceding blade and large impulsive loads are induced onto the surface of the blade thus causing rapid changes in blade surface pressures, which ultimately leads
to large acoustic pressures. BVI produces a very loud popping or slapping sound that contains a lot of acoustic energy and radiates efficiently to the acoustic far-field.

Different techniques have been devised and tested in order to reduce BVI noise. These techniques can be grouped into three general categories that deal with the strength and the size of the shed vortices, the response of the blade to the shed vortices and finally, the distance between the shed vortices and the rotor blades at the time of the interaction.

In the first category, some methods have been field-proven (reducing disk loading, reducing tip speed, and modifying the design of the blade tip shape) and some methods, although effective in various experiments, are still in the research phase (Higher-Harmonic Control (HHC), Individual Blade Control (IBC), blade tip air mass injection and blade sub-wing).

In the second category, passive methods (airfoil design and leading-edge design) have been implemented with a certain degree of success, while active methods (active flap and fluidic control) are still being investigated.

The last category, which is the focus of this research, deals with what is commonly known as *miss-distance*. Miss-distance is defined as the perpendicular distance between the vortex core and the rotor blade at the time of the interaction. It is known that the larger the miss-distance, the lesser the strength of the blade-vortex interaction or even the likelihood of occurrence of a significant interaction. Methods that have been investigated
to increase the miss-distance are Higher-Harmonic Control, Individual Blade Control and active flaps. However, this research will focus on using trajectory and configuration controls to increase miss-distance and thus reduce BVI noise. These two noise reduction methods involve piloting techniques and are mainly known as flight path management procedures. As this Dissertation will show, a tiltrotor aircraft has a variety of different controls that allow it to benefit from a broader range of trajectory and configuration controls than a conventional, single main rotor/tail rotor helicopter.

In terms of BVI noise, there are two main differences between a conventional helicopter and a tiltrotor. The first and most obvious difference is the unique configuration of the tiltrotor: its wing can offload the rotors in forward flight, causing a change in the rotor operating condition that leads to different noise characteristics. Therefore, the pitch angle of the fuselage plays a very important role in determining the acoustics of a tiltrotor, whereas the fuselage pitch of a conventional helicopter plays a lesser role. In addition, the ability to incline the rotors in a wide range of angles can significantly alter the BVI geometry and resulting noise strength.

The second main difference between a tiltrotor and a helicopter’s BVI noise characteristics is due to the high twist of the tiltrotor’s blades that can cause the tip of the blades to become negatively loaded in helicopter mode forward flight. As a result, this generates a secondary vortex (inboard of the tip) that changes the BVI noise directivity and strength.
**Thickness Noise and High-Speed Impulsive Noise (HSI)**

Thickness noise is caused by the thickness of a blade and how it displaces a volume of air as it moves through the medium. As velocity increases, a shock pocket forms on the blade that eventually extends past the tip of the blade. This phenomenon, called *delocalization*, results in a drastic increase in the impulsive noise strength since it causes the shock to be efficiently radiated to the far-field. When delocalization occurs thickness noise is referred to as High-Speed Impulsive (HSI) noise. HSI noise rapidly increases with respect to the advancing tip Mach number and as such is usually considered a problem in high-speed forward flight, not in descent. The maximum noise level directivity is forward and in the plane of the rotor. For a conventional helicopter, this often means that noise is propagated towards the horizon and eventually absorbed by the atmosphere before it is perceived on the ground. Common methods to reduce thickness noise are to decrease the thickness of the blades and to reduce the tip speed of the rotor. Since today’s new generation of helicopters operate at lower tip speeds, HSI noise is much less likely to occur in typical commercial operations. However, tiltrotors have high tip speeds and fairly thick blades because of the compromise made between airplane and helicopter modes of flight. Furthermore, in a descent a tiltrotor can operate at fairly high airspeeds in conversion mode, which can cause the rotors’ in-plane directivity to be pointed towards the ground. This makes thickness noise during a descent a potentially more important issue for a tiltrotor than for a conventional helicopter (see section 1.2.2). Although this research will mainly focus on avoiding strong BVI noise, the analysis of the final noise abatement approach profiles developed herein will discuss both BVI noise and thickness noise.
1.2 Survey of Tiltrotor Acoustics Research

1.2.1 Tiltrotor Acoustic Reviews and Tiltrotor Noise Reduction

The acoustic characteristics of tiltrotors and the potential for noise reduction through flight path control are first addressed in 1971 (Refs. 3, 12-14). As the XV-15 emerged so did more opportunities to characterize tiltrotor noise. Limited estimates of anticipated noise footprints can be found in the Tilt Rotor Research Aircraft Familiarization Document (Ref. 15) as well as a more extensive discussion of tiltrotor acoustics in Ref. 16. Limited results are presented for hover noise trends with respect to tip speed and some approach and departure ground noise contours are shown. A paper by George et al. (Ref. 5) gives a good summary of previous tiltrotor acoustic studies and clearly identifies the main factors that influence tiltrotor acoustics. It also reinforces the notion that the tiltrotor has a unique potential for noise reduction techniques. George acknowledges that more research is necessary in terms of theoretical analysis and acoustical flight tests. The paper identifies the descent phase as the most problematic acoustic phase for tiltrotors and states that the way the aircraft is flown through the conversion corridor (from airplane mode to helicopter mode) is critical to noise ground exposure levels. A paper by Huston and Golub also presents some noise considerations for tiltrotors (Ref. 17). A presentation by Maisel gives an account of all existing XV-15 acoustics data up to 1991 and again emphasizes the importance and potential of flight trajectory management in terms of tiltrotor noise reduction (Ref. 18). A presentation by Cox highlights the tiltrotor’s low cruising flight noise and states that delaying the conversion from airplane
mode to helicopter mode during approach can reduce noise contour areas by thirty percent (Ref. 19). A summary of a tiltrotor aircraft noise workshop held in 1991 is presented in (Ref. 20). Many areas of future research are identified at this meeting, such as: understanding and prediction capability of tiltrotor BVI noise, simulation models for trajectory management efforts, instrumented small-scale models for blade airloads and a more extensive noise measurement database for existing tiltrotors. In terms of tiltrotor noise metrics, Sternfeld et al. presents the results of a subjective noise test where participants rated the annoyance level of simulated tiltrotor sounds (Ref. 21). It was found that combining A-weighted and overall sound pressure levels resulted in better agreement than using A-weighted sound pressure level alone. The NASA Short Haul (Civil Tiltrotor) program, SH(CT), contained objectives pertaining to noise reduction for tiltrotors. An outline of the acoustic elements of the program is found in (Ref. 22). For information on tiltrotor interior noise and structural acoustics, which are not discussed in this Dissertation, see Refs. 23-25.

1.2.2 Tiltrotor Acoustic Flight Tests

In 1981, outdoor hover flight tests were performed on the XV-15, providing an opportunity for tiltrotor hover noise characterization (Ref. 26). The main goal of this test was to establish the horizontal noise directivity of the aircraft in hover. This study was followed by limited level-flight experiments in 1982 and then more extensive flight tests in 1986 (Ref. 4). The later results were the first to confirm that nacelle tilt combined with flight path management had the potential to lead to significant noise alleviation benefits. A paper by Edwards gives the results of a 1988 flight test of the XV-15 and once again
emphasizes the possibility for significant noise reduction through careful nacelle tilt versus airspeed schedules (Ref. 6). The paper identifies regions of minimum, moderate and maximum noise within the XV-15’s flight envelope as well as assesses the noise characteristics of “mid-envelope” and “upper envelope” transitions, with mid-envelope transitions performed at slower airspeeds, see Figure 1.6.

This paper also presents noise contours measured for two different takeoff and approach profiles using a large area microphone array. This provided an initial assessment of the tiltrotors’ actual potential for noise abatement flight profiles (also see Refs. 27 & 28). It was shown that by instructing the pilots to begin the airplane-to-helicopter mode at a slower airspeed, the ground contour areas exposed to higher levels of noise was reduced somewhat. In 1990, an XV-15 hover test was conducted at Moffett field in California. The results are presented in Refs. 29-31. A paper by Santa Maria discusses the results of
a 1991 flight test of the XV-15, with Advanced Technology Blades (ATB) (Ref. 32). The results from this test were compared to the results from the 1988 test to investigate the effect of the new blades but no apparent acoustic advantages were found. These flight tests paved the way for the most recent series of flight tests, which were carried out in 1995 (Refs. 33 & 34), 1997 (Refs. 35 & 36) and 1999 (Ref. 37). The following section details these flight tests.

NASA/Army/Bell XV-15 Tiltrotor Low Noise Terminal Area Operations Flight Research Program

This series of XV-15 acoustics flight tests had the following objectives (Ref. 35):

- “1995: Define broad characteristics of tiltrotor approach noise at a matrix of operating conditions, provide high-quality dataset for tiltrotor acoustic prediction model validation, and perform a limited set of approaches for preliminary review.”
- “1997: Demonstrate approach profiles incorporating Instrument Flight Rule (IFR) handling qualities constraints and tradeoffs with sound. Investigate broad range of approach procedures and develop “short list” of promising ones.”
- “1999: Refine the “short list” of approach procedures produced by the previous testing. Fly optimal approaches to develop and demonstrate most practical, quietest flight procedures.”

A paper by Conner et al. summarizes and presents the results from the three phases of the flight research program (Ref. 38). The first flight test examined takeoff, level flight, and approach conditions on the XV-15 and determined that the approach condition was the most critical in terms of noise. The acoustic and performance results from this test are
used in this research to build a performance/acoustic model of the tiltrotor (see Chapters 3 and 4). The 1997 flight test used an improved flight director that allowed better approach repeatability. The test explored five different approach profiles: 3°, 6°, 9° descents and two different 3° to 9° descents. The shallowest approach was found to be one of the quietest while the steepest approach was found to be the loudest. One of the two-segment approaches yielded the least noise out of all the approaches. The most promising approaches from the 1997 test were refined for testing in the 1999 trials. Some approach profiles developed from the Rotorcraft Noise Model (RNM) were also tested in 1999 (see Ref. 39). All approaches were flown IFR using the flight director and more emphasis was placed on handling characteristics and pilot workload. During this test the use of high flap deflections (75°) was shown to improve handling qualities during steep approaches. One of the 3° to 9° segmented approaches was, again, the quietest approach. It was suggested that the nacelle tilt had to be maintained at a low angle for as long as possible as the helicopter mode of flight is generally the loudest. It was also concluded that the approach profile had to be tailored to the specifics of the landing site since ground noise exposure varied greatly with different profiles. Using the improved flight director, the potential for noise reduction using airspeed/glideslope/nacelle angle scheduling seemed promising but the high pilot workload hinted at fully automated approaches. Six of the approaches from the flight test were further test-flown by nine pilots for handling qualities evaluation at the NASA Ames Vertical Motion Simulator (VMS), (Ref. 40).
An important issue to point out is the methodology that was used in the previous references to design and refine the low-noise approach procedures. For the 1997 test, the approaches were basically designed through trial-and-error, based on the basic knowledge of the aircraft’s acoustic characteristics obtained through the 1995 flight test. As Ref. 38 states: “…a set of 10 initial candidate profiles were developed using a somewhat ad hoc approach based on the phase I results.” For the 1999 test, RNM was used in combination with a commercial optimizer to design approaches that minimize noise at three distinct points on the ground, along the flight track of the tiltrotor. This was an improvement, however RNM uses only steady-state vehicle performance to predict the acoustics associated with a particular decelerating approach. In this Dissertation, a methodology is introduced that takes into account the first-order effects of deceleration to systematically design low-noise approaches that directly reduce the vehicle’s acoustic emission.

**In-Flight Rotorcraft Program Acoustics (IRAP)**

In order to provide validation for upcoming full-scale wind tunnel acoustics tests of the XV-15 rotor, a few flights were performed in 1995 with the XV-15 and a YO-3A airplane flying in close formation (Ref. 41, see Figure 1.7 below).
Two microphones were located on the YO-3A and the aircraft flew in a way as to capture prominent BVI noise. Only helicopter mode flights were performed. In this test, the rotor gimbal angle and the aircraft pitch attitude were measured. The gimbal angle yields the rotor’s flapping angle with respect to the shaft, which allows for an accurate estimate of the rotor tip-path-plane angle. In the test, strong BVI noise was measured at an advance ratio of 0.159 and a tip-path-plane of -2° (nose-up from the incoming freestream velocity). For that case, the acoustic time-history revealed that two BVI pulses were seen for each blade. It was suggested in Ref. 42 that the presence of multiple pulses could be due to portions of the rotor being negatively loaded and creating a twin shed vortex system.
1.2.3 Tiltrotor Acoustic Wind Tunnel Tests

The first actual measurements of tiltrotor noise were conducted in full-scale wind tunnel tests of the XV-15 at the NASA Ames’ 40-by-80 feet facility in 1979 (Ref. 43). The test was performed at a fixed tip Mach number of 0.65 and a fixed airspeed of 80 knots. The nacelle tilt was varied from airplane mode to helicopter mode. It was shown that the nacelle tilt was a major governing parameter in the noise radiation of the aircraft since both the noise levels and the noise characteristics changed appreciably with respect to the nacelle tilt. In truth, the tip-path-plane angle that results from the nacelle tilt is in this case the main governing acoustic parameter. The highest levels and most impulsive noise were experienced in helicopter mode.

Fifteen-Percent Scaled JVX Rotor Acoustics Wind Tunnel Tests

From June to August of 1994, an aerodynamic and acoustic test of a fifteen-percent scaled JVX rotor (the precursor to the V-22) was conducted in the NASA Langley 14-by-22 feet wind tunnel (Ref. 44). Because the model had 60º to 95º nacelle tilting capability, it offered a good opportunity to quantify the variation of noise level and directivity with nacelle tilt. In order to match the isolated rotor test conditions to the complete aircraft flight conditions, a trim code was used to determine the specific rotor test conditions. Sixteen microphones were used and positioned on two traversing wings 1.75R below the rotor hub. The test’s major conclusion was that the noise levels were higher for a higher nacelle tilt, which is closer to helicopter mode. However, the authors caution that inferring a simple relationship between nacelle tilt and noise is not possible. Yet, the
paper also suggests that an acoustic benefit is obtained by maintaining a lower nacelle angle for a given flight condition.

Full-Scale Isolated XV-15 Rotor Acoustics Wind Tunnel Tests

The XV-15 rotor system was tested extensively at the 80-by-120 feet wind tunnel at NASA Ames Research Center. For these tests, a single full-scale XV-15 rotor was mounted on NASA’s Rotor Test Apparatus (RTA). The RTA’s angle can be varied from 15 degrees forward to 15 degrees backward (Refs. 45 & 46). This setup was used to determine the baseline BVI noise characteristics of the XV-15 during descent flights. For noise measurement, four microphones were placed on the advancing side and 1.8R below the rotor on a traverse with variable longitudinal placement (Refs. 42 & 47). A fifth microphone was placed in the same relative position as the starboard wing microphone in the IRAP tests (see above, Ref. 41) and a sixth microphone was placed as a mirror image. The rotor was operated at a fixed tip Mach number and thrust coefficient while the tip-path-plane angle and advance ratio were varied. Some of the runs were performed for validation with the IRAP XV-15 tests for which case the Mach number, advance ratio, tip-path-plane angle, and torque coefficient were matched with the in-flight test. Because of the small size of the microphone “array” (created by moving the traverse incrementally) the peak noise level for most BVI conditions was not captured by the traversing microphones. Some results from the tests indicate that the far-field characteristics of the acoustic waveforms do not change much with small changes in tip-path-plane angles, but that the near-field is very sensitive to those small changes. The test also studied, in no great detail, the effects of varying the thrust coefficient.
The measured wind tunnel acoustic data differs significantly from the in-flight data. One of the main problems of the test was that the torque coefficient, rather than the thrust coefficient, was matched between wind tunnel and flight tests Ref. 48. Since the thrust coefficient plays such an important role in BVI noise generation, this parameter must be matched more precisely. The importance of an accurate trim methodology is emphasized in Ref. 46.

A second phase of this program was performed to expand the operating envelope of the previous test and to study noise reduction concepts such as blade-tip subwings and Higher Harmonic Control (HHC), see Ref. 48 & Ref. 49. For this test, the longitudinal traverse was comprised of eight microphones and a ninth microphone was placed in the far-field. In the first part of the test, three noise-reducing techniques were tested: reduction in tip Mach number, blade-tip subwings, and the addition of a fourth blade (Ref. 48). A reduction in the tip Mach number produced a reduction in noise of 4dB at the maximum BVI noise condition. The use of a subwing to diffuse the vortex core actually increased the noise and was detrimental to the performance. Noise reductions were found to be possible by adding a fourth blade when used in conjunction with a lower RPM. In the second part of the test, higher harmonic control was used to reduce BVI noise and vibration levels (Ref. 49). Using HHC, the test showed a reduction of up to 12dB in peak noise levels, mostly for the lower BVI condition. The test results were compared with the TiltRotor Aeroacoustic Code (TRAC) prediction system in Ref. 50, which is discussed in the TRAC section of this chapter.
**Tilt Rotor Aeroacoustic Model (TRAM)**

The TRAM project involves the development and testing of an isolated rotor system and a full-span tiltrotor aircraft, both representing a ¼-scale V-22 Osprey tiltrotor aircraft. A good introduction to the TRAM project is provided in Ref. 51. The two systems work together; the isolated rotor components become part of the full-span model when assembled. The isolated rotor was tested in the Duits-Nederlandse Windtunnel (DNW) and the full-span model was tested at the 80-by-120 feet wind tunnel at NASA Ames. The main objectives of the TRAM project were as follows (Ref. 51):

- “Acquisition of isolated proprotor aeroacoustic data, including rotor airloads.”
- “Acquisition of full-span aeroacoustic data, including airloads to assess aerodynamic interaction effects.”
- “Serve as technology demonstrator for low-noise proprotors.”

The TRAM models incorporate rotor and airframe balances, pressure-instrumented blades, ground adjustable nacelle tilt (airplane mode to helicopter mode) and remote-controlled flaps and elevators. An overview of the data acquired during the TRAM isolated rotor DNW test is presented in Refs. 52 & 53. This test mainly focused on low-speed helicopter mode test conditions with data obtained for varying shaft tilt, advance ratio, tip Mach number, and thrust coefficient. The acoustics results from this test are presented in Ref. 54. One of the test’s goals was to provide TRAC with a more comprehensive experimental data set in order to validate the results. It is important to note that the rotor tip speed of the model was more then ten percent below the tip speed of the XV-15 or V-22 due to model drive shaft dynamic response limits. Therefore, HSI
noise level, as well as thickness and loading noise levels are lower than for the full-scale aircraft.

Thirteen traversing microphones were used and positioned 1.73R below the rotor hub. The test showed that the glideslopes corresponding to maximum BVI noise are larger than for a conventional helicopter, a fact that is clearly due to the higher disk loading of tiltrotors. For this test, the maximum BVI was obtained at a tip-path-plane angle of approximately 11°, but the true maximum may not have been reached. The test also showed that the trends remain the same for higher thrust coefficient but, as expected, the glideslopes corresponding to maximum BVI noise become even larger for larger thrust coefficients. It was also shown that BVI noise levels increase with an increasing advance ratio, and that the noise contours also change drastically with an increasing advance ratio, thus indicating a possible change in the BVI interaction geometry. The results for changes in thrust were also as expected: as the thrust increases, the BVI miss-distance increases and the BVI noise levels decrease. The paper suggests that although the vortices become stronger for higher thrust, it is the increase in miss-distance that has a larger effect on the resulting BVI noise levels. The paper also presents an analysis of the effect of thrust when compared at equivalent wake geometry. It was found that BVI noise levels increase with increasing thrust due to the stronger vortices. A paper by Burley et al. compares the test results to the TRAC code predictions and is discussed in the TRAC section of this literature survey (Ref. 55).
In addition to aeroacoustic testing, three-dimensional wake geometry data was obtained in the DNW wind tunnel (Ref. 56). It was observed that at low thrust conditions, the high twist of the rotor caused negative loading at the tip of the blade, which leads to a secondary vortex to be shed inboard of the tip. It was revealed that this secondary vortex rotates in the opposite direction of the main tip vortex. In addition, the pressure-instrumented blades also gave the TRAM model airloads measurement capability (Ref. 57). It was shown that over the rotor disk, the region of negative tip loading decreases as the rotor shaft was tilted forward. This surprising result should be analyzed further, since the blades are usually more negatively loaded at lower angles-of-attack. For a given shaft tilt, an increase in thrust coefficient was demonstrated to reduce the azimuth range of negative tip loading, which is an expected result. For BVI, some results were shown where the blade experiences multiple parallel vortex interactions. Comparisons of the test results and CAMRAD II predictions were presented in Refs. 58 & 59. These papers study in more detail the roll-up process of the wake, which appears to be slower than for helicopters. The full-span TRAM model was first tested in the 80-by-120 feet wind tunnel at Ames in late 2000 (Refs. 60 & 61). The data acquired was used to study performance, wing hover download, rotor-on-wing interactions, and acoustics. A total of twelve microphones were used and positioned on traversing wings below the model. This preliminary test provided limited acoustics data and no complete traverse sweep. No acoustic data from this test was published in the open literature.
1.2.4 Tiltrotor Acoustic Prediction

Most known acoustic prediction methodologies apply to both helicopters and tiltrotors, but as mentioned in section 1.1.3, some important considerations must be taken into account when analyzing the tiltrotor. These factors, coupled with the complexities of predicting the rotor operating condition for a certain flight condition, have lead to a slower development of the acoustic prediction capabilities for tiltrotors. Many prediction methodologies use the WOPWOP code to predict acoustics, but different codes are used to predict the aircraft trim and include the fountain flow effect (Refs. 62-70). All of these references stress the importance of correctly predicting the trim of the aircraft since it determines the rotor operating condition. Because hover noise is not considered in this Dissertation, the reader is directed to the references listed above for further information on that subject and to Refs. 71 & 72 for small-scale aeroacoustics testing of the fountain flow effect.

A 1992 paper by Riley describes a noise prediction methodology based on the FAA’s Heliport Noise Model (HNM), and states that the proper selection of airspeed and nacelle tilt is effective in minimizing tiltrotor noise (Ref. 73). A paper by Boyd gives a good overview of the current state of rotorcraft noise prediction and outlines areas of future research necessary to improve such predictions (Ref. 74). A tiltrotor case study is presented in which results from the 1995 XV-15 acoustic flight test are compared with predictions from the TRAC code (see section below). Boyd stresses the importance of carefully matching aircraft states and rotor operating conditions between the prediction and flight test. In particular, the paper notes that variations in airspeed and fuselage pitch
can have large effects on wing/rotor lift sharing, thus appreciably changing the rotor operating condition. For further information on this subject, refer to chapters 2, 3 and 4 of this Dissertation.

**TiltRotor Aeroacoustic Code (TRAC)**

The TiltRotor Aeroacoustic Code (TRAC) consists of a group of different Computational Fluid Dynamics (CFD) and non-CFD modules that predict performance, aerodynamics, wake structure, and acoustics of tiltrotor aircraft (Ref. 75, see also Ref. 76 where results are compared to the 1994 fifteen-percent JVX rotor wind tunnel test of Ref. 44). The performance of the aircraft is predicted using a modified version of CAMRAD and the acoustics are predicted using a modified version of the WOPWOP code (Ref. 77). The results show that poor agreement is obtained for BVI noise levels on the retreating side while slightly better agreement is found for BVI noise levels on the advancing side. A multiple-vortex predicted wake produced better results and showed that the secondary vortex present in many conditions on the advancing side was on the same order of strength as the tip vortex. It is important to note that the TRAC system is not restricted to tiltrotors and has been used to predict non-tiltrotor associated noise (Ref. 78). In this case, it is used to study the effects of blade shape on helicopter BVI noise. TRAC has also been used to predict surface acoustic pressures because of an interest in interior tiltrotor noise (Ref. 79).

A 1999 paper by Burley et al. describes the initial comparisons of TRAC predictions to isolated rotor TRAM results (Ref. 55). A surprising conclusion of this paper is that peak
BVI levels for a tiltrotor occur at lower rotor angles, or shallower descents, than for helicopters. This contradicts TRAM test results (Ref. 54). The explanation provided in the paper is that negative tip loading causes multiple vortices to shed, and that the strong inboard vortices tend to push the tip vortices up towards the rotor. It is clear that more investigation is needed to clarify these trends. Another conclusion is that multiple vortices cause the peak BVI noise region to spread over a larger range of shaft tilt, a fact that was corroborated in the TRAM test (Ref. 54).

Some results from the 1995 acoustics flight test of the XV-15 (Ref. 33) were compared to TRAC predictions in Ref. 80. Three conditions were analyzed, all with the aircraft in helicopter mode: a level, steady-state flight and two steady-state descents. In most cases, the TRAC results under-predicted the noise levels of the measured data, especially at mid and high frequencies. Flight data from the 1995 test were again compared to TRAC results in 2001 (Ref. 81). Four descent cases were analyzed: three descents of varying glideslope at a 60º nacelle tilt and one “BVI” 9º descent at an 85º nacelle tilt. By examining the flight test acoustic data carefully, the authors point out that thickness noise was the dominant noise source on approach, except for cases where BVI was present. This is an important discovery that will be taken into account in this Dissertation. The ability of TRAC to correctly predict noise for the cases chosen was very limited. It is speculated that differences in rotor/wing lift sharing between the test and the predictions are the main cause of the error. The TRAC code was also compared to the wind tunnel test results of Ref. 48 in Ref. 50. Comparing the TRAC predictions to wind tunnel test data has the advantage of relying on steady, repeatable data and known thrust and tip-
path-plane angle conditions. However, this wind tunnel test has a limited range of shaft tilts. The comparison was made with a high BVI case where thrust coefficient and longitudinal flapping were matched. The newer CAMRAD II was used in place of CAMRAD.Mod1, used in prior TRAC predictions. The majority of predictions were compared to a far-field microphone used during the wind tunnel test. Some accuracy was achieved in predicting the amplitude of the BVI pulse but not in predicting the character of the waveform.

1.2.5 Noise Reduction Through Flight Path Management

Early flight tests aimed at reducing BVI noise (then referred to as blade slap) in conventional helicopters via careful flight operations showed that there were obvious advantages to flight trajectory control (Ref. 82). These early tests showed that the pilot could fly more quietly by carefully avoiding certain regions of the well known “fried-egg plot”, which was constructed through cabin noise measurements and subjective evaluations of the radiated noise by the pilots. The general guidelines obtained during the flight test were expanded and included in the Helicopter Association International’s (HAI) Fly Neighborly Program (Ref. 83). These voluntary flight procedures designed to reduce the community noise exposure are still used by various operators today. More recently, the development of GPS technology has been explored as a means of implementing flight path management strategies (Refs. 84-86). Recent papers have used a quasi-static performance model to show how X-force control and flight path management can be used to reduce BVI noise on conventional helicopters (Refs. 87 &
88) and tiltrotors (Refs. 89 & 90). The progression of the present research is documented in the literature in Refs. 91-93.

1.3 Survey of Tiltrotor Performance Modeling

A fairly limited number of papers that relate to the performance modeling of tiltrotors are available in the open literature. Analyses of rotors that operate at large tip-path-plane angles can be found early in the literature (Refs. 94 & 95). Both of these references use a modified blade-element analysis to model high inflow conditions. Their main difference lies in their choice of axis system, with the second reference being more applicable to a rigid rotor. A performance analysis based on momentum theory for a descending tiltrotor with moderate nacelle tilt angles can be found in Ref. 3. A model aimed at investigating the dynamics of proprotors operating at different nacelle tilts can be found in Refs. 96-98. In these references, a uniform inflow model is judged as supplying the best results with the limited wind-tunnel test data available. Adding torsion and lag degrees of freedom lead to no improvements in the performance correlations.

Bell Helicopter developed the most widely used mathematical simulation tiltrotor model in support of the XV-15 aircraft (Ref. 99). Over the years, this model was expanded and improved and eventually implemented in the NASA Ames Vertical Motion Simulator (VMS), see Refs. 100-103. This model is usually referred to as the Generic Tilt-Rotor Simulation (GTRSIM). Extensive use of XV-15 aerodynamic look-up tables is made in the model. The rotor inflow is assumed to be uniform over the rotor disk.
1.4 Research Objectives

The goal of this research is to develop a broader understanding of tiltrotor approach noise and noise reduction potential. The specific objectives of the research are as follows:

- To develop a combined performance/acoustic model of a tiltrotor for longitudinal terminal area operations.
- To improve the level of understanding of tiltrotor descent noise and its relation to the aircraft’s unique performance capabilities.
- To use measured tiltrotor acoustic flight test data to develop new flight procedures that take advantage of the tiltrotor’s distinctive attributes to reduce approach noise, in particular BVI noise.

These objectives are detailed below.

Developing a Performance/Acoustic Tiltrotor Model

This objective involves developing a performance model that can be tied to the tiltrotor’s acoustic characteristics. In order to emphasize a basic understanding of the fundamentals of tiltrotor approach profiles, a building-block approach is used to develop the performance model. Complexity is added only when required to capture the physical trends of a descending approach. In the same manner, a simple method is first used to obtain a qualitative BVI noise measure for a tiltrotor in a descent as a function of key
aircraft performance parameters. Acoustic flight test data of the XV-15 aircraft is then used to model the complete noise characteristics of the aircraft.

**Improving Tiltrotor Noise Understanding**

The main goal here is to establish a relationship between the performance-state of a tiltrotor and its noise emission characteristics. Basic trend studies are conducted to ascertain BVI noise trends as a function of flight parameters and aircraft configuration. The understanding gained from these trend studies are used to propose basic approach guidelines to reduce noise.

**Developing Low Noise Tiltrotor Approach Profiles**

Using the performance/acoustics tiltrotor model and the basic understanding gained by fulfilling the previous two objectives, specific approach profiles that reduce BVI noise are designed. These approach profiles are designed with practical implementation in mind. The resulting low BVI noise approach procedures are evaluated against a baseline approach profile.

1.5 **Outline of Dissertation**

The importance of the tiltrotor’s approach noise characteristics to its success was emphasized at the beginning of this chapter. A thorough tiltrotor acoustics literature review was given in section 1.2 and highlighted the need for a deeper understanding of
tiltrotor noise and for a systematic methodology for designing low-noise approaches. The remainder of this Dissertation is organized in three main parts: the development of a performance/acoustics tiltrotor model, the design and analysis of low BVI noise approaches, and finally, the conclusions and recommendations.

Chapter 2 presents the derivation and validation of the performance model. Different methodologies for solving the resulting system of equations are discussed and a baseline approach profile is introduced. Chapter 3 introduces the details of the 1995 XV-15 acoustic flight test. Since the results from the test are later used to build an acoustic model, the emphasis is placed on a thorough exposition of the test setup and acoustic and performance measurement methods. The importance of associating the correct aircraft performance parameters with each microphone measurement is highlighted. In Chapter 4, the Quasi-Static Acoustic Modeling (Q-SAM) method is introduced. This method allows a database of steady-state noise predictions or measurements to be mapped to a quasi-static maneuvering flight. A neural network is developed to interpolate the XV-15 acoustic data and tie it to the quasi-static performance model. The network is then used to study the measured noise trends associated with changes in different flight trajectory and aircraft configuration parameters.

Chapter 5 first presents a trend-based analysis that relates an acoustically important performance parameter to the likelihood of strong BVI noise. BVI noise constraints are imposed on the baseline approach by adjusting this performance parameter to match
measured BVI noise trends. Low BVI noise approach profiles are designed and compared to the baseline approach.

Chapter 6 summarizes the results, presents conclusions, and provides suggestions for future research on the topic.
Chapter 2

Quasi-Static Longitudinal Tiltrotor Performance Model

In this chapter, a performance model is developed for a tiltrotor that operates in the longitudinal plane. The goal of the model is to confidently predict performance trends associated with a tiltrotor when a slow decelerating approach maneuver is performed. The predicted performance parameters are subsequently tied to the acoustic characteristics of the aircraft in order to obtain noise predictions for various approach procedures. The performance results are validated in comparison with XV-15 flight test results.

2.1 Quasi-Static Assumption

One of the main assumptions used to derive the performance and acoustic models is that the maneuvers considered in this research can be estimated as quasi-static maneuvers. This implies that during a slow maneuver, the governing force and moment equations are satisfied (including vehicle acceleration) but the effects of unsteady airframe aerodynamics, unsteady rotor aerodynamics, and rotor inflow dynamics are negligible.
For example, between two time steps of a decelerating approach, the inflow through the rotor is assumed to instantaneously achieve the steady-state inflow associated with force and moment balance equilibrium. This assumption implies that the wake system shed from the rotor is that due to a sequence of steady-state like conditions, with the rotor in force and moment equilibrium. The quasi-static assumption restricts the modeling validity to slow accelerations/decelerations, typical of commercial flight operations. In the limit, as acceleration/deceleration approaches zero, steady-state tiltrotor performance and acoustics are modeled. For this Dissertation, maximum decelerations of approximately -0.1 g’s are considered; thought to be small enough for the quasi-static approximation to be valid.

It is also known that the rotor's coning and flapping dynamic response to input are fast (1/4 to 1/2 of a rotor revolution, see Ref. 103), with respect to the force and moment equations. For this reason, dynamic coning and flapping responses have been neglected and the algebraic equations for steady-state coning and flapping angles can be considered separate degrees of freedom from the rigid body equations.

### 2.2 Coordinate Systems

In order to derive the equations that govern the quasi-static longitudinal performance of the tiltrotor, it is useful to employ different coordinate systems. For example, the derivation of blade forces and moments is more easily accomplished in an axis system that rotates and flaps with the blades. However, the derivation of the rigid body
equations is typically carried out in a body-axis system. In this section, the different coordinate systems used in this research are presented as well as some useful coordinate transformation matrices.

2.2.1 Body and Wind-Axis Systems

In flight dynamics work, it is customary to use a coordinate system fixed to the aircraft (body-axis) in order to derive the rigid body equations. The body-axis system is fixed to the center-of-gravity of the tiltrotor with its x-axis pointing through the nose of the vehicle along a chosen reference line and the perpendicular z-axis pointing through the floor. Figure 2.1 shows the longitudinal plane body-axis unit vectors, \( \mathbf{i}_B \) and \( \mathbf{k}_B \). The wind-axis system is oriented with the incoming flow velocity and can be attached to the body or the wing aerodynamic center as shown in Figure 2.1. Its x-axis points in the direction of drag and its z-axis points in the direction of lift. Note that the wind-axis system is undefined in hover where the airspeed is zero. Figure 2.1 also shows the longitudinal plane wind-axis unit vectors, \( \mathbf{i}_W \) and \( \mathbf{k}_W \). Also defined on the figure are the fuselage pitch angle, flight path angle, and nacelle tilt angle. Observe that the flight path angle is shown negative, which corresponds to a descent angle.
2.2.2 Blade Coordinate Axes

Using different axis systems and coordinate transformations often greatly simplify the derivation of blade forces and moments, which can be quite complex. Figure 2.2 shows three rotor coordinate axis systems often used to describe rotor forces and moments. The coordinate system represented by the unit vectors $\mathbf{i}_{NR}$, $\mathbf{j}_{NR}$, and $\mathbf{k}_{NR}$ is aligned with the nacelle axis (shaft axis) and does not rotate with the blades. The unit vectors $\mathbf{i}_R$, $\mathbf{j}_R$, and $\mathbf{k}_R$ correspond to the rotating frame axis system, which rotates about the shaft axis at the same angular velocity as the rotor. Finally, the flapped-axis system is represented by the unit vectors $\mathbf{i}_F$, $\mathbf{j}_F$, and $\mathbf{k}_F$. It is fixed to the blade and follows its rotation through the azimuth angle, $\psi$, and its flapping through the flapping angle, $\beta$, which is a function of $\psi$. 

Figure 2.1. Body and wind-axis systems.
These axis systems are centered at the rotor hub and follow the aircraft motion and configuration changes (tilt of the nacelles).

![Figure 2.2. Blade coordinate axes.](image)

**2.2.3 Rotor Reference Planes**

The main rotor planes used herein are the tip-path-plane and the hub plane. The first harmonic tip-path-plane is used to describe the orientation of the rotor forces in space. It is assumed that the resultant rotor thrust and H-force are respectively perpendicular and parallel to the tip-path-plane. The hub plane is perpendicular to the nacelle axis (shaft...
axis) and is used to define the longitudinal flapping and cyclic of the blade, $\beta_{lc}$ and $\theta_l$.

Figure 2.3 defines the tip-path-plane and the hub plane as well as the rotor coning, rotor flapping, and tip-path-plane angles with the latter being shown negative. Note that the hub plane is formed by the $\mathbf{i}_{NR}$ and $\mathbf{j}_{NR}$ unit vectors of the non-rotating axis system described above in section 2.2.2.

![Figure 2.3. Rotor reference planes.](image)

### 2.2.4 Coordinate Transformation Matrices

The following useful transformation matrices are derived using Figure 2.1 and Figure 2.2. Note that the inverse transformation can be obtained by taking the inverse of the original transformation matrix. The flapping angle, $\beta$, is assumed to be small ($\cos \beta \approx 1$).
1) Non-Rotating Shaft Axis to Body Axis:
\[
\begin{pmatrix}
\mathbf{i}_B
\
\mathbf{j}_B
\
\mathbf{k}_B
\end{pmatrix}
=
\begin{bmatrix}
-sin i_N & 0 & \cos i_N \\
0 & 1 & 0 \\
-cos i_N & 0 & -\sin i_N
\end{bmatrix}
\begin{pmatrix}
\mathbf{i}_B
\
\mathbf{j}_B
\
\mathbf{k}_B
\end{pmatrix}
\] (2.1)

2) Rotating Shaft Axis to Non-Rotating Shaft Axis:
\[
\begin{pmatrix}
\mathbf{i}_{NR}
\
\mathbf{j}_{NR}
\
\mathbf{k}_{NR}
\end{pmatrix}
=
\begin{bmatrix}
\cos \psi & -\sin \psi & 0 \\
\sin \psi & \cos \psi & 0 \\
0 & 0 & 1
\end{bmatrix}
\begin{pmatrix}
\mathbf{i}_R
\
\mathbf{j}_R
\
\mathbf{k}_R
\end{pmatrix}
\] (2.2)

3) Rotor Flapping to Rotating Shaft Axis:
\[
\begin{pmatrix}
\mathbf{i}_R
\
\mathbf{j}_R
\
\mathbf{k}_R
\end{pmatrix}
=
\begin{bmatrix}
1 & 0 & \beta \\
0 & 1 & 0 \\
-\beta & 0 & 1
\end{bmatrix}
\begin{pmatrix}
\mathbf{i}_F
\
\mathbf{j}_F
\
\mathbf{k}_F
\end{pmatrix}
\] (2.3)

4) Rotor Flapping Axis to Body-Axis:
\[
\begin{pmatrix}
\mathbf{i}_B
\
\mathbf{j}_B
\
\mathbf{k}_B
\end{pmatrix}
=
\begin{bmatrix}
-cos \psi \sin i_N + \beta \cos i_N & \sin \psi & -cos \psi \cos i_N - \beta \sin i_N \\
\sin \psi \sin i_N & \cos \psi & \sin \psi \cos i_N \\
\beta \cos \psi \sin i_N + \cos i_N & -\beta \sin \psi & \beta \cos \psi \cos i_N - \sin i_N
\end{bmatrix}
\begin{pmatrix}
\mathbf{i}_F
\
\mathbf{j}_F
\
\mathbf{k}_F
\end{pmatrix}
\] (2.4)

2.3 Longitudinal Rigid Body Equations

Three nonlinear Euler rigid body equations of motion govern the longitudinal flight of the tiltrotor. These are the X and Z force equilibrium equations and the pitching moment equation that are derived below in the aircraft body axis.
The main assumption in simplifying the rigid body equations is that the longitudinal motion of the aircraft is uncoupled from the lateral motion. This assumption is perfectly valid for a tiltrotor because of its counter-rotating side-by-side rotor configuration and the absence of a tail rotor. In addition, the aircraft’s center-of-gravity is assumed to lie on the longitudinal axis. The roll angle, roll rate, yaw rate, and sideward velocity are all zero. Note that the pitching moment of inertia, $I_{yy}$, is assumed to vary linearly with the nacelle tilt but that the rate of change of the pitching moment of inertia, $\dot{I}_{yy}$, is neglected.

**Force equilibrium equations:**

\[
X = \frac{W}{g} (\dot{u} + q w) + W \sin \theta \tag{2.5}
\]

\[
Z = \frac{W}{g} (\dot{w} + p \phi^0 - qu) - W \cos \theta \cos \phi^l = \frac{W}{g} (\dot{w} - qu) - W \cos \theta \tag{2.6}
\]

**Moment equilibrium equation:**

\[
M = I_{yy} \dot{q} + (I_{xx} - I_{zz}) p \phi^0 + I_{xz} \left( p \phi^0 - r \phi^0 \right) = I_{yy} \dot{q} \tag{2.7}
\]

Assuming that the fuselage angle-of-attack and the fuselage pitch are small, the following substitutions can be made:

\[
\alpha_F = \theta - \gamma
\]

\[
u = V \cos \alpha_F = V \quad \text{and} \quad \dot{u} = \dot{V}
\]

\[
w = V \sin \alpha_F = V \alpha_F = V(\theta - \gamma) \quad \text{and} \quad \dot{w} = \dot{V} \alpha_F + V \dot{\alpha}_F = \dot{V}(\theta - \gamma) + V(\dot{\theta} - \dot{\gamma})
\]
Using these assumptions and substituting the kinematic relation, \( q = \dot{\theta} \), for zero roll and yaw angles, in the force and moment balance equations gives the following:

**Force equilibrium equations:**

\[
X = W \sin \theta + \frac{W}{g} \left( \dot{V} + V \dot{\theta} (\theta - \gamma) \right) \tag{2.9}
\]

\[
Z = \frac{W}{g} \left( \dot{V} (\theta - \gamma) - V \dot{\gamma} \right) - W \tag{2.10}
\]

**Moment Equilibrium equation:**

\[
M = I_{yy} \ddot{\theta} \tag{2.11}
\]

The left-hand side of each of the previous equations is comprised of airframe and rotor contributions resolved in the body-axis system and can be written as:

\[
X = X_{\text{airframe}} + 2X_{\text{rotor}} \tag{2.12}
\]

\[
Z = Z_{\text{airframe}} + 2Z_{\text{rotor}} \tag{2.13}
\]

\[
M = M_{\text{airframe}} + 2M_{\text{rotor}} + 2X_{\text{rotor}} \cdot h_{\text{rotor}} - 2Z_{\text{rotor}} \cdot l_{\text{rotor}} \tag{2.14}
\]

The airframe contributions are obtained from wind tunnel test results of a full-scale XV-15 aircraft (see section 2.4). These airframe contributions vary with fuselage angle-of-attack, nacelle tilt, flap deflection, and elevator deflection. However, airframe/rotor
interactions are assumed negligible since the flight regimes considered in this Dissertation consist of airspeeds greater than 40 knots and nacelle tilts greater than 60 degrees.

The rotor forces and moments are derived using blade element theory (BET) in section 2.5. The pitching moment terms caused by the rotor hub offset with respect to the aircraft’s center-of-gravity are depicted graphically in Figure 2.4. Note that the rotor hub offset terms, $h_{rotor}$ and $l_{rotor}$, and the longitudinal center-of-gravity position of the aircraft both vary with the nacelle tilt.

![Figure 2.4](image_url)

Figure 2.4. Rotor hub offset with respect to center-of-gravity.
2.4 Airframe Equations

As previously mentioned, the airframe contributions to equations (2.12), (2.13), and (2.14) are obtained from wind tunnel test results of a full-scale XV-15 aircraft (Ref. 104). Since rotor/airframe interactions are neglected in this analysis, only power-off results were used. The total airframe lift, drag, and pitching moment are expressed as:

\[
L_{\text{airframe}} = \frac{1}{2} \rho V^2 S_{\text{ref}} C_L \tag{2.15}
\]

\[
D_{\text{airframe}} = \frac{1}{2} \rho V^2 S_{\text{ref}} C_D \tag{2.16}
\]

\[
M_{\text{airframe}} = \frac{1}{2} \rho V^2 S_{\text{ref}} C_{\text{ref} M} \tag{2.17}
\]

The lift, drag, and pitching moment coefficients are functions of the angle-of-attack, nacelle tilt, flap deflection, and elevator deflection. The following sections describe how the coefficients were derived from the wind-tunnel test data.

2.4.1 Airframe Lift Coefficient

The total airframe lift coefficient is obtained by adding nacelle tilt, flap deflection and elevator deflection corrections to the baseline airplane mode lift coefficient:

\[
C_L = f \left( \alpha_F, i_N, \delta_f, \delta_e \right) = C_{L_{\text{base}}} + C_{L_{\delta_N}} + C_{L_{\delta_f}} + C_{L_{\delta_e}} \tag{2.18}
\]
The baseline lift-curve slope, zero-lift angle-of-attack, and angle of maximum lift were obtained with the aircraft in airplane mode ($i_N = 0^\circ$) with no flap deflection ($\delta = 0^\circ$).

Two methods were evaluated to model the baseline lift coefficient past stall: a simple linear lift model and a more complex method based on the USAF Stability and Control DATCOM (Ref. 105). In the simple method, the baseline lift-curve slope is assumed constant up to stall so that lift varies linearly with respect to the angle-of-attack in that particular region. After stall, the lift-curve slope is changed so that the lift coefficient is zero at $\alpha_F = \pm 90^\circ$. The DATCOM method involves choosing and adjusting many empirical factors (see Ref. 105). Figure 2.5 shows the resultant baseline variation of lift coefficient with respect to fuselage angle-of-attack for the simple method and the DATCOM method as well as the measured data.

![Figure 2.5. Airframe baseline lift coefficient vs. angle-of-attack.](image-url)
As the figure shows, the simpler method predicts the pre-stall lift behavior of the data quite well but over-predicts the post-stall lift coefficient. Since the flight regimes considered in this research were limited to pre-stall flight, it was deemed more important to accurately model pre-stall lift behavior. Therefore, the simpler stall model was considered acceptable.

Polynomial approximations of the wind tunnel data were developed to obtain the lift coefficient corrections due to nacelle tilt and to flap deflections. The polynomial approximations are presented below, with the nacelle tilt and flap deflection in degrees:

\[ C_L|_{i_N} = (-2.2742 \times 10^{-4})i_N - (6.8287 \times 10^{-6})i_N^2 - (2.3940 \times 10^{-7})i_N^3 \]  \( (2.19) \)

\[ C_L|_{\delta f} = (2.5125 \times 10^{-2})\delta f - (2.3059 \times 10^{-4})\delta f^2 \]  \( (2.20) \)

The lift coefficient correction due to elevator deflection was obtained directly from Ref. 104, where the elevator deflection angle is expressed in degrees:

\[ C_L|_{\delta e} = (0.01)\delta e \]  \( (2.21) \)

2.4.2 Airframe Drag Coefficient

The expression for the total airframe drag coefficient is similar to the lift coefficient expression of section 2.4.1:
The baseline drag coefficient is obtained by fitting two polynomial approximations that represent the pre-stall and post-stall drag behavior to the wind tunnel data, where the fuselage angle-of-attack is in degrees:

\[
C_D = f\left(\alpha_F, i_N, \delta_f, \delta_e\right) = C_{D_{\text{base}}} + C_D|_{\delta_N} + C_D|_{\delta_f} + C_D|_{\delta_e}
\]  
(2.22)

\[\begin{align*}
\alpha_F \leq \alpha_{F_{\text{STALL}}} & \Rightarrow C_{D_{\text{base}}} = 1.1636 \times 10^{-1} - \left(5.4015 \times 10^{-4}\right)\alpha_F \\
& + \left(5.7391 \times 10^{-4}\right)\alpha_F^2 - \left(2.4114 \times 10^{-6}\right)\alpha_F^3 \\
\alpha_F > \alpha_{F_{\text{STALL}}} & \Rightarrow C_{D_{\text{base}}} = \left(-1.1122 \times 10^{-2}\right)\alpha_F + \left(1.7634 \times 10^{-3}\right)\alpha_F^2
\end{align*}\]  
(2.23)

Figure 2.6 shows the baseline drag modeling.
Polynomial approximations of the wind tunnel data were again obtained to model the drag coefficient corrections due to nacelle tilt and to flap deflections. The drag increase due to elevator deflection is small and therefore neglected. The following approximations were used, with the nacelle tilt and flap deflection in degrees:

\[
C_{D_{\text{NNi}}} = \left(3.6402 \times 10^{-3}\right)i_N - \left(1.8810 \times 10^{-5}\right)i_N^2
\]

\[
C_{D_{\text{f}}} = \left(8.4030 \times 10^{-4}\right)\delta_f + \left(3.4100 \times 10^{-5}\right)\delta_f^2
\]
2.4.3 Airframe Pitching Moment Coefficient

The total airframe pitching moment coefficient is given by:

\[
C_M = f \left( \alpha_F, i_N, \delta_f, \delta_e \right) = C_{M_{base}} + C_M \left| i_N \right| + C_M \left| \delta_f \right| + C_M \left| \delta_e \right|
\] (2.26)

Based on the wind tunnel data, the baseline pitching moment variation was modeled as a linear function of the angle-of-attack of the fuselage (see Figure 2.7):

\[
C_{M_{base}} = 1.6643 \times 10^{-1} - \left( 2.9404 \times 10^{-2} \right) \alpha_F \quad (\alpha_F \text{ in degrees})
\] (2.27)

![Figure 2.7. Airframe baseline pitching moment coefficient vs. angle-of-attack.](image-url)
The following polynomials were fitted to the test data in order to approximate the nacelle tilt and flap deflection corrections (with nacelle tilt and flap deflection in degrees):

\[
C_M \bigg|_{N} = \left(1.4510 \times 10^{-3}\right) i_N - \left(1.0896 \times 10^{-4}\right) i_N^2 + \left(2.9666 \times 10^{-6}\right) i_N^3 - \left(2.0228 \times 10^{-8}\right) i_N^4
\]  
\tag{2.28}

\[
C_M \bigg|_{\delta_f} = \left(5.8393 \times 10^{-3}\right) \delta_f + \left(9.5420 \times 10^{-5}\right) \delta_f^2
\]  
\tag{2.29}

The pitching moment coefficient correction due to elevator deflection was obtained directly from Ref. 104 (where the elevator deflection angle is expressed in degrees):

\[
C_M \bigg|_{\delta_e} = (0.0375) \delta_e
\]  
\tag{2.30}

\section*{2.4.4 Rotor/Wing Interactions}

In certain regimes of flight, the rotors’ downwash velocities impinge on the aircraft and can alter the airframe lift, drag, and pitching moment. In hover and in slow helicopter mode forward flight, the forces produced on the wing and fuselage can be considerable (Refs. 106-108). Similarly, in airplane mode cruise flight, the wing is immersed in the wake of the proprotors and the resultant velocity vector is a combination of freestream and rotor induced velocities. However, airplane mode cruise flight and helicopter mode hover are not cases considered in this research. Indeed, the range of nacelle tilts of interest for BVI noise during an approach is between 60° and 90° (conversion mode to
helicopter mode) and the minimum velocity considered is 40 knots. Therefore, the rotor/airframe interaction effects are assumed to be negligible. A simple analysis based on momentum theory reinforced this assumption in Ref. 91

### 2.4.5 Airframe Forces in Body-Axis System

Using the transformation from the wind-axis system to the body-axis system developed in section 2.2.4 yields the final expressions for the airframe X and Z force equations:

\[
X_{\text{airframe}} = L_{\text{airframe}} \sin(\theta - \gamma) - D_{\text{airframe}} \cos(\theta - \gamma)
\]  

\[
Z_{\text{airframe}} = -L_{\text{airframe}} \cos(\theta - \gamma) - D_{\text{airframe}} \sin(\theta - \gamma)
\]

### 2.5 Rotor Equations

The goal of this section is to derive expressions for the rotor forces and moments, as well as for the longitudinal flapping and coning angles. The analysis closely follows that of Ref. 109. Assumptions and simplifications are discussed along with the derivations.

#### 2.5.1 Blade Velocities

The first step in deriving the rotor forces and moments is to obtain the total velocity vector at a point on an individual blade. In order to maintain generality, the velocity vector is derived with respect to an arbitrary fixed coordinate axis, and then expressed in
any desired coordinate axis by using the coordinate transformations introduced in section 2.2.4.

The total velocity vector is separated into components due to 1) freestream velocity, $V_\infty$, 2) rotor induced inflow, $V_i$, and 3) blade flapping, $V_\beta$:

$$V_{\text{blade}} = V_\infty + V_i - V_\beta$$  \hspace{1cm} (2.33)

The velocity component due to the freestream velocity is given with respect to the body-axis as:

$$V_\infty = -ui_B -vj_B -wk_B$$  \hspace{1cm} (2.34)

Using the transformation matrix from the body-axis to the non-rotating shaft axis:

$$V_\infty = u \sin i_N i_{NR} - u \cos i_N k_{NR} - v j_{NR} + w \cos i_N i_{NR} + w \sin i_N k_{NR}$$

\hspace{1cm} $$= \left( u \sin i_N + w \cos i_N \right) i_{NR} - v j_{NR} + \left( w \sin i_N - u \cos i_N \right) k_{NR}$$  \hspace{1cm} (2.35)

The velocity components can now be expressed in the rotating shaft axis using the appropriate transformation matrix:

$$V_\infty = \left( u \sin i_N + w \cos i_N \right) \left( i_R \cos \psi - j_R \sin \psi \right) - v \left( j_R \cos \psi + i_R \sin \psi \right)$$

\hspace{1cm} $$+ \left( w \sin i_N - u \cos i_N \right) k_R$$
or:

\[
V_\infty = (u \sin i_N \cos \psi + w \cos i_N \cos \psi - v \sin \psi) i_R + (-u \sin i_N \sin \psi - w \cos i_N \sin \psi - v \cos \psi) j_R + (w \sin i_N - u \cos i_N) k_R
\] (2.36)

A small angle assumption is now applied to the fuselage angle of attack, \( \alpha_F \), and the sideslip angle, \( \beta_F \), is set to zero:

\[
\begin{align*}
    u &= V \cos \alpha_F \cos \beta_F^{-1} = V \cos \alpha_F = V \\
    v &= V \sin \beta_F^0 = 0 \\
    w &= V \sin \alpha_F \cos \beta_F^{-1} = V \sin \alpha_F = V \alpha_F
\end{align*}
\] (2.37)

Using these expressions for \( u \), \( v \), and \( w \), the freestream velocity component is expressed as:

\[
V_\infty = V (\sin i_N \cos \psi + \alpha_F \cos i_N \cos \psi) i_R + V (\sin i_N \sin \psi - \alpha_F \cos i_N \sin \psi) j_R + V (\alpha_F \sin i_N - \cos i_N) k_R
\] (2.38)
Assuming that the blade flapping is small, the blade velocity component due to the induced inflow (which is defined as positive upward through the rotor) is given in the rotating frame as:

\[ V_{vi} = \nu_i \mathbf{k}_R \]  

(2.39)

Assuming that the center-of-gravity of the aircraft lies on the nacelle axis and that the flapping angle is small, the velocity vector at a point \( r_p \) on the blade due to flapping can be written in the rotating frame as (see Ref. 109):

\[
V_\beta = \left( \dot{\theta}_{hub} \cos \psi (R_{H} + r_p \sin \beta) - r_p \dot{\beta} \sin \beta \right) \mathbf{i}_R \\
+ \left( \Omega r_p \cos \beta - \dot{\theta}_{hub} \sin \psi (R_{H} + r_p \sin \beta) \right) \mathbf{j}_R \\
+ \left( r_p \beta \cos \beta - \dot{\theta}_{hub} r_p \cos \beta \cos \psi \right) \mathbf{k}_R
\]  

(2.40)

In the previous equation, the total hub pitch rate, \( \dot{\theta}_{hub} \), is the sum of the fuselage pitch rate and the nacelle tilt-rate.

The total velocity vector at a point on the blade in the rotating frame is then:
\[ V_{\text{blade}} = V_{\infty} + V_{v_i} - V_{\beta} \]
\[
V_{\text{blade}} = \left[ V \left( \sin i_N \cos \psi + \alpha_F \cos i_N \cos \psi \right) \right. \\
\left. - \left( \dot{\theta}_{\text{hub}} \cos \psi (R_H + r_p \sin \beta) - r_p \dot{\beta} \sin \beta \right) \right] \mathbf{i}_R \\
+ \left[ V \left( -\sin i_N \sin \psi - \alpha_F \cos i_N \sin \psi \right) - \left( \Omega r_p \cos \beta - \dot{\theta}_{\text{hub}} \sin \psi (R_H + r_p \sin \beta) \right) \right] \mathbf{j}_R \\
+ \left[ V \left( \alpha_F \sin i_N - \cos i_N + \frac{V_i}{V} \right) - \left( r_p \dot{\beta} \cos \beta - \dot{\theta}_{\text{hub}} r_p \cos \beta \cos \psi \right) \right] \mathbf{k}_R \\
\]

(2.41)

Assuming that the flapping angle is small, the previous result is transformed into the flapped axis system as follows:

\[ V_{\text{blade}} = \left( \frac{U_x + \beta U_z}{U_R} \right) \mathbf{i}_F + \left( \frac{U_y}{-U_T} \right) \mathbf{j}_F + \left( \frac{U_z - \beta U_x}{-U_p} \right) \mathbf{k}_F \]

(2.42)

The components of the velocity vector in the flapped axis system are therefore expressed with respect to the blade as radial \((U_R)\), tangential \((U_T)\), and perpendicular \((U_P)\) velocity components. Substituting equation (2.41) into equation (2.42) yields:

\[ U_R = V \left( \sin i_N \cos \psi + \alpha_F \cos i_N \cos \psi \right) - \left( \dot{\theta}_{\text{hub}} \cos \psi (R_H + r_p \beta) - r_p \dot{\beta} \beta \right) \]
\[
+ \left[ V \left( \alpha_F \sin i_N - \cos i_N + \frac{V_i}{V} \right) - \left( r_p \dot{\beta} - \dot{\theta}_{\text{hub}} r_p \cos \psi \right) \right] \beta \\
\]

(2.43)

\[ U_T = V \left( \sin i_N \sin \psi + \alpha_F \cos i_N \sin \psi \right) + \left( \Omega r_p - \dot{\theta}_{\text{hub}} \sin \psi (R_H + r_p \beta) \right) \]

(2.44)
\[ U_p = -V \left( \alpha_F \sin i_N - \cos i_N + \frac{v_p}{V} \right) + \left( r_p \dot{\beta} - \dot{\theta}_{\text{hub}} r_p \cos \psi \right) \]
\[ + \left[ V \left( \sin i_N \cos \psi + \alpha_F \cos i_N \cos \psi \right) - \left( \dot{\theta}_{\text{hub}} \cos \psi (R_H + r_p \beta) - r_p \dot{\beta} \beta \right) \right] \beta \]
\[ (2.45) \]

The next step in the derivation of the blade element velocities is to apply an ordering scheme to equations (2.43), (2.44), and (2.45) in order to simplify the expression for \( U_R \), \( U_T \), and \( U_p \) by eliminating lower order terms. Each term in the equations is assigned an order of magnitude relative to a small quantity \( \varepsilon \), that is 10 to 20-percent of the largest term. Terms of order \( \varepsilon^2 \) or \( \varepsilon^3 \) are therefore neglected (corresponding to 0.1-percent to 4.0-percent of the largest term).

\[ U_R = V \sin i_N \cos \psi + V \alpha_F \cos i_N \cos \psi - \dot{\theta}_{\text{hub}} \cos \psi R_H - \dot{\theta}_{\text{hub}} \cos \psi r_p \beta \]
\[ + r_p \dot{\beta} \beta + V \alpha_F \sin i_N \beta - V \cos i_N \beta + \frac{v_p}{V} \beta - r_p \dot{\beta} \beta + \dot{\theta}_{\text{hub}} r_p \cos \psi \beta \]
\[ O(\varepsilon) \quad O(\varepsilon) \quad O(\varepsilon) \quad O(\varepsilon) \quad O(\varepsilon) \quad O(\varepsilon) \]
\[ O(\varepsilon^2) \quad O(\varepsilon^2) \quad O(\varepsilon^2) \quad O(\varepsilon^2) \quad O(\varepsilon^2) \quad O(\varepsilon^2) \]
\[ (2.46) \]

\[ U_T = V \sin i_N \sin \psi + V \alpha_F \cos i_N \sin \psi + \Omega r_p \sin \psi R_H - \dot{\theta}_{\text{hub}} \sin \psi \sin \beta \]
\[ O(\varepsilon) \quad O(\varepsilon) \quad O(\varepsilon) \quad O(\varepsilon) \]
\[ (2.47) \]

\[ U_p = -V \alpha_F \sin i_N + V \cos i_N - \frac{v_p}{V} + r_p \dot{\beta} \beta - \dot{\theta}_{\text{hub}} r_p \cos \psi + V \sin i_N \cos \psi \beta \]
\[ + V \alpha_F \cos i_N \cos \psi \beta - \dot{\theta}_{\text{hub}} \cos \psi R_H \beta - \dot{\theta}_{\text{hub}} \cos \psi r_p \beta^2 + r_p \dot{\beta} \beta^2 \]
\[ O(\varepsilon) \quad O(\varepsilon) \quad O(\varepsilon) \quad O(\varepsilon) \quad O(\varepsilon) \]
\[ O(\varepsilon^2) \quad O(\varepsilon^2) \quad O(\varepsilon^2) \quad O(\varepsilon^3) \]
\[ (2.48) \]
The final expressions for $U_R$, $U_T$, and $U_P$ are obtained by neglecting the terms that are two orders of magnitude smaller than the largest order term in each of the three previous equations:

$$U_R = V \sin i_N \cos \psi + V \alpha_F \cos i_N \cos \psi - \dot{\theta}_{hub} \cos \psi R_H - \dot{\theta}_{hub} \cos \psi r_p \beta - V \cos i_N \beta \quad (2.49)$$

$$U_T = V \sin i_N \sin \psi + V \alpha_F \cos i_N \sin \psi + \Omega r_p - \dot{\theta}_{hub} \sin \psi R_H \quad (2.50)$$

$$U_P = -V \alpha_F \sin i_N + V \cos i_N - v_i + r_p \dot{\beta} - \dot{\theta}_{hub} r_p \cos \psi + V \sin i_N \cos \psi \beta \quad (2.51)$$

### 2.5.2 Hub Reactions

In this section, the aerodynamic forces and moments on a blade element are derived in order to obtain hub reactions that can be included in the rigid body equations. Refer to Figure 2.8 below for an illustration of the blade element lift and drag.

![Figure 2.8. Lift and drag of a blade element.](image)
As seen in the above figure, the elemental force components in the \( \mathbf{k}_F \) and \( \mathbf{j}_F \) directions can be written as a function of the elemental lift and drag and the inflow angle, \( \phi \).

\[
\mathbf{df} = -\left( dL \sin \phi + dD \cos \phi \right) \mathbf{j}_F + \left( dL \cos \phi - dD \sin \phi \right) \mathbf{k}_F \quad (2.52)
\]

Assuming that the tangential velocity component is much larger than the perpendicular velocity component (small inflow angle assumption):

\[
df_{jF} = -\left( dL \sin \phi + dD \cos \phi \right) \approx -dL \phi - dD = -dL \frac{U_p}{U_T} - dD \quad (2.53)
\]

\[
df_{kF} = dL \cos \phi - dD \sin \phi = dL \quad (2.54)
\]

Since the forces are derived in the flapped axis system and the lift and drag forces are assumed to act in the plane of the blade element, there is no component of the force in the blade’s radial direction.

Assuming that the blade angle-of-attack is small, the airfoil lift coefficient is assumed to be a linear function of the blade angle-of-attack and the drag coefficient is assumed to be constant. The lift and drag on the blade element are given by:

\[
dL = \frac{1}{2} \rho V_{blade}^2 c_L c_{dr} \quad (2.55)
\]

\[
dD = \frac{1}{2} \rho V_{blade}^2 c_D c_{dr} \quad (2.56)
\]
Once again, by invoking the small inflow angle assumption the velocity at the blade can be expressed as:

\[ V_{blade}^2 = \left( U_T^2 + U_P^2 \right) = U_T^2 \left( 1 + \frac{U_P^2}{U_T^2} \right) = U_T^2 \left( 1 + O(\varepsilon^2) \right) \approx U_T^2 \]  

(2.57)

The lift and drag on a blade element can therefore be written as:

\[ dL = \frac{1}{2} \rho U_T^2 c_L \rho = \frac{1}{2} \rho U_T^2 \left( a \alpha_{blade} \right) cdr \]  

(2.58)

\[ dD = \frac{1}{2} \rho U_T^2 c_d \rho = \frac{1}{2} \rho U_T^2 \frac{c_d}{a} acdr \]  

(2.59)

The angle-of-attack at the blade element is small and can be simplified by first expressing it as a Taylor series expansion and then neglecting higher order terms:

\[ \alpha_{blade} = \theta_{blade} - \tan^{-1} \frac{U_P}{U_T} = \theta_{blade} - \frac{U_P}{U_T} - \frac{1}{3} \left( \frac{U_P}{U_T} \right)^3 + ... \approx \theta_{blade} - \frac{U_P}{U_T} \]  

(2.60)

The elemental lift can therefore be expressed as:

\[ dL = \frac{1}{2} \rho U_T^2 \alpha \left( \theta_{blade} - \frac{U_P}{U_T} \right) cdr = \frac{1}{2} \rho a \left( U_T^2 \alpha_{blade} - U_P U_T \right) cdr \]  

(2.61)
The rotor tip speed, \(\Omega R\), is now used to non-dimensionalize the velocity components in equations (2.61) and (2.59):

\[
dL = \frac{1}{2} \rho a \Omega^2 R^3 c \left[ \theta_{\text{blade}} \left( \frac{U_T}{\Omega R} \right)^2 - \left( \frac{U_p}{\Omega R} \right) \left( \frac{U_T}{\Omega R} \right) \right] dx \quad (2.62)
\]

\[
dD = \frac{1}{2} \rho a c U_T^2 \frac{c_{d_{\alpha}}}{a} \left( \frac{U_T}{\Omega R} \right)^2 dx \quad (2.63)
\]

The elemental lift and drag expressions are now substituted in the elemental force equations (2.53) and (2.54):

\[
df_{j_f} = \frac{1}{2} \rho a \Omega^2 R^3 c \left[ \left( \frac{U_p}{\Omega R} \right)^2 - \theta_{\text{blade}} \left( \frac{U_p}{\Omega R} \right) \left( \frac{U_T}{\Omega R} \right) - \frac{c_{d_{\alpha}}}{a} \left( \frac{U_T}{\Omega R} \right)^2 \right] dx \quad (2.64)
\]

\[
df_{k_f} = \frac{1}{2} \rho a \Omega^2 R^3 c \left[ \theta_{\text{blade}} \left( \frac{U_T}{\Omega R} \right)^2 - \left( \frac{U_p}{\Omega R} \right) \left( \frac{U_T}{\Omega R} \right) \right] dx \quad (2.65)
\]

The elemental force components are now integrated over the span of the blade:

\[
dF_{j_f} = \int_0^1 df_{j_f} , \quad dF_{k_f} = \int_0^1 df_{k_f} \quad (2.66)
\]

The individual blade forces are expressed in the body axis by \(X_R\), \(Y_R\), and \(Z_R\).
\[ d\mathbf{F} = dF_{jF} \mathbf{j}_F + dF_{kF} \mathbf{k}_F \]
\[ = dX_{\text{rotor}} \mathbf{i}_B + dY_{\text{rotor}} \mathbf{j}_B + dZ_{\text{rotor}} \mathbf{k}_B \] (2.67)

Using the flapped-axis to body axis transformation matrix from section 2.2.4, the forces are transformed to the body-axis system:

\[
d\mathbf{F} = dF_{jF} \left[ (\sin \psi \sin i_N) \mathbf{i}_B + \cos \psi \mathbf{j}_B + (\sin \psi \cos i_N) \mathbf{k}_B \right] + dF_{kF} \left[ (\beta \cos \psi \sin i_N + \cos i_N) \mathbf{i}_B - \beta \sin \psi \mathbf{j}_B + (\beta \cos \psi \cos i_N - \sin i_N) \mathbf{k}_B \right]
\] (2.68)

Therefore, the individual blade forces in body-axis system are:

\[
dX_{\text{rotor}} = dF_{jF} \left( \sin \psi \sin i_N \right) + dF_{kF} \left( \beta \cos \psi \sin i_N + \cos i_N \right) \] (2.69)

\[
dY_{\text{rotor}} = dF_{jF} \left( \cos \psi \right) - dF_{kF} \left( \beta \sin \psi \right) \] (2.70)

\[
dZ_{\text{rotor}} = dF_{jF} \left( \sin \psi \cos i_N \right) + dF_{kF} \left( \beta \cos \psi \cos i_N - \sin i_N \right) \] (2.71)

The blade forces integrated over the azimuth in body-axis give the individual rotor forces (where \(N_b\) is the number of blades):

\[
X_{\text{rotor}} = \frac{N_b}{2\pi} \int_0^{2\pi} dX_{\text{rotor}} \] (2.72)

\[
Y_{\text{rotor}} = \frac{N_b}{2\pi} \int_0^{2\pi} dY_{\text{rotor}} \] (2.73)
If desired, the rotor forces can be expressed in the tip-path-plane axis to obtain the rotor thrust coefficient and H-force coefficient:

\[
C_T = \frac{1}{\rho A (\Omega R)^2} \left[ X_R \cos(i_N - \beta_{lc}) - Z_R \sin(i_N - \beta_{lc}) \right] \quad (2.75)
\]

\[
C_H = \frac{1}{\rho A (\Omega R)^2} \left[ -X_R \sin(i_N - \beta_{lc}) - Z_R \cos(i_N - \beta_{lc}) \right] \quad (2.76)
\]

Note that since the rotor is gimbaled (the three-bladed equivalent of a teetering rotor), there is no moment directly transmitted to the hub. However, a tiltrotor usually has some flapping restraint that introduces a spring stiffness in the rotor system. This stiffness is modeled herein by a rotor pitching moment proportional to the amount of longitudinal flapping:

\[
M_{rotor} = K \beta_{lc} \quad (2.77)
\]

### 2.5.3 Rotor Coning and Longitudinal Flapping

The rotor of a tiltrotor is typically gimbaled. A gimbaled rotor behaves like an articulated rotor with no hinge offset for the flapping modes and as a hingeless rotor with high...
stiffness for the coning mode. From Ref. 109, the flapping equation of motion for a gimbaled rotor with a pitching hub is as follows:

\[
\frac{\ddot{\beta}}{\Omega^2} + v_\beta^2 \beta = \frac{k_\beta}{\Omega^2 I_b} \beta + \frac{M_\Delta}{\Omega^2 I_b} \beta + 2 \frac{\dot{\theta}_{hub}}{\Omega} \sin \psi + \frac{\dot{\theta}_{hub}}{\Omega} \cos \psi + \left(\frac{\dot{\theta}_{hub}}{\Omega}\right)^2 I_H \quad (2.78)
\]

The previous equation is solved for the coning and longitudinal flapping by assuming a periodic solution of the form:

\[
\beta(\psi) = \beta_0 + \beta_{1c} \cos \psi + \beta_{1s}^0 \sin \psi \\
\dot{\beta}(\psi) = -\Omega \beta_{1c} \sin \psi \\
\ddot{\beta}(\psi) = -\Omega^2 \beta_{1c} \cos \psi \quad (2.79)
\]

The blade pitch is also assumed to be periodic:

\[
\theta_{blade}(\psi) = \theta_0 + \theta_{1c} \cos \psi + \theta_{1s} \sin \psi + \theta_{TW} x - \tan \delta_5 \beta \quad (2.80)
\]

Because the coning and flapping motions are not periodic during a maneuver, solving equation (2.78) by assuming a periodic solution is not rigorously valid. However, for the slow maneuvers considered in this research, this assumption is suitable (Refs. 103 & 109). Equation (2.78) is solved by a harmonic balance method that equates the constant, \( \sin \psi \), and \( \cos \psi \) terms on each side of the equation. The effects of the higher harmonic terms on the performance of the vehicle are negligible and therefore the second harmonic
term and higher harmonic terms are neglected. Note that even though a flapping spring is present on the XV-15 it is of very low stiffness (225 ft-lb/deg.). The flapping frequency is therefore approximately 1/rev., so that $\nu^2_{\beta} \approx 1$. However, the separate hub spring, which adds coning stiffness, is not of low stiffness. From equations (2.78) and (2.79):

**Constant Term:**

$$\beta_0 = \frac{k_\beta}{\Omega^2 I_b} \beta_p + \frac{M_{\text{A const}}}{\Omega^2 I_b} \left( \frac{\dot{\theta}_{\text{hub}}}{\Omega} \right)^2 I_H$$  \hspace{1cm} (2.81)

**Sine Term:**

$$\beta_{ts} \left( \nu^2_{\beta} - \Omega^2 \right)^0 = 0 = \frac{M_{\lambda_{\text{sin}}}}{\Omega^2 I_b} - 2 \frac{\dot{\theta}_{\text{hub}}}{\Omega}$$  \hspace{1cm} (2.82)

**Cosine term:**

$$\beta_{tc} \left( \nu^2_{\beta} - \Omega^2 \right)^0 = 0 = \frac{M_{\lambda_{\text{cos}}}}{\Omega^2 I_b} + \frac{\dot{\theta}_{\text{hub}}}{\Omega^2}$$  \hspace{1cm} (2.83)

In order to solve these three equations for the blade coning and longitudinal flapping, an expression for the aerodynamic moment, $M_A$, must be developed. The elemental blade aerodynamic moment about the rotor hub is depicted in Figure 2.9 below.
Using the previous figure, the elemental aerodynamic moment about the hub due to a force at a point \( p \) on the blade is given by:

\[
dM_A = r_p df_{k_F} = r_p dL = 1/2 \rho a \left( \frac{U_T^2 \theta_{blade}}{\Omega R} - U_p U_T \right) c r_p dr
\]

\[
= 1/2 \rho a \Omega^2 R^4 c \left[ \theta_{blade} \left( \frac{U_T}{\Omega R} \right)^2 - \left( \frac{U_p}{\Omega R} \right) \left( \frac{U_T}{\Omega R} \right) \right] xdx \tag{2.84}
\]

Using the value of the lock number, \( \gamma = \frac{\rho ac R^4}{I_b} \):

\[
dM_A = \frac{\gamma}{2} \Omega^2 I_b \left[ \theta_{blade} \left( \frac{U_T}{\Omega R} \right)^2 - \left( \frac{U_p}{\Omega R} \right) \left( \frac{U_T}{\Omega R} \right) \right] xdx \tag{2.85}
\]

The total aerodynamic moment on a blade is then simply:
\[ M_A = \int_0^1 dM_A \]  

After substitution of the blade velocities, integration over the blade span, and cancellation of higher-order terms, the aerodynamic moment can be split into constant, sine, and cosine components. The cosine component contains lateral flapping terms but no longitudinal flapping terms. It is therefore not reproduced here.

\[
M_{A_{\text{const}}} = \frac{\gamma}{2} \left( -\frac{1}{4} \tan \delta \beta_0 + \frac{1}{6} \theta_{\text{TW}} \mu^2 \sin^2 i_N + \frac{1}{4} \theta_{\text{lo}} \mu^2 \sin^2 i_N \right. \\
+ \frac{1}{5} \theta_{\text{TW}} + \frac{1}{4} \theta_0 + \frac{1}{2} \theta_0 \alpha_F \sin i_N \cos i_N + \frac{1}{3} \theta_i \mu \sin i_N + \frac{1}{3} \lambda_0 \\
+ \frac{1}{3} \theta_{\text{TW}} \mu^2 \alpha_F \sin i_N \cos i_N + \frac{1}{3} \theta_i \mu \alpha_F \cos i_N + \frac{1}{3} \mu \alpha_F \sin i_N \\
\left. - \frac{1}{3} \mu \cos i_N \right) 
\]  

\[
M_{A_{\text{sin}}} = \frac{\gamma}{2} \left( \frac{3}{8} \mu^2 \theta_i \mu \sin^2 i_N + \frac{2}{3} \theta_{\text{lo}} \mu \sin i_N + \frac{1}{2} \theta_{\text{TW}} \mu \sin i_N \right. \\
+ \frac{1}{2} \lambda_0 \mu \sin i_N + \frac{2}{3} \theta_0 \mu \alpha_F \cos i_N + \frac{1}{2} \theta_{\text{TW}} \mu \alpha_F \cos i_N \\
- \frac{2}{3} \tan \delta \beta_0 \mu \sin i_N + \frac{1}{2} \mu^2 \alpha_F \sin^2 i_N + \frac{1}{4} \beta_i + \frac{1}{4} \theta_i \\
\left. - \frac{1}{2} \mu^2 \cos i_N \sin i_N - \frac{1}{2} \mu^2 \alpha_F \cos i_N \right) 
\]  

Equations (2.87) and (2.88) can now be solved simultaneously for the rotor coning and longitudinal flapping.
2.5.4 Induced Inflow Modeling

The induced rotor inflow is obtained using the Beddoes inflow model (Ref. 110):

$$\lambda_i = \lambda_0 \left( 1 + E \cos \psi \frac{P}{R} - E \left( \sin \psi \frac{P}{R} \right)^3 \right)$$  \hspace{1cm} (2.89)

The constant $E$ is equal to $\chi/2$ as suggested by Leishman (Ref. 111), as opposed to $E = \chi$ as originally suggested by Beddoes in Ref. 110. The uniform inflow value is obtained from the momentum theory approximation:

$$\lambda_0 = -\frac{C_T}{2\sqrt{\mu_x^2 + \lambda_i^2}}$$  \hspace{1cm} (2.90)

The wake skew angle, $\chi$, is given by:

$$\chi = \tan^{-1} \left( \frac{\mu_z}{\mu_x + \lambda_i} \right)$$  \hspace{1cm} (2.91)

By assuming a small fuselage pitch rate and nacelle tilt-rate, the total inflow in the tip-path-plane axis is written as (where the inflow is positive upward through the rotor):
\[ \lambda = -\frac{V}{\Omega R} \sin \alpha_{TPP} + \lambda_i \]  \hspace{1cm} (2.92)

In Chapter 5, an average rotor inflow value, \( \bar{\lambda} \), is introduced, corresponding to an average inflow over the rotor advancing side and outboard 40-percent of the blades. The usefulness of this parameter will be discussed in Chapter 5.

### 2.6 Summary of Equations

The previous sections presented the equations used to characterize the quasi-static longitudinal performance of a tiltrotor. It is now useful to summarize these equations as well as the unknowns that comprise the complete performance model.

**Equations:**

- **Rigid Body Equations**
  1) X-Force equilibrium, equation (2.9)
  2) Z-Force equilibrium, equation (2.10)
  3) Pitching moment equilibrium, equation (2.11)

- **Rotor Equations**
  4) Rotor longitudinal flapping, equation (2.81)
  5) Rotor coning, equation (2.82)
  6) Rotor inflow, equation (2.92)

**Unknowns:**

- Trajectory Parameters
1) Airspeed, $V(t)$

2) Flight path angle, $\gamma(t)$

3) Fuselage pitch, $\theta(t)$

- Aircraft Configuration Parameters

4) Nacelle tilt, $i_{N}(t)$

5) Wing flap deflection, $\delta_f(t)$

- Rotor Parameters

6) Rotor longitudinal flapping, $\beta_{1c}(t)$

7) Rotor coning, $\beta_{0}(t)$

8) Rotor induced inflow, $\lambda_{i}(t)$

- Pilot Controls

9) Rotor collective, $\theta_{0}(t)$

10) Rotor longitudinal cyclic, $\theta_{1s}(t)$

Note that the elevator deflection is not an unknown since it is “rigged” to the cyclic pitch control to produce two degrees of deflection for each degree of cyclic pitch. In this analysis, it is assumed that the rigging constant remains unchanged with nacelle tilt, i.e. there is no “phase-out” of the cyclic control as the aircraft converts to airplane mode. Since the minimum upward nacelle tilt considered in this paper is $60^\circ$, this assumption is valid. This rigging between longitudinal cyclic and elevator deflection further couples the moment equation and the force equations.
The system is therefore comprised of six equations and ten unknowns – clearly an under-determined system. In order to solve this system, four control variables must be prescribed thus leaving six equations and six unknowns. Many different combinations of these controls can solve exactly the system of equations. This characteristic of tiltrotors is referred to as “non-unique performance” or more commonly, “non-unique trim.” Moreover, the parameters that allow the aircraft to achieve a non-unique trim are termed “non-unique controls.” It is because of the non-uniqueness of its performance-states that the tiltrotor has long been regarded as having greater potential for noise reduction through flight trajectory management than a conventional helicopter. Indeed, the various non-unique controls can possibly be used to change from a “noisy” condition to a “quieter” one without a significant change in the flight trajectory. In order to avoid confusion, it must be pointed out that the term “non-unique controls” refers to mathematical controls that dictate the behavior of the force and moment balance, and not piloting controls such as cyclic and collective. The task of determining which four unknowns to prescribe requires careful consideration and will be discussed in a subsequent section.

2.7 Validation of the Performance Model

The following figures show the correlation between the fuselage pitch predicted by the performance model and the fuselage pitch obtained during the 1995 flight test (Ref. 33). The correlation is presented for flight path angles of 0°, -3°, -6°, -9°, and -12° and various nacelle tilts. In order to obtain these results the airspeed, flight path angle, nacelle tilt,
and flap deflection are prescribed to match the flight test values whereas the fuselage pitch, longitudinal flapping, coning, induced inflow, collective and cyclic are solved for simultaneously by the system. Fuselage pitch results are presented because for a given airspeed, flight path angle, nacelle tilt, and flap deflection, the pitch is the performance parameter that has the strongest effect on the rotor operating condition. This is because the fuselage pitch (along with the flight path angle) determines the airframe angle-of-attack, which in turn determines the airframe lift, drag, and moment coefficient. To ensure an adequate comparison, the flight test data points shown on the graphs were carefully selected: the points shown have very small unsteadiness and a maximum of one degree of roll or yaw.

Figure 2.10. Fuselage pitch validation for level flight.
Figure 2.11. Fuselage pitch validation for 3° descent.
Figure 2.12. Fuselage pitch validation for 6° descent.
Figure 2.13. Fuselage pitch validation for 9° descent.
The previous figures show that the performance model provides a good estimate of the fuselage pitch especially for the level flight case and the shallower descent angles cases.

There are two main factors contributing to the difficulty of correlating steep descent cases. First, the flight test data shows that the pilot has more difficulty holding the flight profile fixed for steeper descents. This yielded approaches that were highly unsteady, at times with large excursions from the desired flight profile. Figure 2.15 shows an example of such an approach by presenting the airspeed, fuselage pitch, longitudinal stick position, and collective stick position as a function of overhead time for a steep helicopter mode approach. Large excursions in airspeed and fuselage pitch can be seen on the figure.
The second cause of the higher correlation error at steeper descent angles is due to the aerodynamic modeling used in the performance model (mostly the drag modeling).
Larger descent angles indeed cause higher angles-of-attack and often leading the aircraft to operate close to wing stall. The wind tunnel results used to model the aerodynamics of the XV-15 contained minimal data in the higher angle-of-attack range. A simple extrapolation technique was used to model the stall and near-stall characteristics of the aircraft but in a real flight many factors introduce uncertainty in this regime of flight, such as the effects of the nacelle tilt angle.

### 2.8 Solution Methodologies and Baseline Approach

This section presents a discussion of the different strategies that can be used to solve the system of equations representing the performance of the tiltrotor (i.e., which unknowns to prescribe and which unknowns to solve for). Each simulation presented in this section is started in steady-state flight, at a 6° descent angle and 60° nacelle tilt angle. The wing flaps are deflected at 40° throughout the simulation. The maneuver begins after ten seconds of steady-state flight when the nacelles are tilted up towards helicopter mode at a constant 1.5 deg./sec. nacelle tilt-rate. The upward tilt of the nacelles is stopped when helicopter mode is reached ($i_N = 90°$) and the simulation is run for a total of eighty seconds. With the nacelle tilt schedule and flap deflection being prescribed, the system of equations summarized in section 2.6 reduces to six equations and eight unknowns. Two additional unknowns must therefore be prescribed in order to solve the system. The time-histories of the performance variables resulting from various choices of prescribed parameters are presented below.
2.8.1 Prescribed Collective and Cyclic (Stick-Fixed) Conversion

A first method of solution is to “fly” the performance model *stick-fixed* during the conversion to helicopter mode, i.e. keeping the rotor collective and cyclic controls fixed while specifying the nacelle tilt schedule. However, this is not a viable solution because as the nacelles rotate up, the aircraft tends to “rise” and stray from the intended flight path, which causes the fuselage pitch angle to increase in order to maintain an adequate angle-of-attack. This unstable motion is sometimes known as “ballooning” and is well known to tiltrotor pilots, who use longitudinal cyclic inputs to keep the aircraft nose level and collective inputs to maintain the desired flight path angle (Ref. 112). Figure 2.16 shows the resulting time-histories of a stick-fixed conversion to helicopter mode. The unstable motion can clearly be seen from the oscillating nature of the various performance parameters. In fact, it seems that the conversion has excited the long period (or *phugoid*) mode of the aircraft. Indeed, the fuselage angle-of-attack remains fairly constant, and the oscillations represent an exchange of potential and kinetic energy. Note that the extremely high flight path angle and fuselage pitch amplitudes violate many small angle assumptions and aerodynamic modeling assumptions built into the performance model. Clearly, holding the collective and cyclic sticks fixed during a conversion to helicopter mode is not a valid method of solution.
Figure 2.16. Conversion while holding collective and cyclic fixed.
2.8.2 Prescribed Collective and Flight Path Angle Conversion

A second method of solution consists of fixing the flight path angle and the rotor collective and using the longitudinal stick to push the nose of the aircraft down during conversion. This is a valid approach, since pitching the fuselage down as the nacelles tilt up allows the aircraft to maintain a constant flight path angle. However, Figure 2.17 shows that this method can lead to unacceptable pitch attitudes, as low as 16° nose down. Also note that performing the conversion in this manner actually causes the aircraft to accelerate and reach a final steady-state solution at approximately 110 knots. Obviously, this is not a desirable feature of an approach-to-land procedure.
Figure 2.17. Conversion while holding collective and flight path angle fixed.
2.8.3 Prescribed Collective and Fuselage Pitch Conversion

Yet another method of solution is to hold the fuselage pitch and the rotor collective fixed during the conversion. In this approach, the pilot uses only the longitudinal stick to hold the initial fuselage pitch constant. However, this leads to a large increase in flight path angle, coming to a steady-state solution at a 10° climb angle (see Figure 2.18). This shows that the pilot must use collective control in addition to cyclic control in order to fly through the nacelle tilt conversion.
Figure 2.18. Conversion while holding collective and fuselage pitch fixed.
2.8.4 Prescribed Flight Path Angle and Fuselage Pitch: Baseline Approach

The previous sections illustrated the fact that the pilot must control the collective and cyclic sticks throughout a conversion from 60° nacelle tilt to 90° nacelle tilt. Thus, the most plausible method of “flying” the performance model is to prescribe the flight path angle and the fuselage pitch during the conversion to helicopter mode. This solution method is therefore used in this analysis and referred to as the baseline approach. Of course, during a real conversion, the actual method of flying the aircraft is not as straightforward, and involves a combination of stick inputs and excursions in pitch and flight path angle. This research assumes that a flight control system is able to perfectly hold the fuselage pitch and flight path angle constant. The baseline approach starts in conversion mode ($i_N = 60^\circ$), at an airspeed of 100 knots along a 6° descent with the flaps down 40°. The initial fuselage pitch is obtained by solving the system for a steady-state solution with the initial conditions as mentioned above. The conversion to helicopter mode is started at a nacelle tilt-rate of 1.5 deg./sec after ten seconds of steady-state flight in the initial configuration. The nacelles are stopped when the aircraft reaches helicopter mode ($i_N = 90^\circ$). The fuselage pitch and the flap deflection are held constant throughout the approach. With four prescribed parameters (fuselage pitch, flight path angle, flap deflection and nacelle tilt), the remaining six unknowns are: airspeed, longitudinal cyclic, collective, longitudinal flapping, coning, and rotor inflow. The following figure shows the resulting time-histories of the performance parameters for the baseline approach.
Figure 2.19. Baseline approach.
Figure 2.19 shows that for the baseline converting approach, the resulting airspeed profile is fairly acceptable, but it leads to a large maximum deceleration of 0.10 g’s (0.05 g’s is usually considered a limit for commercial flight operations). The maximum deceleration is experienced as the helicopter reaches helicopter mode and the nacelle tilt-rate is set to zero. The deceleration is the main consequence of converting to helicopter mode: the rotor thrust used for forward propulsion at 60° nacelle tilt is now redirected upwards at 90° nacelle tilt. In order to maintain the force equilibrium, the aircraft must slow down to decrease the lift on the airframe.

The fuselage pitch is maintained at approximately -2.5°, which is acceptable in terms of pilot and passenger comfort level. The longitudinal cyclic, collective pitch, rotor longitudinal flapping and rotor coning are also all within typical limits. However, often during this flight profile the value of the average inflow is close to zero, indicating that for this baseline approach the rotor wake is in close proximity to the rotor itself and could cause high BVI noise. The relation between this average inflow and the level of BVI noise will be discussed extensively in Chapter 5.
Chapter 3

XV-15 Acoustic Flight Test Data

This chapter describes the XV-15 acoustic flight test conducted in 1995 (Ref. 33). The results from this test are used to model the aircraft’s acoustic characteristics in the following chapters. The flight test was the first in a series of three conducted to define the XV-15’s acoustic characteristics during an approach as well as to design low-noise approach profiles. The 1995 flight test consisted of two phases. The main goal of Phase I was to obtain a steady-state mapping of the ground acoustics with respect to variations in airspeed, nacelle tilt, and flight path angle. To achieve this goal, the aircraft was flown over a linear array of microphones at a given nacelle tilt, while the pilot attempted to maintain a constant airspeed and descent angle. On the other hand, the second phase sought to establish preliminary low-noise approach guidelines and used the same microphones but repositioned in a two-dimensional array. Since only results from the first phase are used in this research, all references made to “flight test results” refer to Phase I of the 1995 test.
As explained in the next two sections, the performance data and the acoustic data (already processed and presented in the form of “noise hemispheres”) were provided separately. One of the main difficulties in analyzing and interpreting the data is the need to connect each noise level on a hemisphere with the performance-state of the aircraft at the time of the acoustic emission. This involves solving the retarded time equation for each given hemisphere location.

3.1 Details of Flight Test

The flight test was performed in Waxahachie, Texas during the months of October and November in 1995. The terrain at the test site was flat, nearly treeless, and covered with short grass. Seventeen ground microphones were arranged in a linear array perpendicular to the flight track, which ran east to west and was approximately 10,000 feet in length. Three additional microphones were positioned along the flight track at certification locations. Figure 3.1 shows the microphone locations at the test site.
Figure 3.1 shows that the microphones in the array are not equidistant from one another. In fact, the location of these microphones was chosen to yield “c.g.-to-microphone” elevation angles in increments of ten degrees when the aircraft was at the target altitude of 394 feet over the centerline microphone (#9) (see Figure 3.2). As later discussed in section 3.3, this was done to facilitate the construction of the noise hemispheres corresponding to a given flight condition.
Figure 3.2. Microphone lateral positions in the phase I array.

The following figure shows the matrix of test conditions flown. Also shown in thick lines on each subplot are the boundaries delimiting the normal level, steady-state flight envelope of the XV-15.
Figure 3.3. Test conditions flown in phase I of the 1995 XV-15 acoustic flight test.

Each flight was initiated approximately two nautical miles uprange of the microphone array and terminated approximately one nautical mile past the array for level flights. For
descending flights, the pilot decided when to terminate the approach based on a safe altitude.

The test gross weight was 13,200 pounds, with the nominal RPM at 98-percent (589 RPM) for nacelle tilts between 60° and 90°. Aircraft N702NA was used and equipped with the original metal blades as opposed to the ATB or Advanced Technology Blades. The landing gear was retracted for all level flights and for descents at airspeeds greater than 90 knots.

### 3.1.1 Acoustic, Tracking, Aircraft State, and Meteorological Measurements

The microphone measurements were sampled at 20 kHz (equivalent to 2000 acoustic measurements per rotor revolution). Section 3.3 provides details of the format in which the acoustic data was provided to the University of Maryland for this project.

The aircraft tracking data (x, y, and z position with respect to the centerline microphone) was obtained using a laser optical tracking system with a sampling rate of 100 Hz. The accuracy of the system was ± 1 meter. The radar altitude and instrumented boom altitude were also recorded.

The aircraft state data was sampled at 100 kHz and was recorded onboard the aircraft. Table 3.1 shows the state data information that was recorded during each flight.
Weather information was measured by a tethered weather balloon suspended 1000 feet above ground level (AGL). In addition, surface meteorological data was recorded. The main guidelines for testing were as follows: average surface winds less than ten knots, relative humidity less than 95%, no precipitation, visibility greater than three miles, and ceiling greater than 1,500 feet AGL (Ref. 33).
3.2 Aircraft Tracking and State Data

The aircraft tracking and state data was provided by NASA Langley Research Center (LaRC). Studying the state data is extremely instructional as it provides insight into the performance/acoustics relationship. The data shows that a typical flight run is usually far from being steady-state throughout. The following figure shows the airspeed, altitude, flight path angle, and pitch attitude associated with a nominal flight of $V = 90$ knots, $i_N = 70^\circ$, and $\gamma = -6^\circ$. Note that a moving average over ten rotor revolutions (1 second) has been applied to the data (equivalent to a low-pass filter). The original un-averaged data is shown in dash lines on the figure. The altitude shown in the figure was obtained from the laser optical tracking system.
Figure 3.4. Aircraft state data for nominal flight of $V = 90$ kts, $i_N = 70^\circ$ and $\gamma = -6^\circ$. 
Figure 3.4 indicates that some segments of the flight are fairly steady-state while others contain large excursions from steady-state flight. Therefore, there does not exist one flight condition for each flight but rather a combination of steady-state flight conditions connected through unsteady flight conditions. For example, at $t = -35$ seconds, the aircraft flight parameters are as follows: $V = 93$ knots, $\gamma = -4.5^\circ$, and $\theta = -1.5^\circ$. Ten seconds later, at $t = -25$ seconds, the aircraft is in a different flight condition: $V = 91$ knots, $\gamma = -6.2^\circ$, and $\theta = -3.8^\circ$. These different flight conditions inevitably result in different rotor operating conditions that lead to different measured noise characteristics in terms of both level and directivity. Some flight conditions (large decelerations or changes in flight path angles) are simply too unsteady to be considered a steady-state condition. It is therefore critical to link each microphone measurement to the correct performance condition and to eliminate microphone measurements corresponding to very unsteady performance-states. The following three sections will elaborate upon this point and develop a methodology to take it into account. Note that for a helicopter, defining a flight condition using only airspeed and flight path angle is sufficient to approximate the rotor tip-path-plane angle and thrust (Refs. 87 & 88). On the other hand, it is not sufficient to use airspeed, nacelle tilt, and flight path angle to define a tiltrotor’s flight condition. Because of the importance of the fuselage pitch on the airframe aerodynamics, it must also be known in order to approximate the tip-path-plane angle and thrust, two important parameters governing BVI noise.
3.3 Acoustic Data

Bell Helicopter provided the acoustic results used in this research in the form of “noise hemispheres” (see section 3.3.1 below). The noise levels were given in terms of overall sound pressure level (OASPL, in dB), A-weighted sound pressure level (SPL, in dBA), and C-weighted sound pressure level (SPL, in dBC).

Before the data was provided to the University, a bias was applied to the absolute noise levels since the present author did not have the necessary clearance requirements to directly access the original acoustic data. Therefore, the absolute levels on the hemispheres used in this research are not the “true” XV-15 levels. However, the trends of those levels associated with changes in flight parameters are correct. The hemispherical directivity information is also retained. Because of the restriction on available data, no frequency information, such as 1/3-octave bands, was provided to complement the OASPL, dBA and dBC noise hemispheres. This creates difficulties in identifying the type of noise present on a given hemisphere (BVI noise, thickness noise, etc.). However, a careful examination of the flight conditions associated with a noise hemisphere is in most case sufficient to determine with confidence the nature of the resulting noise.

3.3.1 Noise Hemisphere Construction

Noise hemispheres are a convenient way to present steady-state measured acoustic data. They allow for a clear look at noise directivity patterns, such as BVI or thickness noise
hotspots, around the source. The noise hemispheres provided by Bell Helicopter for this research were built from the measured data using a procedure known as ART (Acoustic Repropagation Technique) developed by Wyle Labs (Ref. 113). An explanation of the hemisphere construction process is given below since an understanding of the way the hemispheres are built is instrumental to analyzing the data.

As previously mentioned, the microphones were laterally positioned to produce 10° “slices” when projected back to a point 394 feet above the centerline microphone. Figure 3.5 shows a noise hemisphere and the location of the acoustic measurements after projecting the ground measurements to a 100-meter radius hemisphere centered at the aircraft center-of-gravity and fixed with respect to the horizon. The sound pressure level (SPL) is shown by a colorbar at the right of the hemisphere.

![Sample noise hemisphere showing measurement locations.](image)

Figure 3.5. Sample noise hemisphere showing measurement locations.
The hemisphere coordinates are given in terms of Cartesian coordinates. The lateral elevation angles, $\phi_{\text{mic}}$, are spaced $10^\circ$ apart and each represents a particular microphone. For example, $\phi_{\text{mic}} = 0^\circ$ corresponds to the centerline microphone (#9). The longitudinal elevation angles, $\theta_{\text{mic}}$, are spaced $10^\circ$ apart for the points representing the centerline microphone but are not equally spaced for other points. Points on the front of the hemisphere (negative $\theta_{\text{mic}}$) are measured as the aircraft nears the array whereas points on the back of the hemisphere (positive $\theta_{\text{mic}}$) represent measurements made after the aircraft has passed the array.

Figure 3.6. Geometry associated with lateral elevation on hemisphere.
From Figure 3.6 and Figure 3.7 above, the two elevation angles are given by:

\[
\phi_{\text{mic}} = \tan^{-1}\left(\frac{-Y_{\text{hemisphere}}}{-Z_{\text{hemisphere}}}\right) \quad (3.1)
\]

\[
\theta_{\text{mic}} = \tan^{-1}\left(\frac{X_{\text{hemisphere}}}{-Z_{\text{hemisphere}}}\right) \quad (3.2)
\]

Each noise hemisphere was given with an associated nominal flight condition comprising of an airspeed, a nacelle tilt and a flight path angle. For example, the hemisphere of Figure 3.5 was associated with a nominal flight condition of \(V = 90\) knots, \(i_N = 70^\circ\), and \(\gamma = -6^\circ\). It is obvious, however, from the previous discussion of the construction of the hemispheres, that each point on a hemisphere is associated with a different acoustic emission time. For a given flight, points on the front of the hemisphere are measured
long before points on the back of the hemisphere. In addition, points on the rim of the hemisphere (which correspond to the end microphones on the array, numbers 1 and 17) and points at the bottom of the hemisphere (which correspond to the centerline microphone) represent different acoustic emission times because of the different distances the acoustic waves have to travel before reaching the microphones. Therefore, section 3.4 develops a procedure to match each hemisphere position to its associated emission time. The measured state data can then be used to tie a hemisphere location (microphone reading) to its correct flight condition. Clearly, the risk of introducing uncertainty into the measurements would have been reduced had the original ground microphone data been obtained instead of the pre-processed noise hemisphere.

### 3.3.2 Flat Hemisphere Visualization

It can be instructional to visualize the noise data as a function of hemisphere azimuth angle, $\psi_H$, and elevation angle, $\Phi_H$. The transformation from the Cartesian hemispherical coordinates is obtained as:

$$\psi_H = \tan^{-1}\left(\frac{Y_{\text{hemisphere}}}{X_{\text{hemisphere}}}\right)$$  \hspace{1cm} (3.3)

$$\Phi_H = -\tan^{-1}\left(\frac{-Z_{\text{hemisphere}}}{-X_{\text{hemisphere}}}\right)$$  \hspace{1cm} (3.4)
Note that in the case of the tiltrotor, the hemisphere azimuth angle does not represent the rotor azimuth angle, because of the twin rotor geometry, see the figure below.

Figure 3.8. Top and side views of hemisphere showing azimuth and elevation angles.
The following figure presents the same acoustic case as shown in Figure 3.5, but this time as a function of hemisphere azimuth and elevation, or as a “flat” hemisphere.

Figure 3.9. Noise data as a function of hemisphere azimuth and elevation (“flat” hemisphere).

3.4 Matching of Performance-State and Acoustic Data

In this section, the assumption is made that the aircraft is on the centerline \((Y = 0)\). The figure shown below illustrates the geometry of the retarded time problem. The figure shows the position of the aircraft at the time of acoustic emission, \(\tau\), and at the microphone time, or observer time, \(t\).
The goal here is to obtain the emission time of any point given on the hemisphere so that the correct flight condition can be tied to the noise level.

From Figure 3.10, the X, Y, and Z positions of the aircraft at the microphone (observer) time with respect to a microphone are given by (where $h_{ref}$ is equal to 394 feet):

$$x_{mic} = z_{mic} \tan \theta_{mic} \quad (3.5)$$

$$y_{mic} = z_{mic} \tan \phi_{mic} \quad (3.6)$$
In order to derive an expression for the emission time, $\tau$, the distance between the microphone and the source (aircraft) at the emission time must be found. From Figure 3.10, this distance is given by:

$$d_\tau^2 = (x_{mic} - V_x(t - \tau))^2 + y_{mic}^2 + (z_{mic} + V_z(t - \tau))^2$$

$$= (x_{mic} - M_x d_\tau)^2 + y_{mic}^2 + (z_{mic} + M_z d_\tau)^2$$

$$= x_{mic}^2 - 2x_{mic}M_x d_\tau + M_x^2 d_\tau^2 + y_{mic}^2 + z_{mic}^2 + 2z_{mic}M_z d_\tau + M_z^2 d_\tau^2$$

$$\Rightarrow \left(1 - M_x^2 - M_z^2\right) d_\tau^2 + 2\left(x_{mic}M_x - z_{mic}M_z\right) d_\tau - \left(x_{mic}^2 + y_{mic}^2 + z_{mic}^2\right) = 0$$

(3.9)

The Mach number components in the x and z directions are given by:

$$M_x = \frac{V_x}{a_0} = \frac{V}{a_0} \cos \gamma$$

(3.10)

$$M_z = \frac{V_z}{a_0} = \frac{V}{a_0} \sin \gamma$$

(3.11)

Note that the airspeed and flight path angle are assumed constant between the emission and microphone time. The solution to the quadratic equation (3.9) is given by:
$$d_{\tau} = \frac{-(x_{mic} M_x - z_{mic} M_z) \pm \sqrt{(x_{mic} M_x - z_{mic} M_z)^2 + (1-M_x^2 - M_z^2) \left( x_{mic}^2 + y_{mic}^2 + z_{mic}^2 \right)}}{(1-M_x^2 - M_z^2)} \quad (3.12)$$

For $M_x < 1$ and $M_z < 1$, only the positive root of this equation is valid. The emission time is then given by the retarded time equation:

$$\tau = t - \frac{d_{\tau}}{a_0} \quad (3.13)$$

Using the above equations, each acoustic measurement on a given hemisphere can be associated with the correct performance of the aircraft at the time of the acoustic emission. This methodology will also be used in Chapter 5 to map the hemisphere noise to a ground plane. This methodology is a definite improvement over using just one nominal flight condition to represent acoustic measurements taken over a full flight run, which lasts over a minute and contains many variations in the aircraft performance parameters. However, many assumptions have been used in order to match the acoustic data to the performance data. An additional improvement would be to directly match the ground acoustic measurements to the performance data.
Chapter 4

Quasi-Static Tiltrotor Acoustic Model

In this chapter, a quasi-static neural network model of the XV-15 approach noise characteristics is designed. The goal is to use the measured steady-state noise data introduced in Chapter 3 to obtain a model that predicts noise emitted by a tiltrotor on a hemisphere surrounding the aircraft during an approach maneuver for a range of different flight conditions such as: airspeed, nacelle tilt, flight path angle, and fuselage pitch. In the following chapter, the neural network noise model will be used in conjunction with the performance model in order to design low-noise approach profiles.

4.1 Quasi-Static Acoustic Modeling (Q-SAM)

This research employs the Quasi-Static Acoustic Modeling (Q-SAM) method to predict noise hemispheres for slow maneuvering approach profiles. Gopalan et al. first introduced the Q-SAM method for a conventional helicopter (Ref. 114). The key to the Q-SAM method is that a steady-state noise database is used to predict the acoustics of a maneuvering flight in a quasi-static manner. This is achieved by using a quasi-static
performance model to predict the performance parameters that govern noise, assuming that those parameters capture the effects of slow maneuvers on the aircraft noise characteristics.

The database of steady-state noise can be obtained from either predictions, steady-state flight test results or wind-tunnel test results. In the paper by Gopalan et al. (Ref. 114), the noise database is comprised of a set of predicted steady-state noise hemispheres that are stored as a function of advance ratio and tip-path-plane angle. In the present research, the steady-state flight test results of the XV-15 are used to build the noise database (see Chapter 3).

The following discussion outlines the steps involved in using the Q-SAM method. The first step is to build a steady-state noise database. Noise can be stored in the database in different ways. In this research however, noise is stored as an A-weighted sound pressure level (SPL in dBA) as a function of the $x$, $y$, and $z$ positions on a hemisphere and various measured and predicted performance parameters (see section 4.2.2). Chapter 3 offered the rational for using individual noise hemisphere points and their associated performance-state instead of using one hemisphere per nominal flight condition.

The second step is to devise a method that interpolates between noise data points. This step would be unnecessary if the noise data was obtained from predictions since in that case the noise can be predicted for any flight condition. However, this step is of crucial importance for a discrete noise database like the fairly sparse acoustic flight test database
used herein. In this Dissertation, a neural network model is designed to interpolate between the flight test data points. The next section of this chapter is devoted to developing this neural network model.

The third step in the Q-SAM method is to obtain the performance parameters that govern the acoustics for a selected instant in an approach profile. Chapter 2 described in detail the quasi-static performance model that is used here.

The final step in the Q-SAM method is to link the chosen performance parameters and desired hemisphere location to the noise database through the interpolation procedure in order to obtain the noise level associated with a quasi-static performance-state. The complete Q-SAM procedure is illustrated in the flowchart below.
Figure 4.1. Flowchart of the Q-SAM procedure.

4.2 Tiltrotor Acoustic Neural Network

4.2.1 Motivation

A mapping of the 1995 XV-15 flight test acoustic data is sought. A total of 100 noise hemispheres are available, representing the wide range of flight conditions that were tested (see Figure 3.3). Using the technique discussed in section 3.4, each point on a
given hemisphere is tied to a set of performance parameters that represent the state of the aircraft at the time of the acoustic emission. In order to map the hemisphere noise levels to the entire range of possible descent conditions, a relationship between the hemisphere noise (level and directivity) and the performance parameters is necessary. This is not a simple relationship. The noise on a hemisphere represents many sources such as BVI, thickness, loading, broadband, engine, and gearbox noise. These different noise sources are related to the performance parameters in different ways. For example, BVI noise level and directivity are mainly governed (in a highly nonlinear manner) by the advance ratio, hover tip Mach number, tip-path-plane angle, and thrust coefficient. It is therefore difficult to obtain a direct functional relationship between the performance parameters and the noise at a given point on the hemisphere. This fact makes it problematical to use either a linear or nonlinear regression to curve-fit the data. A table look-up procedure is also not the best approach because of the fairly sparse data set and the many parameters involved in the problem. Therefore, it was decided that a neural network model of the acoustic/performance data set would yield the best noise mapping results.

In this research, the desired neural network model is designed to serve as a function approximation or curve-fitting tool that approximates the noise level at a point on the hemisphere as a function of the performance parameters. The main advantage in using a neural network for function approximation is that the model is able to learn the highly nonlinear relationships between the network inputs and the desired outputs from a training data set. A carefully designed network is able to generalize to new data and is also tolerant of uncertainty in the data set. On the other hand, one of the main
disadvantages in using a neural network is that it can be challenging to make use of existing knowledge and known general trends relevant to the problem. A judicious choice of network inputs and design parameters can ensure a robust neural network model. The neural network used herein is implemented in MATLAB, using the Neural Networks Toolbox (Ref. 115). A solid introduction to the design of neural networks is presented in Ref. 116.

A neural network representation of measured tiltrotor noise acquired in the 1998 isolated full-scale rotor acoustic test is presented in Ref. 117. In this case, the neural network was first used to assess the quality of the measured data. It was then used to predict noise on a traverse below the rotor with inputs being the shaft angle-of-attack, thrust coefficient, advance ratio, traverse location, and microphone location. The neural network was used to predict the noise at the microphone traverse for a limited number of cases and was able to successfully predict the noise within $\pm 1$ dB.

4.2.2 Acoustic Neural Network Design

Adapted from Ref. 115 the following figure illustrates the architecture of a simple neural network comprised of $p_i$ through $p_R$ inputs, three neurons in the first hidden layer, two neurons in the second layer and a single output, $a_{\text{final}}$. On the figure, the neurons are identified as PE or Processing Elements. Each input to a particular layer is assigned a weight (IW – Input Weight and LW – Layer Weight). Furthermore, each neuron is assigned a bias, $b$. The network is trained by iteratively adjusting the weights and the biases that correspond to each neuron. As the network is trained, the neurons learn the
nonlinear relationships inherent in the data and the error between the network output and the target output is minimized. A transfer function, $f$, is used to scale the summations of weights and biases and to produce an output, $a$.

![Figure 4.2. Example of a simple neural network architecture.](image)

The design of a neural network involves multiple decisions such as: choosing a type of network, a type of training algorithm, a type of learning algorithm, a type of transfer function between layers, the number of hidden layers, the number of neurons in each layer, as well as the input and the output parameters. These decisions are very specific to the problem at hand and are thus most often made by trial-and-error.

For this application, a feed-forward neural network was chosen, along with error backpropagation as the way to implement the network (see Ref. 115). The network is trained by a Levenberg-Marquardt scheme and the learning algorithm is a gradient-based
method with momentum. Two hidden layers were chosen, both of which use a *sigmoid* transfer function. The output layer uses a linear transfer function that allows the output to scale to the correct magnitude.

In this dissertation, a particular network is identified using the following nomenclature:

```
13-64-16-1
```

- # of inputs
- # of neurons in 1\(^{st}\) hidden layer
- # of neurons in 2\(^{nd}\) hidden layer
- # of outputs

### Training Methodology

As mentioned above training a network involves iteratively modifying neuron weights and biases to improve the network’s performance, which is generally a measure of the error between the trained network’s outputs and its target outputs. In this Dissertation, the mean sum of squares of the network error (*MSE*) is used as a measure of the network performance. The following is the expression for the *MSE*, where \( t \) is the target output and \( a \) is the network output.

\[
MSE = \frac{1}{N} \sum_{i=1}^{N} (t_i - a_i)^2 \tag{4.1}
\]

To ensure good generalization or, the ability of the network to simulate data not contained in the training set, a method called *early-stopping* is used when training the
network (Ref. 115). Only a portion of the entire available data is used as a training set with this method. At each step in the iterative training, the network simulates data contained in a separate validation set and the $MSE$ is calculated. As network training progresses, the validation set error typically reduces with the training set error but as the network begins to memorize or “over-fit” the training set, the validation error increases. Training is then stopped and the network is considered to have reached its optimum performance. Figure 4.3 shows the results of a typical training session, where one epoch corresponds to one iteration in the training process.

Figure 4.3. Sample training session with early-stopping.
The size and content of the training and validation sets is important. In this research, approximately 80% of the entire data set is used for training, 15% is reserved for validation and 5% is used as a test set that evaluates the final network performance. To ensure that the content of the training, validation, and test sets are not biased (e.g. not enough training data at 60° nacelle tilt), a candidate network is trained repeatedly using random portions of the entire data array to build each set. Repeatedly training a network also provides a better assessment of the network’s capabilities. Indeed, before training begins the weights and biases of the individual neurons are initialized at random, meaning that a given network will achieve a slightly different final performance each time it is trained. In this research, each candidate network is trained ten times until early-stopping occurs. A network’s performance is then judged based on its average final $MSE$.

**Choice of Input and Output Parameters**

The neural network’s desired output is the noise level at a point on a hemisphere that surrounds the tiltrotor. The data provided for this research contained both A-weighted and overall sound pressure levels (SPL). Because the A-weighted SPL generally gives a more accurate estimate of the human ear’s response to noise, it is used in this research.

The network performance is greatly influenced by the choice of input parameters. A judicious choice of inputs will result in a network that is capable of achieving good performance and generalizing to new data. The most obvious set of inputs to provide the
network with is the Cartesian hemisphere positions and the nominal flight conditions for a particular noise level (output). However, as mentioned in section 3.4 the actual flight conditions can appreciably differ from the nominal flight condition between points on a same hemisphere. Also, additional parameters that were not measured in the flight test more directly govern noise generation (such as the rotor tip-path-plane angle and the rotor thrust coefficient).

In order to analyze the neural network performance with respect to the choice of inputs, a parametric study was conducted. Two different sets of inputs characterizing the observer position on a hemisphere and five different sets of inputs characterizing the performance-state of the aircraft were studied for a total of ten complete input sets. Table 4.1 shows the different potential input sets. Note that some of the performance input sets are comprised of measured data as well as computed data obtained through the performance model.

In the Table 4.1, the variable named $\theta_{cylindrical}$ represents the elevation angle of a cylindrical coordinate system with its longitudinal axis aligned with the y-hemisphere Cartesian coordinate. Although one cylindrical angle and three Cartesian coordinates yields redundant information about the position of a point on the hemisphere, it can provide the neural network an important geometrical relationship. This is because the cylindrical elevation angle is defined with respect to the velocity vector, and as such can represent the projection of the tip-path-plane angle on the hemisphere. For example, for a point on the hemisphere, if $\theta_{cylindrical}$ is equal to the tip-path-plane angle, then that point is
in the plane of the rotor’s projection on the hemisphere. Since thickness noise radiates most strongly in the plane of the rotor, the neural network can more easily establish the thickness noise directivity trends.

Table 4.1. Potential hemisphere position and aircraft performance inputs.

<table>
<thead>
<tr>
<th>Set #</th>
<th>Hemisphere Position Inputs</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pos.1</td>
<td>Cartesian coordinates ((x, y, z))</td>
</tr>
<tr>
<td>Pos.2</td>
<td>Combined Cartesian and cylindrical coordinates ((x, y, z, \theta_{cylindrical}))</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Set #</th>
<th>Aircraft Performance Inputs</th>
</tr>
</thead>
<tbody>
<tr>
<td>Perf.1</td>
<td>((V_{nominal}, i_N, \gamma_{nominal}))</td>
</tr>
<tr>
<td>Perf.2</td>
<td>((V_{measured}, i_N, \gamma_{measured}, \theta_{measured}))</td>
</tr>
<tr>
<td>Perf.3</td>
<td>((V_{measured}, i_N, \gamma_{measured}, \theta_{measured}, \phi_{measured}, \beta_{measured}))</td>
</tr>
<tr>
<td>Perf.4</td>
<td>((V_{measured}, i_N, \gamma_{measured}, \theta_{measured}, \phi_{measured}, \beta_{measured}, \alpha_{TPP\ comp}, C_{T\ comp}, M_{AT\ comp}))</td>
</tr>
<tr>
<td>Perf.5</td>
<td>((V_{measured}, \alpha_{TPP\ comp}, C_{T\ comp}, M_{AT\ comp}))</td>
</tr>
</tbody>
</table>

Each complete input set was used to build an X-16-8-1 network (where X is the total number of inputs) that was trained, validated, and tested ten times. The performances of the ten networks were then averaged to yield a representative neural network performance for each input set. The following figure presents the results of the parametric study and shows the average performance of the network in terms of the mean square error in dBA for each combination of the input sets.
Figure 4.4. Neural network performance as a function of input parameters.

As the previous chart shows, in all but one of the complete input sets, better results are obtained with the combined Cartesian/cylindrical coordinates hemisphere position input set (Pos.2). The network is indeed able to establish a relationship between the noise directivity and the tip-path-plane angle. The best combined input set uses Pos.2 with the set containing the most information about the measured performance parameters of the aircraft as well as the computed tip-path-plane angle, thrust coefficient, and advancing tip Mach number (Perf.4). The network is able to achieve a fairly good performance using
only the nominal flight conditions as inputs. However, adding the correct measured inputs and some computed quantities improves the network performance by approximately 10-percent. It is believed that using the direct ground acoustic measurements instead of “de-propagating” a hemisphere would lead to much greater improvement because many possible sources of errors would be removed.

**Hidden Layers Sizing**

Determining the number of neurons in each layer is not an easy task. In general, more neurons are needed to approximate very complex functions. However, a compact network is more desirable as it is easier to train, simulate, and analyze.

A general rule of thumb is to use at least the same number of neurons in the first layer as there are inputs. The size of the second layer is usually smaller than the first layer. A parametric study was conducted to identify the number of neurons in each layer required to achieve a target performance of approximately $MSE = 1.5 \text{ dBA}$. A smaller target $MSE$ was judged unnecessary due to the uncertainty already contained in the measured acoustic data set. The following table shows the final network performance (after early-stopping) for a number of different network sizes that are averaged over ten training sessions. Although a more extensive study was conducted the results of only eight network sizes are shown.
Table 4.2. Neural network sizing results.

<table>
<thead>
<tr>
<th>Number of Neurons</th>
<th>Average Final Network Performance</th>
</tr>
</thead>
<tbody>
<tr>
<td>L1 L2</td>
<td>Epoch Number</td>
</tr>
<tr>
<td>8 4</td>
<td>97</td>
</tr>
<tr>
<td>16 8</td>
<td>71</td>
</tr>
<tr>
<td>32 8</td>
<td>91</td>
</tr>
<tr>
<td>32 16</td>
<td>55</td>
</tr>
<tr>
<td>32 32</td>
<td>67</td>
</tr>
<tr>
<td>64 8</td>
<td>72</td>
</tr>
<tr>
<td>64 16</td>
<td>55</td>
</tr>
<tr>
<td>64 32</td>
<td>70</td>
</tr>
</tbody>
</table>

As the table shows, the MSE decreases as the network size increases. However, as mentioned before, building a very large network is undesirable in terms of training and simulation time, and attempting to attain a very small $MSE$ is ill-advised considering the uncertainty already contained in the measured acoustic and performance data. A neural network with 64 neurons in the first hidden layer and 16 neurons in the second hidden layer is therefore judged to be adequate, with an acceptable training time and sufficiently good average performance. The average $MSE$ of the ten training sessions for that particular network is $MSE = 1.62$ dBA.
Training Results

The acoustic neural network model designed in the previous section was retrained once until early-stopping occurred. The network achieved a $MSE$ of 1.42 dBA after 72 epochs, or iterations. The training time was 5,470 seconds. The following figure shows the predicted noise versus the measured noise for the entire data set, which is comprised of over 15,000 data points.

![Figure 4.5. Measured vs. predicted noise levels for 13-64-16-1 neural network with $MSE = 1.42$ dBA.](image)

As the previous figure shows, most of the predictions fall within ± 2 dBA of the measurements. In general, the error is largest at the lower noise levels, which implies
that the neural network is performing very well in predicting the level and the directivity of hotspots due to BVI and to thickness or HSI noise. However, some points have a very large error, lying far from the “prediction = target” line. The next section will discuss this matter further.

**Study of Outliers**

To improve the neural network’s performance, it is useful to study the individual target data points that the network seems to have a greater difficulty in predicting (points that have the largest deviations from the $MSE$). In many cases, these outliers correspond to erroneous data measurements or performance predictions and can distract the network from identifying underlying trends during the training iterations. In this research, outliers are typically caused by faulty microphones, highly unsteady vehicle performance, and high winds. In these cases it is useful to remove the outliers from the data set and to retrain the network without the outliers. Figure 4.5 showed the results of training the 13-64-16-1 network until early-stopping. The individual data points that have an error larger than ± 5 dBA are considered to be possible outliers. The performance and noise data of each possible outlier was individually studied to determine the cause of the large error between predicted and measured noise levels. A data point remained in the data set if deemed acceptable and removed from the data set if the prediction error was deemed to be due to measurement error or other sources of uncertainty. In this data set 211 points out of approximately 15,000 were identified as outliers.
The network was re-trained with the outliers removed and an improved performance of $MSE = 1.15 \text{ dBA}$ was obtained, an improvement of 19-percent over the original network performance. Figure 4.6 shows the difference between the predicted and measured values.

![Graph showing measured vs. predicted noise levels for improved neural network](image)

**Figure 4.6.** Measured vs. predicted noise levels for improved 13-64-16-1 neural network with $MSE = 1.15 \text{ dBA}$, outliers removed.

The next figure shows a histogram of the prediction errors and illustrates that most of the nearly 15,000 data points lie within a $\pm 2 \text{ dBA}$ boundary.
The following table summarizes the architecture of the acoustic neural network.

<table>
<thead>
<tr>
<th>Position Inputs</th>
<th>Performance Inputs</th>
<th>Output</th>
<th>Network Performance (MSE)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$x, y, z, \theta_{cylindrical}$</td>
<td>$V_{\text{meas}}, I_N, \gamma_{\text{meas}}, \theta_{\text{meas}}, \phi_{\text{meas}}, \beta_{\text{meas}}, \alpha_{\text{TPP comp}}, \alpha_C, \alpha_{\text{MAT comp}}$</td>
<td>A-Weighted SPL @ $x, y, z$ on hemisphere</td>
<td>1.15 dBA</td>
</tr>
<tr>
<td># of Neurons in 1$^{st}$ Hidden Layer</td>
<td>64</td>
<td></td>
<td></td>
</tr>
<tr>
<td># of Neurons in 2$^{nd}$ Hidden Layer</td>
<td>16</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Figure 4.7. Histogram of the prediction errors for 13-64-16-1 neural network.
4.2.3 Acoustic Neural Network Results

Comparison of Predicted vs. Measured Noise Hemispheres

In this section, the neural network model is used to obtain predicted noise hemispheres that correspond to measured noise hemispheres. The model is also used to predict noise hemispheres that correspond to flight conditions that were not obtained in the flight test, thus highlighting the model’s ability to generalize to new input data. Note that since the measured noise hemispheres were very nearly symmetrical along the longitudinal plane, only one half of each hemisphere was used for training, comprised of the average of both halves of the hemisphere. Therefore, the noise hemispheres presented below are symmetrical about the longitudinal axis.

Figure 4.8 shows a descent case where strong BVI noise is present. The “flat hemisphere” visualization technique is used for clarity.
Figure 4.8. Comparison of measured and predicted noise on a flat hemisphere for a BVI case, $V = 92$ knots, $i_N = 70^\circ$, and $\gamma = -6^\circ$.

The figure above shows that the neural network model captures both the level and the directivity of BVI noise hotspots very well. The next figure shows a high-speed impulsive noise case.
Figure 4.9. Comparison of measured and predicted noise on a flat hemisphere for a HSI case, $V = 135$ knots, $i_N = 60^\circ$, and $\gamma = 0^\circ$.

Figure 4.9 shows that once again the neural network model is successful in capturing the level and the directivity of the HSI noise hotspot, which, like BVI, is a highly nonlinear noise source. Since the measured noise hemisphere is comprised of noise with different emission times (hence different performance-states), it is not possible to show the tip-path-plane angle on the previous figures. However, for HSI noise, the hotspot is generally in the projection of the tip-path-plane. On the previous figure, the general
The orientation of the projection of the tip-path-plane with respect to the hemisphere is at approximately $\Phi_H = -25^\circ$.

In order to better assess the ability of the neural network model to generalize to new data, the network was retrained with one full noise hemisphere omitted from the training set. The comparison between the measured and predicted noise hemisphere that was omitted in the training set is shown in the next figure.

![Comparison of measured and predicted noise on a flat hemisphere for a BVI case, $V = 68$ knots, $i_N = 90^\circ$, and $\gamma = -6^\circ$, case omitted from training data set.](image)

Figure 4.10. Comparison of measured and predicted noise on a flat hemisphere for a BVI case, $V = 68$ knots, $i_N = 90^\circ$, and $\gamma = -6^\circ$, case omitted from training data set.
The previous figure shows that even though the neural network was never trained on the particular noise hemisphere being shown, it can still adequately predict the noise levels. This shows that the network can identify the correct trends and relationships within the training data set.

**Measured Noise Trends**

The neural network noise model was shown to adequately model the XV-15 acoustic data set. In this section, the neural network is used to simulate and to present the steady-state noise hemispheres associated with a range of airspeeds, flight path angles, and nacelle tilts. The resulting noise level and directivity trends are then discussed.

The next three figures show the noise hemispheres for nacelle tilts of 70°, 80°, and 90°; airspeeds of 60, 80, and 100 knots; and flight path angles of 0°, -3°, -6°, -9°, and -12°. The projection of the computed tip-path-plane angle is shown on a hemisphere by a black line at the front of the hemisphere. Flight conditions that are far outside of conditions tested in the experiment are not shown.
<table>
<thead>
<tr>
<th>$\gamma$</th>
<th>$V = 60$ kts</th>
<th>$V = 80$ kts</th>
<th>$V = 100$ kts</th>
</tr>
</thead>
<tbody>
<tr>
<td>$0^\circ$</td>
<td><img src="image1" alt="Image" /></td>
<td><img src="image2" alt="Image" /></td>
<td><img src="image3" alt="Image" /></td>
</tr>
<tr>
<td>$-3^\circ$</td>
<td><img src="image4" alt="Image" /></td>
<td><img src="image5" alt="Image" /></td>
<td><img src="image6" alt="Image" /></td>
</tr>
<tr>
<td>$-6^\circ$</td>
<td><img src="image7" alt="Image" /></td>
<td><img src="image8" alt="Image" /></td>
<td><img src="image9" alt="Image" /></td>
</tr>
<tr>
<td>$-9^\circ$</td>
<td><img src="image10" alt="Image" /></td>
<td><img src="image11" alt="Image" /></td>
<td><img src="image12" alt="Image" /></td>
</tr>
<tr>
<td>$-12^\circ$</td>
<td><img src="image13" alt="Image" /></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

A-Weighted SPL, dBA

Figure 4.11. Noise hemispheres for $70^\circ$ nacelle tilt.
<table>
<thead>
<tr>
<th>$\gamma$</th>
<th>V = 60 kts</th>
<th>V = 80 kts</th>
<th>V = 100 kts</th>
</tr>
</thead>
<tbody>
<tr>
<td>0°</td>
<td><img src="image1.png" alt="Image" /></td>
<td><img src="image2.png" alt="Image" /></td>
<td><img src="image3.png" alt="Image" /></td>
</tr>
<tr>
<td>-3°</td>
<td><img src="image4.png" alt="Image" /></td>
<td><img src="image5.png" alt="Image" /></td>
<td><img src="image6.png" alt="Image" /></td>
</tr>
<tr>
<td>-6°</td>
<td><img src="image7.png" alt="Image" /></td>
<td><img src="image8.png" alt="Image" /></td>
<td><img src="image9.png" alt="Image" /></td>
</tr>
<tr>
<td>-9°</td>
<td><img src="image10.png" alt="Image" /></td>
<td><img src="image11.png" alt="Image" /></td>
<td><img src="image12.png" alt="Image" /></td>
</tr>
<tr>
<td>-12°</td>
<td><img src="image13.png" alt="Image" /></td>
<td><img src="image14.png" alt="Image" /></td>
<td><img src="image15.png" alt="Image" /></td>
</tr>
</tbody>
</table>

A-Weighted SPL, dBA

Figure 4.12. Noise hemispheres for 80° nacelle tilt.
<table>
<thead>
<tr>
<th>$\gamma$</th>
<th>V = 60 kts</th>
<th>V = 80 kts</th>
<th>V = 100 kts</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\gamma = 0^\circ$</td>
<td><img src="image1.png" alt="Image" /></td>
<td><img src="image2.png" alt="Image" /></td>
<td><img src="image3.png" alt="Image" /></td>
</tr>
<tr>
<td>$\gamma = -3^\circ$</td>
<td><img src="image4.png" alt="Image" /></td>
<td><img src="image5.png" alt="Image" /></td>
<td><img src="image6.png" alt="Image" /></td>
</tr>
<tr>
<td>$\gamma = -6^\circ$</td>
<td><img src="image7.png" alt="Image" /></td>
<td><img src="image8.png" alt="Image" /></td>
<td><img src="image9.png" alt="Image" /></td>
</tr>
<tr>
<td>$\gamma = -9^\circ$</td>
<td><img src="image10.png" alt="Image" /></td>
<td><img src="image11.png" alt="Image" /></td>
<td><img src="image12.png" alt="Image" /></td>
</tr>
<tr>
<td>$\gamma = -12^\circ$</td>
<td><img src="image13.png" alt="Image" /></td>
<td><img src="image14.png" alt="Image" /></td>
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Figure 4.13. Noise hemispheres for 90° nacelle tilt.
By analyzing the three previous figures, some observations about the descent noise characteristics of the XV-15 can be made:

1) BVI noise dominates most of the descent cases as shown by the location of the hotspot(s) below the plane of the rotor. HSI noise occurs mostly in level flight cases and at the highest airspeed. However, an indication of strong thickness noise or HSI noise can be seen for level flight cases at 100 knots for all nacelle tilts.

2) The clearest trend is that BVI noise strength increases with steeper decent angles. From the available data, it seems that the rotor wake has not been pushed above the rotor for the steepest descents, since the noise levels are still increasing. The high disk loading of the tiltrotor explains this fact. This has been seen in wind-tunnel results of the TRAM model where an equivalent descent angle of 11° was not sufficient to push the wake above the rotor (Ref. 54). In a conventional helicopter with a moderate disk loading, BVI noise levels increase with steeper descent angles until the wake moves above the rotor, whereupon the noise decreases as the wake is pushed further above the rotor.

3) The directivity of the BVI hotspot also changes with respect to the descent angle. For shallow descent angles, the hotspot is located directly in front of the aircraft and below the tip-path-plane angle. As the descent angle is made steeper, the hotspot tends to spread and move upward, eventually splitting into two distinct hotspots. This is a characteristic of BVI acoustic phasing effects and represents different types of interactions. Chapter 5 discusses this subject in more detail (see also Ref. 118).
4) The BVI noise level is seen to increase as the nacelles near helicopter mode. This is due to a decrease in the rotor inflow, which leads to a decrease in BVI miss-distances. However, note that even flight conditions leading to a large rotor inflow (such as $i_N = 70^\circ$, $\gamma = -6^\circ$, and $V = 100$ knots) can lead to strong BVI noise generation. This is explored further in Chapter 5.

5) Finally, the maximum BVI noise level on a hemisphere for a given flight path angle and nacelle tilt increases with respect to the airspeed in most cases.

As mentioned above, the cases presented in figures 4.11, 4.12, and 4.13 showed no indication that thickness noise or high-speed impulsive noise are dominant during a descent. In level flight however, the advancing tip Mach number, $M_{AT}$, tends to be fairly high at higher airspeeds. This leads to a higher level of thickness noise. The following figure shows four cases in level flight at $70^\circ$ nacelle tilt, with high airspeeds of 100, 110, 120, and 130 knots.
\[ V = 100 \text{ kts}, M_{AT} = 0.84 \]

Note: \( i_N = 70^\circ, \delta_f = 20^\circ \)

\[ V = 110 \text{ kts}, M_{AT} = 0.85 \]

\[ V = 120 \text{ kts}, M_{AT} = 0.86 \]

\[ V = 130 \text{ kts}, M_{AT} = 0.87 \]

Figure 4.14. Development of thickness noise and HSI noise in level flight.

On the previous figure, the development of strong thickness noise and even HSI impulsive noise can clearly be seen by the hotspot, which is in the plane of the rotor and forward. It is possible to avoid strong thickness noise by avoiding high advancing tip Mach numbers. This can be achieved by keeping the nacelle tilt lower in high speed level flight. Therefore, before beginning a descent, the airspeed should be reduced as much as possible while in airplane mode. This can be accomplished by using larger wing flap deflections, which increases the percentage of the total lift carried by the airframe. In the baseline approach profile used in this research, the initial velocity is 100 knots. Therefore, high-speed impulsive noise is not a dominant source of noise.
Chapter 5

Design and Analysis of Low BVI Noise Approaches

Chapter 4 described a neural-network used to model the measured XV-15 descent acoustic characteristics, which can be used in conjunction with the performance model developed in Chapter 2 to obtain a series of noise hemispheres for any descent profile within the limits of the model. This combined performance/acoustics model is very useful to assess the noise associated with a particular approach profile, but it does not directly provide an insight into potential noise abatement techniques.

In this chapter, a trend-based analysis is developed in order to gain an understanding of the main trajectory and aircraft configuration parameters that govern the likelihood and strength of BVI noise. This crucial understanding is then used to develop low BVI noise approach profiles, which are then validated and analyzed using the neural network noise model.
5.1 Miss-Distance and Inflow as a Measure of BVI Noise

The strength of BVI noise is governed by three main factors: 1) the miss-distance between the vortex and the blade at the time of interaction, 2) the phasing of the acoustic pulses which is governed by the top-view geometry of the blade-vortex interaction and 3) the strength of the vortex (Ref. 118). The rotor operating condition (advance ratio, hover tip Mach number, thrust coefficient, and tip-path-plane angle) determines these three factors.

In order to simplify the present analysis and develop concrete noise reduction techniques, only the miss-distance is considered to govern the strength of BVI noise. In reality, the effects of interaction geometry and vortex strength are not secondary. However, this analysis will show that using the miss-distance as an indicator of BVI noise strength provides the correct measured BVI noise trends.

In order to accurately predict the miss-distance associated with a particular interaction, the position of the tip vortex must be known at the time of the interaction. This requires an accurate prediction of the rotor wake, which is very difficult to achieve for a conventional helicopter’s rotor let alone for a highly twisted proprotor system. Since the goal of this research is not to accurately predict BVI noise but to develop BVI noise trends associated with the tiltrotor’s performance-state, a simplified approach is used to obtain a measure of the miss-distance based on the rotor inflow.
For a given vortex, the downward distance traveled away from the rotor disk is governed by the rotor inflow, which is the non-dimensional velocity through the rotor. In this research, the rotor inflow is defined as negative when pointing down through the disk and is a function of the blade radial position and azimuth location. Since advancing side BVIs are known to radiate much more noise than retreating side BVIs (Ref. 118), an average value of the inflow over the advancing side is used. The inflow is also averaged over the outer 40-percent of the blade since the larger velocities at the blade tips lead to the generation of most of the acoustic energy. From equation 2.92, the expression for the average inflow, \( \bar{\lambda} \), is:

\[
\bar{\lambda} = \left( -\frac{V}{\Omega R} \sin \alpha_{\text{FP}} + \lambda_i \right) \text{ for } \psi = 0^\circ \text{ to } 180^\circ \\
\text{for } r_p = 0.6R \text{ to } 1.0R
\]  

(5.1)

The value of the average inflow presented in the previous equation governs the general magnitude of the miss-distances on the advancing side for all blade-vortex interactions. A large negative value implies that the vortices are being pushed far below the rotor, a small positive or negative value implies that the vortices are close to the rotor disk, and a large positive value means that the vortices are pushed far above the rotor. It is clear that using an average inflow value captures the general miss-distance trends on the advancing side but does not account for interaction geometry or vortex strength effects. Therefore, in order to ensure that the main BVI noise trends are represented correctly by the average inflow, it is important to establish a correlation between the average inflow and the measured BVI noise. The next section demonstrates this correlation.
5.1.1 Average Inflow Trends vs. Measured BVI Noise Trends

The previous section postulates that it is possible to capture measured BVI noise trends by considering an average inflow over the advancing side of the rotor. Intuitively, the trends should correlate since the average inflow is a measure of the average miss-distance, which strongly influences BVI noise strength (Ref. 118). The next graph shows the maximum BVI noise on a hemisphere as a function of descent angle for the XV-15 in helicopter mode at 60 knots. The value of the maximum BVI noise is obtained by using the neural network model developed in Chapter 4; therefore it represents measured BVI noise trends. Also shown on the graph is the predicted value of the average inflow for the same airspeed and range of descent angles (note the different axis scales).

Figure 5.1. Maximum BVI noise and average inflow vs. descent angle for $i_N = 90^\circ$ and $V = 60$ kts.
Figure 5.1 clearly shows that the trend of increasing noise with an increasing descent angle is matched very well by the trend of decreasing inflow with an increasing descent angle. Indeed, as the descent angle becomes steeper, the vortices are pushed up closer to the rotor disk, thereby reducing the miss-distances of all interactions and increasing the strength of the BVI noise. The average inflow value is therefore an adequate measure of BVI noise for this particular nacelle tilt and airspeed. The next step shows that the trend seen in Figure 5.1 is also observed for different nacelle tilts and airspeeds.

The following three figures represent the maximum measured BVI noise on the hemisphere as a function of the predicted average inflow for nacelle tilts of 70, 80, and 90 degrees and airspeeds of 60, 80, and 100 knots. On the figures, the labels “No BVI” represent average inflow conditions that lead to BVI noise levels that are below the levels of the other non-impulsive noise sources present on a hemisphere (i.e., no BVI hotspots). Note that on the figures, the measured BVI noise usually reaches a peak, and then reduces somewhat before increasing again. This indicates a change in the directionality of the BVI hotspots caused by a change in the BVI type. As Figures 4.11, 4.12, and 4.13 showed, a strong hotspot is generally seen at the front of the hemisphere at shallow descent angles. As the descent angle is increased, the BVI hotspot can separate to form two distinct hotspots. Thus, for gradually increasing descent angles, the maximum BVI noise on a hemisphere usually decreases slightly as a forward hotspot morphs into two side hotspots, and then increases as the distinct hotspots gain in strength.
Figure 5.2. Correlation of measured BVI noise and average inflow for $V = 60$ kts.
Figure 5.3. Correlation of measured BVI noise and average inflow for $V = 80$ kts.
The three previous graphs show that the general correlation between measured BVI noise and average inflow is consistent: a decrease in inflow corresponds to an increase in BVI noise level for various nacelle tilts and airspeeds. However, the graphs indicate that this relationship between average inflow and measured BVI noise changes in amplitude with respect to the airspeed and nacelle tilt (to a lesser degree). This shift in the BVI noise/average inflow correlation with respect to airspeed is mostly due to a change in the geometry of the blade-vortex interactions.

At first it is surprising to see that BVI noise hotspots are present on the hemisphere at average inflow values as large as -0.09. However, it is the shift in the BVI noise/average
inflow correlation with respect to airspeed that causes strong BVI to occur at such a large inflow condition. This serves to illustrate the fact that the average inflow does not capture all factors that contribute to strong BVI. Indeed, as will be discussed in section 5.1.2, the geometry of the blade-vortex interactions is a strong function of the airspeed and affects the strength of BVI noise.

Presented in the figure below is an example of a case where strong BVI noise occurs for a large average inflow. In this case, the aircraft is descending at $\gamma = -6^\circ$, the nacelles are tilted at $i_N = 70^\circ$ and the airspeed is 90 knots. Clearly, this flight condition leads to a large average inflow through the rotor. Indeed, the predicted average inflow is large in magnitude: $\bar{\lambda} = -0.060$. However, the figure presented below clearly shows that strong noise hotspots are present in the front of the hemisphere.

![Figure 5.5. Noise hemisphere for $i_N = 70^\circ$, $V = 90$ kts, and $\gamma = -6^\circ$.]
In the previous figure, the noise hotspots are well below the plane of the rotor defined by the black line. Therefore, it is very unlikely that high-speed impulsive noise is the cause of the hotspots. BVI geometry arguments are presented in the next section in order to determine if BVI is the source of the hotspots in Figure 5.5 and similar high inflow cases.

5.1.2 BVI Geometry and Acoustic Phasing

As previously mentioned, blade-vortex interaction occurs when a blade interacts with a previously shed vortex. A top view of a three-bladed rotor with a simple epi-cycloidal wake shows possible interactions that occur for a particular blade at a given airspeed, tip-path-plane angle, and hover tip mach number (see Figure 5.6). The wake is represented by a single rolled-up tip vortex. On the figure, the advancing side interactions are labeled #1 through #6 with the #1 interaction being the youngest. The retreating side interactions are labeled #R1 through #R3.
Figure 5.6. Possible BVIs at $r_b = 0.9R$ for an epi-cycloidal wake of a three-bladed rotor operating at $\mu_x = 0.20$.

At the instant shown on Figure 5.6, the blade at the 60° azimuth location has so far experienced two interactions on the advancing side and is currently encountering a third interaction termed a “parallel” interaction. Parallel, as opposed to an “oblique” interaction, is known to cause high levels of BVI noise. As the rotor continues to rotate and to move forward, other interactions will occur on the advancing and the retreating side. In the case shown, a blade encounters a total of six interactions on the advancing side and three on the retreating side during one rotor revolution. The top-view geometry of the interactions is mainly governed by the advance ratio component parallel to the disk, $\mu_x$, but is also somewhat influenced by the tip-path-plane angle. The spread out tip vortex pattern at high advance ratios results in fewer interactions whereas the more closely spaced tip vortex arrangement at low advance ratios results in more interactions.
As Figure 5.6 shows, the younger BVIs are those that interact with a vortex that has a smaller wake age (the amount of time elapsed since the vortex has been shed). This implies that the vortex has not had the time to convect downward very much: thus, the miss-distances associated with younger BVIs are usually fairly small even when the average inflow is large. In part, this explains how a strong BVI can occur when the average inflow is large in magnitude.

The radiation efficiency of a BVI depends on the way in which the acoustic waves accumulate following the interaction. Assuming that the entire wake lies in a plane parallel to the tip-path-plane and that the vortex strength is constant, it is possible to study the accumulation of the acoustic disturbances as a function of only the top-view interaction geometry. Each BVI intersection point can be treated as a spherically spreading acoustic source (BVI wavelet) triggered by the geometric interaction between the blade and a vortex. An example of this analysis is shown in the figure below (from Ref. 118).
Figure 5.7. Triggering of BVI wavelets (from Ref. 118).

The previous figure shows BVI wavelets triggered by a blade that interacts with a tip vortex. The wavelets spread at the speed of sound, $a_0$, and accumulate to form a wavefront that dictates the radiation efficiency and direction of the resulting BVI noise. The trace Mach number, $M_{tr}$, depicted on the figure, determines the way in which the wavelets accumulate in space. The trace Mach number is defined as the speed at which the trace of a BVI travels with respect to a fixed observer and is given by (where $\gamma_b$ is the interaction angle):

$$M_{tr} = \frac{\Omega r_b + V \cos \alpha_{TPP} \sin \psi_b}{a_0 \sin \gamma_b}$$

(5.2)
In Ref. 118, it is shown that four different types of BVIs are possible on the advancing side of a rotor and correspond to four different trace Mach number profiles. The different BVI types (labeled $\alpha$, $\beta$, $\gamma$, and $\delta$) have different in-plane wavelet radiation characteristics. The next figure shows the classification of the advancing side BVIs with respect to their trace Mach number profile. Also shown on the figure are the associated in-plane wavelet accumulation and radiation patterns.
Figure 5.8 shows that the Type $\alpha$ interaction radiates towards the front of the aircraft whereas the directivity of Type $\beta$, $\gamma$, and $\delta$ interactions progressively shift towards the $90^\circ$ azimuth direction. The figure also shows that each type of interaction has a very
different trace Mach number profile. For example, Type $\alpha$ starts at a transonic trace Mach number near the blade tip and decelerates as the BVI moves toward the root of the blade. Type $\gamma$ is known as a parallel interaction because the blade intersects the vortex in a near-parallel fashion.

In terms of noise level, it has been shown that for a given miss-distance Type $\gamma$ usually contains the most acoustic energy followed by Type $\beta$, Type $\delta$, and finally Type $\alpha$ (Ref. 118). This is directly related to the trace Mach number profile associated with the interaction type. However, in some situations, a Type $\alpha$ or $\beta$ interaction can produce a trace Mach number profile that leads to strong BVI noise. In this case, the trace Mach number remains very close to $M_{tr} = 1.0$ over the tip portion of the blade and the acoustic waves efficiently radiate to the far-field.

In light of the previous discussion, an analysis was conducted to determine the type of BVI interaction that was shown in Figure 5.5. This was done in order to explain the presence of strong BVI noise at such a large average inflow condition. It was determined that the interaction is most likely a Type $\beta$, with a trace Mach number close to 1.0 over the tip portion of the blade. This phenomenon, combined with reasonably small miss-distance due to the small wake age of the interaction, is the probable cause of the BVI hotspots seen in Figure 5.5. This analysis highlights the fact that the average inflow alone is not sufficient to completely capture BVI noise level trends (since the trace Mach number profile can play an important role). Nonetheless, due to the complexities and the unknowns associated with the tiltrotor wake, this research uses the average inflow as a
measure of BVI noise trends. In Section 5.3.5, the measured noise data is used to account for effects not captured by the value of the average inflow.

5.2 Parametric Study of Average Inflow Trends

The previous section showed that the value of the average inflow could indeed be used as a representative measure of the level, or the occurrence, of BVI noise. In this section, average inflow results are presented with respect to variations in airspeed, nacelle tilt, flap deflection, flight path angle, and deceleration. This is done in order to identify the flight trajectory and aircraft configuration parameters that could be utilized to reduce BVI noise by increasing the absolute value of the average inflow. This analysis is similar to the one presented in Ref. 91.

5.2.1 Effect of Airspeed on Average Inflow

The following figure shows the effect of airspeed on the average inflow through the rotor for the helicopter mode case at a 6° descent angle with the flaps deflected at 40°.
Figure 5.9. Average inflow vs. airspeed for $i_N = 90^\circ$, $\gamma = -6^\circ$, and $\delta_f = 40^\circ$.

Figure 5.9 shows the effect of airspeed on the average inflow value. The curve represents the typical helicopter result: the induced inflow term dominates at low airspeeds, while the freestream velocity inflow term dominates at higher airspeeds. Therefore, an increase in thrust at low airspeeds is favorable in order to push the wake further below the rotor and a forward tilt of the tip-path-plane at high airspeeds leads to a higher absolute value of the inflow.
5.2.2 Effect of Nacelle Tilt on Average Inflow

The tiltrotor’s capability to tilt its nacelles in a wide range of angles is an important configuration control that is not available on conventional helicopters. Tilting the nacelles has a large effect on the vehicle trim solution since it changes the airframe drag and moment coefficients in an appreciable way and, more importantly, reorients the rotors’ thrust vectors. Because of this change in the trim solution due to the tilting of the nacelles, it is expected that the resulting average inflow be strongly affected by the nacelle tilt. The next figure shows the change in average inflow for different nacelle tilts.

![Figure 5.10. Effect of nacelle tilt on average inflow for γ = -6° and δ = 40°.](image-url)
The previous figure shows that the nacelle tilt does indeed have a large influence on the average inflow value, especially at a higher airspeed. At slower airspeeds, the rotor carries most of the total lift and a change in the nacelle tilt is accompanied by a change in fuselage pitch in order to maintain a fairly constant tip-path-plane angle. The resulting average inflow is therefore similar between the different configurations since the tip-path-plane angle is approximately the same. At higher airspeeds however, the airframe carries a larger portion of the total lift, and as such a change in the nacelle tilt does not require that the tip-path-plane remain constant. Therefore, tilting the nacelles down increases the inflow through the rotor. The large inflow values associated with lower nacelle tilt angles lead to a larger average miss-distance but as mentioned in section 5.1.2, can also lead to strong BVI noise when the interaction geometry is conducive to efficient acoustic radiation. Since the goal of an approach procedure is to fully convert to helicopter mode at slow speed, it is not practical to use nacelle tilt alone to maximize the magnitude of the inflow. Yet, it should be kept in mind that a lower tilt of the nacelles at higher airspeed greatly increases the average inflow through the rotor, thereby reducing the likelihood of strong BVI noise generation.

5.2.3 Effect of Flap Deflection on Average Inflow

Another aircraft configuration parameter that significantly affects the trim is wing flap deflection. In typical flights, the use of flaps is predetermined for certain combinations of airspeed and nacelle tilt. Changing the flap angle alters the wing’s aerodynamics and thus affects the trim angle of the fuselage pitch. The following figure shows the effects
of different flap deflection angles on the average inflow for a given nacelle tilt and descent angle.

The previous figure demonstrates that different flap deflections do not change the average inflow appreciably at lower airspeeds. This is because the flaps are not as effective in creating lift and drag at low airspeeds. However, as the airspeed is increased, the wing flaps become more effective and larger flap deflections become more effective. For large flap deflections, both the airframe lift and drag are increased, which causes the fuselage pitch to be reduced in order to maintain force and moment equilibrium. This causes a
forward tilt of the tip-path-plane, which increases the absolute value of the inflow through the rotor.

In this research, the flap deflection is held fixed at 40° for all approaches since the fuselage pitch is held fixed, thereby mitigating the effects of flap deflection. However, pilots have noted that a 75° flap deflection can be beneficial because it lowers the nose of the aircraft down during steep, low-powered descents (Ref. 40). Large flap deflections also allow the aircraft to fly at lower nacelle tilt settings at much lower airspeeds, since the wing can carry more lift. This can be beneficial in terms of BVI noise. The use of flaps to reduce noise and improve handling qualities is highly dependent on limits imposed on pilot workload and is subject to further research.

5.2.4 Effect of Flight Path Angle on Average Inflow

The flight path angle is expected to significantly affect the average inflow. In fact, flight path management is the most utilized BVI noise control mechanism on conventional helicopters (for example, see Refs. 3, 12, 82, 84-88, or 118). During a climb, level flight, or shallow descent in helicopter or near-helicopter mode the wake of the rotor is generally well below the rotor, thus leading to a low likelihood of strong BVI noise. As the descent angle is increased, the rotor wake is pushed closer to the rotor disk, resulting in a higher likelihood of strong BVI noise. For yet a steeper descent, the wake can actually be pushed above the rotor disk and thereby increase the miss-distances and reduce the strength of BVI noise. The actual descent angles for which the rotor is above or below the disk depends mostly on the disk loading. As mentioned, high disk loadings
associated with tiltrotors require very steep descent angles to push the wake above the rotor. Figure 5.12 shows the variations of average inflow with respect to the flight path angle.

![Figure 5.12: Effect of flight path angle on average inflow for $i_N = 90^\circ$ and $\delta_f = 40^\circ$.](image_url)

As expected, the flight path angle exerts strong influence on the rotor’s average inflow. For a given nacelle tilt and airspeed, a flight path angle that is steeper by $3^\circ$ leads to an average inflow magnitude that is smaller by approximately 0.005 at 40 knots to 0.015 at 110 knots. The flight path angle is therefore a very useful means of controlling the average inflow through the rotor.
5.2.5 Effect of Deceleration on Average Inflow

In this section, the effect of deceleration on the average inflow is studied in a quasi-steady manner. The solution to the system of equations representing the longitudinal performance of the tiltrotor is still a steady-state solution, with the airspeed and deceleration specified independently of one another. This is equivalent to studying the effects of an added force, \( F_V = m\dot{V} \), acting in the direction opposite to drag for a deceleration. Previous research on helicopters has shown that a given deceleration can be used to push the wake above the rotor during a descent (Ref. 87). Figure 5.13 shows the effects of different decelerations on the average inflow.

![Diagram showing the effect of deceleration on average inflow.](image.png)

Figure 5.13. Effect of deceleration on average inflow for \( \alpha_N = 90^\circ \), \( \gamma = -6^\circ \), and \( \delta_f = 40^\circ \).
The previous figure illustrates that deceleration has a significant effect on the average inflow value for $i_N = 90^\circ$ and $\gamma = -6^\circ$. In fact, the effect of deceleration is very similar to the effect of a change in flight path angle. Indeed, Ref. 87 showed that a simple equivalence between flight path angle and deceleration can be obtained for conventional helicopters (0.1 g’s of deceleration is equivalent to a 5.7° decrease in the flight path angle). In regards to the tiltrotor, such a simple equivalence is more difficult to create due to the strong coupling between the airframe aerodynamics and the rotor operating condition. However, Figures 5.12 and 5.13 show that for this XV-15 in helicopter mode, the relationship still holds true: 0.1 g’s of deceleration is equivalent to approximately a 6° decrease of the flight path angle. Still, because of the tiltrotor’s high downwash velocities, very large decelerations would have to be used in order to push the wake above the rotor. Therefore, it is concluded that high decelerations should be avoided during an approach to land, especially when the nacelle tilt is near 90° (helicopter mode).

5.3 Design of Low BVI Noise Approaches

The previous section explored the effects of various flight parameters on the trim state of the aircraft and in particular on the average inflow value, which in section 5.1.1 was proven to capture the general trends of measured BVI noise. In this section, inflow and deceleration constraints will be applied to the baseline approach based on knowledge gained in the previous sections.
5.3.1 Constrained Approach Methodology

The baseline approach profile considered in this research was presented in Chapter 2 and is repeated here for convenience.

Figure 5.14. Baseline approach profile.
As Figure 5.14 shows, the value of the average inflow changes drastically during the conversion maneuver. At a 60° nacelle tilt, the magnitude of the inflow is large but as the nacelles are rotated upward the inflow reduces and eventually reaches a minimum value at $t = 30$ seconds. It remains fairly small for the remainder of the simulation. Clearly, the average inflow values in this particular approach profile are undesirable in terms of BVI noise.

In order to constrain the inflow, an inequality constraint equation ($|\overline{\lambda}| \geq \overline{\lambda}_{limit}$) is included in the system of equations that represents the aircraft’s performance. If this constraint condition is violated, the minimum inflow is enforced in the form of an additional equation in the system ($\overline{\lambda} = \overline{\lambda}_{limit}$) and the system becomes over-specified: there are now seven equations, six unknowns and four prescribed variables. One of the prescribed variables can no longer be specified in order to solve the system. It was shown in the previous section that the most effective way to control the inflow for a given nacelle tilt was to reduce the descent angle. Therefore, the flight path angle is no longer prescribed: it is solved for by the system in order to enforce the constraint. The flight path angle then becomes the BVI noise control mechanism. The nacelle tilt schedule, fuselage pitch, and flap deflection remain fixed.

Figure 5.14 also shows that the maximum deceleration caused by tilting the nacelles is approximately -0.10 g’s. This maximum deceleration is high because -0.05 g’s is usually considered the limit for passenger comfort in commercial operations. In order to ensure
that the approach profiles designed in this research are suitable for commercial
operations, constraints are also imposed on the deceleration.

Furthermore, constraining the maximum deceleration helps to maximize the inflow
through the rotor (see section 5.2.5). How the deceleration constraint is implemented in
the performance model is similar to the implementation of the inflow constraint: an
inequality constraint equation is included in the system \(|\dot{V} \leq \dot{V}_{limit}\). Once again, if this
constraint condition is violated, the maximum deceleration is enforced in the form of an
additional equation in the system \(|\dot{V} = \dot{V}_{limit}\) and the system becomes over-specified.
Since the nacelle tilt schedule, or nacelle tilt-rate, was shown to be the most effective in
constraining the deceleration (Refs. 91-93), it is no longer prescribed and becomes an
unknown solved for by the system when the deceleration constraint becomes enforced.
Indeed, tiltrotor pilots use the tilt of the nacelles to reorient the thrust vector of the rotors
and obtain powerful decelerations or accelerations (Ref. 112). Therefore, if the solution
of the system leads to a larger deceleration than desired during the conversion to
helicopter mode, the nacelle tilt-rate is reduced and tilt up of the nacelles is slowed down.

5.3.2 Approaches Constrained by Constant Inflow Limits

In this section, a constant average inflow constraint is applied to the baseline approach.
This allows for the study of the change in flight path angle required to enforce a given
inflow constraint. As section 5.1.2 showed, a simple average inflow limit does not ensure
the complete elimination of BVI noise for all flight conditions but can drastically reduce
BVI noise over an entire approach profile. Three constant inflow limits are presented: \( \overline{\lambda}_{\text{limit}} = -0.01 \), \( \overline{\lambda}_{\text{limit}} = -0.02 \), and \( \overline{\lambda}_{\text{limit}} = -0.03 \). The next figure presents the first case.

Figure 5.15. Constrained approach with \( \overline{\lambda}_{\text{limit}} = -0.02 \).
Figure 5.15 shows the change in flight path angle required to enforce an inflow constraint of $\bar{\lambda}_{\text{limit}} = -0.02$ on the baseline approach. The inflow constraint is enforced at $t = 28$ seconds. At that time, the descent angle must be flattened in order to keep the average inflow from violating the constraint. The result is a change in the flight path angle from the original $\gamma = -6^\circ$ to approximately $\gamma = -3^\circ$ and then back to $\gamma = -6^\circ$ when the inflow constraint is no longer enforced. The inflow constraint remains enforced for approximately 20 seconds. The required change in flight path angle is small and could be easily implemented in a typical flight procedure. However, the inflow constraint is not very stringent and could still yield significant BVI noise. The next figure shows the result of a much stricter inflow constraint of $\bar{\lambda}_{\text{limit}} = -0.035$. 
The previous figure shows that in order to achieve a more stringent average inflow constraint, the flight path angle must be changed appreciably. Indeed, even a short climb
segment is necessary. At the end of the 80 seconds of simulation, the inflow constraint is still enforced and the flight path angle is at approximately $-1.5^\circ$. This highlights the fact that during a converting approach, a tiltrotor inevitably experiences flight conditions that lead to small absolute values of the average inflow. To avoid strong BVI noise, it is key to fly through small inflow regions with caution, i.e. with shallow flight path angles and small decelerations. The next figure shows a very stringent inflow constraint of $\lambda_{\text{limit}} = -0.05$. 
As Figure 5.17 shows, the application of a very strict constant average inflow constraint of \( \overline{\lambda}_{\text{limit}} = -0.05 \) means that the aircraft cannot descend in helicopter mode. In fact, in
order to achieve this constraint the tiltrotor must climb at approximately $\gamma = 5^\circ$ for most of the flight. It is obvious that such a stringent constant inflow constraint is not acceptable, since the goal of the approach is to eventually land.

5.3.3 Approaches Constrained by Deceleration Limits

The baseline approach profile (Figure 5.14) contains a large maximum deceleration due to the upward tilting of the nacelles. In this section, three different approach profiles constrained by a maximum deceleration value are presented. The first deceleration constraint is shown in Figure 5.18 below, for $\dot{V}_{\text{limit}} = -0.075$. 
As the previous figure shows, the constrained deceleration was achieved by slightly reducing the nacelle tilt-rate, starting at \( t = 26 \) seconds. The helicopter mode
configuration was reached 7 seconds later than in the baseline approach. Note that in the XV-15, the pilot cannot control the nacelle tilt-rate in-flight. Therefore, the approach profiles presented in this section would have to be approximated by carefully scheduling the nacelle tilt. This implementation issue is subject to further research.

The next figure shows a deceleration constraint of $\dot{V}_{\text{limit}} = -0.050$, which is considered a typical limit for passenger comfort during commercial flight operations.
Figure 5.19. Constrained approach profile with $\dot{V}_{limit} = -0.050$.

Figure 5.19 shows that a more stringent deceleration constraint means conversion to helicopter mode is completed approximately 30 seconds later than in the baseline case. It
is also important to note that the deceleration constraint increases the absolute value of the average inflow during certain portions of the flight, particularly at $t = 30$ seconds. It was shown in section 5.2.5 that larger decelerations tend to push the wake up, as evidenced by the smaller value of the inflow. Thus, constraining the deceleration has the beneficial effect of slightly increasing the average miss-distances. However, using tilt-rate alone to increase the inflow above a certain threshold would yield very small values of the tilt-rate throughout the conversion and would lead to impractical and lengthy conversion times. The next figure shows a very stringent deceleration constraint of $\dot{\nu}_{\text{limit}} = -0.025$. 


Figure 5.20. Constrained approach profile with $\dot{V}_{\text{limit}} = -0.025$.

Figure 5.20 shows that in order to achieve this strict deceleration constraint ($\dot{V}_{\text{limit}} = -0.025$), a large change in the nacelle tilt-rate is required. The average tilt-rate
during the constrained part of the simulation is approximately 0.2 deg./sec. as opposed to the initial 1.5 deg./sec. At the end of 80 seconds of simulation, the aircraft has not yet reached helicopter mode. This deceleration constraint is therefore too stringent to be practically implemented. The average inflow is increased for a large portion of the flight but still remains fairly small in the later flight segment.

5.3.4 Approach Constrained by Constant Inflow and Deceleration Limits

The next figure shows an approach profile resulting from: $\lambda_{\text{limit}} = -0.035$ and $\dot{V}_{\text{limit}} = -0.050$. In this case, both the flight path angle and the nacelle tilt-rate are used to enforce the constraints. Figure 5.21 shows the results of this constrained approach.
Figure 5.21. Constrained approach profile with $\bar{\lambda}_{limit} = -0.035$ and $\dot{V}_{limit} = -0.050$.

The previous figure demonstrates that both constraints were successfully enforced. A very short level flight segment was necessary and after 80 seconds, with the average
inflow still constrained, the required flight path angle was approximately equal to -1.5°. The nacelle tilt-rate was constrained to approximately 0.4 deg./sec. at \( t = 22 \) seconds in order to maintain an acceptable deceleration.

The approach profile shown in Figure 5.21 is a feasible noise abatement approach that maintains acceptable passenger comfort and average inflow values that decrease the likelihood of strong BVI noise. However, section 5.1.1 showed that the average inflow limits that correspond to different levels of measured BVI noise are dependent on the airspeed and nacelle tilt. Therefore, it is expected that a constant average inflow constraint will successfully reduce BVI noise only for portions a complete approach. The next section develops and then implements average inflow constraints based on measured noise in order to refine the low noise approach presented in this section.

### 5.3.5 Approaches Constrained by Inflow Limits Based on Measured Noise

Figures 5.2, 5.3, and 5.4 illustrated the relationship between average inflow and measured BVI noise for various airspeeds and nacelle tilts. From this relationship, it is possible to identify inflow limits that correspond to different levels of BVI noise on the hemisphere. The following three tables present the inflow limits that lead to: 1) a maximum measured BVI noise of 107 dBA, 2) a maximum measured BVI noise of 105 dBA and 3) no measured BVI noise (meaning no BVI noise levels above other non-impulsive noise levels). The results are presented as a function of airspeed and nacelle tilt.
Table 5.1. Average inflow limits leading to 107 dBA maximum measured BVI noise.

<table>
<thead>
<tr>
<th>$i_N$</th>
<th>$V = 40$ kts</th>
<th>$V = 60$ kts</th>
<th>$V = 80$ kts</th>
<th>$V = 100$ kts</th>
</tr>
</thead>
<tbody>
<tr>
<td>70°</td>
<td>-0.0272</td>
<td>-0.0348</td>
<td>-0.0480</td>
<td>-0.0860</td>
</tr>
<tr>
<td>80°</td>
<td>-0.0240</td>
<td>-0.0332</td>
<td>-0.0420</td>
<td>-0.0750</td>
</tr>
<tr>
<td>90°</td>
<td>-0.0209</td>
<td>-0.0302</td>
<td>-0.0357</td>
<td>-0.0651</td>
</tr>
</tbody>
</table>

Table 5.2. Average inflow limits leading to 105 dBA maximum measured BVI noise.

<table>
<thead>
<tr>
<th>$i_N$</th>
<th>$V = 40$ kts</th>
<th>$V = 60$ kts</th>
<th>$V = 80$ kts</th>
<th>$V = 100$ kts</th>
</tr>
</thead>
<tbody>
<tr>
<td>70°</td>
<td>-0.0408</td>
<td>-0.0408</td>
<td>-0.0514</td>
<td>-0.0888</td>
</tr>
<tr>
<td>80°</td>
<td>-0.0320</td>
<td>-0.0370</td>
<td>-0.0454</td>
<td>-0.0760</td>
</tr>
<tr>
<td>90°</td>
<td>-0.0246</td>
<td>-0.0355</td>
<td>-0.0427</td>
<td>-0.0651</td>
</tr>
</tbody>
</table>

Table 5.3. Average inflow limits leading to no measured BVI noise.

<table>
<thead>
<tr>
<th>$i_N$</th>
<th>$V = 40$ kts</th>
<th>$V = 60$ kts</th>
<th>$V = 80$ kts</th>
<th>$V = 100$ kts</th>
</tr>
</thead>
<tbody>
<tr>
<td>70°</td>
<td>-0.0432</td>
<td>-0.0450</td>
<td>-0.0615</td>
<td>-0.0905</td>
</tr>
<tr>
<td>80°</td>
<td>-0.0392</td>
<td>-0.0399</td>
<td>-0.0540</td>
<td>-0.0760</td>
</tr>
<tr>
<td>90°</td>
<td>-0.0375</td>
<td>-0.0382</td>
<td>-0.0480</td>
<td>-0.0651</td>
</tr>
</tbody>
</table>

The inflow limits presented in the previous tables were obtained by using the neural network noise model to predict noise as a function of flight condition. Curves can be plotted for the three different average inflow limits by parametrically simulating a range of airspeed and nacelle tilt cases. The next three figures show the resulting average inflow curves.
Figure 5.22. Average inflow limits leading to 107 dBA maximum measured BVI noise.
Figure 5.23. Average inflow limits leading to 105 dBA maximum measured BVI noise.
Figure 5.24. Average inflow limits leading to no measured BVI noise.

The inflow limit curves presented in the previous three figures can now be used to design approach profiles that reduce BVI noise levels below a certain known level or, possibly, eliminate BVI noise completely. The next figure shows an approach profile constrained by \( \dot{V}_{\text{limit}} = -0.050 \) and an inflow limit that leads to a maximum BVI noise of 107 dBA on the hemisphere.
Figure 5.25. Approach profile leading to a maximum measured BVI noise of 107 dBA.

Figure 5.25 shows that it is possible to achieve the required BVI noise constraint with a relatively small change in the intended trajectory. The descent angle is reduced to
approximately \(-1.5^\circ\) at \(t = 25\) seconds and is almost back to the original descent angle at \(t = 80\) seconds. This low BVI noise approach profile would therefore be fairly easy to implement. The next figure shows an approach profile constrained by a maximum measured BVI noise of 105 dBA.
Figure 5.26. Approach profile leading to a maximum measured BVI noise of 105 dBA.

The previous figure shows that an approach profile that limits BVI noise to a maximum of 105 dBA is entirely feasible. This approach requires a segment of very shallow flight
path angle for approximately 30 seconds, from \( t = 25 \) seconds to \( t = 55 \) seconds. A short climb segment of 0.5° is also necessary between \( t = 46 \) seconds to \( t = 56 \) seconds. After \( t = 56 \) seconds, the descent angle can be increased back toward the original, \( \gamma = -6^\circ \). The deceleration limit also ensures adequate passenger comfort throughout the conversion to helicopter mode. This approach profile yields a better BVI noise reduction than the one shown in Figure 5.22 but it requires a larger modification of the intended flight trajectory. The next figure shows a stringent constraint that leads to no BVI noise throughout the approach profile.
Figure 5.27. Approach profile leading to no measured BVI noise.

As the previous figure shows, attempting to reduce BVI noise levels below the level of other non-impulsive noise levels throughout a converting approach is not feasible,
because it requires the aircraft to climb for most of the flight. This noise constraint is therefore too stringent.

5.4 Integrated Noise Measures

In section 5.5, the various approach profiles developed in the last three sections (5.3.3, 5.3.4, and 5.3.5) will be evaluated by using the acoustic neural network to predict the noise produced by selected approaches. In this section, different measures of noise that can capture the relative amount of noise generated during an entire approach are developed.

Sound exposure level (SEL) is a noise metric that accounts for both the level and the duration of a noise event observed at a particular location. With $SPL_i$ being the A-weighted sound pressure level (SPL) in dBA at a particular time step and $dt$ being the size of the time step, the SEL can be computed as:

$$SEL = 10 \log_{10} \left[ \sum_{t} 10^{SPL_i/10} \cdot dt \right]$$

(5.3)

In this research, the SEL metric is used to obtain “hemisphere SEL” and “ground plane SEL” representations of the noise produced by a given approach profile.
5.4.1 Hemisphere Sound Exposure Level

The neural network noise model can be used to obtain noise hemispheres at each time step of a given approach profile, like the baseline approach presented in Figure 5.14. In order to obtain a single SEL hemisphere that represents a complete approach profile, equation (5.3) is used at each point on the hemisphere. The presentation of “SEL hemispheres” is unconventional, but it provides a means to compare the relative increase or decrease of the noise at the source for different approach profiles.

5.4.2 Ground Plane Sound Exposure Level

The potential low-noise approach profiles developed in this chapter were designed to reduce BVI noise on a hemisphere surrounding the aircraft. This corresponds to reducing source noise. However, in most instances the observer is located on the ground. Therefore, it is useful to analyze the ground noise impact of the various approach procedures.

In order to propagate a noise level from the source to a particular ground observer location, the retarded time equation must be solved. This equation determines the difference between the observer time and the acoustic emission time. This procedure was described in section 3.4 when it was used to link a ground microphone noise level to the aircraft’s performance-state at the time of emission. However, the effect of spherical spreading on the noise level is taken into account in the present case. The following
relation gives the decrease in noise from a point on a hemisphere (at radius $r_{hemisphere}$ from the source) to a point on the ground (at radius $r_{ground}$ from the source):

$$\frac{SPL_{ground}}{SPL_{hemisphere}} = \left( \frac{r_{hemisphere}}{r_{ground}} \right)^{10} \left( \frac{SPL_{hemisphere}}{10} \right)$$

(5.4)

The spherical spreading term corresponds to a decrease of approximately 6 dBA per doubling of the distance.

Because no frequency information is available for the noise data, the effects of atmospheric absorption, Doppler shift, and diffraction are neglected. These effects do not change the general conclusions presented herein.

Using the procedure outlined above, the noise on a ground plane can be calculated as a function of time for a given approach profile. The results are then presented in terms of a ground plane SEL computed from equation (5.3). In this Dissertation, the results are shown on a ground plane that measures 12,000 feet in length and 4,000 feet in width.

An average SEL metric is also used in this research. It represents a measure of the relative merit of a candidate low-noise approach through a single number given by (where N is the number of hemisphere or ground plane positions):
In the next section, the different noise metrics introduced here are used to analyze the best candidate low-noise approach profiles and compare them to the baseline approach profile.

\[ SEL_{avg} = 10\log_{10} \left( \frac{1}{N} \sum_{i} 10^{\frac{SEL_i}{10}} \right) \]  

(5.5)

5.5 Analysis of Low BVI Noise Approaches

In sections 5.3.2 through 5.3.5, potential low-noise approaches were designed by applying average inflow and deceleration constraints. Both constant inflow constraints and inflow constraints based on measured noise were presented. In this section, three of the potential low-noise approaches are compared to the baseline approach profile. The candidate noise abatement profiles are identified as follows:

Approach 1: Approach with \( \lambda_{limit} = -0.02 \) and \( \dot{V}_{limit} = -0.050 \).

Approach 2: Approach leading to a maximum BVI noise of 107 dBA on the hemisphere.

Approach 3: Approach leading to a maximum BVI noise of 105 dBA on the hemisphere.

5.5.1 Comparison of Sound Exposure Level on Hemisphere

The following figure shows the hemisphere SEL results for the four approach profiles. Each result is presented on a flattened hemisphere. The figure gives an indication of the
benefits of the various low-noise approaches with regards to the noise levels at the source.

Figure 5.28. Hemisphere SEL for (a) baseline approach, (b) approach 1, (c) approach 2 and (d) approach 3.
The hemisphere SEL for the baseline approach is shown in Figure 5.28(a). A strong hotspot can be seen at 180° azimuth and -25° elevation. Approach 1 applies a constant inflow constraint and a deceleration constraint to the baseline approach. An appreciable decrease in the strength of the hotspot is evident. Approach 2 was designed to avoid a SPL greater than 105 dBA on the hemisphere during the entire approach. In this case the reduction in the strength of the SEL hotspot is much more pronounced. The last approach profile shows a drastic SEL reduction over the baseline approach. The 120 dBA contour line covers an area on the hemisphere approximately five times smaller than for the baseline approach.

The next figure compares the resulting average and maximum SEL on the hemisphere, as well as the peak SPL during each of the four approaches, and thereby summarizes the source noise reductions achieved by the different low-noise approaches.
As the previous figure indicates, all of the constrained approaches successfully reduce noise at the source as compared to the baseline approach. Clearly, approach 3 is the best in terms of noise reduction; it provides an approximately 5 dBA noise reduction for both SEL noise measures and an 8 dBA reduction in peak SPL. This is a large reduction in the
noise on the hemisphere considering that a 6 dBA reduction corresponds to a halving of the acoustic pressure.

### 5.5.2 Comparison of Sound Exposure Level on Ground Plane

The previous section showed that the low-noise approach profiles were successful in reducing the noise level on a hemisphere surrounding the tiltrotor. To assess the acoustic characteristics of the potential noise abatement procedures on the ground, this section shows ground plane contours for each of the four approach profiles.

The ground plane presented herein is 17,000 feet long by 4,000 ft wide. The aircraft is “flown” for 70 seconds at $i_N = 60^\circ$, $\gamma = -6^\circ$, and $V = 100$ knots prior to reaching the $x = 0$ feet ground plane location. This is done to obtain a representative noise summation at the ground plane that accounts for noise that was emitted before the aircraft reached the ground plane. At $x = 0$ feet, all of the four approaches intercept an altitude of 1,500 feet. At the end of 130 seconds of simulation, each approach therefore results in a different final range and altitude. Section 5.5.3 discusses the results obtained when all approaches are forced to achieve the same final range and altitude.

The following figure shows the aircraft’s trajectory for each approach, with markers indicating the start of the conversion towards helicopter mode, as well as the 70°, 80°, and 90° nacelle tilt positions. The aircraft’s flight direction is from left to right.
Figure 5.30. Trajectories for the four approach profiles.

The following figure shows the ground SEL contours for the baseline and the low-noise approaches.
Figure 5.31. Ground SEL contours for (a) baseline approach, (b) approach 1, (c) approach 2 and (d) approach 3.
The previous figure shows that each of the three constrained approaches provides a definite ground SEL reduction over the baseline approach. The reduction in noise is the most dramatic for approach 3. Note that because of the flattening of the flight path angle that occurs for the low-noise approaches, altitude effects tend to improve noise reduction results (since the low-noise approaches are flown at a higher altitude than the baseline approach for the majority of the flight). This is discussed further in section 5.5.3.

The following bar chart summarizes the results of the four approaches.

![Figure 5.32. Summary of ground noise results.](image)
From the previous chart, it is evident that each of the low-noise approach profiles provide at least a 3 dBA reduction in the $SEL_{AVG}$, $SEL_{MAX}$, and $SPL_{MAX}$ values. Approach 3 reduces the average SEL value on the ground plane by approximately 5 dBA, which means that the acoustic pressure was reduced by almost half from the baseline.

The ground plane area covered by the different SEL noise contours is an interesting indicator of the merits of a low-noise approach profile that assists in land development near airports. The following table shows the ground plane area encompassed by an SEL of 1) 100 dBA and higher, 2) 105 dBA and higher and 3) 110 dBA and higher for the four different approach profiles.

<table>
<thead>
<tr>
<th></th>
<th>≥110 dBA</th>
<th>≥105 dBA</th>
<th>≥ 100 dBA</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baseline Approach</td>
<td>5.4</td>
<td>23.6</td>
<td>52.7</td>
</tr>
<tr>
<td>Approach 1</td>
<td>0</td>
<td>13.9</td>
<td>52.9</td>
</tr>
<tr>
<td>Approach 2</td>
<td>0</td>
<td>10.4</td>
<td>47.7</td>
</tr>
<tr>
<td>Approach 3</td>
<td>0</td>
<td>5.7</td>
<td>38.7</td>
</tr>
</tbody>
</table>

As the previous table shows, using one of the low-noise approaches significantly reduces the ground area exposed to high levels of noise. In fact, all of the noise abatement profiles eliminate zones of ground noise with an SEL of 110 dBA and higher. The table shows that the area covered by a ground noise of 100 dBA is reduced from 52.7-percent for the baseline approach to 38.7-percent for approach 3.
**Time Histories of Noise at Particular Centerline & Sideline Ground Observers**

In this section, the noise on the ground at two different observer locations is presented as a function of time for the four approach profiles. The two locations are labeled A and B and correspond to a centerline location at a range of $x = 10,000$ feet and a sideline location ($y = -1,500$ feet), also at a range of 10,000 feet. The two locations are shown below in Figure 5.33 on the ground SEL plot corresponding to the baseline approach.

![Location of observer points A and B on ground plane.](image)

Figure 5.33. Location of observer points A and B on ground plane.

Figure 5.34 shows the SPL time histories at location A for the four approaches.
As the previous figure shows, the baseline approach causes the largest peak noise (101 dBA) at ground location A. All of the constrained approaches provide a peak noise reduction of at least 6 dBA, with approach 3 providing an 11 dBA reduction in the peak noise level. This is a tremendous reduction of the peak noise at this particular ground location. However, note that in the baseline approach case the aircraft is at an altitude of 449 feet when it passes over point A whereas in the case of approach 3, the aircraft is at an altitude of 1,137 feet. Section 5.5.3 presents the results obtained for each approaches, with the aircraft being forced to achieve the same final altitude and range.

The next figure shows the SPL time histories at the sideline observer location, B.
Once again, a large peak noise reduction can be seen for all low-noise approaches, especially approaches 2 and 3. At this particular observer location, approach 3 provides a 10 dBA peak noise reduction over the baseline approach. The following chart summarizes the peak SPL results for the four approach profiles at observer locations A and B.
5.5.3 Comparison of Sound Exposure Level on Ground Plane for Approaches Terminated at the Same Altitude and Range

In this section, comparisons between the baseline approach and the three low-noise approaches are again presented. This time however, the approaches are simulated so that the aircraft achieves a final altitude of 100 feet at a range of $x = 15,000$ feet. These comparisons are useful in that they show that a low-noise approach can be flown to the same target altitude and range as the baseline approach and still achieve its goal of noise abatement.
Figure 5.37 shows the trajectories for the baseline approach and the low-noise approaches. Note that all the approaches are terminated at the same altitude and range. Also note that the low-noise approaches are flown at lower altitudes than the baseline approach for most of the flight time due to the required flattening of the flight path angle.

The following figure shows the ground SEL contours for the baseline and the low-noise approaches, when flown such that the final altitude and range are identical.
Figure 5.38. Ground SEL contours for (a) baseline approach, (b) approach 1, (c) approach 2 and (d) approach 3 (same final altitude and range).
As the previous figure shows, the noise reduction benefits due to the low-noise approaches are less dramatic when the approaches are flown such that they achieve the same target location. This is because the low-noise approaches were designed to reduce BVI noise at the *source*, which requires a flattening of the flight path angle. Thus, the aircraft is flown closer to the ground in the noise abatement cases as compared to the baseline case. However, note that the segment of the approach flown before the aircraft reaches $x = 0$ feet is not optimal in terms of noise reduction. As previously discussed, it would be more desirable to fly this segment at lower airspeeds and at nacelle tilts closer to airplane mode. This would considerably reduce the ground SEL contour levels in the region between $x = 0$ feet and approximately $x = 6,000$ feet, and therefore emphasize the noise benefits of the three low-noise approaches. Also, the aircraft can be considered to be over the airport or vertiport between $x = 14,750$ feet and $x = 15,250$ feet (where the noise levels are maximum). The noise in this region is not as critical as the noise over residential areas. Again, this factor tends to increase the noise reduction benefits of the low noise approaches. It is clear that further research is necessary to determine the optimum tradeoff between noise reduction at the source and on the ground.

The main feature of the ground SEL plots shown in Figure 5.38 is that the noise contours are much narrower for the constrained approaches than for the baseline approach. This is due mainly to the reduction of the size and strength of the BVI hotspot(s) at the source, but it is also due to the fact that the aircraft is closer to the ground. Approaches resulting in narrow ground noise profiles can be desirable in cases where the final approach can be
flown over a narrow strip of unpopulated land (e.g., railway track, highway, etc). The following table shows the noise reduction benefits of approaches 1-3 in terms of ground plane area.

Table 5.5. Ground area for various SEL contours (same final altitude and range).

<table>
<thead>
<tr>
<th></th>
<th>≥110 dBA</th>
<th>≥105 dBA</th>
<th>≥ 100 dBA</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baseline Approach</td>
<td>5.4</td>
<td>24.9</td>
<td>54.8</td>
</tr>
<tr>
<td>Approach 1</td>
<td>2.2</td>
<td>16.3</td>
<td>42.0</td>
</tr>
<tr>
<td>Approach 2</td>
<td>2.2</td>
<td>9.4</td>
<td>45.4</td>
</tr>
<tr>
<td>Approach 3</td>
<td>1.8</td>
<td>6.6</td>
<td>37.0</td>
</tr>
</tbody>
</table>

**Time Histories of Noise at Particular Centerline & Sideline Ground Observer for Approaches Terminated at the Same Altitude and Range**

The next two figures show the time history of the SPL at the ground observer locations A and B, for cases where all approaches are flown to achieve the same final range and altitude.
Figure 5.39. SPL time histories at observer location A for equivalent altitude approaches.
As the previous two figures show, the low BVI noise approaches offer the most benefits at the sideline observer location. At ground observer A, the peak SPL is approximately the same, or greater, for the low-noise approaches and the baseline approach. However, at ground observer B, each of the low BVI noise approaches offer a peak SPL reduction of at least 11 dBA, which is substantial. The following chart summarizes the results at observer A and B when all of the approaches are flown so as to achieve the same final altitude and range.
The results presented in this section showed that feasible low BVI noise approaches could be designed by constraining the average inflow through the rotor. The reductions in the noise on the ground obtained from the low-noise approaches proved that careful management of the flight path angle and nacelle tilt-rate during a converting descent was indeed essential.

One of the most important observations from this study is that in order to reduce BVI noise it is not necessary to apply flight trajectory management throughout the approach. Rather, the technique can be used only when needed, i.e. when the wake of the rotor becomes very close to the rotor itself. This leads to a better use of noise abatement

Figure 5.41. Peak SPL at observer locations A and B, same final altitude and range.
strategies. For example, a shallow flight path angle is known to yield a quieter approach (Ref. 4). However, flying shallower implies flying closer to the ground for a longer time, which is not a desirable feature when flying over a residential area. This research has shown that steeper descents can be flown quietly by flattening the flight path angle only when needed to avoid critical inflow conditions.

5.5.4 Comparison of Quasi-Static vs. Steady-State Ground Acoustic Mapping Methods

In this research, the first-order effects of a deceleration on the noise during an approach are captured through the Quasi-Static Acoustic Modeling (Q-SAM) method. In section 5.2.5, the deceleration was shown to have an important effect on the value of the average inflow. In this section, the ground plane noise results of the quasi-static baseline approach are compared to the results obtained through a steady-state baseline approach. This approach is obtained by assembling a series of steady-state performance solutions corresponding to the same time-history of airspeed and nacelle tilt as the quasi-static baseline approach, but with the deceleration set to zero. The following figure shows the resulting ground planes for the quasi-static and steady-state baseline approaches.
As the previous figure shows, the general characteristics and levels of the ground contours are similar for both mapping methods. However, in the region where most of the deceleration occurs (between $x = 4,000$ feet and $x = 11,000$ feet), significant differences can be observed. Indeed, the ground noise contours obtained through the steady-state method are noticeably smaller in size and levels than those obtained through the quasi-static method. As was previously discussed, this is due to the fairly large decelerations, which cause the wake to be pushed up closer to the rotor and create stronger BVI noise. Therefore, including the first-order effects of deceleration is crucial to an adequate mapping of the BVI noise during a decelerating approach profile.
Chapter 6

Summary & Conclusions

Tiltrotors are an innovative type of rotorcraft that have the potential to alleviate airport congestion. However, the high noise levels produced during an approach to land are a foreseeable impediment to the community acceptance of commercial tiltrotors. With the upcoming introduction of the BA-609 tiltrotor on the civil market, the reduction of descent noise levels is a crucial priority. Therefore, the contributions made by this work are critical in this stage of tiltrotor development.

6.1 Summary

The main focus of this Dissertation was to develop approach profiles that minimize BVI noise during a conversion maneuver. To achieve this end a quasi-static longitudinal performance model was developed that captures the performance effects of relatively slow decelerating maneuvers. Results of a 1995 XV-15 tiltrotor acoustic flight test that measured steady-state descent noise were then used to design a neural network that models the acoustic characteristics of a tiltrotor. The neural network was used to study
measured noise trends with respect to the airspeed, nacelle tilt, and flight path angle of the aircraft. Next, a trend-based analysis was performed to identify the effects of certain flight trajectory and aircraft configuration parameters on the rotor inflow, which gives an indication of the levels of BVI noise. The knowledge gained from that analysis was used to design and to study approach profiles that reduce BVI noise.

The understanding of tiltrotor noise characteristics developed in this Dissertation provides a clear methodology for the design of low-noise approaches. The systematic design of the approach procedures is a definite improvement over the current state-of-the-art of tiltrotor low-noise approach design. Indeed, the noise abatement procedures presented in Ref. 39 were obtained mostly by trial-and-error and by implementing different nacelle tilt and flight path angle scheduling combinations into the Rotorcraft Noise Model (RNM) and assessing the resulting ground noise. In this Dissertation, steady-state noise measurements are used in a quasi-static manner to predict noise during a converting approach, including the effects of the deceleration and the rate-of-change of flight path angle on the performance solution. This is an improvement to the steady-state RNM method, which does not take into account the effects of deceleration on the performance solution.

6.2 Conclusions

In this section, the six main conclusions are presented first, followed by the sub-conclusions, which are organized into three categories that correspond to the three
research objectives introduced in the first chapter. The major conclusions of this work are:

1. **BVI noise is the dominant noise source during an approach.** This has been observed in previous research (e.g., Ref. 5), but this work showed that strong BVI noise is not limited to flight in the helicopter mode. For example, strong BVI noise was observed at 70° nacelle tilt. The measured noise data showed that BVI noise levels increase sharply with steeper descent angles. Attempting to reduce BVI noise by pushing the wake far above the rotor through a very steep descent is not a viable option because of the tiltrotor’s high disk loading.

2. **Including the effects of deceleration on the rotor operating condition is critical to accurately representing the noise emitted by a tiltrotor during a typical converting approach.** The quasi-static performance model introduced in this work captures the first-order effects of the deceleration created by tilting the aircraft’s nacelles upward during a conversion to helicopter mode. It was shown that in terms of the vehicle’s force and moment equilibrium, a 0.1 g deceleration is approximately equivalent to a 6° decrease in the flight path angle. The use of a quasi-static acoustic mapping method is a definite improvement over a steady-state acoustic mapping method, which was shown to significantly under-predict BVI noise in flight conditions where the decelerations are fairly large (such as during a conversion to helicopter mode).
3. A neural network can successfully be designed to model a tiltrotor’s noise characteristics. In this research, a combination of measured and computed performance and configuration parameters were used as inputs to the network in order to predict the measured XV-15 noise to within a mean square error of 1.2 dBA.

4. An average inflow through the rotor adequately represents the general trends of measured BVI noise level. It was discovered, however, that due to BVI geometry and phasing effects, the correlation between inflow and BVI noise level shifts in magnitude with respect to the airspeed, and to a lesser degree with respect to the nacelle tilt. This is subject to further research.

5. During a typical converting approach at a constant descent angle and nacelle tilt-rate, the rotor inevitably experiences a segment of small average inflow values that can lead to strong BVI noise. This is due to the combination of nacelle tilt, flight path angle, airspeed and deceleration. The region of small inflow is critical in terms of the likelihood of strong BVI noise.

6. A low-order mathematical model, combined with measured steady-state noise data, can be used to systematically design realistic approach profiles that considerably reduce BVI noise. In this research, flight path management was used to reduce the level of BVI noise produced by the aircraft and nacelle tilt scheduling was used to limit the deceleration to a level acceptable in terms of possible commercial operations. Using these techniques, a reduction of the peak approach sound pressure
level of 8 dBA was achieved on a hemisphere surrounding the aircraft, as compared
to the baseline approach.

The sub-conclusions of this work are presented below:

**Performance/Acoustic Tiltrotor Model**

- The longitudinal performance model was shown to accurately predict the steady-state
  fuselage pitch angle when compared to flight test data. Although the model neglects
  unsteady aerodynamic effects, it was able to capture the trends associated with slow
  maneuvers. The performance model was developed to be flexible so that it can study the
  non-uniqueness of the tiltrotor’s performance solutions by either prescribing or solving
  for the various unknown performance parameters.

- The design and training of the acoustic neural network resulted in the network’s
  ability to predict measured noise levels and directivity within approximately ± 1.2 dBA.
  By carefully selecting the inputs into the model, it was able to capture both the level and
  the directivity trends associated with impulsive noise sources such as BVI and HSI noise.
  The training methodology ensured that the network was capable of generalizing. This
  was illustrated by the network’s ability to accurately predict data that was not included in
  the training set. The final neural network was comprised of 64 neurons in the first hidden
  layer and 16 neurons in the second hidden layer.
**Tiltrotor Noise Understanding**

From studying the measured noise data (modeled through the acoustic neural network), the following conclusions were obtained:

- It was shown that thickness noise and HSI noise were mainly secondary to BVI noise during an approach procedure. However, HSI noise can dominate at airspeeds higher than 100 knots in level flight and possibly propagate strongly to the ground because of the low nacelle tilt. Therefore, it is favorable to perform most of the deceleration to 100 knots in the airplane mode of flight, and then to start the transition to helicopter mode. This avoids high advancing tip Mach numbers and therefore limits the level of thickness noise. Larger wing flap deflections can be used to fly at low airspeeds in airplane mode.

- In addition to being a strong function of the flight path angle, BVI noise is also a function of the nacelle tilt and the airspeed. For a given flight path angle BVI noise was shown to be stronger at higher nacelle tilts, when the aircraft is near helicopter mode, and at higher airspeeds.

- The BVI directivity patterns associated with changes in flight path angle and airspeed agree well with basic phasing arguments. As the aircraft increases its descent angle, the BVI hotspots tend to shift from the front of the aircraft toward the rotors’ advancing side and move downward, away from the plane of the rotor. From an analysis similar to the research in Ref. 118, it was revealed that the most prevalent types of interactions for this particular aircraft, with its high disk loading and three-bladed rotor, are oblique interactions of Type $\alpha$ and Type $\beta$. 
A probable explanation to the presence of strong BVI noise at fairly high inflow conditions was presented through BVI geometry arguments. These arguments illustrated that relatively small miss-distances could occur for younger BVIs, even for high inflow conditions. It was also shown that for a three-bladed rotor, the radiation efficiency of the younger BVIs could increase because of acoustic wave phasing effects.

A study was conducted to assess the effects of various flight trajectory and aircraft configuration parameters on the rotor’s average inflow, which is an indication of the BVI miss-distance trends. The following findings were a result of this trend-based analysis:

- It was shown that steep descent angles and large decelerations tend to reduce the average inflow value, which leads to smaller miss-distances and to an increase in the likelihood of strong BVI noise. Because of the high rotor disk loading, the flight path angle and deceleration needed to push the wake above the rotor are thought to be excessive and outside the limits of safe operations. The nacelle tilt also has a large effect on the average inflow that leads to smaller average inflow magnitudes at nacelle tilts closer to helicopter mode.
- The baseline approach consisted of a 6° descent starting at 100 knots, with a 60°-to-90° nacelle tilt conversion accomplished at a constant 1.5 deg./sec. nacelle tilt-rate. The fuselage pitch and flap deflection were fixed. For the baseline approach, the average inflow value was small during a large portion of the approach, and the maximum deceleration caused by the nacelle tilting upward was -0.10 g’s, which is high and exceeds typical commercial operations limit.
- Flattening the flight path angle was effective in constraining the average inflow while a gradual reduction in the nacelle tilt-rate as the aircraft neared helicopter mode was successful in constraining the deceleration.

- Average inflow constraints corresponding to a particular level of measured BVI noise were developed and used to design constrained approaches. It was found that constraining the BVI noise level on a hemisphere below 105 dBA and 107 dBA was possible by adjusting the flight path angle and nacelle tilt-rate. However, constraining the BVI noise level on a hemisphere below the level of other non-impulsive noise was impractical, because it required the aircraft to climb for most of the simulation.

**Low BVI Noise Approaches**

- Enforcing a constant average inflow constraint of $\bar{\lambda}_{\text{limit}} = -0.035$ and a deceleration constraint of $\dot{V}_{\text{limit}} = -0.050$ required modifying the flight path angle, flying level for a very short time, and reducing the nacelle tilt-rate to 0.4 deg./sec. when the nacelle tilt reached approximately 76°. The noise reduction obtained from this approach profile was fairly limited (approximately 2 dBA reduction in average SEL on the hemisphere), since the constraints were not based on measured noise data. However, the approach still provided substantial noise reductions on the ground for the case where it was initiated at the same altitude and range as the baseline approach. For the more realistic case of achieving the same final altitude and range as the baseline approach, the main effect of this approach was to elongate the ground noise contours. This yielded an 11 dBA peak SPL reduction at a ground observer 1,500 feet to the side of the aircraft’s flight path.
Enforcing an inflow constraint on the hemisphere that corresponds to a maximum BVI noise of 107 dBA required the flight path angle to be reduced to approximately -1.5° for 30 seconds. Then, the flight path angle was gradually allowed back toward the original -6°. This constrained approach provided better noise reduction results than the approach that used a constant average inflow constraint. The average sound exposure level on the hemisphere was reduced by approximately 3 dBA from the baseline approach. The peak SPL at the source (hemisphere) during this approach was approximately 6 dBA lower than for the baseline approach. The ground area covered by high noise levels was also substantially reduced, especially in the sideline direction.

The third constrained approach profile provided the best noise reduction results. Its design enforced an inflow constraint that corresponded to a maximum of 105 dBA on a hemisphere. To achieve this constraint, a 30 second segment of a very shallow descent angle and a short climb were necessary. This approach provided for the largest reduction of the average sound exposure level at the source (approximately 5 dBA). The peak SPL on the hemisphere during this approach was reduced by 8 dBA when compared to the baseline approach. The ground noise contours were much narrower than for the baseline approach. This approach provided a peak sound pressure level reduction over the baseline approach of 11 dBA at a centerline point and 10 dBA at a sideline observer location when both approaches were initiated at the same range and altitude. These drastic noise reduction benefits were mitigated when both approaches were flown so as to achieve the same final altitude and range, since the low-noise approaches were designed to reduce noise at the source and not on the ground. Still, a 2 dBA peak SPL reduction at observer A and a 14 dBA peak SPL at observer B were obtained.
6.2.1 General Noise Abatement Guidelines for the XV-15

By condensing the above-mentioned conclusions, a simple set of general approach guidelines can be proposed to reduce the level of impulsive noise emitted by the XV-15. Note that the following guidelines are specific to the XV-15 since they are a function of the aircraft’s weight, rotor design, and tip speed, along with various other aircraft design parameters.

- Decelerate to less than 100 knots in airplane mode in order to avoid HSI noise or strong thickness noise.
- Use a slow nacelle tilt-rate between $i_N = 60^\circ$ and $i_N = 90^\circ$ to avoid large decelerations and small inflow values.
- Flatten descent angle during the decelerating conversion to helicopter mode until the airspeed falls below approximately 50 knots.

6.3 Recommendations for Future Work

The results presented in this Dissertation are very promising, however, the study of tiltrotor noise and noise reduction is still a subject of active research. In terms of this research’s focus, the following points are important to gain even more insight into the tiltrotor approach noise problem.

Performance Modeling

- The proprotor system of a tiltrotor consists of highly twisted blades that often operate at high angles-of-attack. In this Dissertation, it is assumed that the inflow angle is small
and that the blade does not experience stall or reverse flow on the retreating side. Incorporating a high inflow capability into the performance model would improve the results at lower nacelle tilts and allow the model to be used throughout the range of possible configurations, from airplane mode to helicopter mode.

- The effects of rotor/wing interactions were neglected because a previous study (Ref. 91) showed that those effects were negligible in the restricted flight regimes considered. However, a more extensive study into the effects of those interactions could yield important results, especially if experimental results are obtained. Indeed, during approaches at relatively high airspeeds, the airframe can carry a significant amount of lift and produce fairly high induced velocities at the rotor disk, which could alter the inflow through the rotor and, consequently, alter the BVI noise levels.

- A quasi-static assumption was used that neglects the effects of unsteady airframe aerodynamics, unsteady rotor aerodynamics, and rotor inflow dynamics. This assumption limits the applicability of the performance/acoustics model to small accelerations or decelerations. The limiting cases for which this assumption is valid need to be validated through experiments. At the time of this writing, the quasi-static assumption used for acoustic representations is being investigated at the University of Maryland through a flight test program involving a conventional helicopter (Ref. 119).

**Acoustic Flight Test Data**

- No acoustic time history or frequency information was available for this research. In order to better study the acoustic results from the flight test data, acoustic waveform information should be analyzed. Examining the waveforms allows for a clearer
identification of the type of noise prevalent at a particular microphone location. The frequency spectrum of a signal also plays a major role in the atmospheric propagation of noise, a factor neglected in this analysis.

- The hemisphere acoustic data was tied to the performance data by first re-propagating the noise on a hemisphere to the ground and then by calculating the emission time of a particular noise level. It would be much simpler and lead to less possible sources of error to directly use time histories of the ground microphone measurements.
- The rotor’s tip-path-plane angle plays a very important part in a rotorcraft’s noise characteristics. Therefore, the rotor gimbal angle should be measured in future flight tests in order to more clearly identify performance/acoustics relationships and also to provide a better assessment of the performance model’s predictive capabilities.

**Acoustic Neural Network**

- This research demonstrated that a neural network was a useful tool in modeling the acoustic characteristics of a tiltrotor aircraft. However, the potential of neural computing was not exploited to its fullest in this application and a more efficient neural network could be designed to fit the acoustic dataset.

**Low Noise Approaches**

- The low-noise approaches were designed to reduce BVI noise at the source. It was shown that avoiding BVI noise requires flattening the flight path angle, which necessitates flying closer to the ground and can mitigate the noise reduction benefits of
the candidate approaches. Therefore, approach profiles that aim to minimize the noise on the ground should be developed, with the BVI noise reduction guidelines developed in this research as a foundation.

- In this Dissertation, low BVI noise approaches were constructed by applying constraints on the average inflow and on the deceleration. The inflow constraint was satisfied by modifying the flight path angle and the deceleration constraint was enforced by modifying the nacelle tilt-rate. An improvement in this procedure would be to implement an optimization scheme that uses any combination of available flight trajectory and configuration parameters to reduce noise and to minimize deviations in the intended flight trajectory. Instead of using the average inflow value as a measure of BVI noise, the measured acoustic data, interpolated through the neural network, should be used directly by the optimizer.

- The effects of vehicle drag should be investigated to determine if any simple aircraft modification could lead to better noise abatement procedures. For example, it is possible that deployable drag devices or larger wing flaps could be used at low airspeeds to produce an X-force that would alter the tiltrotor’s tip-path-plane angle and lead to a more favorable rotor operating condition.

In addition to the suggestions mentioned above, more research is required in the field of tiltrotor wake modeling. In particular, more experimental studies regarding the effects of the twin vortex system on BVI noise would be valuable. Also, it would be worthwhile to study the effects of such a highly twisted blade on the level and directivity of thickness noise.
Implementation Issues

Although the low BVI noise approaches designed in this research are though to be feasible, some issues will arise when the time comes to actually fly those approaches. The following issues should therefore be studied further:

- Because of high pilot workload, it is not likely that tiltrotors will be equipped with variable nacelle tilt-rate capabilities in the near future. A study of the noise resulting from approximating the required smooth nacelle tilt time history with a more strict nacelle tilt scheduling is required.

- An assessment of the suggested low BVI noise profiles through piloted simulations would be invaluable. Such an assessment would provide important answers to some of the implementation issues and provide an evaluation of the approaches from a more practical standpoint. Issues relating to safety of flight should also be investigated.

- Finally, it is believed that fully automated approaches would be the best way to implement the approach profiles designed in this research. In Ref. 37, a flight director was used to provide the pilot with nacelle tilt, flight path angle, and airspeed cues but this resulted in high pilot workload for approach profiles that required a combination of those parameters to be adjusted in a short amount of time. Therefore, it was also suggested in Ref. 37 that fully automated approaches be tested.
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