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Wireless power transfer (WPT) and radio frequency (RF)-based energy harvesting arouses a new wireless network paradigm termed as wireless powered communication network (WPCN), where some energy-constrained nodes are enabled to harvest energy from the RF signals transferred by other energy-sufficient nodes to support the communication operations in the network, which brings a promising approach for future energy-constrained wireless network design.

In this paper, we focus on the optimal WPCN design. We consider a network composed of two communication groups, where the first group has sufficient power supply but no available bandwidth, and the second group has licensed bandwidth but very limited power to perform required information transmission. For such a system, we introduce the power and bandwidth cooperation between the two groups so that both group can accomplish their expected information delivering tasks. Multiple antennas are employed at the hybrid access point (H-AP) to enhance both energy and information transfer efficiency and the cooperative relaying
is employed to help the power-limited group to enhance its information transmission throughput. Compared with existing works, cooperative relaying, time assignment, power allocation, and energy beamforming are jointly designed in a single system. Firstly, we propose a cooperative transmission protocol for the considered system, where group 1 transmits some power to group 2 to help group 2 with information transmission and then group 2 gives some bandwidth to group 1 in return. Secondly, to explore the information transmission performance limit of the system, we formulate two optimization problems to maximize the system weighted sum rate by jointly optimizing the time assignment, power allocation, and energy beamforming under two different power constraints, i.e., the fixed power constraint and the average power constraint, respectively. In order to make the cooperation between the two groups meaningful and guarantee the quality of service (QoS) requirements of both groups, the minimal required data rates of the two groups are considered as constraints for the optimal system design. As both problems are non-convex and have no known solutions, we solve it by using proper variable substitutions and the semi-definite relaxation (SDR). We theoretically prove that our proposed solution method can guarantee to find the global optimal solution. Thirdly, consider that the WPCN has promising application potentials in future energy-constrained networks, e.g., wireless sensor network (WSN), wireless body area network (WBAN) and Internet of Things (IoT), where the power consumption is very critical. We investigate the minimal power consumption optimal design for the considered cooperation WPCN. For this, we formulate an optimization problem to minimize the total consumed power by jointly optimizing the time assignment, power allocation,
and energy beamforming under required data rate constraints. As the problem is also non-convex and has no known solutions, we solve it by using some variable substitutions and the SDR method. We also theoretically prove that our proposed solution method for the minimal power consumption design guarantees the global optimal solution. Extensive experimental results are provided to discuss the system performance behaviors, which provide some useful insights for future WPCN design. It shows that the average power constrained system achieves higher weighted sum rate than the fixed power constrained system. Besides, it also shows that in such a WPCN, relay should be placed closer to the multi-antenna H-AP to achieve higher weighted sum rate and consume lower total power.
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Chapter 1: Introduction

1.1 Background

In the last decade, the popularization of wireless applications has been increasing greatly due to the fast development of various wireless technologies. Nevertheless, energy supply to wireless devices still continues as an important constraint in wireless networks, especially for energy-constrained networks, such as wireless sensor networks (WSNs), wireless personal area networks (WPANs), wireless body networks (WBANs) and Internet of Things (IoT), which have a limited lifetime, largely confining the network performance [1–6].

To relieve this problem, there are two effective ways. One is the energy-efficient communication system design [7–9], in which the efficiency of the per-unit energy consumption (e.g., the amount of information can be transferred per Joule) is maximized or the power consumption is minimized while guaranteeing the required minimal information rate of the users. Another is to employ energy harvesting (EH) technologies [10–16], by which electricity energy can be harvested and converted from various ambient energy sources such as solar, wind, vibration, and temperature. As a promising idea, EH instruments can be applied to supply power for wireless devices, acting as green energy sources. As a matter of fact, it is possible to
use one or more of these sources to provide a stable energy supply according to practical application conditions. However, the usage of these energy sources has some challenges and limitations due to their availability in natural environment. Moreover, as nature sources are uncontrollable, nature energy source based EH techniques sometimes are not capable of providing stable and continuous power supply.

As an alternative, it is also possible to harvest energy from radio frequency (RF) signals, as RF signals also carry energy [4]. RF-based EH allows wireless devices to harvest energy from RF signals for their information processing and transmission, where RF signal is captured at the receiver and then converted into direct current signal by energy conditioning circuit. These current signals are later used to power the target device, e.g., stored into a battery or a super-capacitor. Compared with traditional nature source based EH techniques, there are some merits of the RF-based EH techniques. Firstly, RF signals can be manually designed and controlled, which has much less dependency on environment, so it is able to provide stable and adjustable energy supply. Secondly, ambient RF signals can be gathered from all wireless communication nodes including cellular base stations, access points, television towers, radio broadcast stations, and mobile user devices, which provide abundant energy sources. Since the power density at the receiver depends on the transmit power at the sources and the wireless signal propagation distance, RF energy is predictable if an intended EH receiver is static. It was reported that a power station transmitting tens of watts is capable of powering sensors, smartphones, laptops at a distance less than 15 m [1]. Moreover, although ambient RF signals are free and sufficient in urban areas, it is scarce in suburb areas. There-
fore, as a strong supplement, the dedicated RF energy sources like cellular power
towers are able to provide on-demand energy supply with Quality-of-service (QoS)
constraints. Owing to its potential applications in various energy-constrained net-
works, the Wireless Power Consortium has began to make efforts on establishing an
international standard for the RF-based EH technique.

A significant application of RF-based EH is wireless powered communication
(WPC) [2, 3], in which energy is transferred via RF signals between power-sufficient
nodes and power-constrained nodes. The power-constrained devices are able to use
the harvested RF energy to transmit/decode information to/from others. As energy
can be harvested from the continuously transmitted signals, the communication is
not interrupted by energy depletion. So, WPC is capable of improving user expe-
rience and convenience with higher and more sustainable information transmission
performance than traditional battery-powered communication. On account of the
high attenuation of signal (or microwave) energy over distance, RF-based EH is more
suitable to be used for supporting low-power devices including low-power sensors and
RFID tags. Thanks to recent development in antenna technology and RF-based EH
circuit, wireless devices are enabled to transfer and harvest much higher microwave
power [6]. Therefore, it is expected that WPC will be an important building block in
many popular commercial and industrial networks in the future, such as large-scale
WSNs and the upcoming IoT consisting of billions of sensing/RFID nodes.

As is known, information is also transmitted by wireless signals, so it can
be jointly transmitted with energy via the same signal, which is referred to as the
simultaneous wireless information and power transfer (SWIPT) [17–19] and it was
proved to be more efficient in spectrum usage than transmitting information and energy over orthogonal frequency or time channels. It has become an important way to transfer energy and power the devices in WPC systems.

1.2 Related work

So far, WPC network (WPCN) has attracted increasing interest. In [20], a single-antenna hybrid access point (H-AP)-assisted WPCN was investigated, where the H-AP is with steady energy supply and it first transfers energy to a group of users and then the users transmit information to the H-AP by using the harvested energy. The total throughput of all users were maximized by optimally assigning the time slots. In [21], a two-user single-antenna H-AP-assisted WPCN was considered. Different from [20], in [21], the user cooperation between the two users was considered and the weighted sum-rate (WSR) was maximized by jointly optimizing the time assignment and power allocation.

Since beamforming technology is able to focus the transmitted energy on a specific receiver, in order to improve the energy transmission efficiency, some works began to consider energy beamforming in WPCNs. In [22], energy beamforming was optimally designed for a point-to-point multi-antenna WPCN, in which a multi-antenna transmitter emitted energy to a receiver to drive the information transmission of the receiver. In [23], joint energy beamforming design and time allocation was investigated to maximize the sum rate of multiple users in a WPCN, where the users harvest energy from a power station and then use the harvested energy to
transmit information to their destinations, respectively.

Besides, in [25], a large-scale WPCN was studied, where the stochastic geometry was used to analyze the wireless nodes performance tradeoff between energy harvesting and information transmission. In [24], the optimal resource allocation was designed for the WPCN, where one H-AP operating in full duplex (FD) broadcasts wireless energy to a set of distributed users in the downlink (DL) and, at the same time, receives independent information from the users via time-division multiple access (TDMA) in the uplink (UL). In [26], a backscatter radio based WPCN was studied, where users harvest energy from both the signal broadcasted by the H-AP and the carrier signal transmitted by the carrier emitter in the downlink and transmit their own information in a passive way via the reflection of the carrier signal using frequency shift keying (FSK) modulation in the uplink. In [27], the authors studied a multi-antenna WPCN with cochannel energy and information transfer, where a wireless device, powered up by wireless energy transfer (WET) from an energy transmitter, communicates to an information receiver over the same frequency band, where the achievable data rate from the wireless device to the information receiver was maximized by jointly optimizing the energy beamforming at the energy transfer and the information beamforming at the wireless device, subject to their individual transmit power constraints. In [28], the maximum network energy efficiency was explored by joint time allocation and power control while taking account the initial battery energy level of each user. In [29], the authors investigated the optimal resource allocation in a power beacon-assisted WPCN to maximize the system weighted sum rate. In [30], the delay-aware WPCN was investigated, where the
delay-aware energy balancing was presented by minimizing the average transmission delay while taking into account the issue of unbalanced harvested energy distribution. In [31], the placement optimization of energy and information access points in WPCNs was investigated, where the wireless devices harvest the radio frequency energy transferred by dedicated energy nodes in the downlink, and use the harvested energy to transmit data to information access points (APs) in the uplink, where the number of energy nodes and APs was minimized by optimizing their locations, while satisfying the energy harvesting and communication performance requirements of the wireless devices. In [32], a three-node WPCN was studied, where a power receiver harvests energy from a wireless power transmitter via wireless power transfer in the downlink and then executes information transfer in the uplink. The system throughput was maximized by balancing the time duration between the wireless power transfer phase and the information transfer phase while satisfying the energy causality constraint. In [33], a multiuser WPCN was considered, where energy constrained users charge their energy storages by scavenging energy of the radio frequency signals radiated from an H-AP. The uplink sum rate was maximized by jointly optimizing energy and time resource allocation for multiple users in both infinite capacity and finite capacity energy storage cases. In [34], the authors investigated work for WPCN OFDM systems, where an H-AP broadcasts energy signals to users in the downlink, and the users transmit information signals to the H-AP in the uplink based on orthogonal frequency division multiple access. A joint subcarrier scheduling and power allocation was designed to maximize the system sum-rate. In [35], a harvest-use-store power splitting (PS) relaying strategy with distributed
beamforming was proposed for WPCN, where harvested energy was assumed to be prioritized to power information relaying while the remainder was accumulated and stored for future usage with the help of a battery in the proposed strategy, which may support an efficient utilization of harvested energy.

1.3 Motivation & Contribution

As described in Section 1.2, many works on WPCNs can be found in the literature. However, as a newly emerged wireless communication system, WPCN still has many fundamental issues to be studied. For example, some existing works considered the point-to-point communications in WPCNs, see e.g., [20,25,27,31], where however, no relaying was involved. Although some works designed the transmission strategy for relay-aided cooperative systems, see e.g., [21,26,35], all nodes were assumed to be equipped with single antenna, where no multi-antenna technology was considered. As time, bandwidth and power are limited resources for wireless systems, some existing works began to investigate the system performance limits in terms of sum-rate and weighted sum-rate for various WPCNs by introducing resource allocations. Nevertheless, some of them only discussed one or two kinds of resources, see e.g., [22–24,28–30,32–34]. Multiple resources were not jointly optimized in a single system for better system performance. More importantly, most of current works did not consider the cooperation between different communication pairs in the WPCNs.

In this paper, we also focus on the WPCN system. We consider a network
composed of two communication groups, where the first group has sufficient power supply but no available bandwidth, and the second group has licensed bandwidth but very limited power to perform required information transmission. As cooperation (including information cooperation and energy cooperation\textsuperscript{1}) is available and sometimes very critical in wireless systems, we introduce the power and bandwidth cooperation between the two groups so that both group can accomplish their expected information delivering tasks. Compared with existing works, cooperative relaying, time assignment, power allocation, and energy beamforming are jointly designed in a single system.

The contributions of our work are summarized as follows.

Firstly, we propose a cooperative transmission protocol for the considered system, where group 1 transmits some power to group 2 to help group 2 with information transmission and then group 2 gives some bandwidth to group 1 in return.

Secondly, to explore the information transmission performance limit of the system, we formulate two optimization problems to maximize the system weighted sum rate (WSR) by jointly optimizing the time assignment, power allocation, and energy beamforming under different power constraints, i.e., the fixed power constraint and the average power constraint. In order to make the cooperation between the two groups meaningful and guarantee QoS requirements of both groups, the minimal required data rates of the two groups are also considered as constraints for the opti-

\textsuperscript{1}The wireless power transfer makes the energy cooperation implementable in practical systems and the SWIPT technique makes joint information and energy cooperation practical for WPCNs.
mal system design. As both problems are non-convex and have no known solutions, we solve it by using proper variable substitution and the semi-definite relaxation (SDR). We theoretically prove that our proposed solution method can guarantee to find the global optimal solution.

Thirdly, consider that the WPCN has promising application potentials in future energy-constrained networks, where the power consumption is very critical. We investigate the minimal power consumption optimal design for the considered cooperation WPCN. For this, we formulate an optimization problem to minimize the total consumed power by jointly optimizing the time assignment, power allocation, and energy beamforming under required data rate constraints. As the problem is also non-convex and has no known solutions, we solve it by using some variable substitutions and the SDR method. We also theoretically prove that our proposed solution method for the minimal power consumption design guarantees the global optimal solution.

Fourthly, extensive experimental results are provided to discuss the system performance behaviors, which provide some useful insights for future WPCN design. It shows that the average power constrained system achieves higher WSR than the fixed power constrained system. Besides, it also shows that in such a WPCN, relay should be placed closer to the multi-antenna H-AP to achieve higher weighted sum rate and consume lower total power.
1.4 Organization

The rest of the thesis is organized as follows. In Chapter 2, some related conceptions and technologies are introduced for better understanding of our work. In Chapter 3, the system model is described and the transmission protocol is presented. In Chapter 4, we consider the WSR design of our considered WPCN, where the fixed power scenario and the average power constrained scenario are studied. In Chapter 5, the minimal power optimization design of our system is investigated. Finally, Chapter 6 summarizes our work and also suggest some future work.
Chapter 2: Preliminary Conceptions

2.1 Wireless Power Transfer

By leveraging the far-field radiative properties of electromagnetic (EM) waves, wireless receivers could harvest energy remotely from RF signals radiated by an energy transmitter, which is also referred to as wireless power transfer (WPT) [36].

Although WET has attracted high popularity recently, its related research work can be traced back to more than a century ago. Three different kinds of existing WET technologies have been proposed, i.e., inductive coupling, magnetic resonant coupling, and EM radiation. Among them, the first two types utilize the non-radiative near-field EM properties provided by an antenna for short-range high-power transfer. Particularly, inductive coupling WET is currently well standardized, which is used to charge mobile phones and implanted medical devices. Due to the drastic drop in magnetic induction effect over distance, inductive coupling only operates within a range of only several centimeters. Compared with the inductive coupling, magnetic resonant coupling WET has much wider operating range, which reaches a few meters. However, in the magnetic resonant coupling WET systems, the receiver has to be positioned at a specific place, as it must be optimized for some fixed distance and circuit alignment settings in order to maintain resonant
coupling. Moreover, it is also difficult to use magnetic resonant coupling WET to power multiple devices as it requires careful tuning to avoid interference caused by the mutual coupling effect. Comparably, EM radiation is able to power wireless devices over moderate to long distances. RF-based EH or RF-based WET exploits the far-field radiative properties of EM radiation.

It was reported that a typical RFID tag with around 0.5 mW received RF power could be powered from 4m away, and some RF EH chips with around 0.05 mW received RF power can reach a maximum 12-14 m line-of-sight operating radius. With RF-based EH, RF energy receivers can be flexibly positioned and made very tiny to fit into commercial devices. Moreover, transferring energy to multiple devices becomes easily owing to the broadcasting property of wireless channels. The major limitation of RF-based WET is the high EM energy attenuation over distance. Nonetheless, with the multiple-input multiple-output (MIMO) transmission technology, wireless energy transfer efficiency can be greatly enhanced. Additionally, the device operating power (as low as a few microwatts for some RFID tags) is continuously being decreased. Therefore, RF-EH technology is expected to be applied to deployed in various wireless systems.

As illustrated in Figure 2.1, the RF-based EH receiver contains a rectifying circuit, consisting of a diode and a passive low-pass filter (LPF), which is able to convert received RF signals to DC signals to charge the built-in battery, which stores the energy. Following the law of energy conservation, the harvested energy $P_h$ is
proportional to the received RF power $P_r$, which can be expressed by

$$P_h = \eta P_r = \eta \frac{P_t G}{d^\alpha}, \quad (2.1)$$

where $\eta \in (0, 1)$ denotes the overall energy conversion efficiency at the receiver. $P_t$ is the transmit power and $d$ is the distance between the energy transmitter and its receiver. $\alpha$ denotes the path loss factor and $G$ represents the combined antenna gain of the transmit and receive antennas.

![RF EH receiver architecture.](image)

Figure 2.1: RF-based EH receiver architecture.

It was reported that, with two-antenna configuration at both the transmitter and the receiver, a beamforming gain to increase the harvested energy by about four times (6 dB) compared to the case with a single-antenna transmitter and receiver with the same transmission power. This could be more cost effective in practice than the alternative approach of improving the energy conversion efficiency (say, from 25 to 99 percent), at the receiver with more sophisticated designs of rectifying circuits.
2.2 Energy Beamforming

Eq. (2.1) shows that increasing $G$ can raise the harvested energy $P_h$. So the one way is to explore new efficient antenna design technology to improve $G$. Besides, another effective way to improve $G$ is employing multi-antenna technology. In fact, with multiple antennas, on one hand, the antenna power gain can be enhanced by exploiting diversity gains. On the other hand, energy beamforming techniques can be realized to focus the transmit power in a smaller region of space to bring significant improvement to energy transfer efficiency.

By properly design the waveform transmitted at each antenna, energy beamforming is capable of adjusting the radiated waveforms such that they could be combined at a specific receiver coherently. Generally, the larger number of antennas equipped at the energy transmitter, the sharper energy beam could be generated focusing on a spatial direction.

2.3 SWIPT

Since RF signals which carry energy at the same time can also be used as a carrier for information delivering, SWIPT has become an interesting research topic, which attracts increasing attention.

SWIPT is able to save spectrum via transmitting energy and information jointly with the same waveform or signals. However, SWIPT involves a rate-energy trade-off at both the transmitter and receiver to balance the information decod-
ing (ID) and EH performance. At the transmitter side, waveforms are generated to determine the performance of information and energy transfer. In a extreme case, the transmitter may ignore energy (or information) receivers and optimize the waveforms only to maximize information (or energy) transmission efficiency. Nevertheless, because of the fundamental difference in the optimal waveforms for energy and information transmissions, such an off-balance design possibly leads to a poor performance of either energy and information transmission. Therefore, the waveform are required to be designed following a rate-energy trade-off to achieve the best balance between the energy and information transfer [19]. On the other hand, the performance of SWIPT is also closely related to the receiver’s structure and the corresponding signal processing schemes [19, 37]. Although related study on SWIPT is still in the infancy stage, some notable results were reported in the literature [17, 18]. For example, at first, an ideal SWIPT receiver was assumed to be able to decode information and harvest energy from the same signal with the same circuit [17]. Later, it was pointed out that [19] such an assumption cannot be realized in practical systems. Therefore, several practical receiver structures, e.g., time switching (TS), power splitting (PS), integrated ID/EH receiver (IntRx), and antenna switching (AS) were proposed in [19].

2.4 Cooperative Communication

In cooperative communications, a source transmits a message to a destination with the assistance of one or more relays. Conventionally, relaying was used to
extend the range of wireless communication systems. In recent years, many applications of relaying were proposed [38]. One of them is to use relay node to assist in the communication between the source and its destinations via some cooperation protocols, which is termed as cooperative relaying. So far, cooperative relaying has emerged as a promising approach to combat fading in wireless networks in order to achieve cooperative diversity gain, by which the system throughput and communication reliability can be enhanced. At the same time, the power consumption can also be greatly reduced.

In [38], two well-known cooperative relaying strategies, i.e., amplify-and-forward (AF) and decode-and-forward (DF) were proposed. In AF relaying strategy, the relay sends an amplified version of the received signal from the source to the destination. While in DF relaying strategy, the relay decodes the source message in one block and transmits the re-encoded message in the following block. Comparing with AF, DF relaying avoids forwarding the noise received over the source-relay link to the destination, so it has better system performance than AF relaying, especially when the source-relay link is with good channel condition. There have been a great deal of ongoing research on developing cooperative relaying protocols and resource management methods to exploit the potential benefits of cooperative relaying [38–40].

Notations: $\mathbb{C}^{M\times N}$, $\mathbb{H}^{M\times N}$, $\mathbb{R}^{M\times N}$ denote the set of complex, Hermitian and real matrices with size of $M$ rows and $N$ columns, respectively. $\| \cdot \|$ denotes the Frobenius norm. $\text{Tr}(X)$ is the trace of matrix $X$. 
Chapter 3: System Model

3.1 Network Model

We consider a wireless system consisting of five nodes, i.e., two source nodes $S_1$ and $S_2$, two destination nodes $D_1$ and $D_2$ and one relay node $R$, as illustrated in Figure 3.1. $S_1$ desires to transmit information to $D_1$ while $S_2$ desires to transmit information to $D_2$. It is assumed that $S_1$ is with stable and sufficient power supply but no licensed bandwidth for information transmission to $D_1$. Meanwhile $S_2$ has licensed bandwidth but it is located relatively far away from $D_2$, so reliable high data rate transmission can not be achieved over the $S_2 \rightarrow D_2$ direct link. Thus the information transmission from $S_2$ to $D_2$ needs help from $R$. However, $R$ could not participate in the information transmission due to some reasons. For example, $R$ is an energy exhausted node and has no available power or it is a selfish node who is powered by battery and it is not willing to consume its own power to help other nodes. We refer $(S_1, D_1)$ as the group 1 communication unit and $(S_2, R, D_2)$ as the group 2 communication unit. That is, group 1 has sufficient power but no bandwidth while group 2 has sufficient bandwidth but limited power. So each of them cannot achieve desired information delivery purpose. In this case, the two groups may cooperate with each other in terms of power and bandwidth to achieve
a “win-win” outcome to fulfill their respective information transmission requirements. Specifically, $S_1$ may transmit some power to $R$ to enable $R$ participating the information transmission between $S_2$ and $D_2$. In return, $S_2$ may bestow a portion of its bandwidth to $S_1$. Via the cooperation, both groups may successfully delivery their information.

Figure 3.1: System model.

Such a communication scenario can be found in many different wireless systems. For example, in WSNs and cognitive networks. In order to enhance the energy transfer efficiency, $S_1$ is assumed to be equipped with $N$ antennas while all other nodes only support single antenna due to their size limitations. Block fading channel
is considered, so that all channel coefficients can be regarded as constants during each fading block and vary from block to block independently, following Rayleigh distribution. $h_{ij}(k)$ is used to denote the channel coefficient of the $k$-th block between node $i$ and node $j$. $n(k) \sim \mathcal{CN}(0, N_0)$ is the Additive White Gaussian Noise (AWGN) of the $k$-th block. So, $h_{ij}(k) \sim \mathcal{CN}(0, d_{ij}^{-\alpha})$, where $d_{ij}$ is the distance between node $i$ and node $j$, $\alpha$ is the path loss exponent factor. The time period of each fading block is denoted with $T$.

### 3.2 Transmission Protocol

To complete cooperation transmission, each time period $T$ is divided into four phases, which are with time intervals of $\tau_1$, $\tau_2$, $\tau_3$ and $\tau_4$, respectively. Without loss of generality, $T$ is normalized to 1 in the sequel, so that $\sum_{i=1}^{4} \tau_i = 1$ and $\tau_i \geq 0$. Defining $\mathbf{\tau} \triangleq [\tau_1 \tau_2 \tau_3 \tau_4]^T$, which can be regarded as the time assignment vector of the four transmission phases, we know that it satisfies

$$1^T \mathbf{\tau} = 1, \quad \mathbf{\tau} \succeq \mathbf{0},$$

where $1$ is a column vector with all elements being 1.

In the first phase, $S_1$ transfers energy to $R$ and transmits information to $D_1$ simultaneously. Let $x_{S_1}(k)$ with $|x_{S_1}(k)|^2 = 1$ be the transmitted information symbol by $S_1$. The received signal at $D_1$ and $R$ can be respectively given by

$$y_{D_1}(k) = h_{S_1 D_1}^H(k)w x_{S_1}(k) + n(k)$$

and

$$y_R(k) = h_{S_1 R}^H(k)w x_{S_1}(k) + n(k),$$

where $x_{S_1}(k)$ with $|x_{S_1}(k)|^2 = 1$ be the transmitted information symbol by $S_1$. The received signal at $D_1$ and $R$ can be respectively given by

$$y_{D_1}(k) = h_{S_1 D_1}^H(k)w x_{S_1}(k) + n(k)$$

and

$$y_R(k) = h_{S_1 R}^H(k)w x_{S_1}(k) + n(k),$$

where $x_{S_1}(k)$ with $|x_{S_1}(k)|^2 = 1$ be the transmitted information symbol by $S_1$. The received signal at $D_1$ and $R$ can be respectively given by

$$y_{D_1}(k) = h_{S_1 D_1}^H(k)w x_{S_1}(k) + n(k)$$

and

$$y_R(k) = h_{S_1 R}^H(k)w x_{S_1}(k) + n(k).$$
where \( h_{S_1D_1}, h_{S_1R} \in \mathbb{C}^{N \times 1} \). \( w \in \mathbb{C}^{N \times 1} \) represents the energy beamforming vector.

As a result, the achievable information rate at \( D_1 \) can be given by

\[
P_{S_1}^{(1)} = \tau_1 C \left( \frac{|h_{S_1D_1}^H w|^2}{N_0} \right),
\]

(3.4)

where \( C(x) \triangleq \log_2(1 + x) \) and the harvested energy at \( R \) is

\[
E_R = \eta \tau_1 |h_{S_1R}^H w|^2,
\]

(3.5)

where \( \eta \in [0, 1] \) is a constant, accounting for the energy conversion efficiency. The larger the value of \( \eta \), the higher the energy conversion efficiency. In particular, \( \eta = 1 \) means all received signal power can be perfectly converted to energy at the receiver.

If we denote the transmit power at \( S_1 \) in the first phase to be \( P_{S_1}^{(1)} \), it could be inferred that

\[
||w||^2 \leq P_{S_1}^{(1)}.
\]

(3.6)

In the second phase, \( S_2 \) broadcasts information to \( R \) and \( D_2 \). Let the transmitted symbol by \( S_2 \) be \( x_{S_2}(k) \). The signal received at \( R \) and \( D_2 \) can be respectively given by

\[
y_R(k) = \sqrt{P_{S_2}^{(2)}} h_{S_2R}^H(k) x_{S_2}(k) + n(k)
\]

(3.7)

and

\[
y_{D_2}(k) = \sqrt{P_{S_2}^{(2)}} h_{S_2D_2}^H(k) x_{S_2}(k) + n(k),
\]

(3.8)

where \( P_{S_2}^{(2)} \) is the available transmit power at \( S_2 \) in the second phase.

In the third phase, \( R \) decode the information transmitted from \( S_2 \) and then help to forward the decoded information to \( D_2 \) by using the harvested energy from
\( S_1 \) in the first phase. The received signal at \( D_2 \) from \( R \) is

\[
y_{D_2}(k) = \sqrt{P_R h_{RD_2}(k)x_R(k) + n(k)}, \quad (3.9)
\]

where \( P_R \) is the available transmit power at \( R \) in the third phase. As the available power at \( R \) must be constrained by \( E_R \) in (3.5), i.e., \( P_R \leq \frac{E_R}{\tau_3} \), so we have that

\[
\tau_3 P_R \leq \eta \tau_1 |h_{S_1 R}^H w|^2. \quad (3.10)
\]

Decode-and-forward (DF) relaying operation is employed at \( R \), so the end-to-end achievable information of group 2 can be given by [38]

\[
R_{S_2} = \min \left\{ \tau_2 C \left( \frac{P_{S_2}^{(2)} |h_{S_2 R}|^2}{N_0} \right), \tau_2 C \left( \frac{P_{S_2}^{(2)} |h_{S_2 D_2}|^2}{N_0} \right) + \tau_3 C \left( \frac{P_R |h_{RD_2}|^2}{N_0} \right) \right\}. \quad (3.11)
\]

In the fourth phase, \( S_1 \) transmits information to its destination \( D_1 \) via multiple antennas. As it is a typical multiple input single output (MISO) channel, the achievable information rate from \( S_1 \) to \( D_1 \) in this phase is [41]

\[
R_{S_1}^{(4)} = \tau_4 C \left( \frac{P_{S_1}^{(4)} |h_{S_1 D_1}|^2}{N_0} \right), \quad (3.12)
\]

where \( P_{S_1}^{(4)} \) is the available transmit power at \( S_1 \) in the fourth phase.

For the four phases described above, group 1 transmits information in both the first and the fourth phases. Combine \( R_{S_1}^{(1)} \) with \( R_{S_1}^{(4)} \), the total achievable information rate for \( S_1 \) in the \( k \)-th fading block is

\[
R_{S_1} = R_{S_1}^{(1)} + R_{S_1}^{(4)} = \tau_1 C \left( \frac{|h_{S_1 D_1}^H w|^2}{N_0} \right) + \tau_4 C \left( \frac{P_{S_1}^{(4)} |h_{S_1 D_1}|^2}{N_0} \right). \quad (3.13)
\]

Group 2 transmits information in the second and the third phases via cooperative relaying, whose available information rate in the \( k \)-th fading block is shown in (3.11).
Besides, group 1 transmits energy to group 2 in the first phase and group 2 gives its bandwidth for the information transmission to group 1 in the first and fourth phases.

For such a system described above, we shall explore its performance limits in terms of WSR for given available power at $S_1$ and $S_2$ and the overall consumed power for given predefined information rate thresholds of the two groups. To this end, we consider the optimal design of the system by maximizing WSR and minimizing its total consumed power in Chapter 4 and Chapter 5.
Chapter 4: Weighted Sum Rate Maximization Design

In this section, we consider the minimal rate constrained weighted sum rate maximization design of the system. The goal is to explore the performance limit in terms of total achievable information rate with user’s fairness. Different from existing WSR maximization in various wireless systems, where the minimal rate requirements of the users are not considered, in our work the minimal required rate can be guaranteed for each user.

Suppose the minimal required information rate of group $i$ is $r_{S_i}$, where $i \in \{1, 2\}$. The end-to-end achievable information rate $R_{S_i}$ satisfies that

$$R_{S_i} \geq r_{S_i}, \forall i = 1, 2.$$  \hspace{1cm} (4.1)

With the minimal rate constraints in (4.1), the WSR of the system shall be maximized. Let $\alpha_i$ be the weight of achievable information rate of group $i$. The WSR of the system can be given by

$$R_{wsum} = \sum_{i=1}^{2} \alpha_i R_{S_i}.$$  \hspace{1cm} (4.2)

Actually, $\alpha_i \geq 0$ reflects the relative importance of group $i$.

Besides the minimal rate constraints, the available power at $S_1$ and $S_2$ should also be considered. In our work, we discuss two scenarios. In the first scenario,
$S_1$ transmits energy and information in the first and the fourth phases with the same fixed power, while in the second scenario, the consumed power in the first and fourth phases at $S_1$ is constrained by a given average power. The two scenarios are discussed in the following Section 4.1 and Section 4.2, respectively.

4.1 Fixed Power Constrained Scenario

4.1.1 Problem Formulation

In the fixed power scenario, $S_1$ and $S_2$ has fixed instantaneous power in their respective transmission phases, i.e., $P_{S_1}^{(1)} = P_{S_1}^{(4)}$. For convenience, we denote the fixed power at $S_i$ to be $P_{S_i}$, so $P_{S_1}^{(1)} = P_{S_1}^{(4)} = P_{S_1}$ and $P_{S_2}^{(2)} = P_{S_2}$. As a result, (3.6), (3.11) and (3.13) can be respectively rewritten as

$$\|w\|^2 \leq P_{S_1},$$

$$R_{S_2} = \min \left\{ \tau_2 C \left( \frac{P_{S_1} |h_{S_1}r|^2}{N_0} \right), \tau_2 C \left( \frac{P_{S_2} |h_{S_2}d_2|^2}{N_0} \right) + \tau_3 C \left( \frac{P_{R} |h_{RD_2}|^2}{N_0} \right) \right\},$$

and

$$R_{S_1} = \tau_1 C \left( \frac{|h_{S_1}^H d_1 w|^2}{N_0} \right) + \tau_4 C \left( \frac{P_{S_1} \|h_{S_1} d_1\|^2}{N_0} \right).$$

Therefore, the WSR maximization problem for fixed power scenario can be mathematically expressed as

$$\textbf{P}_1 : \text{maximize} \quad \alpha_1 R_{S_1} + \alpha_2 R_{S_2}$$

subject to \hspace{1cm} (3.1), (3.10),

\hspace{1cm} (4.1), (4.3), (4.4), (4.5).
It can be observed that the right sides of (4.4) and (4.5) are non-linear w.r.t. \( \tau \) and \( w \), so constraints (4.4) and (4.5) are non-convex sets. Moreover, (3.10) and (4.1) are also non-convex sets w.r.t. \( \tau \) and \( w \). Therefore, \( P_1 \) is not a convex problem and cannot be solved with known solution methods. Thus, we solve it as follows.

### 4.1.2 Problem Transformation and Solution

We observe that \( w \) always appears in a quadratic form as shown in constraints (3.10), (4.3) and (4.5). By defining \( W \triangleq ww^H \), the three constraints mentioned above can be reinterpreted as

\[
\tau_3 P_R \leq \eta \tau_1 h_{S_1 R}^H W h_{S_1 R}, \tag{4.6}
\]

\[
\text{Tr}(W) \leq P_{S_1}, \tag{4.7}
\]

and

\[
R_{S_1} = \tau_1 C \left( \frac{h_{S_1 D_1}^H W h_{S_1 D_1}}{N_0} \right) + \tau_4 C \left( \frac{P_{S_1} ||h_{S_1 D_1}||^2}{N_0} \right). \tag{4.8}
\]

Note that in order to ensure that \( w \) could be recovered by \( W \) uniquely, it must satisfy that

\[
W \succeq 0, \tag{4.9}
\]

and

\[
\text{rank}(W) = 1. \tag{4.10}
\]

Therefore, by replacing \( w \) with \( W \), problem \( P_1 \) is equivalently transformed
into the following problem $\mathbf{P}'_1$,

$$\mathbf{P}'_1 : \max_{\tau, \mathbf{W}} \quad \alpha_1 R_{S_1} + \alpha_2 R_{S_2}$$

subject to \((3.1), (4.1), (4.4), (4.6), (4.7), (4.8), (4.9), (4.10)\).

It can be seen that $\mathbf{P}'_1$ is still not jointly convex w.r.t. $\tau$ and $\mathbf{W}$ even though the rank-one constraint (4.10) is removed. However, it can be observed that when the rank-one constraint is dropped, for a given $\tau$, it is convex w.r.t. $\mathbf{W}$. Meanwhile, for a given $\mathbf{W}$, it is convex w.r.t. $\tau$. Therefore, the relaxed problem of $\mathbf{P}'_1$ can be solved by using traditional alternative iteration solution method. Nevertheless, with the traditional solution method, it cannot be theoretically proved that the global optimal solution can always be guaranteed.

In order to pursue the global optimum, we design a new solution method as follows which is capable of finding the global optimal solution for Problem $\mathbf{P}'_1$.

Define a new matrix variable $\mathbf{V} \in \mathbb{C}^{N \times N}$ such that $\mathbf{V} = \tau_1 \mathbf{W}$. Since (4.9) and (4.10), it is known that,

$$\mathbf{V} \succeq 0,$$ \hspace{1cm} (4.11)

and

$$\text{rank}(\mathbf{V}) = 1.$$ \hspace{1cm} (4.12)

By substitution of $\mathbf{V}$ into (4.7) and (4.8), the two constraints can be re-expressed by

$$\text{Tr}(\mathbf{V}) \leq \tau_1 P_{S_1},$$ \hspace{1cm} (4.13)
and
\[ R_{S_1} = \tau_1 C \left( \frac{\text{Tr}(Vh_{S_1,D_1}h_{S_1,D_1}^H)}{N_0\tau_1} \right) + \tau_4 C \left( \frac{P_{S_1}\|h_{S_1,D_1}\|^2}{N_0} \right), \]  \hspace{1cm} (4.14)
respectively.

Moreover, let \( \phi_1 = \tau_3 P_R \). (4.6) and (4.4) can be respectively rewritten as
\[ \phi_1 \leq \eta \text{Tr}(Vh_{S_1,R}h_{S_1,R}^H) \]  \hspace{1cm} (4.15)
and
\[ R_{S_2} = \min \left\{ \tau_2 C \left( \frac{P_{S_2}\|h_{S_2,R}\|^2}{N_0} \right), \tau_2 C \left( \frac{P_{S_2}\|h_{S_2,D_2}\|^2}{N_0} \right) + \tau_3 C \left( \frac{\phi_1\|h_{RD_2}\|^2}{N_0\tau_3} \right) \right\}. \]  \hspace{1cm} (4.16)

With above variable substitution operations, i.e., \( V = \tau_1 W, \phi_1 = \tau_3 P_R \), Problem \( P_1' \) is equivalently transformed into the following Problem \( P_1'' \),
\[ P_1'': \maximize_{\tau, V, \phi_1} \quad \alpha_1 R_{S_1} + \alpha_2 R_{S_2} \]
subject to  \( (3.1), (4.1), (4.11), (4.12), \)
\( (4.13), (4.14), (4.15), (4.4). \)

It can be seen that the objective function of Problem \( P_1'' \) is a concave function. All constraints except rank-one constraint (4.12) are convex sets. So we may get rid of (4.12) and make the problem to be convex by using Semi-definite Relaxation (SDR) [44], i.e.,
\[ P_1''' : \minimize_{\tau, V, \phi_1} \quad -\alpha_1 R_{S_1} - \alpha_2 R_{S_2} \]
subject to  \( (3.1), (3.11), (4.1), (4.11), \)
\( (4.13), (4.14), (4.15), \)
which is in a standard form of convex problem and the optimal \([\tau^*, V^*, \phi^*_1]\) of Problem \(P'''_1\) can be obtained by using some known solution methods, e.g., interior point method, for convex problems [43].

Note that only when \(\text{rank}(V^*) = 1\), \([\tau^*, V^*, \phi^*_1]\) is also the optimal solution of Problem \(P''_1\). In this case, the optimal \([\tau^*, w^*]\) can be derived accordingly. Therefore, the key question lies in the rank of \(V^*\). Fortunately, we found that there exists an optimal \(V^*\) such that \(\text{rank}(V^*) = 1\) for Problem \(P'''_1\), which means the global optimum of the primary Problem \(P_1\) can be guaranteed.

Now we analyse the rank of \(V^*\) with Theorem 4.1. Before that, we present Lemma 4.1 which was proved in [42] for emphasis as follows.

**Lemma 4.1.** [42] Consider a problem \(P_0\),

\[
P_0 : \text{minimize}_{x_1, \ldots, x_L} \sum_{l=1}^{L} \text{Tr}(C_l x_l)
\]

subject to \(\sum_{l=1}^{L} \text{Tr}(A_{ml} x_l) \geq m b_m, \ m = 1, \ldots, M,\)

\(x_l \succeq 0, \ l = 1, \ldots, L,\)

where \(C_l, l = 1, \ldots, L\) and \(A_{ml}, m = 1, \ldots, M, l = 1, \ldots, L\) are Hermitian matrices, \(b \in \mathbb{R}, \geq m \in \{\geq, =, \leq\}, m = 1, \ldots, M\) and the variables \(x_l, l = 1, \ldots, L\) are Hermitian matrices.

If Problem \(P_0\) and its dual are solvable, then the Problem \(P_0\) has always an optimal solution \((x^*_1, \ldots, x^*_L)\) such that

\[
\sum_{l=1}^{L} \text{rank}^2(x^*_l) \leq M.
\]

**Theorem 4.1.** There exists an optimal \(V^*\) of Problem \(P'''_1\) such that \(\text{rank}(V^*) = 1\).
Proof. First, we consider the following Problem $Q_1$,

\[ Q_1 : \text{minimize} \quad \text{Tr}(U) \]
\[ \text{subject to} \quad \phi_1^* \leq \eta \text{Tr}(Uh_{S_1,R}h_{S_1,R}^H), \]
\[ R_{S_1}^* = \tau_1^* C\left(\frac{\text{Tr}(Uh_{S_1,D_1}h_{S_1,D_1}^H)}{N_0\tau_1^*}\right) + \tau_4^* C\left(\frac{P_{S_1}\|h_{S_1,D_1}\|^2}{N_0}\right), \]
\[ U \succeq 0, \]

where $\tau_1^*$, $\tau_4^*$, $\phi_1^*$ and $R_{S_1}^*$ are optimal solutions of Problem $P^{'''}_1$. Problem $Q_1$ is equivalently transformed into Problem $Q'_1$,

\[ Q'_1 : \text{minimize} \quad \text{Tr}(U) \]
\[ \text{subject to} \quad \text{Tr}(Uh_{S_1,R}h_{S_1,R}^H) \geq \frac{\phi_1^*}{\eta}, \]
\[ \text{Tr}(Uh_{S_1,D_1}h_{S_1,D_1}^H) = N_0\tau_1^* \left(\frac{R_{S_1}^* - \tau_4^* C\left(\frac{P_{S_1}\|h_{S_1,D_1}\|^2}{N_0}\right)}{\tau_1^*} - 1\right), \]
\[ U \succeq 0, \]

According to Lemma 4.1, Problem $Q_1$ has an optimal solution $U^*$ which satisfies that

\[ \text{rank}^2(U^*) \leq 2. \]

Moreover, since $\text{rank}(U^*) \neq 0$, we conclude that $\text{rank}(U^*) = 1$.

Let $[\tau^*, V^*, \phi_1^*]$ be the optimal solution of Problem $P^{'''}_1$. It can be inferred that $V^*$ is a feasible solution of Problem $Q_1$. The reason is that $[\tau^*, V^*, \phi_1^*]$ also satisfy the constraints (4.14) and (4.15). The optimal value of Problem $Q_1$ associated with $U^*$ must be smaller than that associated with any other feasible solution. Therefore,

\[ \text{Tr}(U^*) \leq \text{Tr}(V^*) \leq \tau_1^* P_{S_1}. \]
If we construct a new tuple \([\tau^*, U^*, \phi_1^*]\), then it satisfy all constraints of Problem \(P_{1}^{''''}\), which means it is a feasible solution of Problem \(P_{1}^{''''}\). Since the objective function of Problem \(P_{1}^{''''}\) is only related to \(\tau\) and \(\phi_1\), \([\tau^*, U^*, \phi_1^*]\) and \([\tau^*, V^*, \phi_1^*]\) yield the same value of Problem \(P_{1}^{''''}\), which means that \([\tau^*, U^*, \phi_1^*]\) is also an optimal solution of Problem \(P_{1}^{''''}\). Since we have proved that \(\text{rank}(U^*) = 1\), it can be concluded that \(P_{1}^{''''}\) has an optimal rank-one solution.

\[\square\]

**Remark 4.1.** The optimal solution of Problem \(P_1\) for the fixed power scenario is guaranteed to be found.

The reason for Remark 4.1 is explained as follows. \(P_1\), \(P_1'\) and \(P_1''\) are equivalent to each other. It is known that once the optimal solution of \(P_{1}^{''''}\) satisfies the rank-one constraint, it is equivalent to \(P_1\), \(P_1'\) and \(P_1''\). Theorem 4.1 declares that \(P_{1}^{''''}\) has a rank-one optimal solution. Therefore, the optimal solution for Problem \(P_1\) can always be found by using our proposed solution method.

### 4.2 Average Power Constrained Scenario

#### 4.2.1 Problem Formulation

In this scenario, \(S_1\) and \(S_2\) are allowed to transmit information/energy in different phases with different power, but the averaged power over each fading block is limited by \(P_{S_1}\) and \(P_{S_2}\) respectively. That is, the consumed power at \(S_1\) and \(S_2\) satisfy that

\[
\tau_1 P_{S_1}^{(1)} + \tau_4 P_{S_1}^{(4)} \leq P_{S_1}, \quad (4.17)
\]
and
\[
\tau_2 P^{(2)}_{S_2} \leq P_{S_2}. \quad (4.18)
\]

For clarity, we define \( P \triangleq [P^{(1)}_{S_1} P^{(4)}_{S_1} P^{(2)}_{S_2}]^T \). Therefore, the WSR maximization problem can be mathematically expressed by

\[
P_2 : \text{maximize} \quad \alpha_1 R_{S_1} + \alpha_2 R_{S_2}
\]
subject to \((3.1), (3.6), (3.11), (3.10)\),

\((3.13), (4.1), (4.17), (4.18)\).

Compared with Problem \( P_1 \) for the fixed power constrained scenario, in Problem \( P_2 \), the power \( P \) consumed in each phase at the two sources are also optimized besides \( \tau \) and \( w \). It can be observed that Problem \( P_2 \) is also non-convex. So we solve it as follows.

4.2.2 Problem Transformation and Solution

Similar to the solution method designed for Problem \( P_1 \), we also deal with Problem \( P_2 \) by transforming it to a convex problem through variable substitution operations and SDR method at first and then solve it efficiently.

We also use the definition of \( W = ww^H \) by introducing a semi-definite square matrix \( W \), i.e., \( W \succeq 0 \). Then, \((3.10)\) can be equivalently replaced by \((4.6)\) and constraints \((3.6)\) and \((3.13)\) can be respectively re-expressed by

\[
\text{Tr}(W) \leq P^{(1)}_{S_1},
\]
and

\[
R_{S_1} = \tau_1 C \left( \frac{h_{S_1, D_1}^H W h_{S_1, D_1}}{N_0} \right) + \tau_4 C \left( \frac{P^{(4)}_{S_1} \|h_{S_1, D_1}\|^2}{N_0} \right) \quad (4.20)
\]
Consequently, with the rank-one constraint of $W$, i.e., $\text{rank}(W) = 1$, Problem $P_2$ is equivalently transformed into the following Problem $P'_2$, i.e.,

$$P'_2: \text{maximize}_{\tau, W, P} \quad \alpha_1 R_{S_2} + \alpha_2 R_{S_1}$$

subject to

(3.1), (3.11), (4.1), (4.6), (4.9),

(4.10), (4.17), (4.18), (4.19), (4.20).

Since Problem $P'_2$ is still non-convex, we further adopt the following variable substitutions by introducing five new variables, i.e.,

$$\begin{align*}
V &= \tau_1 W, \\
\phi_1 &= \tau_3 P, \\
\phi_2 &= \tau_2 P^{(2)}_{S_2}, \\
\phi_3 &= \tau_1 P^{(1)}_{S_1}, \\
\phi_4 &= \tau_4 P^{(4)}_{S_1}.
\end{align*}$$

With these linear definitions, (4.6), (4.9) and (4.10) can be replaced by (4.15), (4.11) and (4.12). Besides, (3.11), (4.17), (4.18), (4.19) and (4.20) are respectively transformed into

$$R_{S_2} = \min \left\{ \tau_2 C \left( \frac{\phi_2|h_{S_2}|^2}{N_0 \tau_2} \right) , \tau_2 C \left( \frac{\phi_2|h_{S_2}D_2|^2}{N_0 \tau_2} \right) + \tau_3 C \left( \frac{\phi_1|h_{RD_2}|^2}{N_0 \tau_3} \right) \right\},$$

(4.22)

$$\phi_3 + \phi_4 \leq P_{S_1},$$

(4.23)

$$\phi_2 \leq P_{S_2},$$

(4.24)

$$\text{Tr}(V) \leq \phi_3$$

(4.25)
and
\[ R_{S_1} = \tau_1 C \left( \frac{\text{Tr}(V h_{S_1} D_1 h_{S_1}^H)}{N_0 \tau_1} \right) + \tau_4 C \left( \frac{\phi_4 \| h_{S_1} D_1 \|^2}{N_0 \tau_4} \right). \] (4.26)

Define \( \phi = [\phi_1 \phi_2 \phi_3 \phi_4]^T \). Therefore, Problem \( P'_2 \) can be equivalently transformed into the following Problem \( P''_2 \),

\[ P''_2 : \text{maximize} \quad \alpha_1 R_{S_2} + \alpha_2 R_{S_1} \]
\[ \text{subject to} \quad (3.1), (4.1), (4.11), (4.12), (4.15), \]
\[ (4.22), (4.23), (4.24), (4.25), (4.26). \]

It can be seen that the objective function of Problem \( P''_2 \) is concave and all constraints except the rank-one constraint (4.12) are convex sets. Therefore, by using SDR method with the dropping of (4.12), Problem \( P''_2 \) can be relaxed to a convex problem as follows,

\[ P'''_2 : \text{minimize} \quad -\alpha_1 R_{S_1} - \alpha_2 R_{S_2} \]
\[ \text{subject to} \quad (3.1), (3.11), (4.1), (4.11), (4.15), \]
\[ (4.22), (4.23), (4.24), (4.25), (4.26). \]

Therefore, the optimal solution \( [\tau^*, V^*, \phi^*] \) of Problem \( P'''_2 \) can be obtained by using some known solution methods.

Similar to the situation of Problem \( P'''_1 \), only when \( \text{rank}(V^*) = 1 \), \( [\tau^*, V^*, \phi^*] \) is also the optimal solution of Problem \( P''_2 \). In this case, the optimal \( [\tau^*, w^*, P^*] \) can be derived accordingly. Therefore, the key question lies in the rank of \( V^* \).

Fortunately, we also found that \( \text{rank}(V^*) = 1 \) always holds for Problem \( P'''_2 \), which means the global optimum of the primary Problem \( P_2 \) also can be guaranteed by our adopted variable substitutions and SDR.
Now we analyse the rank of $V^\ast$ for the average power constrained scenario with Theorem 4.2.

**Theorem 4.2.** There exists an optimal $V^\ast$ of Problem $P''_2$ such that $\text{rank}(V^\ast) = 1$.

**Proof.** First, we consider the following Problem $Q_2$,

$$Q_2 : \text{minimize} \quad \text{Tr}(U)$$

subject to

$$\phi_1^\ast \leq \eta \text{Tr}(U h_{S_1R} h_{S_1R}^H),$$

$$R_{S_1}^\ast = \tau_1^\ast C \left( \frac{\text{Tr}(U h_{S_1D_1} h_{S_1D_1}^H)}{N_0 \tau_1^\ast} \right) + \tau_4^\ast C \left( \frac{\phi_4^\ast \| h_{S_1D_1} \|^2}{N_0 \tau_4^\ast} \right),$$

$$U \succeq 0,$$

where $\tau_1^\ast, \tau_4^\ast, \phi_1^\ast, \phi_4^\ast$ and $R_{S_1}^\ast$ are optimal solutions of Problem $P''_2$. Problem $Q_2$ is equivalently transformed into Problem $Q'_2$,

$$Q'_2 : \text{minimize} \quad \text{Tr}(U)$$

subject to

$$\text{Tr}(U h_{S_1R} h_{S_1R}^H) \geq \frac{\phi_1^\ast}{\eta},$$

$$\text{Tr}(U h_{S_1D_1} h_{S_1D_1}^H) = N_0 \tau_1^\ast \left( 2 \frac{R_{S_1}^\ast \tau_4^\ast C \left( \frac{\phi_4^\ast \| h_{S_1D_1} \|^2}{N_0 \tau_4^\ast} \right)}{\tau_1^\ast} - 1 \right),$$

$$U \succeq 0,$$

According to Lemma 4.1, Problem $Q_2$ has an optimal solution $U^\ast$ which satisfies that

$$\text{rank}^2(U^\ast) \leq 2.$$

Since $\text{rank}(U^\ast) \neq 0$, we conclude that $\text{rank}(U^\ast) = 1$.

Let $[\tau^\ast, V^\ast, \phi^\ast]$ be the optimal solution of Problem $P''_2$. It can be inferred that $V^\ast$ is a feasible solution of Problem $Q_2$. The reason is that $[\tau^\ast, V^\ast, \phi^\ast]$ also satisfy
the constraints (4.15) and (4.26). The optimal value of Problem $Q_2$ associated with $U^*$ must be smaller than that associated with any other feasible solution. Therefore, $\text{Tr}(U^*) \leq \text{Tr}(V^*) \leq \phi_3^*$.

If we construct a new tuple $[\tau^*, U^*, \phi^*]$, then it satisfy all constraints of Problem $P_2'''$, which means it is a feasible solution of Problem $P_2'''$. Since the objective function of Problem $P_2'''$ is only related to $\tau$ and $\phi$, $[\tau^*, U^*, \phi^*]$ and $[\tau^*, V^*, \phi^*]$ yield the same value of Problem $P_2'''$, which means that $[\tau^*, U^*, \phi^*]$ is also an optimal solution of Problem $P_2'''$. Since we have proved that $\text{rank}(U^*) = 1$, we conclude that $P_2'''$ has an optimal rank-one solution.

\[\square\]

**Remark 4.2.** The optimal solution of Problem $P_2$ for the average power constrained scenario is guaranteed to be found.

The reason for Remark 4.2 is explained as follows. $P_2$, $P_2'$ and $P_2''$ are equivalent to each other. It is known that once the optimal solution of $P_2''$ satisfies the rank-one constraint, it is equivalent to $P_2$, $P_2'$ and $P_2''$. Theorem 4.2 declares that $P_2'''$ has a rank-one optimal solution. Therefore, the optimal solution for Problem $P_2$ can always be found by using our proposed solution method.

### 4.3 Simulations and Discussion

In this section, we present some numerical results to show the system performance of the considered WPCN in terms of weighted sum rate. Both the fixed power scenario and the average power constrained scenario are simulated and discussed.

In the simulations, the noise power $N_0$ is set to -30dBm and the energy conver-
sion efficiency $\eta$ is assumed to be 0.9. $h_{ij}(k) \sim \mathcal{CN}(0, d_{ij}^{-\alpha})$ is generated randomly and the path loss exponent factor $\alpha$ is set to 2. The considered network topology is shown in Figure 4.1, where $d_{S_R} = 2m$, $d_{S_D} = 9m$, $d_{S_R} = 5m$, $d_{S_D}$ = 12m, $d_{R_D} = 10m$. The antenna number is set to 4. $\alpha_1$ and $\alpha_2$ are both equal to 1 so that total sum rate of the system is measured. $P_{S_1}$ is 2 watts and $P_{S_2}$ is 200 mW. The minimum required information rate $r_{S_1}$ and $r_{S_2}$ are set to be 1.4bit/s and 0.7bit/s, respectively. Unless otherwise specified, the above parameters will not be changed.

For comparison, two benchmark methods are also simulated. The first one is with equal time assignment method, where only beamforming vector $\mathbf{w}$ is optimized. That is, $\tau_1 = \tau_2 = \tau_3 = \tau_4 = 0.25$. The second is with random beamforming vector method, where only time assignment $\tau$ is optimized and the beamforming vector $\mathbf{w}$ is randomly generated.
In Figure 4.2, the WSR of the three schemes versus $P_{S_1}$ are presented. It can be seen that, with the increment of $P_{S_1}$, the WSR of the fixed power scenario and those of the two benchmarks increase. The reason is straightforward, because more power will bring higher information rate. It also can be observed that the benchmark method which only involves the time assignment has much higher WSR than the benchmark which only involves beamforming. This indicates that in the considered WPCN system, the time assignment (also can be considered as bandwidth allocation) has greater impact on the system performance than the beamforming at $S_1$. The reason may be explained as follows. The beamforming design affects the system performance by energy transfer, which directly works on $R$ and $D_1$. Since the power transfer over wireless channels is faded seriously, its effects is relatively
limited; while the time assignment works on all the transmits nodes and relay node, which adjust the system resources more systematically. Therefore, time assignment has much greater impact on system performance. It also indicates that for such kind of WPCNs, time assignment is more important in enhancing system performance.
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**Figure 4.3: Weighted sum rate vs $P_{S_2}$.**

Figure 4.3 plots the WSRs of the three schemes versus $P_{S_2}$. It also can be seen that with the increment of $P_{S_2}$, the system performances of the three methods also can be increased. Similar to Figure 4.2, it also can be observed that the time assignment plays more important role than the beamforming design in our considered WPCN system.

In order to get much deeper insights, in Figure 4.4 and 4.5, the normalized performance gain versus $P_{S_1}$ and $P_{S_2}$ are respectively provided. In the two Figures, the WSRs of our proposed joint beamforming and time assignment method and the
benchmark method involving only time assignment are normalized (i.e., divided) by that of the benchmark method involving only beamforming. The higher of the ratio, the higher of the normalized performance gain. The two Figures show very different performance behavior of the system versus $P_{S_1}$ and $P_{S_2}$. Specifically, in Figure 4.4, it shows that the normalized gains of our proposed scheme and the and the benchmark method involving only time assignment increase with the increment of $P_{S_1}$. While, in Figure 4.4, it shows that the normalized gains of our proposed scheme and the and the benchmark method involving only time assignment decrease with the increment of $P_{S_2}$. Moreover, it shows that in our numerical experiments, our proposed scheme is able to improve the system WSR at least 1.28 times that of the benchmark method involving only beamforming for a given $P_{S_2}$ and improve the system weighted sum rate at most 1.3 times that of the benchmark method.
Transmit power at $S_2$, $P_{S_2}$ (watt).

Normalized gain

Figure 4.5: Normalized gain vs $P_{S_2}$.

involving only beamforming for a given $P_{S_2}$. This means that increasing either of $P_{S_1}$ and $P_{S_2}$ may enhance the system performance, but increasing $P_{S_1}$ can bring much greater performance gain for the system.

In Figure 4.6, we simulate a dynamic scenario where $D_1$ moves away from $S_1$ along the line of $S_2 - D_2$ line, as shown in Figure 4.1. We desire to evaluate the impact of the distance $d_{S_1D_1}$ on system performance. It can be seen that with the increment of $d_{S_1D_1}$, the WSR is decreasing. However, the curve is getting flat, which means that if we further increase the distance $d_{S_1D_1}$, the service will not degrade too much. The reason may be that when $d_{S_1D_1}$ is relatively large, stronger signals should be transmitted by $S_1$ to $D_1$ to meet the minimal data rate requirement of $D_1$. This affects the beamforming weight and the time allocation of the system.

That is, less power can be harvested by $R$ and also to make the system performance
decrease as less as possible, the time interval of the first phase is increased and that of the fourth phase is decreased.

In Figure 4.7, the WSR is plotted versus the number of antennas of $S_1$. One can see that as antenna number increases, the system performance is also increasing. Moreover, it also shows that with the increment of the number of antennas, the increasing rate of the weighted sum rate roughly decreases, which means that increasing the number of antennas is able to enhance system performance, but it cannot increase the system performance infinitely.

Besides, the predefined weights of the achievable information rate of the two groups may also affect the total throughput of system. In Problem $P_1$, when $\alpha_1 = \alpha_2$ and $r_{S_1} \neq 0$ and $r_{S_2} \neq 0$, it means that both groups have minimal required data rate and both of them have the same importance on the contribution to the system.
total throughput. If we set $\alpha_1 = 0$, $r_{S_2} = 0$, it will arouse a new system design with new purpose, i.e., guaranteeing the minimal required data rate of the bandwidth-limited user pair (group 1) while maximizing the achievable information rate of the energy-limited user pair (group 2). Moreover, if we set $\alpha_2 = 0$, $r_{S_1} = 0$, it will arouse a system design with another new purpose, i.e., guaranteeing the minimal required data rate of the power-limited user pair (group 2) while maximizing the achievable information rate of the bandwidth-limited user pair (group 1). In these two configurations, the priorities or the importance of the two groups are very different, where only one group’s communication quality can be guaranteed. Figure 4.8 and 4.9 provide some numerical results of the system performance associated with different $\alpha_1$, $\alpha_2$, $r_{S_1}$ and $r_{S_2}$ versus $P_{S_1}$ and $P_{S_2}$, respectively. From the two Figures, it can be observed that the system with the configuration of $\alpha_1 = 1$, $\alpha_2 = 1$, 

Figure 4.7: Weighted sum rate vs number of antennas.
Figure 4.8: Weighted sum rate vs $P_{S1}$ for different $\alpha_1$, $\alpha_2$, $r_{S1}$ and $r_{S2}$

$r_{S1} = 1$ and $r_{S2} = 1$ yields the highest system throughput among the four different system configurations and the system with the configuration of $\alpha_1 = 0$, $\alpha_2 = 1$, $r_{S1} = 1$ and $r_{S2} = 0$ yields the lowest system throughput among the four different system configurations. This indicates that in our simulated system, the group 1 has much greater impact on contributing information rate to the system throughput. Moreover, it also shows that the system with the configuration of $\alpha_1 = 1$, $\alpha_2 = 0$, $r_{S1} = 0$ and $r_{S2} = 1$ and the system with the configuration of $\alpha_1 = 1$, $\alpha_2 = 1$, $r_{S1} = 1$ and $r_{S2} = 1$ achieves the same system throughput. This also indicates that in our simulated system, group 1 has much greater impact on contributing information rate to the system throughput.

To discuss the effect of relay position on system performance, in Figure 4.10, we simulate the WSR versus different relay locations. In the simulations, we consider
Figure 4.9: Weighted sum rate vs $P_{S_2}$ for different $\alpha_1$, $\alpha_2$, $r_{S_1}$ and $r_{S_2}$ such a network topology as shown in Figure 4.12, where $S_2$ is located at the origin of the coordination, $D_2$ is located at the point with coordinate $(x = 10, y = 0)$ on the $x - y$ plane, $S_1$ is positioned at $(x = 5, y = 5)$ and $D_2$ is placed at $(x = 10, y = 5)$. The position of $R$ is changed within the region of $1 \leq x \leq 9$ and $0 \leq y \leq 4$. From the result in Figure 4.10, it can be seen that the relay should be positioned closer to $S_1$ for better system performance. When it is closer to $S_2$, the system achieves relatively low weighted sum rate. In order to show this more clearly, the contour lines associated with Figure 4.10 are provided by Figure 4.11.
Figure 4.10: Weighted sum rate vs different relay positions

Figure 4.11: Contour lines of weighted sum rate vs different relay positions
Figure 4.12: Simulation illustration for the relay positions on $x - y$ coordinate plane.
4.3.2 Simulations for Average Power Constrained Scenario

In this section, the average power constrained scenario is simulated, where, for comparison, the equal time assignment with only beamforming optimization is simulated as a benchmark. Besides, the results associated with the fixed power scenario are also plotted for comparison.

![Weighted sum rate vs $P_{S_1}$](image)

Figure 4.13: Weighted sum rate vs $P_{S_1}$.

In Figure 4.13, the WSR of the three schemes versus $P_{S_1}$ are presented. It can be seen that, with the increment of $P_{S_1}$, the WSR of all the three schemes increase. It is due to that more power will bring higher information rate. It also can be observed that the average power constrained system has higher WSR than the fixed power constrained system and the benchmark system. The reason is that in the average power constrained system, $S_1$ has more flexibility in allocating power in its different transmitting phases.
Figure 4.14 plots the WSRs of the three schemes versus $P_{S_2}$. It also can be seen that with the increment of $P_{S_2}$, the system performances of the three methods increase. Similar to the results in Figure 4.13, the average power constrained system outperforms the other two schemes.

In Figure 4.15 and 4.16, the normalized performance gain versus $P_{S_1}$ and $P_{S_2}$ are respectively provided. In the two figures, the WSRs of the average power constrained system and fixed power system are divided by the corresponding WSR of the benchmark system. In Figure 4.15, it shows that the normalized gains of the average power constrained system and the fixed power system increase with the increment of $P_{S_1}$. In Figure 4.4, the normalized gain of the average power constrained scenario increases while in Figure 4.4 the normalized gain of the fixed power scenario decreases with the increment of $P_{S_2}$. Moreover, it shows that in our
numerical experiments, for a given $P_{S_1}$, the average power constrained system is able to improve the system WSR at least 1.3 times that of the benchmark system and for a given $P_{S_2}$, it improves the system WSR at most 1.3 times that of the benchmark system. This means that increasing either $P_{S_1}$ or $P_{S_2}$ may enhance the system performance, but increasing $P_{S_1}$ can bring much greater performance gain for the system.

In Figure 4.17, we simulate the same dynamic scenario as in Figure 4.1. $D_1$ is moving away from $S_1$ along the line of $S_2 - D_2$ line. We desire to evaluate the impact of the distance $d_{S_1D_1}$ on system performance. It can be seen that with the increment of $d_{S_1D_1}$, the weighted sum rate is decreasing.

In the Figure 4.18, the WSR is plotted versus the number of antennas equipped at $S_1$. Similar to the situation of the fixed power system, with the increment of
number of antennas, the system performance can also be improved. However, with the increment of the number of antennas, the increasing rate of the weighted sum rate roughly decreases, which means that increasing the number of antennas can enhance system performance, but cannot increase the system performance infinitely.

We also discuss the effect of weights and the thresholds of the minimal required data rates on system performances by considering two different system configurations as presented in Figure 4.19 and 4.20. One is with the parameter setting of $\alpha_1 = 0$, $r_{S_2} = 0$, which guarantees the minimal required data rate of the bandwidth-limited user $S_1$. The other is with the parameter setting of $\alpha_2 = 0$, $r_{S_1} = 0$, which guarantees the minimal required data rate of the power-limited user $S_2$. Figure 4.19 and 4.20 provide some numerical results of the system performance associated with different $\alpha_1$, $\alpha_2$, $r_{S_1}$ and $r_{S_2}$ versus $P_{S_1}$ and $P_{S_2}$, respectively. From the two Figures,
it can be observed that the system with the configuration of $\alpha_1 = 1$, $\alpha_2 = 1$, $r_{S_1} = 1$ and $r_{S_2} = 1$ yields the highest system throughput among the four different system configurations and the system with the configuration of $\alpha_1 = 0$, $\alpha_2 = 1$, $r_{S_1} = 2$ and $r_{S_2} = 0$ yields the lowest system throughput among the four different system configurations. This indicates that in our simulated system, the group 1 has much greater impact on contributing information rate to the system throughput. Moreover, it also shows that the system with the configuration of $\alpha_1 = 1$, $\alpha_2 = 0$, $r_{S_1} = 0$ and $r_{S_2} = 1$ and the system with the configuration of $\alpha_1 = 1$, $\alpha_2 = 1$, $r_{S_1} = 1$ and $r_{S_2} = 1$ achieves the same system throughput. This also indicates that in our simulated system, the group 1 has much greater impact on contributing information rate to the system throughput.

To discuss the effect of relay position on system performance, in Figure 4.21, we
Figure 4.18: Weighted sum rate vs number of antennas.

simulate the WSR versus different relay locations. The simulated network topology is the same with that used for Figure 4.10. From Figure 4.21, it can be seen that the relay should be positioned closer to $S_1$ for achieving better system performance. When it is closer to $S_2$, the system achieves relatively low WSR. In order to show this more clearly, the contour lines associated with Figure 4.21 are provided by Figure 4.22.
Figure 4.19: Weighted sum rate vs $P_{S_1}$ for different $\alpha_1$, $\alpha_2$, $r_{S_1}$ and $r_{S_2}$

Figure 4.20: Weighted sum rate vs $P_{S_2}$ for different $\alpha_1$, $\alpha_2$, $r_{S_1}$ and $r_{S_2}$
Figure 4.21: Weighted sum rate vs different relay positions

Figure 4.22: Contour lines for weighted sum rate vs different relay positions
Besides the throughput maximization design, in energy-constrained wireless networks, e.g., WSNs, WPANs and WBANs, the energy-saving design is also a critical objective for practical systems. Therefore, in this section, we consider the minimum energy consumption design for the wireless powered system described in Chapter 3. Our goal is to jointly optimize the energy beamforming and time allocation to minimize the total consumed power while guaranteeing the required information rates of the two groups.

5.1 Problem Formulation

The required minimum information rate constraints described in (4.1) are also considered. As described in Chapter 3, $S_1$ transmits signals in the first and the fourth phases, while $S_2$ transmits signals only in the second phase. Specifically, in the first phase, the consumed energy at $S_1$ is $\tau_1\|w\|^2$. In the fourth phase, the consumed energy at $S_1$ is $\tau_4P_{S_1}^{(4)}$. In the second phase, the consumed energy at $S_2$ is $\tau_2P_{S_2}^{(2)}$. As a result, the total consumed energy for a fading block is $\tau_1\|w\|^2 + \tau_4P_{S_1}^{(4)} + \tau_2P_{S_2}^{(2)}$. Since the time period $T$ of the fading block is normalized to be 1, the total consumed
power for the transmissions in the fading block is

\[ P_{\text{avg}} = \tau_1 \| w \|^2 + \tau_4 P^{(4)}_{S_1} + \tau_2 P^{(2)}_{S_2}. \]  

(5.1)

The total power minimization problem can be formulated as

\[
\text{P}_3 : \min_{\tau, w, P} \quad \tau_2 P^{(2)}_{S_2} + \tau_1 \| w \|^2 + \tau_4 P^{(4)}_{S_1}
\]

subject to \((3.1), (3.6), (3.11), (3.10), (3.13), (4.1),\)

which is not jointly convex w.r.t. \(\tau, w\) and \(P\) due to constraints \((3.10)\) and \((4.1)\), it also has no known solution method. Therefore, we solve it as follows.

5.2 Problem Transformation and Solution

If we use a similar transformation, i.e., \(W =ww^H\) as described in chapter 4, constraints \((3.10), (3.6)\) and \((3.13)\) of Problem \(\text{P}_3\) also can be equally replaced by \((4.6), (4.19)\) and \((4.20)\), respectively. And, its objective function as shown in \((5.1)\) can be rewritten to be

\[ P_{\text{avg}} = \tau_2 P^{(2)}_{S_2} + \tau_1 \text{Tr}(W) + \tau_4 P^{(4)}_{S_1}. \]  

(5.2)

In order to equivalently transform Problem \(\text{P}_3\) into the following Problem \(\text{P}_3'\), \(W\) must be semi-definite and rank one, as expressed by the constraints \((4.9)\) and \((4.10)\). Thus, Problem \(\text{P}_3'\) then can be given by

\[
\text{P}_3' : \min_{\tau, w, P} \quad \tau_2 P^{(2)}_{S_2} + \tau_1 \text{Tr}(W) + \tau_4 P^{(4)}_{S_1}
\]

subject to \((3.1), (3.11), (4.1), (4.6), (4.9), (4.10), (4.19), (4.20)\).
Since Problem $P'_3$ is still non-convex, we further transform it to be the following Problem $P''_3$ by defining

$$
\begin{align*}
\mathbf{V} &= \tau_1 \mathbf{W}, \\
\phi_1 &= \tau_3 P_R, \\
\phi_2 &= \tau_2 P_{S_2}^{(2)}, \\
\phi_3 &= \tau_1 P_{S_1}^{(1)}, \\
\phi_4 &= \tau_4 P_{S_1}^{(4)},
\end{align*}
$$

(5.3)

which is similar to (4.21).

To make Problem $P''_3$ be an equivalent version of Problem $P'_3$, $\mathbf{V}$ also should satisfy the semi-definite constraint and rank-one constraint, which can be expressed by (4.11) and (4.12). Moreover, with (5.3), constraints (4.6), (3.11), (4.19) and (4.20) are replaced with (4.15), (4.22), (4.25) and (4.26) respectively. The objective function (5.2) of Problem $P'_3$ can be transformed into

$$
P_{\text{avg}} = \phi_2 + \text{Tr}(\mathbf{V}) + \phi_4.
$$

(5.4)

As a result, Problem $P''_3$ can be given by

$$
P''_3: \text{minimize}_{\tau, \mathbf{V}, \phi} \quad \phi_2 + \text{Tr}(\mathbf{V}) + \phi_4
$$

subject to

(3.1), (4.1), (4.11), (4.12),

(4.15), (4.22), (4.25), (4.26).

It can be seen that the objective function of Problem $P''_3$ is convex and all constraints except the rank-one constraint (4.12) are convex sets. Therefore, by using SDR method with the dropping of (4.12), Problem $P''_3$ can be relaxed to a
convex problem as follows,

\[ P'''_3 : \text{minimize} \quad \phi_2 + \text{Tr}(V) + \phi_4 \]

subject to \((3.1), (4.1), (4.11), (4.15), (4.22), (4.25), (4.26)\).

Hence, the optimal solution \([\tau^*, V^*, \phi^*]\) of Problem \(P'''_3\) can be obtained by using some known solution methods.

As is known, with SDR method, only when \(\text{rank}(V^*) = 1\), \([\tau^*, V^*, \phi^*]\) is also the optimal solution of Problem \(P''_3\). In this case, the optimal \([\tau^*, w^*, P^*]\) can be derived accordingly. Therefore, the key question lies in the rank of \(V^*\). Fortunately, we also found that \(\text{rank}(V^*) = 1\) always holds for Problem \(P'''_3\), which means the global optimum of the primary Problem \(P_3\) also can be guaranteed by our adopted variable substitutions and SDR.

Now we analyse the rank of \(V^*\) for the minimum average power design with Theorem 5.1.

**Theorem 5.1.** There exists an optimal \(V^*\) of Problem \(P'''_3\) such that \(\text{rank}(V^*) = 1\).

**Proof.** First, we apply the substitution

\[ \text{Tr}(V) = t, \quad (5.5) \]

on Problem \(P''_3\) and get an equivalent Problem \(G\),

\[ G : \text{minimize} \quad \phi_2 + t + \phi_4 \]

subject to \((3.1), (4.1), (4.11), (4.15), (4.22), (4.25), (4.26), (5.5)\).
Next, we consider the following Problem $Q_3$,

$$Q_3 : \text{minimize} \quad \text{Tr}(U)$$

subject to

$$\phi_1^* \leq \eta \text{Tr}(U h_{S_1,R} h_{S_1,R}^H),$$

$$R_{S_1}^* = \tau_1^* C \left( \frac{\text{Tr}(U h_{S_1,D_1} h_{S_1,D_1}^H)}{N_0 \tau_1^*} \right) + \tau_4^* C \left( \frac{\|h_{S_1,D_1}\|^2}{N_0 \tau_4^*} \right),$$

$$\text{Tr}(U) = t^*,$$

$$U \succeq 0,$$

where $\tau_1^*, \tau_4^*, \phi_1^*, \phi_4^*, t^*$ and $R_{S_1}^*$ are optimal solutions of Problem $G$. Problem $Q_3$ is equivalently transformed into Problem $Q'_3$,

$$Q'_3 : \text{minimize} \quad \text{Tr}(U)$$

subject to

$$\text{Tr}(U h_{S_1,R} h_{S_1,R}^H) \geq \frac{\phi_1^*}{\eta},$$

$$\text{Tr}(U h_{S_1,D_1} h_{S_1,D_1}^H) = N_0 \tau_1^* \left( 2 \frac{R_{S_1}^* - \tau_4^* C \left( \frac{\|h_{S_1,D_1}\|^2}{N_0 \tau_4^*} \right)}{\tau_1^*} - 1 \right),$$

$$\text{Tr}(U) = t^*,$$

$$U \succeq 0,$$

According to Lemma 4.1, Problem $Q_3$ has an optimal solution $U^*$ which satisfies that

$$\text{rank}^2(U^*) \leq 3.$$ 

Since $\text{rank}(U^*) \neq 0$, we conclude that $\text{rank}(U^*) = 1$.

Let $[\tau^*, V^*, \phi^*, t^*]$ be the optimal solution of Problem $G$. It can be inferred that $V^*$ is a feasible solution of Problem $Q_3$. The reason is that $[\tau^*, V^*, \phi^*, t^*]$ also satisfy the constraints (4.15), (4.26) and (5.5). The optimal value of Problem $Q_3$
associated with $U^*$ must be smaller than that associated with any other feasible solution. Therefore, $\text{Tr}(U^*) \leq \text{Tr}(V^*) \leq \phi_3^*$. If we construct a new tuple $[\tau^*, U^*, \phi^*, t^*]$, then it satisfy all constraints of Problem $G$, which means it is a feasible solution of Problem $G$. Since the objective function of Problem $G$ is only related to $\tau$, $\phi$ and $t$. $[\tau^*, U^*, \phi^*, t^*]$ and $[\tau^*, V^*, \phi^*, t^*]$ yield the same value of Problem $G$, which means that $[\tau^*, U^*, \phi^*, t^*]$ is also an optimal solution of Problem $G$. Since we have proved that $\text{rank}(U^*) = 1$, we conclude that $G$ has an optimal rank-one solution. We also know that Problem $P_{3}'''$ is equivalent to Problem $G$. So $P_{3}'''$ also has an optimal rank-one solution. 

Remark 5.1. The optimal solution of Problem $P_{3}$ is guaranteed to be found.

The reason for Remark 5.1 is explained as follows. $P_{3}$, $P_{3}'$ and $P_{3}''$ are equivalent to each other. It is known that once the optimal solution of $P_{3}'''$ satisfies the rank-one constraint, it is equivalent to $P_{3}$, $P_{3}'$ and $P_{3}''$. Theorem 5.1 declares that $P_{3}'''$ has a rank-one optimal solution. Therefore, the optimal solution for Problem $P_{3}$ can always be found by using our proposed solution method.

5.3 Simulations

In this section, we provide some simulation results to discuss the system performance of the total power minimization design. The simulations are performed on the same topology and parameters as described in Chapter 4. For comparison, we also simulate one benchmark system, in which equal time assignment is adopted, i.e., $\tau_1 = \tau_2 = \tau_3 = \tau_4 = 0.25$, and only beamforming vector $w$ is optimized.
Figure 5.1 and Figure 5.2 plot the minimal consumed power of the system versus $r_{S_1}$ and $r_{S_2}$, respectively. It is shown that with the growth of the required information rate $r_{S_1}$ and $r_{S_2}$, the total power consumption of the system also increases. This fits well with the intuition that to achieve higher information rate, more power is required.

To get more insights, in Figure 5.3 and Figure 5.4, we present the normalized performance gain of our proposed method to the benchmark system versus $r_{S_1}$ and $r_{S_2}$, respectively. In Figure 5.3, it can be seen that with the increment of $r_{S_1}$, the power consumed by our proposed method increases, and it gradually approaches to that consumed by the benchmark system. In Figure 5.4, it is observed that with the increment of $r_{S_2}$, the power consumed by our proposed method increases much slower than that of the benchmark system. This observation is much different from
the results in Figure 5.3. Combining the results in Figure 5.3 and Figure 5.4, it also can be inferred that, in our considered system, group 1 has much greater impact on system power consumption.

We also simulate the similar scenario described in Figure 4.6 to discuss the effect of $d_{S_1D_1}$ on system performance of the minimum power design. In Figure 5.5, one can see that as $D_1$ is moving away from $S_1$, more power is needed to ensure the system to get the required information rate. It is also observed that the slope of the consumed power is becoming higher with the growth of $d_{S_1D_1}$. It means that with the same amount of increment of $d_{S_1D_1}$, to guarantee the required data rates of the two groups, more power are required as $d_{S_1D_1}$ increases.

In Figure 5.6, the system performance versus the number of antennas is plotted. It can be seen that more antennas is able to reduce the power consumption of
the system. However, it also shows that the reduction of power decreases with the increment of number of antennas. This indications that by installing more antennas, the consumed power can be saved but it cannot reduce the power consumption infinitely.

To discuss the effect of relay position on system performance, in Figure 5.7, we simulate the minimum consumed power versus different relay locations. The network topology is the same as in Figure 4.10. From the results in Figure 5.7, it can be seen that the relay should be positioned closer to $S_1$ for achieving less power consumption. When it is closer to $S_2$, the system consumes relatively high power. In order to show this more clearly, the contour lines associated with Figure 5.7 are provided by Figure 5.8.
Figure 5.4: Normalized gain vs $r_{S_2}$.

Figure 5.5: Minimal power consumption vs $d_{S_1D_1}$. 
Figure 5.6: Minimal power consumption vs number of antennas.

Figure 5.7: Minimal power consumption vs different relay positions
Figure 5.8: Contour lines for minimal power consumption vs different relay positions
Chapter 6: Conclusion

This work focused on the optimal WPCN design. A network composed of two communication groups was considered, where the first group has sufficient power supply but no available bandwidth, and the second group has licensed bandwidth but very limited power to perform required information transmission. For such a system, we introduced the power and bandwidth cooperation between the two groups so that both group can accomplish their expected information delivering tasks. We proposed a cooperative transmission protocol for the considered system, where group 1 transmits some power to group 2 to help group 2 with information transmission and then group 2 gives some bandwidth to group 1 in return. To explore the information transmission performance limit of the system, we formulated two optimization problems to maximize the system WSR by jointly optimizing the time assignment, power allocation, and energy beamforming under different power constraints, i.e., the fixed power constraint and the average power constraint. In order to make the cooperation between the two groups meaningful and guarantee the QoS requirements of both groups, the minimal required data rates of the two groups were considered as constraints for the optimal system design. As both problems were non-convex and have no known solutions, we solved them by using proper
variable substitution and the SDR. We theoretically proved that our proposed solution method can guarantee to find the global optimal solution. Besides, we also investigated the minimal power consumption optimal design for the considered cooperation WPCN. We formulated an optimization problem to minimize the total consumed power by jointly optimizing the time assignment, power allocation, and energy beamforming under required data rate constraints. As the problem is also non-convex and has no known solutions, we solved it by using some variable substitutions and the SDR method. We also theoretically proved that our proposed solution method for the minimal power consumption design guarantees the global optimal solution. Extensive experimental results were provided to discuss the system performance behaviors, which provided some useful insights for future WPCN design. It shows that the average power constrained system achieves higher weighted sum rate than the fixed power constrained system. Besides, it also shows that in such a WPCN, relay should be placed closer to the multi-antenna hybrid access point to achieve higher weighted sum rate and consume lower total power.

For our considered system, besides the work we have done in this thesis, some other problems are also deserved to be investigated in future. Firstly, in current work, only $S_1$ is equipped with multiple antennas. How to extend the obtained results to a more general and complex scenario where all nodes are installed multiple antennas is an interesting problem. Secondly, in current work, $R$ is only employed to help the information transmission for group 2. Actually, it also can be employed to help the information transmission for group 1. Whether the system performance can be further improved when $R$ is also used to help the information transmission for
group 1 is another interesting problem. Thirdly, in current work, we adopted the
harvest-and-use transmission protocol. If $R$ has some energy storage requirement
or limitation, how about the optimal design of the new evolved system?
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