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Chapter 1: Introduction

1.1 Motivation and outline of the dissertation

For nearly a century, particle accelerators have been tools of discovery in a wide variety of fields, enabling a number of advances in physics, chemistry, medicine, and biology. Modern RF electron accelerators use periodic, resonantly excited copper cavities phased such that a relativistic electron experiences a constant accelerating force over the length of the accelerator. Accelerating gradients in RF linear accelerators are limited to <100 MV/m by electrical breakdown at the walls of the copper cavities [1,2] with typical accelerating gradients operating near ~10 MV/m [1]. These copper cavities can be staged over long distances to reach GeV electron energies while keeping the RF field strength below the breakdown threshold. Smaller machines can supply few MeV electrons in relatively compact devices for applications such as materials processing or electron radiography [3]. The ~10 MV/m maximum accelerating gradient is what leads to the large footprint of high energy linear accelerators, and unless advancements in accelerator technology can yield higher gradients future TeV scale electron beams will require RF linacs stretching 10s of kilometers. Further, widespread application of lower energy (1-10 MeV) electron beams is limited by the size and expense of the electron injectors, RF sources, and cavity structures required for linear accelerators.

The application of high power lasers to particle acceleration has been studied as a way to reach much higher accelerating gradients with the aim of making much cheaper, more compact electron and ion accelerators [4–6]. With the advent of chirped pulse amplification [7,8] and the use of Ti:Sapphire as a gain medium [9,10],
achievable laser intensities have risen dramatically in the last thirty years, with reported peak intensities in excess of $10^{22} \text{ W/cm}^2$ [11]. Peak fields at the focus of femtosecond laser pulses routinely reach beyond 1 TV/m, and a number of schemes have been proposed for directly using them as drivers of next generation compact, high energy particle accelerators [12–16].

While the electric fields associated with femtosecond pulses are extremely strong they are, of course, oscillatory. As a result it is difficult for a particle to gain net energy directly from the laser pulse. In 1979, it was realized by Tajima and Dawson [17] that the plasma medium can act as a transformer between the fast oscillating laser electric fields and more slowly varying plasma fields. By far the most studied scheme for laser driven particle acceleration is the laser wakefield accelerator concept, which is illustrated in Fig. 1.1 [5,17,18]. In laser wakefield accelerators (LWFAs) the high intensity femtosecond laser pulse drives a nonlinear plasma wave. At typical densities in the range $10^{18}$-10$^{19}$ cm$^{-3}$, the plasma wave’s electrostatic field can be ~100 GV/m, with the plasma wave traveling at the laser

Figure 1.1. Basic schematic of a laser wakefield accelerator. The high intensity laser pulse drives a charge density wave in a plasma traveling with a phase velocity near the speed of light. The high amplitude electrostatic field associated with the charge density wave can accelerate a co-propagating electron bunch to high energy. Image from ref [250].
group velocity. This moving electrostatic structure can accelerate a properly phased electron beam to high energy.

Laser driven accelerators have a number of unique properties that make them very promising as next generation accelerators. First, the accelerating fields associated with laser driven accelerators like the LWFA are typically $10^3$-$10^4$ times stronger than those of standard RF accelerators. This means that, in principle, the total footprint of a particle accelerator could be drastically reduced, especially when GeV or multi-GeV beams are desired. Next, laser based accelerators driven by femtosecond pulses generally produce femtosecond radiation bursts. For example, electron bunch durations in LWFAs are intrinsically much shorter than a plasma wavelength which, for typically used plasma densities $\sim 10^{18}$-$10^{19}$ cm$^{-3}$, corresponds to periods $\sim 10$-100 fs. Further, the radiation source size is approximately the laser focal spot size which is typically $\sim 10$ µm. The small source size and ultrashort bunch duration enable ultrashort, ultra-bright x-ray sources derived from the high energy electron beams which can be used for high resolution imaging applications as well as ultrafast x-ray or relativistic particle based pump-probe experiments [19].

Currently, laser plasma accelerators are limited in many practical applications by the stability of the electron beam parameters and the repetition rate of available drive laser sources. While improvements on the control and stability of wakefield accelerators have been demonstrated in recent years [20–23], the vast majority of laser wakefield accelerator experiments use joule-class, low repetition rate (< 10 Hz) laser systems. Indeed, the petawatt laser systems required to drive GeV accelerators are only accessible at large facilities and stretch the idea of a “table-top” accelerator.
This dissertation describes experiments using structured gas targets to reduce the drive laser energy needed for production of relativistic electron beams. In the rest of this chapter a brief introduction to the physics of laser wakefield accelerators will be described followed by an introduction to quasi-phase-matched direct acceleration of electrons in a corrugated plasma waveguide [12]. Chapter 2 describes the 25 TW femtosecond laser system used to perform the experiments in this dissertation. Chapter 3 presents experiments on the generation and characterization of plasma waveguides for extending the laser-plasma interaction length at relativistic intensity. An experiment demonstrating the effectiveness of the plasma waveguide for stabilizing the production of wakefield accelerated relativistic electron beams is also described. A novel laser driven acceleration scheme, called quasi-phase-matched direct laser acceleration (QPM-DLA), is presented at the end of this chapter as well as in Chapter 4. Chapter 4 presents experimental progress towards the realization of the QPM-DLA concept including novel methods for producing modulated plasma waveguides and, for the first time, controlled guiding of quasi-radially polarized pulses in a plasma waveguide. Chapters 5 and 6 are related to the development of a seed source of relativistic electrons for use in the QPM-DLA proof-of-principle. Chapter 5 describes a thin ~100 µm scale high density hydrogen gas jet capable of reaching plasma densities above $10^{21} \text{cm}^{-3}$. Chapter 6 describes experiments using this gas jet where relativistic electron beam generation is demonstrated using sub-terawatt femtosecond laser pulses. Accompanying the electron acceleration is intense coherent radiation in the optical frequency range associated with wave breaking and injection of electrons into the accelerating phase of the plasma wave. Measurements
of this broadband “flash” are consistent with half cycle, ~1 fs optical radiation associated with the unipolar acceleration of the electrons in the wakefield. The dissertation concludes with a discussion of future research directions.

1.2 Laser wakefield acceleration

Laser wakefield accelerators were first proposed in 1979 by Tajima and Dawson [17], well before the technology existed for generating laser intensities high enough to efficiently drive nonlinear plasma waves. With advances in laser technology, in particular the advent of the chirped pulse amplification technique [7,8], compact multi-terawatt laser systems became readily available, and laser based acceleration experiments were performed by a number of groups world-wide. The first laser wakefield experiments were operated with relatively long pulse lasers (~1 ps) in the self-modulated regime and demonstrated acceleration gradients in excess of 100 GV/m [24–27]. Electrons were accelerated to energies ~10 MeV with total beam charges >1 nC. However, in this regime the accelerated electrons had exponential energy distributions, with a very small fraction at high energy, and large beam divergences.

In 2004 three groups simultaneously achieved accelerated bunches of much lower divergence and energy spread by controlling the laser and plasma parameters so that only a single oscillation of the plasma wave was driven to wave breaking and the laser-plasma interaction length was shorter than a dephasing length [28–30]. The electron beams in these experiments were quasi-monoenergetic (~100 MeV with a few percent energy spread) with low divergence (~10 mrad). Since 2004 the reproducibility and control of these beams has been greatly improved [20,22,23].
Laser wakefield experiments have pushed toward ever higher single stage energy gains with the current world record of 4 GeV produced in a 9 cm long plasma waveguide driven by a 300 TW laser [31]. Many experiments and theoretical proposals are also looking towards methods for generating electron beams with smaller energy spreads and lower transverse emittances, particularly for demanding applications such as injection of x-ray free electron lasers [32–34].

As the stability, reproducibility, and control of wakefield accelerators has improved, these ultrashort relativistic electron beams have been applied to the study of high energy photon sources. Multi-keV x-rays are generated by relativistic electrons executing betatron oscillations about the plasma wave ion column [35–38]. Thomson and Compton scattering experiments have been performed in the linear and recently nonlinear regimes, producing MeV gamma rays [19,39–41]. Wakefield accelerated electrons impinging on high Z targets have even been studied as a positron source [42,43]. As the achievable peak intensity of ultrashort pulses reaches ever higher, wakefield accelerated electron beams coupled to high intensity (~10^{23} W/cm^2) lasers could potentially study interesting QED physics such as quantum radiation reaction forces [44].

1.2.1 The ponderomotive force

The laser wakefield accelerator concept relies on the radiation pressure of a high intensity laser to drive a plasma wave. The force on the plasma due to the laser radiation pressure is often described via the ponderomotive force which is commonly expressed in terms of the laser normalized vector potential, \( a_0 = eA/mc^2 \), where \( A \) is the laser vector potential, \( e \) is the elementary charge, \( m \) is the electron mass, \( c \) is the
speed of light, and the laser electric field is \( \mathbf{E} = -\frac{1}{c} \partial \mathbf{A} / \partial t \). Relativistic corrections to the electron motion become important when \( a_0 \approx 1 \). The laser intensity can be related to \( a_0 \) in practical units through

\[
a_0 \approx 8.5 \times 10^{-10} [\lambda (\mu m)] \sqrt{I_0 (W/cm^2)}. \tag{1.1}
\]

For a laser pulse centered at \( \lambda = 0.8 \mu m \), \( a_0 \approx 1 \) for pulse intensities \( I_0 \approx 2 \times 10^{18} W/cm^2 \) based on equation (1.1). These intensities are routinely reached by tightly focusing femtosecond laser pulses.

The relativistic ponderomotive force in the plasma can be derived by considering the fluid momentum equation

\[
\frac{1}{c} \frac{du}{dt} = \frac{1}{c} \frac{\partial u}{\partial t} + \left( \frac{u}{\gamma} \cdot \nabla \right) u = \frac{1}{c} \frac{\partial a_0}{\partial t} + \nabla \phi - \frac{u}{\gamma} \times \nabla \times a_0 \tag{1.2}
\]

where \( u = \gamma v / c \) is the normalized fluid momentum, \( \gamma = \sqrt{1 + u^2} \) is the fluid Lorentz factor, \( a_0 \) is the laser normalized vector potential, and \( \phi = e\Phi/mc^2 \) is the normalized scalar potential associated with charge separation in the plasma. Recognizing that

\[
\left( \frac{u}{\gamma} \cdot \nabla \right) u = \frac{1}{\gamma} \left[ \frac{1}{2} \nabla u^2 - u \times \nabla \times u \right]
\]

and

\[
\frac{1}{2\gamma} \nabla u^2 = \frac{1}{2\gamma} \nabla \gamma^2 = \nabla \gamma
\]

equation (1.2) becomes

\[
\frac{1}{c} \frac{\partial (u - a_0)}{\partial t} = \nabla (\phi - \gamma) + \frac{u}{\gamma} \times \nabla \times (u - a_0). \tag{1.3}
\]

The generalized ponderomotive force, \( F_p \), arises from the \( \nabla \gamma \) term in equation (1.3) so that
\[ F_p = -mc^2 \nabla \gamma = -\frac{mc^2}{\gamma} \nabla u^2/2. \] (1.4)

This can be related back to the laser vector potential by noticing that \( \mathbf{u}_\perp \approx \mathbf{a}_0 \) from conservation of canonical momentum which is exact when the system is one dimensional, i.e. the spot size \( w_0 \) satisfies \( w_0 \gg \lambda_p \gg \lambda \). In this limit \( F_{p,z} = -\frac{mc^2}{\gamma} \frac{\partial}{\partial z} a_0^2/2 \). Experiments in this dissertation were performed with laser vector potentials \( a_0 \geq 1 \) and \( w_0 \sim \lambda_p \), so the ponderomotive force is best described by equation (1.4).

The ponderomotive force is independent of the sign of the particle charge and will always act to expel charges from regions of high intensity. The ponderomotive force on the ions will be weaker than the ponderomotive force on the electrons by a ratio \( F_e/F_i = m_e/m_i \) where \( m_e \) and \( m_i \) are the electron and ion masses. Since \( m_e/m_i \sim 10^{-3} \) the ion motion is usually negligible compared to the electron motion, and the ions are normally considered to be stationary.

1.2.2 Laser wakefields

In the weakly relativistic regime (\( a_0 \ll 1 \)) the form of the plasma wave driven by the laser ponderomotive force can be found analytically if it is assumed that the drive laser pulse is non-evolving [45]. While experiments in this dissertation were performed at intensities \( a_0 \geq 1 \), the weakly relativistic treatment shows very clearly that the laser ponderomotive force is responsible for driving plasma waves and can act as a transformer of high intensity laser fields to quasi-static longitudinal accelerating fields. It also shows that the plasma wave is most efficiently excited when the laser pulse duration \( \tau_L \sim 2\pi/\omega_p \). These insights apply even in the
relativistic regime. Here we assume a cold plasma and stationary ions. These assumptions are justified considering the temperature of a field ionized plasma (~10 eV) is typically much smaller than the electron ponderomotive energy in the laser field (~100 eV – 1 MeV) and the ion displacement due to the ponderomotive force is $(m_e/m_i)^2 \sim 10^{-6}$ times the electron displacement. In the cold fluid limit the plasma continuity equation, Lorentz force law, and Poisson equation can be used to solve for the wakefields

$$\frac{\partial \delta n}{\partial t} n_0 + \nabla \cdot \mathbf{v} = 0$$  \hspace{1cm} (1.5)

$$m \frac{\partial \mathbf{v}}{\partial t} = -e(E_\perp + \frac{\mathbf{v}}{c} \times B_\perp + E_z)$$  \hspace{1cm} (1.6)

$$\nabla \cdot \mathbf{E} = 4\pi e \delta n$$  \hspace{1cm} (1.7)

where $\delta n$ is a perturbation about the static plasma electron density $n_0$, $\mathbf{v}$ is the plasma fluid velocity, $m$ is the electron mass, $e$ the elementary charge, $E_\perp$ and $B_\perp$ are the laser transverse fields, and $E_z$ is the longitudinal field associated with the plasma wave. The fluid velocity consists of fast and slowly varying components, $\mathbf{v} = \mathbf{v}_f + \mathbf{v}_s$. The slowly varying part of the fluid velocity responds to the ponderomotive force so that equation (1.6) becomes

$$m \frac{\partial \mathbf{v}_s}{\partial t} = F_p - eE_z = -\frac{1}{4} mc^2 \nabla a_0^2 - eE_z.$$  \hspace{1cm} (1.8)

Taking the time derivative of (1.5) and the divergence of (1.8) gives

$$\frac{\partial^2 \delta n}{\partial t^2} n_0 = -\frac{\partial}{\partial t} \nabla \cdot \mathbf{v}_s = \frac{1}{4} c^2 \nabla^2 a_0^2 - \frac{e}{m} \nabla \cdot \mathbf{E}_z.$$  \hspace{1cm} (1.9)

Using Poisson’s equation
\[
\frac{e}{m} \nabla \cdot \mathbf{E}_z = \frac{4 \pi e^2}{m} \delta n = \frac{4 \pi e^2 n_0}{m} \frac{\delta n}{n_0} = \omega_p^2 \frac{\delta n}{n_0}.
\] (1.10)

where \( \omega_p^2 = 4 \pi n_0 e^2 / m_e \) plasma frequency. Substituting (1.10) into (1.9) gives

\[
\left( \frac{\partial^2}{\partial t^2} + \omega_p^2 \right) \frac{\delta n}{n_0} = \frac{c^2}{4} \nabla^2 a_0^2.
\] (1.11)

Thus, oscillations in the plasma density are driven by the divergence of the ponderomotive force.

Equation (1.11) can be formally solved using the Green’s function for the one-dimensional harmonic oscillator

\[
\frac{\delta n}{n_0} = \frac{c^2}{4 \omega_p} \int_{-\infty}^{t} dt' \sin[\omega_p (t - t')] \nabla^2 a^2(r, t').
\] (1.12)

The longitudinal field is found from (1.12) using Poisson’s equation to be

\[
\mathbf{E}_z = -\frac{\omega_p mc^2}{4 e} \int_{-\infty}^{t} dt' \sin[\omega_p (t - t')] \nabla a^2(r, t').
\] (1.13)

The full solution is then obtained by integrating over the temporal shape of the laser pulse. These solutions are valid in the weakly relativistic regime \( (a^2 \ll 1) \) where the density perturbation is small \( (\delta n / n_0 \ll 1) \) and the longitudinal field is well below the cold nonrelativistic wave breaking field \( E_z \ll E_0 = mc \omega_p / e \). The plasma wakefield propagates with a phase velocity \( v_p \), which is approximately equal to the laser group velocity \( v_g = c \sqrt{1 - \omega_p^2 / \omega^2} \). Further, the wakefield is most efficiently excited when the laser pulse duration \( \tau_L \sim 2\pi / \omega_p \), and the transverse size of the plasma wave is approximately the laser spot size.

The plasma wake in the nonlinear regime \( (a_0^2 \geq 1 \) and \( E_z \geq E_0 \)) can be found in the one dimensional case [46–49] by making the quasi-static approximation so that
the drive laser and plasma fluid variables are assumed to depend only on the light frame coordinate \( \zeta = z - v_p t \), where \( v_p \approx v_g \) is the plasma wave phase velocity which is approximately equal to the laser group velocity. Using conservation of canonical momentum \( (u_\perp = a) \) and transforming equation (1.2) to the \( \zeta \) coordinate frame gives

\[
\gamma - \phi - \beta_p u_z = 1 \tag{1.14}
\]

where again \( u = \gamma v / c \) is the normalized fluid momentum, \( \gamma = \sqrt{1 + u^2} \) is the fluid Lorentz factor, \( \beta_p = v_p / c \), and \( \phi \) is the normalized scalar potential [48,49]. From the continuity equation in \( \zeta \) coordinates we have

\[
(\beta_p - \beta_z)n = \beta_p n_0 \tag{1.15}
\]

where \( \beta_z = v_z / c = u_z / \gamma \) [48]. Equations (1.14) and (1.15) can be substituted into Poisson’s equation for the normalized scalar potential to find

\[
\frac{\partial^2 \phi}{\partial \zeta^2} = k_p^2 \gamma_p^2 \left\{ \beta_p \left[ 1 - \frac{\gamma_\perp^2}{\gamma^2 (1 + \phi)^2} \right]^{-1/2} - 1 \right\} \tag{1.16}
\]

where \( \gamma_\perp^2 = 1 + u_\perp^2 = 1 + a^2 \) and \( \gamma_p^2 = \left( 1 - \beta_p^2 \right)^{-1} \) [48–50]. Equation (1.16) can be solved numerically given an initial laser pulse profile. The wake electric field can then be found from

\[
E_z = -E_0 \frac{\partial \phi}{\partial \zeta} \tag{1.17}
\]

where \( E_0 = mc \omega / e \) is the cold nonrelativistic wave breaking field. Once the scalar potential is found by solving equation (1.16), the other fluid quantities can be found from [5,50]
\[ \frac{n}{n_0} = \gamma_p^2 \beta_p \left[ \left( 1 - \frac{\gamma_\bot^2}{\gamma_p^2(1 + \phi)^2} \right)^{-1/2} - \beta_p \right] \]  \quad (1.18)

\[ u_z = \gamma_p^2 (1 + \phi) \left[ \beta_p - \left( 1 - \frac{\gamma_\bot^2}{\gamma_p^2(1 + \phi)^2} \right)^{1/2} \right] \]  \quad (1.19)

\[ \gamma = \gamma_p^2 (1 + \phi) \left[ 1 - \beta_p \left( 1 - \frac{\gamma_\bot^2}{\gamma_p^2(1 + \phi)^2} \right)^{1/2} \right]. \]  \quad (1.20)

The result of solving equation (1.16)-(1.18) numerically for a Gaussian drive laser pulse of the form \( a(\zeta) = a_0 \exp(-\zeta^2/4L^2) \cos(k\zeta) \) with the RMS pulse length satisfying \( k_pL = 1 \) is shown in Fig. 1.2 for the cases \( a_0 = 0.5 \) and \( a_0 = 2.0 \) [5].
the mildly relativistic case \((a_0 = 0.5)\), the density perturbation and axial electric field are nearly sinusoidal with a period \(\lambda_p = 2\pi/k_p\). In contrast, in the highly relativistic case \((a_0 = 2.0)\), the wave steepens, the plasma period lengthens, and the axial electric field takes on a sawtooth shape.

In typical experimental conditions, the drive laser pulse undergoes significant evolution and effects such as relativistic self-focusing \([51,52]\) make the problem highly three dimensional in nature. The experiments in this dissertation were performed in a highly nonlinear \((a_0 \geq 1)\), multi-dimensional regime \((w_0 \sim \lambda_p)\). Modelling of the experimental systems is, therefore, typically done using numerical simulations using either 3D fully relativistic fluid models \([53,49]\) or kinetic simulations \([54,55]\). Particle in cell (PIC) simulations software, coupled with advances in high performance computing, have greatly improved the ability to model laser-driven wakefield acceleration, and more generally laser-plasma interactions.

1.2.3 Pulse propagation and self-modulation

As discussed above, the plasma wake is most efficiently driven by a laser pulse with temporal extent approximately equal to the plasma period. However, even if the drive pulse is much longer than the plasma period, large amplitude plasma waves can be excited through self-modulation of the laser by the plasma wave \([25,51,53,56]\). In this case the drive laser pulse longitudinally breaks up into a series of pulselets, each separated by the plasma wavelength. This can be qualitatively understood from the solution for the plasma density wave. Equation (1.12) shows that the plasma wave will be driven with a frequency \(\omega_p\) and wavelength \(\lambda_p = 2\pi c/\omega_p\). Therefore a laser pulse with longitudinal extent longer
than $\lambda_p$ will experience alternating regions of low and high plasma density. The high density regions will defocus the laser pulse and the pulse can be focused into regions of low density. Furthermore, the pulse group velocity is higher in the low density plasma regions than in the high density regions, causing pulse compression on a scale of $\lambda_p$. These effects serve to modulate the pulse into a series of pulses, each of which resonantly drive the plasma wave, as illustrated in Fig. 1.3.

Laser wakefield acceleration in this “self-modulated” regime is important when working with relatively high density plasmas. For example, many early wakefield experiments were operated in the self-modulated regime when ultrashort (<100 fs) pulses were not available [25,27,56–58]. The experiments outlined in Chapter 6 of this dissertation demonstrate a laser wakefield accelerator driven by a 50 fs laser pulse interacting with plasma at densities $1 - 4 \times 10^{20} cm^{-3}$, with corresponding plasma periods in the range 11 fs – 5.7 fs. These experiments operate in the self-modulated wakefield accelerator regime. The time dependent refractive

---

**Figure 1.3.** Self-modulation of the pulse by the driven plasma wave can result in high amplitude waves. The laser pulse (red) initially drives a low amplitude plasma wave (blue). The plasma wave represents a longitudinally varying refractive index which, after sufficient propagation distance, can modulate the pulse amplitude on a scale of the plasma wavelength. The individual pulselets resonantly drive the plasma wave, resulting in a higher wave amplitude. The dashed line on the right shows the original pulse intensity envelope.
index associated with the axial plasma density modulations within the laser pulse lead to significant changes in the frequency spectrum of the drive laser pulse. Raman side bands are observed in the self-modulated regime, and the frequency spectrum of the pulse exiting the accelerator is useful as a diagnostic of the plasma wave amplitude [24,58,59].

Efficient acceleration of electron beams often requires the drive laser pulse to propagate at high intensity over many Rayleigh lengths. This can be achieved by implementing plasma guiding structures where the electron density follows a profile well-approximated as parabolic, \( n(r) = n_0 \left(1 + \frac{\Delta n}{n_0} \left(\frac{r}{w_{ch}}\right)^2\right) \), where \( \Delta n = n(w_{ch}) - n(0) \geq \frac{1}{\pi r_e w_{ch}^2} \) is the depth of the plasma waveguide, \( r_e \) is the classical electron radius, and \( w_{ch} \) is the radius of the lowest order guided mode [60]. A nonrelativistic laser pulse experiences the refractive index profile \( \eta(r)^2 = 1 - \frac{n(r)}{n_{cr}} = 1 - \frac{n_0}{n_{cr}} \left(1 + \frac{\Delta n}{n_0} \frac{r^2}{w_{ch}^2}\right) \), which is peaked on axis. This index profile admits bound Laguerre-Gaussian modes and matched guiding of a (nonrelativistic) laser pulse is achieved for a Gaussian beam of spot size \( w_{ch} \) [61].

At sufficiently high intensity, relativistic self-focusing [51,52] becomes important and can lead to nonlinear guiding in a uniform density plasma. In this case the plasma frequency is modified by the relativistic motion of the plasma electrons so that the refractive index becomes

\[
\eta(r)^2 = 1 - \frac{\omega_p^2(r)}{\omega^2} = 1 - \frac{\omega_{p0}^2}{\gamma(r)\omega^2} \approx 1 - \frac{\omega_{p0}^2}{\omega^2} + \frac{\omega_{p0}^2}{\omega^2} \frac{a(r)^2}{4}
\]
where \( \omega_{p0} \) is the nonrelativistic plasma frequency. If the laser vector potential is peaked on axis, as is the case for lowest order laser modes, the refractive index is peaked on axis, and the pulse feels a focusing force \([51,53]\). Relativistic self-focusing is similar to nonlinear self-focusing found in Kerr media, and will focus the pulse in the plasma until driven plasma waves stop the pulse collapse. A more complete description of pulse guiding and self-focusing is provided in Chapter 3 of this dissertation as well as in references \([5,45,53]\).

1.2.4 Electron injection

While the driven plasma wave represents an accelerating structure, the plasma electrons oscillating in a plasma wave will not have sufficient initial velocity to be trapped and accelerated along with the wave. An electron will be trapped in the accelerating region of the wake only if it is injected with sufficient initial momentum such that the electron velocity is approximately the plasma wave phase velocity \([62]\).

The Lorentz factor associated with the plasma wave phase velocity, \( v_p \), is \( \gamma_p = \left(1 - \frac{v_p^2}{c^2}\right)^{-1/2} \approx \omega / \omega_p = \sqrt{n_{cr}/n_e} \) where \( n_e \) is the ambient electron density. Note that the phase velocity is reduced for higher plasma densities, so the trapping threshold is substantially reduced in the high density acceleration experiments presented in Chapter 6.

Self-injection of background electrons into the wake can occur when the plasma wave amplitude is driven to the wave breaking limit \([24,63,64]\). In the 1D nonlinear regime, the maximum sustainable electric field amplitude, or wave breaking field, is given by \( E_{WB} = \sqrt{2(\gamma_p - 1)}E_0 \) where \( E_0 = cm\omega_p/e \) is the cold
nonrelativistic wave breaking field. At these field amplitudes, electron orbits can gain sufficient momentum from the plasma wave to be injected into the accelerating region. Field amplitudes up to the wave breaking limit can be reached by using very high $a_0$ drive laser pulses (i.e. the blow-out regime) or in high density, self-modulated wakefield accelerators.

Two dimensional effects have been shown to lower the laser amplitude threshold for driving plasma waves to the wave breaking limit [65]. In this case, transverse variations in the plasma frequency across the laser pulse spot size cause curvature of the plasma wave phase fronts. These transverse variations can be caused by a channel structure where the density is higher off axis or by the relativistic dependence of the plasma frequency on the laser pulse amplitude. The curvature of the plasma wave phase fronts increases for wave periods farther behind the drive laser pulse until the regular wave structure is destroyed by self-intersection of the electron trajectories and transverse wave breaking. When the electron fluid displacement is of the same order as the wave curvature radius a fraction of the electrons can be injected and trapped in the accelerating region of the wake [65]. The complicated, highly nonlinear nature of transverse wave breaking normally necessitates numerical simulation for accurate prediction of the drive pulse amplitude required to achieve self-injection. PIC simulations of the high density experiments described in Chapter 6 show highly curved wake phase fronts and transverse injection of electrons, leading to the observed MeV electron beams.

Self-injection, while ostensibly the easiest method for achieving injection into the plasma wave, does not provide fine control of the injection phase or position
within the accelerator. This can lead to fluctuation in the output beam energy spectrum and charge. As such, controlled injection of external bunches or background plasma electrons into the nonlinear plasma wake has received a significant amount of theoretical and experimental attention [20,34,66–68]. Multipulse techniques have been proposed as a means of controlling the injection phase and position. Successful experimental implementations demonstrated electron beams with tunable mean energy and few percent energy spread [20,69]. For example, controlled injection has been achieved by pre-acceleration of background electrons by the ponderomotive force of a tightly focused “injector” pulse [20,67].

Recently, ionization of high Z dopants within the laser produced plasma has become a preferred method for controlled injection [70–74]. In this scheme, the laser produced plasma is formed in a gas typically consisting of a large fraction of helium or hydrogen with a small fraction (< 10%) of a higher atomic number gas such as nitrogen or argon. The high Z dopant is not fully ionized in the leading edge of the wakefield drive pulse. The particular dopant is chosen such that ionization of the inner shell electrons occurs near the peak intensity of the drive pulse. These electrons are “born” within the wake and can become trapped in the wake potential and accelerated to high energy. While the ionization injection technique can lower the injection threshold and provide relatively low emittance beams [75], continuous injection of electrons into the wake leads to large electron beam energy spreads. Combining optical injection techniques with ionization injection has been proposed for generating ultra-low emittance, low energy spread electron beams [32,76].
1.2.5. Acceleration limits and dephasing

The energy gain from laser wakefield accelerators is fundamentally limited by the depletion of the drive laser pulse energy and the mismatch between the accelerated electron bunch velocity and the drive pulse group velocity. Laser diffraction is also a limiting factor on the length, and thereby single stage energy gain, of wakefield accelerators. However, as shown in Chapter 3, plasma waveguides and/or relativistic self-focusing can avoid this limitation. The dephasing length, $L_d$, can be estimated by considering an electron moving at $v_e \approx c$ across a quarter plasma wavelength (i.e. through the region of the wake with both a longitudinal accelerating field and radially focusing field) [17]. For a pulse traveling at group velocity $v_g$ through a uniform plasma this gives

$$\frac{\lambda_p}{4} = (c - v_g) \frac{L_d}{c} = \left(1 - \frac{1 - \omega_p^2}{\omega^2}\right) L_d \approx \frac{\omega_p^2}{2 \omega^2} L_d \quad \text{yields} \quad L_d = \frac{\lambda_p^3}{2 \lambda^2}.$$ 

The dephasing length increases as the plasma density decreases and $\lambda_p$ increases. Channel guiding can decrease the dephasing length appreciably because of the slower group velocity of the pulse in the channel compared to a transversely uniform plasma [77]. Overcoming the dephasing length in the mildly relativistic regime by tapered or modulated plasma waveguides has been proposed with the goal of reaching higher single stage energy gains [78,79].

The pulse depletion length, $L_{dep}$, in the linear regime can be estimated by comparing the wake energy to the laser pulse energy, $E^2_z L_{dep} \approx E^2_L c \tau_p$, where $E_z$ is the wake electric field, $E_L$ is the laser electric field, and $c \tau_p$ is the pulse length [47].
The wake electric field is found by solving equation (1.17) for a given pulse shape. Assuming a square pulse shape of duration $\lambda_p/2$ gives a depletion length of

$$L_{dep} \approx \frac{\lambda_p^3}{\lambda^2 a_0^2} = L_d \frac{2}{a_0^2}. $$

In the mildly relativistic regime, it should be noted that $L_d \ll L_{dep}$. However, as the pulse amplitude increases the dephasing and depletion lengths become comparable.

Estimates of the maximum energy gain of an electron in a wakefield accelerator have been made through analytic and numerical studies. The energy gain in the mildly relativistic, dephasing length limited regime can be obtained through

$$\Delta W_{max} = e\langle E_z \rangle \lambda_p/4L_d,$$

where the accelerating field is averaged over the plasma wave phase region with both accelerating and radially focusing fields. In this regime, Hubbard et al [77] obtain a maximum energy gain of

$$\frac{\Delta W_{max}}{m_e c^2} \sim \frac{a_0^2}{\sqrt{1 + a_0^2/2}} \left( \frac{\lambda_p}{\lambda_0} \right)^2 \left( 1 + \frac{2 \lambda_p^2}{\pi^2 w_{ch}^2} \right)^{-1}$$

where the factor of $\left( 1 + \frac{2 \lambda_p^2}{\pi^2 w_{ch}^2} \right)^{-1}$ arises from considering the correction to the dephasing length caused by the slower laser group velocity in a plasma waveguide with matched spot size $w_{ch}$ compared to a uniform plasma. A phenomenological study of energy scaling in the highly nonlinear, 3D blow-out regime ($a_0 \gg 1$) was performed by Lu et al. arriving at the scaling law

$$\frac{\Delta W_{max}}{m_e c^2} \approx \left( \frac{P}{m^2 c^5/e^2} \right)^{1/3} \left( \frac{\lambda_p}{\lambda} \right)^{4/3} \left( \frac{\lambda_p}{\lambda_0} \right)^{1/3} \left( 1 + \frac{2 \lambda_p^2}{\pi^2 w_{ch}^2} \right)^{-1}.$$
where $P$ is the drive laser power, $\lambda_p$ the plasma wavelength, and $\lambda$ the laser pulse wavelength [80]. This regime assumes a pulse length matched to the plasma wavelength and a peak power above the critical power for relativistic self-focusing.

These scaling laws suggest that higher single stage energy gains can be achieved by driving accelerators with lower plasma density. However, efficiently driving high amplitude plasma waves at low densities requires increasingly longer pulse durations ($c\tau \sim \lambda_p$) and higher energy drive lasers are necessary to maintain the same $a_0$. Following this scaling, current state of the art high energy wakefield accelerators are driven by \~100 TW – 1 PW scale laser systems in low density ($< 10^{18}$ cm$^{-3}$) plasmas with the goal of reaching \~10 GeV single stage energy gains [31]. Conversely, for applications where lower energy electron beams are suitable, the requirement for a high energy drive laser is greatly relaxed. As demonstrated in Chapter 6, this leads to 1 – 10 MeV electron beams accelerated by femtosecond laser pulses with energy as low as \~10 mJ.

### 1.3 Quasi-phase-matched direct laser acceleration

While laser wakefield acceleration has received the most theoretical and experimental attention from the laser-driven accelerator community, several other techniques have been proposed for achieving high gradient acceleration using intense lasers. Many of these schemes, such as the inverse Cherenkov accelerator [15,16,81], the semi-infinite vacuum accelerator [82], and the vacuum beat wave accelerator [83], suggest the direct use of the laser electric field or ponderomotive force as the accelerating field. These schemes can lead to low emittance, ultrashort electron
bunches but tend to suffer from a modest acceleration gradient (< 40 MV/m) and an acceleration distance limited to approximately a Rayleigh length.

More recently, nano-structured dielectric materials injected with moderate intensity femtosecond laser pulses have shown promise as next generation high gradient accelerators “on a chip” [14]. The dielectric materials are fabricated to form a series of resonant cavities for optical wavelengths in direct analogy to the resonant cavity slow-wave structures used in standard RF linacs. Dielectric accelerators could potentially achieve ~1 GV/m accelerating fields when driven by high efficiency, high repetition rate fiber lasers with pulse energy ~ 1 µJ and pulse lengths ~1 ps. With continued development of nano-fabrication techniques and short pulse fiber laser technology, dielectric accelerators could offer a very efficient and compact platform for acceleration of relativistic electron beams.

Much of the work presented in this dissertation was performed in support of a proof of concept demonstration of another direct acceleration scheme, namely quasi-phase-matched direct laser acceleration (QPM-DLA) in an axially modulated plasma waveguide [12,84]. The QPM-DLA scheme requires three main components for operation: a modulated plasma waveguide, a radially polarized laser pulse, and a seed source of relativistic electrons. Chapter 3 demonstrates a method for generation of a plasma waveguide which is used in Chapter 4 to create modulated channels. Also in Chapter 4 generation and guiding of a quasi-radially polarized pulse, which acts as the accelerating field in the DLA scheme, is demonstrated. Finally, Chapters 5 and 6 describe the production of a potential seed source of relativistic electrons which could be used for a QPM-DLA proof of concept experiment.
The QPM-DLA technique proposes using an axially modulated plasma waveguide to guide femtosecond laser pulses with a longitudinal field component over many Rayleigh lengths. As shown in Chapter 4, higher order transverse modes supported by the corrugated plasma channel have a significant axial field component. The corrugated waveguide structure can be shown [12,84] to generate axial field harmonics propagating with a phase velocity given by

\[
\frac{v_p}{c} = 1 + \frac{\bar{N}_{e,0}}{2N_{cr}} + \frac{4}{k_0^2w_{ch}^2} - \frac{mk_{mod}}{k_0}
\]

where \(\bar{N}_{e,0}\) is the longitudinally averaged on axis electron density, \(N_{cr}\) is the plasma critical density associated with the drive laser frequency, \(k_0 = 2\pi/\lambda_0\) is the laser wavenumber, \(w_{ch}\) is the matched spot size of the channel, \(k_{mod} = 2\pi/d_{mod}\) is the wavenumber associated with the density modulation period \(d_{mod}\), and \(m\) is an integer.

For suitable choice of plasma density \(\bar{N}_{e,0}\), channel modulation period \(d_{mod}\), and mode number \(m\), the phase velocity of the axial mode can be set such that \(v_p \leq c\). The guided pulse phase velocity can, therefore, be set equal to the velocity of an externally injected relativistic electron bunch. If the injected pulse has a significant axial field component, for example a radially polarized TEM_{01}^{*} mode, then the electron will gain energy from the laser as the two co-propagate.

The attractiveness of the QPM-DLA technique stems from the essentially linear energy gain of the electron bunch with the laser field strength. A simple scaling law for the energy gain in the QPM-DLA process was developed by York et al. [12] by considering the maximum energy gain \(\Delta E_{DLA}\) of a highly relativistic test electron accelerated in a modulated channel.
\[
\frac{\Delta E_{DLA}}{m_e c^2} \sim 4 \delta a_0 \left( \frac{\sigma_z}{w_{ch}} \right) \left( \frac{\lambda_p}{\lambda_0} \right)^2 \left( 1 + \frac{2 \lambda_p^2}{\pi^2 w_{ch}^2} \right)^{-2}
\]

where \( \delta = \frac{N_{e,\text{max}} - \bar{N}_{e,0}}{\bar{N}_{e,0}} \) is the modulation depth of the corrugated plasma waveguide, \( a_0 \) is the laser normalized vector potential, \( \sigma_z \) is the longitudinal extent of the laser pulse, \( \lambda_p \) is the plasma wavelength, and \( \lambda_0 \) is the laser wavelength. This can be compared to the scaling law for wakefield acceleration given above by equation (1.21). For typical experimental parameters \( \lambda_0 = 800 \, \text{nm}, w_{ch} = 15 \, \mu\text{m}, a_0 = 0.25, \sigma_z/c = 300 \, \text{fs} \) corresponding to a 1.9 TW laser power, \( \bar{N}_{e,0} = 7 \times 10^{18} \, \text{cm}^{-3}, \delta = 0.9, \) and a modulation period \( d_{\text{mod}} = 349 \, \mu\text{m} \), York et al. [12] calculate a peak energy gain of \( \frac{\Delta E_{DLA}}{m_e c^2} \sim 1000 \). This is comparable to the energy gain \( \frac{\Delta E_{ULWFA}}{m_e c^2} \sim 750 \) calculated in [77] for a wakefield accelerator driven by a 7.16 TW laser in a suitable plasma channel. However, the linear dependence of \( \Delta E_{DLA} \) on \( a_0 \) implies that even with peak powers \( \sim 10 \, \text{GW} \) typical of common CPA regenerative amplifiers, \( \frac{\Delta E_{DLA}}{m_e c^2} \sim 50 \). In this energy range, the highly nonlinear wakefield accelerator is generally unable to operate.

The initial velocity of the externally injected electron bunch is an important requirement for a successful proof of principle QPM-DLA experiment. For a fixed modulation period, \( d_{\text{mod}} \), and fixed longitudinally averaged plasma density, \( \bar{N}_{e,0} \), over the length of the accelerator, changes in the electron velocity due to acceleration by the laser field will cause it to dephase unless the electron is already sufficiently relativistic (and thus does not experience a significant change in velocity due to
acceleration). This can be quantified by a trapping condition on the electron bunch which requires that the bunch Lorentz factor satisfy

\[ \gamma_{th} \cong \left( \frac{k_m w_{ch}}{4 \delta a_0} \right) \left( \frac{N_{cr}}{N_{e,0}} \right) \]

where \( a_0 \) is the laser normalized vector potential \((a_0 \ll 1)\) [84,85]. In practice, this leads to a requirement for already highly relativistic electron beams. For example, for a modulation period \( d_{mod} = 350 \mu m \), modulation depth \( \Gamma = 0.9 \), laser spot size \( w_{ch} = 12 \mu m \), laser normalized amplitude \( a_0 = 0.1 \), laser critical density \( N_{cr} = 1.7 \times 10^{21} cm^{-3} \) for an 800 nm Ti:Sapphire drive laser, and \( N_{e,0} = 1 \times 10^{19} cm^{-3} \) we find that \( \gamma_{th} = 102 \), so the injected electron beam must have an energy of at least \(-50 \text{ MeV} \) to experience linear energy gain in the modulated waveguide. Yoon et al. [85] showed that the required initial electron momentum can be drastically reduced by using a ramped plasma density or, equivalently, a ramped modulation period to phase match the interaction between the laser pulse and accelerating electron beam as the electron velocity increases. Indeed, PIC simulations performed by Yoon et al. demonstrated the feasibility of using density ramps to trap and accelerate electron bunches with initial energy as low as 5 MeV.

The seed electron source has proven to be a significant impediment to a proof of concept demonstration of the QPM-DLA technique. The seed source should be at least 5 MeV to satisfy the initial trapping threshold given suitable ramping of the plasma density or modulation period. For highest efficiency the bunch duration should be significantly shorter than the \(~100 \text{ fs} \) drive pulse duration. Further, femtosecond scale synchronization with the drive pulse is required, which implies an optically generated, or at least optically triggered, seed electron source. Finally, since
potential high repetition rate operation is the hallmark of the QPM-DLA scheme, a seed source capable of high repetition rate is ideal. The standard wakefield accelerators described in Sec. 1.2 meet the first three requirements, but the >100 mJ laser systems used to drive these accelerators are not readily available at high repetition rates. The low divergence and energy spread available from wakefield accelerators is actually something of a drawback as an injector for the QPM-DLA scheme. This type of seed beam demands extremely precise alignment into the corrugated waveguide and precise matching of the modulation period to the accelerated beam energy, assuming the beam energy is not already high enough that a ramped modulation period is unnecessary.

The high density self-modulated wakefield accelerator presented in Chapter 6 of this dissertation is a good candidate as an ultra-short, femtosecond synchronized, high repetition rate injector for a QPM-DLA experiment. The experiments presented make use of the scaling laws for relativistic self-focusing and self-phase modulation to drive a high amplitude plasma wave with sub-terawatt, ~10 mJ laser pulses in a high density (> $10^{20} cm^{-3}$) plasma. Wave breaking and self-injection lead to ~500 pC electron beams with exponential energy distributions reaching well above the required 5 MeV threshold in a moderately collimated beam with ~200 mrad divergence angle. Thus, between the plasma channel generation results presented in Chapter 3, the modulation techniques and quasi-radially polarized mode guiding presented in Chapter 4, and the high repetition rate seed source presented in Chapter 6, all the components necessary for a proof of principle QPM-DLA experiment have been demonstrated.
Chapter 2: The UMD 25 TW Laser System

2.1 Overview of high peak power, femtosecond laser systems

– Chirped Pulse Amplification and Ti:Sapphire lasers

The field of intense laser-plasma interactions has been enabled by the rapid advancement and availability of multi-terawatt femtosecond laser systems [86,87]. Indeed, within the past decade a number of commercially available systems capable of reaching relativistic intensities have come to market, moving the tools required for studying relativistic optics from large facilities into university laboratories. The vast majority of these systems are based on Ti:Sapphire (Ti:Al₂O₃) gain media employing the chirped pulse amplification (CPA) technique [8,86,87]. Ti:Sapphire was developed in the mid-1980s as a solid state lasing medium and has become the gain medium of choice for nearly all multi-terawatt femtosecond laser systems primarily due to its extremely broad gain bandwidth which allows lasing between 670-1070 nm. Due to this broad bandwidth, Ti:Sapphire oscillators have been demonstrated to support pulses as short as two optical cycles [88,89], and commercial oscillators operating with pulse durations ~20 fs are now ubiquitous. Other optical and mechanical properties, such as a large stimulated emission cross section, large saturation fluence, and high thermal conductivity make Ti:Sapphire an excellent choice for use as a gain medium in laser amplifiers [9,90]. The fluorescence lifetime of Ti:Sapphire, however, is short, only 3.2 µs, which means pulsed laser systems are generally required as a pump with the absorption band peaking around 500 nm.

Peak powers in the multi-terawatt regime generally require multiple stages of amplification. Direct amplification of femtosecond pulses is severely limited by
nonlinear phase accumulation, which can lead to severe beam distortion or self-focusing and laser crystal damage. The CPA technique [7,8] avoids these issues by first applying a large linear chirp to the ultrashort pulse prior to amplification, typically stretching the pulse by a factor of \(~1000\). The resulting pulse peak intensity is small enough to be amplified without risking damage to the amplifier rods. A pulse compressor then removes the linear chirp applied by the stretcher and any material dispersion in laser chain, ideally returning the amplified pulse to its original femtosecond-scale duration.

### 2.2 UMD 25 TW Ti:Sapphire Laser Architecture

All of the experiments in this dissertation were performed using a 25 TW Ti:Sapphire laser system delivering a maximum of 0.9 J on target with a full width at half maximum pulse duration as short as 39 fs. The system was designed as a 20 TW system by Coherent, Inc. It was subsequently upgraded to a 25 TW system using a more energetic pump laser, and incorporating a deformable mirror – wave front sensor loop for phase front control and a Fastlite Dazzler acousto-optic phase modulator for adaptive spectral phase control. The system architecture, depicted in Fig. 2.1, employs a standard CPA design. The output of a Coherent Micra femtosecond oscillator is stretched and amplified in a Coherent Legend regenerative amplifier followed by amplification in a four pass bowtie amplifier. After amplification the pulse is compressed back to 39 fs with a time-bandwidth product of \(\Delta t_{\text{FWHM}} \Delta v_{\text{FWHM}} \approx 0.472\). A pulse with a Gaussian spectral amplitude will have a time bandwidth product of \(\Delta t_{\text{FWHM}} \Delta v_{\text{FWHM}} \approx 0.441\), which for our 26 nm FWHM amplified bandwidth corresponds to a 36.5 fs FWHM pulse duration.
The Coherent Micra is a Kerr lens modelocked femtosecond oscillator pumped by a 4.75W continuous wave Nd:YVO\textsubscript{4} laser (Coherent Verdi). It delivers <20 fs pulses with bandwidths ~80 nm centered at 790 nm. The Micra operates at a repetition rate of 76.3 MHz with output pulses synchronized to the oscillator of a home built ~140ps Nd:YAG laser system, described at the end of this chapter. Intra-cavity bandwidth tuning is achieved through a pair of Brewster prisms which compensate for the material dispersion within the cavity.

The ~5 nJ, < 20 fs pulses from the Micra are sent through a Faraday isolator to a single grating stretcher which adds positive group delay dispersion, stretching the

---

**Figure 2.1.** Block diagram of the 25 TW laser system used to perform the experiments in this dissertation.
pulse to ~250 ps. After the stretcher, the pulse passes through an acousto-optic phase
modulator (Fastlite Dazzler) which is used to correct higher order spectral phase from
the laser chain. The use of the Dazzler for pulse shaping will be discussed in detail
below. After phase modulation the pulse is injected into a 1 kHz regenerative (regen)
amplifier (Coherent Legend) pumped by a 15 W, Q-switched Nd:YLF laser (Coherent
Evolution). Electro-optic Pockels cells enable controlled switching of the seed pulse
into the regen cavity and switching out of the amplified pulse. The Pockels cells
operate by applying a ~1 ns rise time high voltage pulse across a KD*P crystal. The
electro-optic (Pockels) effect is an electric field-induced birefringence in the KD*P
crystal. The voltage (electric field) and thickness of the KD*P are tuned for half
wave rotation after double passing the crystal. High contrast polarizing optics within
the regen cavity then trap the seed pulse only when its polarization has been rotated
by the switch in Pockels cell. After a sufficient number of round trips within the
cavity (approximately 24 in our system) the gain saturates and the switch out Pockels
cell is fired, rotating the pulse polarization back to vertical and rejecting the amplified
pulse out of the resonator. The pulse is amplified in the regen to ~800 µJ, providing a
total gain of ~10^5 with a nanosecond pre-pulse contrast of ~1000:1.

The strong gain within the regenerative amplifier affects the spectral
characteristics of the amplified pulse. The fluence of the k-th pass through the
amplifier is given by

\[ I_k = T I_s \ln \left( e^{g_0(\omega)k} \left[ e^{I_k - I_s} - 1 \right] + 1 \right) \]  

(2.1)

where \( T \) is the transmission in a single resonator round trip, \( I_s \) is the saturation fluence
(1 J/cm^2 for Ti:Sapphire), and \( g_0(\omega) \) is the frequency dependent small signal gain
The frequency dependence of the small signal gain coefficient leads to a large difference in the final amplification near the peak of the Ti:Sapphire gain curve compared to the wings [92–94]. This effect, known as gain narrowing, can lead to drastic reduction in the amplified pulse bandwidth. As evidenced by Fig. 2.2, gain narrowing reduces the pulse bandwidth from the ~80 nm FWHM oscillator bandwidth to 34 nm FWHM after the regenerative amplifier.

Second, gain saturation in the last few passes through the regenerative amplifier shifts the center of the pulse spectrum from an 800 nm center wavelength to ~808 nm. With a positive chirp on the seed pulse, the redder frequencies arrive at the amplifier rod before the bluer frequencies. At gain saturation this means the red frequencies experience a larger gain than the blue frequencies, thereby red-shifting...
Gain narrowing in the regenerative amplifier is a particular issue in this system as it represents the main factor limiting the achievable pulse duration.

The pulse proceeds from the regenerative amplifier through an external Pockels cell into a bowtie configuration multipass amplifier (MPA). The external Pockels cell reduces the pulse repetition rate from 1 kHz to 10 Hz and improves the nanosecond pre-pulse contrast from the regen to better than $10^6$:1. The Gaussian mode beam from the regenerative amplifier is then expanded to a 2.5 mm FWHM and executes four passes through the MPA’s 1” diameter Ti:Sapphire rod. After the second pass, a periscope flips the beam vertically to average out any top-bottom
spatial irregularities. The effect of the periscope addition to the MPA is shown in Fig. 2.3 which shows the amplified beam profile. The total energy before and after addition of the periscope was unchanged. The MPA’s Ti:Sapphire rod is symmetrically end-pumped by two 10 Hz, Q-switched, frequency doubled Nd:YAG laser systems delivering 1.5 J each at \( \lambda = 532 \) nm. The pump beams are relay imaged with a slight demagnification so that they have a 9 mm diameter top hat profile at the MPA rod. Gain in the MPA was simulated by iteratively solving equation (2.1) starting with the measured beam profile and energy from the regen output. The pulse energy after each pass, shown in Fig. 2.4(a), shows saturation on the last pass through the MPA with total output energy of 1.43 J and 47% extraction efficiency. The measured beam out of the MPA has a \( \sim 9 \) mm diameter top hat profile, shown in Fig. 2.4(b), and measured pulse energy of 1.4 J.

After amplification, the beam passes through a waveplate – thin film polarizer (TFP) combination which is used for laser pulse energy control during experiments.

**Figure 2.4.** (a) Theoretical energy output per pass in the MPA pumped by two 9 mm diameter, 1.5 J frequency doubled Nd:YAG lasers. The seed pulse reaches gain saturation on the fourth pass. (b) Measured seed beam profile after the fourth and final pass through the MPA crystal. The pulse energy is 1.4 J.
The TFP, when used in transmission, has a fairly poor extinction ratio of only 9:1. However, the pulse compressor is polarization dependent and attenuates any vertically polarized component of the laser pulse with ~1% transmission. Before entering the pulse compressor, the amplified beam is expanded to a 4 cm diameter to reduce the total fluence on the compressor gratings below 100 mJ/cm², the rule-of-thumb maximum fluence for gold gratings [95]. Pulse compression is achieved using a Treacy-style grating compressor [96] housed in a vacuum chamber (the “vacuum compressor”) with approximately 63% energy throughput. Maximum on-target energy of 900 mJ and pulse duration of 39 fs produces a maximum 25 TW peak power on target.

2.3 Spectral phase compensation using an acousto-optic modulator

2.3.1 Dispersion and higher order spectral phase in femtosecond laser pulses

An electric field component of a general laser pulse at a fixed point in space can be described in the time domain as

\[ E_{laser}(t) = E_0(t)e^{-i\omega_0 t + \Phi(t)} \]

where \( E_0(t) = \sqrt{I(t)} \) is the electric field amplitude, \( I(t) \) is the laser intensity, \( \omega_0 \) is the carrier frequency, and \( \Phi(t) \) is the pulse temporal phase. Similarly, the spectral representation of the pulse, \( \tilde{E}(\omega) \), can be written in terms of a complex spectral amplitude and phase as

\[ \tilde{E}(\omega) = \tilde{E}_0(\omega)e^{i\Phi(\omega)}. \]
The time domain pulse representation is linked to its frequency domain counterpart through the Fourier transform pair

\[ E(t) = \frac{1}{2\pi} \int_{-\infty}^{\infty} \tilde{E}(\omega)e^{-i\omega t} d\omega \]
\[ \tilde{E}(\omega) = \int_{-\infty}^{\infty} E(t)e^{i\omega t} dt. \]

From this relationship we can see that complete characterization of the pulse can be achieved through measurement of the pulse amplitude and phase in either the time or frequency domain. The spectral phase \( \phi(\omega) \) can be expanded in powers of \( (\omega - \omega_0) \) as

\[ \phi(\omega) = \phi_0 + (\omega - \omega_0)\phi_1 + \frac{(\omega - \omega_0)^2\phi_2}{2} + \frac{(\omega - \omega_0)^3\phi_3}{3!} + \ldots \]

where \( \phi_n = \frac{d^n\phi}{d\omega^n} \). The zero order term, \( \phi_0 \), represents a constant phase offset of the carrier frequency with respect to the peak of the pulse envelope or some other reference time, and is thus called the “carrier-envelope” phase. The first order dispersion \( \phi_1 \) represents a delay in the time domain. The second order dispersion, or group delay dispersion (GDD), describes a linear frequency chirp in the time domain. Higher order dispersions \( (\phi_3, \phi_4, etc.) \) yield nonlinear frequency chirps and more complicated time domain pulse shape distortions. For an arbitrary spectral amplitude, \( \tilde{E}(\omega) \), the shortest pulse duration in the time domain will occur when the spectral phase is linear, meaning that \( \phi_2 \) and higher order dispersion terms in \( \phi(\omega) \) all vanish. Therefore, in short pulse CPA systems careful attention must be paid to dispersion management along the amplifier chain.
In any CPA chain, the pulse picks up spectral phase from dispersive elements, such as the gratings in a pulse stretcher and compressor, as well as from material dispersion inside the laser chain. A pulse propagating through an optical medium of length $L$ will distort in the time domain due to the dependence of the refractive index on wavelength where the accumulated higher order spectral phase is given by

$$\phi_2 = \frac{\lambda^3 L}{2\pi c^2} \frac{d^2 n}{d\lambda^2},$$

$$\phi_3 = -\frac{\lambda^4 L}{4\pi^2 c^3} \left(3 \frac{d^2 n}{d\lambda^2} + \lambda \frac{d^3 n}{d\lambda^3}\right),$$

$$\phi_4 = \frac{\lambda^5 L}{8\pi^3 c^4} \left(12 \frac{d^2 n}{d\lambda^2} + 8\lambda \frac{d^3 n}{d\lambda^3} + \lambda^2 \frac{d^4 n}{d\lambda^4}\right).$$

Additionally, most grating stretchers and compressors will add higher order spectral phase due to optical aberrations [97,98]. The total spectral phase accumulated along the laser chain is then the sum of the spectral phase accumulated from the stretcher, material dispersion, and the compressor

$$\phi_{\text{total}}(\omega) = \phi_{\text{stretcher}}(\omega) + \phi_{\text{material}}(\omega) + \phi_{\text{compressor}}(\omega)$$

(2.2)

where

$$\phi_{\text{material}}(\omega) = \sum_{i=1}^{N} n_i(\omega) \frac{\omega}{c} L_i$$

is the spectral phase accumulated from each of the $N$ components the pulse passes through. Like orders can be grouped in equation (2.2) so that

$$\phi_{2,\text{total}} = \phi_{2,\text{stretcher}} + \sum_{i=1}^{N} \frac{\lambda^3 L_i}{2\pi c^2} \frac{d^2 n_i}{d\lambda^2} + \phi_{2,\text{compressor}}$$

$$\phi_{3,\text{total}} = \phi_{3,\text{stretcher}} - \sum_{i=1}^{N} \frac{\lambda^4 L_i}{4\pi^2 c^3} \left(3 \frac{d^2 n_i}{d\lambda^2} + \lambda \frac{d^3 n_i}{d\lambda^3}\right) + \phi_{3,\text{compressor}}$$
\[ \phi_{4,\text{total}} = \phi_{4,\text{stretcher}} + \sum_{i=1}^{N} \frac{\lambda^5 L_i}{8\pi^3 c^4} \left( 12 \frac{d^2 n_i}{d\lambda^2} + 8 \lambda \frac{d^3 n_i}{d\lambda^3} + \lambda^2 \frac{d^4 n_i}{d\lambda^4} \right) + \phi_{4,\text{compressor}}. \]

A properly designed stretcher-compressor pair will ideally be able to satisfy

\[ \phi_{2,\text{total}} = \phi_{3,\text{total}} = \phi_{4,\text{total}} = 0 \]

so as to achieve the shortest pulse possible.

In practice, it is difficult to fully compensate for material dispersion using simple grating based stretcher and compressor pairs. Fundamental to the CPA technique is the addition and compensation of quadratic spectral phase or chirp by the stretcher and compressor, and fine adjustments to the incidence angle in the compressor can partially compensate for cubic spectral phase. However, uncompensated third and fourth order spectral phase can cause significant pulse distortion in the time domain. This section describes the measurement and compensation of higher order spectral phase components in our laser chain using the frequency resolved optical gating (FROG) technique for pulse measurement and an acousto-optic programmable dispersive filter (AOPDF) for spectral phase compensation.

### 2.3.2 Second harmonic FROG

Modelling of ultrashort laser-plasma interaction experiments requires a complete diagnosis of the pulse shape in the time domain. A number of femtosecond pulse measurement techniques have been proposed and demonstrated with wide variation in accuracy and complexity [99–102]. Femtosecond scale characterization of the amplified pulse shape was performed using the second harmonic generation frequency resolved optical gate (SHG FROG) technique, based on the simplicity of
the measurement and the ability of the SHG FROG to fully reconstruct the ultrashort pulse in the time domain. The SHG FROG produces a time-frequency spectrogram by spectrally resolving an autocorrelation of the measured pulse. The FROG signal takes the form

$$I_{FROG}(\omega, \tau) = \left| \int_{-\infty}^{\infty} E(t-\tau)E(t+\tau)\exp(-i\omega t)\,dt \right|^2,$$

where $E(t)$ is the time dependent laser electric field and $\tau$ represents the delay between the pulse arrival times in the SHG crystal, as shown in Fig. 2.5, which is

**Figure 2.5.** (a) A schematic of the single shot SHG FROG used for characterization of the pulse spectral amplitude and phase. The pulse is split using a thin pellicle beamsplitter and focused using a cylindrical lens into a BBO crystal. Focusing using a cylindrical lens allows the time delay, $\tau$, to be mapped onto the geometrical dimension, $x$, perpendicular to the direction of focusing as illustrated in (b). The sum frequency signal pulse is imaged to the entrance slit of an imaging spectrometer to form the complete SHG FROG spectrogram in a single shot.
mapped onto a spatial dimension of the SHG signal by the crossing of the two beams in the BBO crystal. The delay, \( \tau \), is related to the crossing angle, \( \Phi \), and the transverse distance across the crystal, \( x \), by \( \tau = \frac{nx \sin(\Phi/2)}{c} \) where \( n \) is the crystal refractive index, \( c \) is the speed of light, and \( x = 0 \) at the location in the crystal where the two pulses arrive at the same time. The SHG signal is imaged from the crystal to the entrance slit of an imaging spectrometer which spectrally resolves the SHG signal at each delay point to form the full FROG spectrogram.

Reconstruction of the pulse amplitude and phase was performed using commercial reconstruction software [103] with measured spatial and spectral calibrations. The problem of retrieving pulse amplitude and phase from a FROG trace has been shown to be equivalent to the 2D phase retrieval problem frequently encountered in image processing [102], and the software implements the method of generalized projections to solve this reconstruction problem. The reconstruction accuracy can be quantified by the “FROG error” defined by

\[
G = \sqrt{\frac{1}{N^2} \sum_{i,j=1}^{N} \left| I_{\text{meas}}(\omega_i, \tau_j) - \mu I_{\text{ret}}(\omega_i, \tau_j) \right|^2}
\]

where \( I_{\text{meas}}(\omega_i, \tau_j) \) is the measured FROG spectrogram, \( I_{\text{ret}}(\omega_i, \tau_j) \) is the spectrogram retrieved by the algorithm, and \( \mu \) is a normalizing constant that minimizes \( G \) [102]. This is effectively a measurement of the sum of squares error between the measured and retrieved FROG traces. A FROG error below 1% of the peak intensity of the FROG trace is generally considered as an acceptable reconstruction.
A sample FROG trace is shown in Fig. 2.6(a) with the reconstructed FROG trace shown in Fig. 2.6(b). The frequency domain amplitude and phase corresponding to the reconstructed FROG trace are shown in Fig. 2.6(c), and the time domain pulse intensity and phase are shown in Fig. 2.6(d). The spectral phase of the measured pulse in Fig. 2.6 exhibits a strong cubic dependence which causes the multi-peaked structure seen in the time domain representation of the pulse. The SHG FROG geometry suffers from an ambiguity in the direction of time caused by the trace symmetry with respect to delay. Thus, the subsidiary peaks in the time domain reconstruction may have arrived either before or after the main peak.

**Figure 2.6.** SHG FROG measurement of a pulse exhibiting strong cubic spectral phase. The measured trace (a) and retrieved trace (b) closely match, with a FROG error of 0.006. Extracted spectral domain (c) and time domain (d) representations of the pulse electric field amplitude and phase show the effect of non-negligible third order spectral phase.
The direction of time ambiguity can be resolved by adding a small amount of third order phase with a known sign with, for example, the acousto-optics programmable dispersive filter (AOPDF) described in the next section. Alternatively, an etalon can be inserted into the beam in advance of the SHG FROG. The etalon will generate a post pulse, so reconstruction of a FROG trace containing both pulses will fix the direction of increasing time.

### 2.3.3 Spectral phase compensation with an acousto-optic programmable dispersive filter

As mentioned above, higher order components of the pulse spectral phase, arising mainly from material dispersion, can be difficult to compensate and will distort an ultrashort pulse away from its bandwidth-limited duration. Figure 2.6(d) shows an example of our pulse with temporal “wings” caused mainly by uncompensated third order phase from the amplifier chain. Novel compressor designs have been used for complete compensation of the third and fourth order spectral phase along a full CPA laser chain without the use of adaptive pulse shaping [97,98]. However, these designs can be complicated and adaptive pulse shaping methods have shown great flexibility in compensating spectral phase in CPA systems without necessitating perfect stretcher-compressor matching [104–106]. These methods can also control spectral amplitude, allowing for mitigation of effects such as gain narrowing and gain shifting [106].

An acousto-optic programmable dispersive filter (AOPDF) was installed in the laser chain between the stretcher and regenerative amplifier. The AOPDF (Fastlite Dazzler [107]) is comprised of a programmable RF signal generator and a
Piezoelectric transducer attached to a bulk birefringent crystal. The RF pulse applied to the transducer generates a sound wave in the birefringent crystal counter-propagating to the incident optical pulse. If the RF pulse is of a single frequency, the incident optical pulse, polarized along the ordinary birefringence axis, undergoes Bragg scattering and couples to an extraordinary wave. The phase matching condition for Bragg scattering in the crystal is $k_2 \cong k_1 + q$, where $k_1$ is the incident optical wave vector, $k_2$ is the scattered optical wave vector, and $q$ is the acoustic wave vector. Further, the frequencies must satisfy the energy conservation relation $\omega_2 = \omega_1 + \Omega$. The Bragg condition is satisfied for only a narrow frequency band in the optical pulse, so in this configuration the RF pulse acts as a programmable optical filter where the optical frequency selection is controlled through the RF frequency of the acoustic wave. Since $\omega_1 \gg \Omega$ the optical frequency remains effectively unchanged, but the amplitude and phase at $\omega_1$ of the extraordinary-coupled optical field is changed.

For pulse shaping in the AOPDF, a programmable, chirped RF pulse is used to satisfy the Bragg condition across a broad optical bandwidth within the birefringent crystal [106,108,109]. The variation in the instantaneous frequency of the RF pulse within the crystal controls the longitudinal position in which a selected optical frequency will be scattered from an ordinary into an extraordinary wave. This, in turn, controls the relative delay between frequency components in the optical pulse. Thus, the maximum time window over which the AOPDF can shape the optical pulse is given by the difference in optical transit times between the ordinary and extraordinary axes of the birefringent crystal. For our Dazzler this is an
approximately 8 ps time window. More precisely, the acousto-optic interaction leads to terms in the frequency domain wave equation of the form

\[ S_2(\omega_2) \exp[i(k_2 z - \omega t)] \propto S_1(\omega_1) \exp[i(k_1 z - \omega_1 t)] \times S_{ac}(\Omega) \exp[i(q z - \Omega t)] \]

where \( S_1 \) and \( S_2 \) are the incident and scattered complex spectral amplitudes for the optical waves and \( S_{ac} \) is the complex spectral amplitude for the acoustic wave [108]. Given the phase matching conditions this leads to \( S_2(\omega_2) = S_1(\omega_1) S_{ac}(\Omega) \). In the time domain the scattered optical wave is a convolution of the incident optical wave with the acoustic wave. Therefore, given known input, \( S_1(\omega_1) \), and a required output, \( S_2(\omega_2) \), the required acoustic filtering function, \( S_{ac}(\Omega) \) can be easily

Figure 2.7. Measured (a) and retrieved (b) SHG FROG traces after spectral phase compensation by the Dazzler AOPDF. The retrieved spectral phase (c) is much flatter and the retrieved temporal intensity envelope (d) is nearly bandwidth limited with FWHM pulsewidth 39 fs.
computed. With RF pulses in the ~50 MHz range with ~20 MHz bandwidths, pulse shaping over optical bandwidths >100 nm centered at 800 nm can be achieved, allowing for pulse shaping even in the few cycle regime [110].

The Fastlite Dazzler AOPDF installed between the stretcher and regen was used in conjunction with pulse measurements by an SHG FROG to compensate for higher order dispersion in the amplifier chain. For initial pulse measurements an RF waveform compensating for the material dispersion within the Dazzler crystal was used and the SHG FROG was placed after the vacuum compressor. The FROG trace and reconstructed pulse shown in Fig. 2.6 show temporal wings associated with uncompensated higher order phase, mainly 3rd order. The measured spectral phase was then fed back into the Dazzler software controlling the RF waveform in the AOPDF. This procedure was iterated until a flat spectral phase at the end of the amplifier was achieved, typically only requiring two or three iterations. Figure 2.7 shows a FROG trace and reconstructed pulse after phase optimization with the Dazzler. The wings are nearly eliminated, and the FWHM pulse duration is reduced to 39 fs. The Dazzler can also be used in experiments for fine control of the time-domain pulse shape. Figure 2.8 shows a plot of the FWHM pulse duration measured in the SHG FROG as a function of GDD applied by the Dazzler. The pulse duration has a hyperbolic dependence on the GDD as expected [101], and a least squares fit gives the minimum pulse duration as 38.7 fs.
2.4 Laser pre-pulse characterization by third order

**autocorrelation**

With peak intensities of our 25 TW laser system exceeding $10^{19}$ W/cm$^2$, ionization of a target medium can occur well in advance of the main peak of the ultrashort laser pulse. For this reason the temporal structure of the laser pulse must be well-characterized over a wide temporal window and with a high dynamic range. Particularly in laser-solid or laser-cluster interactions, where collisional ionization can play an important role, knowledge of the picosecond and nanosecond ‘pre-pulse’ contrast is important to prevent unintended plasma generation prior to the main pulse arrival.
Pre-pulse and pulse pedestal measurements are made using a commercial third order scanning autocorrelator (Ultrafast Innovations [111]). For the autocorrelation measurement the beam is sent through a calibrated variable attenuator, then split into two arms, one of which is upconverted to the second harmonic while the other arm is sent through a variable delay line. The second harmonic and fundamental are then combined in a thin beta barium borate (BBO) crystal to generate a signal at the third harmonic of the femtosecond pulse. The signal is given by

\[ I_{3\omega} = \int_{-\infty}^{\infty} I_\omega(t - \tau)I_{2\omega}(t)dt \]

**Figure 2.9.** The third order nonlinearity in the high dynamic range autocorrelator makes pre- and post- pulses distinguishable. Overlap of the main pulse in the fundamental arm with the pre-pulse of the second harmonic arm (\(\tau_{-1}\)) gives a third harmonic signal equal to the square of the signal from overlapping the main pulse of the second harmonic arm with the pre-pulse of the fundamental arm.
and the delay, $\tau$, between the fundamental and second harmonic is swept to map out the third order autocorrelation function over a ~650ps time range.

The use of a third order nonlinearity yields advantages for high contrast pulse measurements. First, the third harmonic signal is inherently background free since neither the fundamental or second harmonic arm can make a third harmonic photon alone. This is in contrast to second harmonic or polarization gating techniques where each arm can contribute background photons at the fundamental or second harmonic frequencies. Second, the use of a third order nonlinearity breaks the symmetry between positive and negative delays in the autocorrelation function, providing an unambiguous time direction. This enables distinguishing between pre-pulses and post-pulses. As the delay of the fundamental arm is scanned across the second harmonic arm, a pre-pulse will generate two peaks in the autocorrelation function, one at the delay where the pre-pulse in the fundamental arm overlaps with the main pulse in the second harmonic arm and one at the delay where the pre-pulse in the second harmonic arm overlaps with the main pulse in the fundamental arm. This is illustrated schematically in Fig. 2.9. The main pulse to pre-pulse contrast (i.e. the ratio of the main pulse to pre-pulse intensity) in the second harmonic beam will be equal to the main pulse to pre-pulse contrast of the fundamental arm squared due to the intensity dependence of the second harmonic signal. This means the third harmonic signal amplitude which comes from overlapping the main pulse in the fundamental arm with the pre-pulse in the second harmonic arm ($\tau_{-1}$ in Fig. 2.9) will be equal to the square of the third harmonic signal amplitude arising from an overlap of the main pulse in the second harmonic arm with a pre-pulse in the fundamental
Therefore, to distinguish pre-pulses from post-pulses we look for peaks at exactly opposite delay in the autocorrelation trace. The larger of the two peaks represents the true position and contrast of the pre- or post-pulse.

Figure 2.10 shows an example third order autocorrelation trace of our 25 TW laser system. A number of features can be observed. First, the main pulse sits on a nanosecond scale pedestal at $\sim 10^{-6}$ contrast (the measurement dynamic range is $\sim 10^{9}$). This is a common feature of CPA laser systems and arises from amplified spontaneous emission (ASE) within the power amplifiers. Next, a post pulse at 56 ps and a pre-pulse at 48 ps are observed at the $10^{-3}$ and $10^{-5}$ level, respectively, along with symmetric pre-and post-pulses at 13.5 ps with a contrast of $5 \times 10^{-4}$. Finally, the pulse sits on a ps-scale pedestal at the $10^{-3}$ level, which likely arises from a bandwidth mismatch on the many dielectric mirrors used through the system [112].

In experiments presented in Chapter 6 the laser was focused to $\sim 10^{18}$ W/cm$^2$ into a high density hydrogen gas target. Since the intensity required for barrier suppression ionization in hydrogen is $\sim 10^{14}$ W/cm$^2$ and the pulse exhibits prepulses at
13.5 ps and 2 ps with contrasts above $10^{-4}$, care must be taken to understand the effects of preionization in these experiments. However, since typical hydrodynamic time scales in field-ionized plasmas are ~10-100ps, we do not expect significant hydrodynamic motion prior to the main pulse arrival.

### 2.5 Laser wave front correction using an adaptive optics loop

#### 2.5.1 Diffraction limited focusing, $M^2$, and Strehl ratio

While high temporal contrast on the scale of $10^{-3}$ or better can be obtained in the leading edge of the ultrashort pulse, achieving high spatial contrast at the focus often tends to be much more difficult. The spot size to which a laser can be focused is intrinsically limited by diffraction. Under the paraxial approximation, the field profile at the focal plane of a lens or curved mirror represents the Fraunhofer diffraction pattern of the input field with a magnification dependent on the focal length of the lens. If we consider a Gaussian beam focusing with a convergence half angle $\theta$, then the Gaussian transverse intensity profile at the focus will have a $1/e^2$ radius $w_0 = \frac{\lambda}{\pi \theta}$. This is the smallest spot size achievable for a given focusing f-number ($f/# = \frac{f}{D} \approx \frac{1}{2\theta}$) and such a spot is said to be diffraction limited [91].

Spatial intensity and phase aberrations on the focusing beam will cause non-optimal interference of the component waves contributing to the net field at the focal plane, causing focal spot distortion and reduced peak fluence. A common measure of beam focusability is the $M^2$ factor which is defined by $w_L = M^2 \frac{\lambda}{\pi \theta} = M^2 w_0$. Here
\( w_L \) is the measured radius at the beam waist which should be calculated through the second order moment of the intensity as

\[
\frac{w_L^2}{2} = \frac{\int r^2 I(r) dA}{\int I(r) dA}.
\]

A realistic, aberrated beam can therefore be described as \( M^2 \) times diffraction limited.

A second measure of beam quality relevant to the focusing of high intensity lasers is the Strehl ratio. For small spatial aberrations the Strehl ratio is defined as the ratio of the peak intensity in the focal plane in the presence of phase front aberration to the peak intensity obtained if no phase aberration were present [86]. This measurement effectively distinguishes between focal spot degradation due to spatial phase errors from error caused by non-Gaussian intensity profiles by only referencing the measured peak intensity to the maximum achievable peak intensity with the measured intensity profile.

### 2.5.2 Correction of laser phase front aberrations using closed loop adaptive optics

Adaptive optics loops for correcting optical aberrations have been employed in high resolution astronomical telescopes for many years with the goal of removing wave front distortions caused by the Earth’s atmosphere as well as those originating from the telescope itself [113]. The goal of the adaptive optics loop is to remove wave front distortions introduced in an imaging (or focusing) system by applying a compensating wave front distortion with an additional optical element. This compensating distortion is normally applied by a “deformable mirror” which can controllably change its shape in response to an electrical or mechanical force. In order
to properly compensate the spatial phase aberrations and achieve diffraction limited imaging (focusing) the wave front must be measured using a wave front sensor of sufficient accuracy and resolution.

More recently, adaptive optics loops have been applied for correction and shaping of laser focal profiles [114–117]. There have been a number of techniques demonstrated for controlled shaping of a laser phase front profile, ranging from MEMS devices to liquid crystal spatial light modulators to more conventional piezoelectric deformable mirrors [118–120]. The large beam diameters and peak fluences of multi-terawatt to petawatt systems has necessitated use of piezoelectric and actuator driven deformable mirrors [11,86,114,115] .

Phase front measurement is achieved through either Shack-Hartmann wave front sensors or through shearing interferometry techniques [11,121,122]. Both of these techniques rely on the measurement of local phase gradients relative to a reference flat wave front. For example, the four-wave shearing interferometer (Phasics SID4) used for wave front measurement in our laser system measures the interference between different orders of a beam diffracted from a 2D grating placed in front of a CCD. The diffraction orders are slightly tilted on the CCD so that interference occurs between four slightly different parts of the incident beam. The intensity maxima in the interference pattern will move based on the incident phase gradient which can be recovered using Fourier image processing techniques. Finally, numerical integration of the recovered phase gradient yields the wave front of the beam.
A closed loop adaptive optics system consisting of a bimorph deformable mirror for wave front control and a four-wave shearing interferometer for wave front measurement has been implemented on the 25 TW laser system. A schematic layout of the closed adaptive optics loop is shown in Fig. 2.11. The bimorph deformable mirror (NightN Ltd.) consists of 48 electrodes attached to two piezoelectric ceramic discs which are then glued to a thin, dielectric coated substrate. The wave front sensor is a Phasics SID4 four-wave lateral shearing interferometer operating with 160x120 measurement points. The plane of the deformable mirror is imaged to the wave front sensor so as to maintain a linear relationship between applied mirror voltages and measured wave front distortion. When this is the case, measuring the phase response of a voltage applied to each individual electrode on the deformable mirror provides a basis onto which an arbitrary wave front can be decomposed. This

Figure 2.11. Schematic layout of an adaptive optics loop utilizing a reference arm for downstream aberration correction. First, a loop is closed with the SID4 behind the laser focus correcting the beam to a perfect diverging wave front. These mirror voltages are then used to obtain a reference wave front upstream of the final focusing optic. For daily operation, the loop is closed with the SID4 in this reference arm which corrects for aberrations in the full laser chain.
calibration procedure yields a transfer matrix, $M_{mn}$, such that the wave front distortion $\Phi_m$ is related to the vector of deformable mirror voltages, $V_n$, by $\Phi_m = M_{mn}V_n$. Since there are generally many more measurement points than mirror electrodes, $M_{mn}$ is not a square matrix. However, a pseudo-inverse of the transfer matrix, $M_{nm}^{-1}$, can be found via singular value decomposition such that the required mirror voltages can be found from the desired phase front, $\Phi_{aim}$, via $M_{nm}^{-1}\Phi_{aim} = V_{mirror}$. The loop is closed by measuring a distorted wave front, computing the phase difference between the measured phase and a flat or reference phase, then computing and applying the required mirror voltages to achieve the desired phase profile in the measurement plane. This process is iterated until it converges to the desired wave front profile.

In practice, the laser wave front is measured in two places to correct for the full optical path. First, the wave front sensor is placed in the diverging beam after the laser focus. A loop is closed, converging to a perfect spherical wave front with a beam divergence corresponding to the focusing geometry. The convergence to a perfect spherical wave front should give an ideal wave front near the focus, and a set of reference voltages are saved. Next, for daily operation the SID4 is placed in a secondary measurement arm looking at a small portion of the laser split from the main beam. The deformable mirror voltages corresponding to the perfect spherical wave front near the focus are applied and a reference interferogram is obtained in the measurement arm. For day to day operation the loop is then closed to the reference
The use of the reference interferogram effectively removes sensitivity to aberrations in the reference arm so long as they remain constant and allows for wave front correction downstream of the wave front measurement.

Figure 2.12 shows two pairs of phase fronts and corresponding laser focal spots before and after correction by the adaptive optics loop. The beam is focused using a poor optical quality f/9.5 off axis parabolic mirror, which has a surface accuracy worse than one wave peak to valley. The loop is able to correct the wave front error yielding a dramatic enhancement of the peak intensity at the focal spot. The beam Strehl ratio at the focus is 0.12 without correction and improves to 0.97 after convergence of the adaptive optics loop.
2.6 Measurement of spatiotemporal effects

A final class of measurement required to achieve peak energy density on target in an ultrashort laser experiment is the characterization and mitigation of spatiotemporal effects [123–126]. The main spatiotemporal aberrations present in CPA laser systems are angular chirp and transverse spatial chirp [124,126]. Angular spatial chirp occurs when the angle of the wave vector varies slightly as a function of frequency in the pulse. This leads to a tilt of the plane of peak laser intensity with respect to the beam propagation direction. A beam focused with angular spatial chirp will have a longer pulse duration near the beam waist, potentially causing a substantial reduction in the peak intensity [124,126]. Transverse spatial chirp occurs when the pulse’s component frequencies travel in the same direction but are spatially separated across the beam diameter. This causes incomplete overlap of the beam frequencies in the focus, and therefore short pulse duration and high intensity exist in only a narrow region about the beam waist. Transverse spatial chirp has been proposed as a controlled way of avoiding nonlinear pulse propagation for laser surgery and laser machining applications [127–129].

For large beam diameters and short pulse durations (wide spectra), relevant levels of angular and transverse spatial chirp can be difficult to detect. In particular, angular chirp is known to arise in CPA systems from slight misalignments of the compressor diffraction gratings. A simple system proposed for the detection of angular chirp is the inverted field autocorrelator (IFA) [124]. The IFA is a simple Mach-Zehnder or Michelson interferometer in which one arm has an extra reflection which inverts the beam along one transverse dimension. A schematic representation
of the IFA is shown in Fig. 2.13. The two arms of the IFA are interfere with a slight tilt in the direction perpendicular to the angular spatial chirp. Interference fringes will not be observed across the full beam. Figure 2.14(a) shows an IFA trace of the amplified beam with 0.5 µrad/nm angular chirp, and figure 2.14(c) shows the IFA trace after a 4 arcminute correction to the rotation of the second compressor grating. The rotation of the compressor grating improves the parallelism of the gratings within the compressor and eliminates the angular chirp. The angular chirp also causes ellipticity in the focal spot of the focused beam due to the difference in wave vectors across the diameter of
the focusing optic. Figure 2.14(b) shows the elliptical focal spot of a beam with angular chirp, and Fig. 2.14(d) shows the focal spot after correction of the grating parallelism.

**2.7 Modelocked Nd:YAG Laser System**

The output of the 25 TW laser system was synchronized with the output of a home built 140 ps, 800 mJ Nd:YAG laser system operating at 1064 nm with a 10 Hz repetition rate. The 38 MHz pulse train from the Nd:YAG oscillator (Time-Bandwidth Products GE-100) was synchronized to the 76 MHz Micra pulse train.
using a commercial synchronization system (Coherent Synchrolock). The Synchrolock used a feedback loop monitoring the two oscillator pulse trains and adjusted motorized stages within the Micra cavity to match the frequency of the Micra pulse train to twice the frequency of the GE-100 pulse train. The phase difference between the pulse trains was also controllable, so that amplified pulses from the two lasers could be timed to reliably arrive at a target synchronized to within < 10 ps. The Nd:YAG pulse was used as the channel forming pulse in the high intensity guiding experiments presented in Chapters 3 and 4, requiring synchronization of the Nd:YAG and Ti:Sapphire laser systems on a ~10 ps time scale for stable shot-to-shot guiding.

The modelocked oscillator for the Nd:YAG system outputs ~700 mW in a 38 MHz train of 140 ps pulses. The repetition rate of the oscillator output is reduced to 10 Hz by a Pockels cell and polarizing beam splitter combination and injected into a regenerative amplifier (RGA). The RGA is a self-filtering unstable resonator design and outputs ~10 mJ pulses at 10 Hz [130]. The second amplification stage in the Nd:YAG system is a two pass ring amplifier which boosts the pulse energy to ~100 mJ. A TFP-waveplate combination after the ring amplifier allows control of the total laser energy output. Following the TFP, the beam is sent through a vacuum spatial filter to eliminate strong diffraction rings caused by overfilling the ring amplifier rod. The diffraction rings must be removed by the vacuum spatial filter in order to prevent self-focusing and damage in the final, single-pass amplifier which boosts the pulse energy from 100 to 800 mJ. The details of the Nd:YAG laser design and operating principles can be found in previous work [131].
Chapter 3: Optical guiding at relativistic intensities in cluster-based plasma channels

### 3.1 Introduction to plasma channel guiding

Diffraction of focused pulses is a serious practical limitation to many applications of high intensity laser-matter interactions which require long interaction lengths at high intensity [5]. Such applications include laser wakefield acceleration of electrons [5,17] and the generation of coherent radiation in the x-ray [19], extreme ultraviolet [132–134], and THz range [135]. As outlined in Chapter 2, diffraction of a focused laser pulse in vacuum limits the region of peak intensity to scale lengths on the order of a Rayleigh length, $z_R = \pi w_0^2 / \lambda$, where $w_0$ is the transverse $1/e^2$ focal spot size and $\lambda$ is the laser wavelength. Without any sort of optical guiding this implies that longer interaction lengths (larger $z_R$) require larger spot sizes and therefore higher energy pulses to maintain the same peak intensity. This quickly becomes a practical limitation when relativistic intensities are desired over many centimeters.

The study of electromagnetic waves propagating in hollow conducting ducts, or waveguides, was first studied by Lord Rayleigh over a century ago [136], and the same basic principle of light confinement through structured index profiles has become an integral part of modern transport of electromagnetic radiation. For example, the graded or step index fiber optic cable is able to transport light up to many kilometer distances with sub-millimeter spot sizes. Optical waveguides offer one solution to the practical issue of maintaining ultrahigh peak intensities over long
distances. The peak intensity of a multi-millijoule, focused femtosecond laser pulse, though, is well beyond the damage threshold of a standard material fiber. Indeed, material damage in solids sets in at intensities \( \sim 10^{12} \text{ W/cm}^2 \) while focused femtosecond lasers can reach intensities well above \( 10^{18} \text{ W/cm}^2 \). At these relativistic intensities, only plasma is immune to conventional material damage, so experimental and theoretical work has been undertaken to demonstrate and understand guiding of femtosecond laser pulses in plasmas.

### 3.1.1 Self guiding and relativistic self-focusing

Plasma nonlinearities such as ponderomotive charge displacement and relativistic corrections to the plasma refractive index can affect laser pulse propagation at high intensity. When a relativistic intensity pulse propagates through an initially uniform plasma, the plasma frequency is modified due to the mass increase that occurs near the peak velocity of the driven electrons as well as the density perturbation caused by the laser ponderomotive force (i.e. the plasma wave) so that

\[
\omega_p^2(r) = \frac{4\pi N(r)e^2}{\gamma(r)m_e} = \frac{\omega_{p,0}^2 N(r)}{\gamma(r) N_0}
\]

where \( N_0 \) is the ambient plasma electron density, \( e \) is the elementary charge, \( \gamma(r) = \sqrt{1 + \frac{a(r)^2}{2}} \) is the Lorentz factor assuming a linearly polarized laser, \( a(r) \) is the pulse normalized vector potential which is a function of the radial coordinate \( r \), \( m_e \) is the electron rest mass, and \( \omega_{p,0} \) is the nonrelativistic plasma frequency [51,137]. The plasma refractive index in the limits \( a_0 \ll 1 \) and \( \delta N(r) = N(r) - N_0 \ll N_0 \) is then
\[
\eta(r) = \sqrt{1 - \frac{\omega_p^2}{\gamma(r)\omega^2} N(r)} \approx 1 - \frac{\omega_p^2}{2\omega^2} \left(1 - \frac{\alpha(r)^2}{4} + \frac{\delta N(r)}{N_0}\right)
\]

where \(\omega\) is the laser frequency and it is assumed that the plasma is sufficiently underdense \(\omega_p/\omega \ll 1\). The relativistic mass shift leads to a graded index profile with a maximum at the most intense part of the usually centrally peaked intensity profile. Like Kerr self-focusing in a neutral gas, a critical power for relativistic self-focusing can be derived as

\[
P_{cr} = \frac{2ce^2}{r_e^2} \frac{\omega_p^2}{\omega^2} \approx 17 \frac{\omega_p^2}{\omega^2} = 17 \frac{N_{cr}}{N_e} GW
\]

provided the pulse duration is much longer than the plasma period [46,52]. At powers above \(P_{cr}\), relativistic self-focusing in the plasma proceeds until ponderomotive charge displacement reduces the electron density inside the regions of high intensity [53]. The self-focused pulse can then be trapped and guided in the driven high amplitude plasma wave, a process sometimes called ponderomotive channeling or ponderomotive charge displacement self-guiding.

Experimentally, relativistic self-focusing and ponderomotive channeling have been demonstrated by many groups in gas jets and static gas cells for distances up to a few tens of Rayleigh lengths [28,30,138,139]. Provided the laser power satisfies \(P > P_{cr}\), ponderomotive channeling is arguably the simplest method for maintaining a relativistic interaction over many Rayleigh lengths as the confining index profile is automatic assuming an initial intensity profile peaked on axis. However, self-focusing at low densities, required for \(\sim\) GeV wakefield accelerators, requires increasingly high powers because \(P_{cr} \propto N_e^{-1}\).
Further, Sprangle et al. showed that for pulses shorter than a plasma period relativistic self-focusing is much less effective because the ponderomotive charge displacement and relativistic contributions to the refractive index tend to cancel [46,53]. Considering the 1D longitudinal force balance equation between the laser ponderomotive force, \( F_p = -\frac{1}{4} mc^2 \nabla a_0^2 \) (Eqn. (1.4) in the limit \( a \ll 1 \)) and the space charge force due to the plasma wave yields

\[
\nabla \cdot F_p = -\frac{1}{4} mc^2 \nabla^2 a_0^2 = \nabla \cdot (-eE) = 4\pi e^2 (N - N_0).
\]

Rearranging this and using the (non-relativistic) formula for \( \omega_p \) gives

\[
\frac{1}{4} \nabla^2 a_0^2 \approx \frac{1}{4} \frac{\partial^2}{\partial z^2} a_0^2 = \omega_p^2 \frac{\delta N}{N_0}
\]

where \( k_p = \omega_p/c \). If \( \frac{\partial^2}{\partial z^2} a_0^2 \approx k_p^2 a_0^2 \), which is true for pulses with longitudinal extent on the order of the plasma wavelength, then \( a^2/4 \approx \delta N/N_0 \) and the self focusing and ponderomotive displacement terms in the refractive index tend to cancel. Therefore, relativistic self-focusing is less effective for wakefield accelerators operating in the driven or resonant regime.

### 3.1.2 Optical guiding in pre-formed plasma waveguides

Guiding high intensity pulses can also be achieved through the use of pre-formed plasma waveguides [60]. As an example, consider a plasma with a parabolic density profile given by \( N(r) = N_0 + \Delta N \cdot r^2/w_{ch}^2 \) where \( \Delta N = N(w_{ch}) - N(0) \geq \frac{1}{\pi r_e w_{ch}^2} \) is the difference between the on axis density and the density at a radius \( w_{ch} \) equal to the radius of the lowest order guided mode, and \( r_e \) is the classical electron radius. In this case, the refractive index
\[ \eta(r)^2 = 1 - \frac{N(r)}{N_{cr}} = 1 - \frac{N_0}{N_{cr}} \left( 1 + \frac{\Delta N}{N_0} \frac{r^2}{w_{ch}^2} \right) \]  

(3.1)

is peaked on axis. In the frequency domain the wave equation for an electromagnetic wave, \( \tilde{E}(\omega) \), propagating through the plasma is

\[
\left( \nabla^2 + \frac{\omega^2}{c^2} \eta(r)^2 \right) \tilde{E} = \nabla \left( -\frac{1}{\eta(r)^2} \tilde{E} \cdot \nabla \eta(r)^2 \right). \tag{3.2}
\]

The right hand side of equation (3.2) can be neglected if \( \Delta E/E \ll \Delta(\eta^2)/\eta^2 \) over the transverse size of the plasma channel [61]. In this limit the solutions to the wave equation are transversely polarized, or TEM, modes. For typical guided modes the field is well contained by the plasma waveguide so, \( |\Delta E/E| \sim 1 \), while the typical maximum change in the refractive index over the same distance is \( |\Delta \eta/\eta| \sim 10^{-2} \) [61]. For higher order modes or spot sizes approaching the laser wavelength (i.e. non-paraxial beams), the polarization term cannot be neglected. Neglecting the polarization term and taking the ansatz solution to equation (3.2) of a wave propagating in the +z direction, \( E(x,y,z,t) = u(x,y)e^{i(\beta z - \omega t)} \), the wave equation reduces to

\[
\left( \nabla^2_{\perp} + \frac{\omega^2 \eta(r)^2}{c^2} - \beta^2 \right) u(x,y) = 0.
\]

Substituting in equation (3.1) gives

\[
\left( \nabla^2_{\perp} + k_0^2 \left( 1 - \frac{N_0}{N_{cr}} - \frac{\Delta N}{N_{cr}} \frac{r^2}{w_{ch}^2} \right) - \beta^2 \right) u(x,y) = 0.
\]

Introducing the propagation wavenumber in the channel

\[
\kappa^2 = k_0^2 \left( 1 - \frac{\beta^2}{k_0^2} - \frac{N(r)}{N_{cr}} \right) \tag{3.3}
\]

the wave equation reduces to
\((V_\perp^2 + \kappa^2)u(x, y) = 0.\) \tag{3.4}

This admits strictly bound modes if \(\kappa^2\) is strictly negative beyond some radius and leaky modes if \(\kappa^2 < 0\) out to some radius after which \(\kappa^2 > 0\) [61]. For the parabolic index case, there can only be bound modes since \(n(r)^2 \rightarrow -\infty\) as \(r \rightarrow \infty\). This is, of course, unphysical but can be used to good approximation if the plasma waveguide is much larger than the bound mode size. For the specific case of the parabolic index profile, an analytical solution to equations (3.3) and (3.4) can be found, and the transverse modes are Laguerre-Gaussian polynomials

\[
u(r, \phi) = a_{pm}e^{-\frac{r^2}{w_{ch}^2}} \frac{2r^2}{w_{ch}^2} L^m_p \left(\frac{2r^2}{w_{ch}^2}\right) e^{im\phi}
\]

with propagation wavenumber

\[
\beta^2_{pm} = k^2 - 4\pi r_0 N_{e0} - \left(\frac{4}{w_{ch}^2}\right)(2p + m + 1).
\]

At high intensities, the effects of relativistic self-focusing and plasma wave generation must also be taken into account so that the index profile is given by

\[
\eta(r) = 1 - \frac{\omega_{p0}^2}{2\omega^2} \left(1 + \frac{\Delta N}{N_0} \frac{r^2}{w_{ch}^2} - \frac{a(r)^2}{4} + \frac{\delta N(r)}{N_0}\right).
\]

Properly matched guiding, where the laser spot size remains constant over the full interaction length, taking into account all of these effects is complicated, but can be achieved to some extent by tailoring the pre-formed plasma profile to compensate nonlinear index modifications at high intensities [29,140].

Optical guiding in pre-formed plasma channels was first demonstrated through the hydrodynamic expansion of a plasma formed by focusing an intense pulse with an axicon lens into a high Z backfill gas [60]. The axicon focused ~100 ps pulse
avalanche ionizes the backfill gas then heats the resulting plasma. The plasma expands at the ion sound speed and a shock wall forms, creating a nearly parabolic density profile out to the shock radius. Plasma waveguides formed in backfill gas suffer from poor coupling caused by ionization of the backfill by the high intensity pulse as it is injected into the waveguide [141,142]. Gas and cluster jet sources have been developed to avoid this drawback and will be described in the next section. The “ignitor-heater” method for generating plasma waveguides through hydrodynamic expansion in lower Z gases was demonstrated by separating the ionization and heating steps [143]. A femtosecond pulse ionizes the low Z gas and the resulting plasma is heated by a secondary ~100 ps pulse. The subsequent expansion again creates a nearly parabolic density profile near the plasma axis. The ignitor-heater technique was used to demonstrate optical guiding at relativistic intensities in a hydrogen plasma waveguide for the first time [144].

A second commonly used method for generating pre-formed plasma channels is through electrical discharge in a gas filled capillary [145,146]. Ablation of the capillary walls can create a plasma density profile with a minimum on axis [145], or cooling of the plasma discharge at the capillary walls can create a temperature gradient resulting in a nearly parabolic density profile [146]. Capillary discharge waveguides have the advantage of avoiding additional channel-forming lasers which must be timed to the ~10 ps level. Guiding in a capillary-based channel has been demonstrated over 9 cm, producing a current record 4.2 GeV wakefield accelerated electron beam [31]. In contrast, waveguides generated by the hydrodynamic expansion technique are normally limited to lengths of about an inch by the energy
requirements of the channel-forming pulse. However, damage from ablation of the capillary walls leads to a relatively short capillary lifetime, and incompletely ionized impurities from the capillary walls can lead to ionization defocusing of an intense pulse within the channel. Measurement of the plasma transverse and longitudinal density profiles, easily performed using transverse probing techniques in gas jet based waveguides [147], is difficult for discharge-based waveguides because of the enclosed geometry of the capillary [148].

3.2 Plasma waveguides generated in clustered gas targets

3.2.1 Advantages of using cluster based targets

Three main drawbacks of the hydrodynamic expansion method can be mitigated by the use of clustered gas targets rather than a simple monomer gas jet or backfill [149,150]. First, the use of clusters can improve the laser absorption by as much as a factor of 10, leading to deeper channel formation with lower drive pulse energy [151]. Second, the use of clusters allows channel formation at much lower on axis density. Finally, gas jet and backfill waveguides generally suffer from tapering at the channel entrance and exit caused by non-uniform density gas or laser intensity profiles. In a highly clustered gas target the individual cluster motion is ballistic [152]. Therefore skimmers can be used to create sharp ~100 µm entrance and exit ramps to the channel.

Clusters are aggregates of van der Waals bonded atoms or molecules of typical diameter ~1-100 nm which form by condensation during the expansion and subsequent cooling of a high pressure gas ejected into vacuum [153]. In the
experiments described in this chapter, multi-photon ionization on the leading edge of a 140 ps channel forming pulse, described in Chapter 2, creates an initial free electron population within the clusters. These free electrons, under influence of the strong laser field, collisionally ionize other atoms within the cluster leading to avalanche ionization of each individual cluster on a time scale < 1 ps [151,154]. The high density nano-plasmas expand and merge on a ~1-10 ps time scale much shorter than the 140 ps channel forming pulse. Thus, the clusters act to create plasma with a much higher initial free electron population compared to an unclustered gas at the same average density. This plasma is then heated by the bulk of the channel forming pulse and hydrodynamically expands to form a waveguide [149,150].

At low electron densities in an unclustered gas, efficient collisional breakdown requires high gas density, $N_0$, due to the initially exponential growth of the electron density $N_e(t) = N_{e0} \exp(SN_0 t)$ where $N_{e0}$ is the initial free electron density, $N_0$ is the gas density, and $SN_0$ is the collisional ionization rate. Waveguide formation in unclustered gases has been limited to minimum densities $\sim 10^{19} \text{cm}^{-3}$ by the exponential dependence of $N_e$ on $N_0$. Further, the ionization generally occurs near the peak of the channel forming pulse so that only a fraction of the pulse energy is actually used to heat the plasma. This leads to absorption efficiencies of $\sim 100$ ps heating pulses of only up to $\sim 10\%$ in unclustered gas jets. In contrast, the ionization of the cluster jet occurs within each near solid density cluster early in the channel forming pulse, and the full pulse duration is used to heat the plasma, leading to absorption efficiencies up to 35%. A detailed description of long pulse absorption and waveguide formation in clustered gas targets can be found in [149,150].
3.2.2 Demonstration of efficient coupling into a cluster based plasma channel

Figure 3.1 shows an experimental setup for creating a plasma waveguide in an elongated cluster target. A ~140 ps Nd:YAG pulse is focused with an axicon lens over a 1 cm cluster jet. The channel forming pulse is synchronized with the 25 TW Ti:Sapphire femtosecond laser system to within < 10 ps. The Ti:Sapphire laser pulse is focused through a hole in the axicon onto the end of the ~100 µm diameter plasma. Guided mode profiles and energy throughputs are measured by imaging the guided Ti:Sapphire pulse onto a CCD camera. Electron density profiles are measured using femtosecond transverse interferometry, and guided modes are monitored by relay imaging the exit mode to a CCD camera.

**Figure 3.1.** Experimental setup for making plasma waveguides in cluster jets. A 140 ps channel forming pulse is focused with an axicon lens over the elongated cluster jet. A synchronized femtosecond pulse is focused onto the end of the plasma waveguide through a hole in the axicon. Plasma density is measured using femtosecond transverse interferometry, and guided modes are monitored by relay imaging the exit mode to a CCD camera.
femtosecond transverse interferometry [147]. A portion of the Ti:Sapphire pulse is split from the main beam, frequency doubled, and directed transversely across the plasma. The plasma is imaged through a folded wave front interferometer onto a CCD camera. Phase extraction of the interferograms followed by Abel inversion allows extraction of the radial refractive index and plasma density within the field of view of the CCD assuming cylindrical symmetry [75,147].

Figure 3.2 shows the extracted radial density evolution of a plasma arising from the interaction of a 250 mJ Nd:YAG pulse with a nitrogen cluster jet. The initial density profile 100 ps after arrival of the channel forming pulse is peaked on
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**Figure 3.2.** Temporal evolution of a plasma waveguide formed from an Nd:YAG laser pulse (250 mJ, 140 ps) interacting with a nitrogen cluster jet. The cluster jet is cooled to a gas reservoir temperature of -170°C and held at 400 psi. The plasma density is initially peaked on axis, but hydrodynamic expansion of the hot plasma creates a density minimum on axis and a radially propagating shock wall.
A deep density depression develops 500 ps later with a refractive index profile capable of guiding an injected laser pulse with 13 µm FWHM spot size. A sequence of twelve consecutive exit modes from the 1 cm long plasma waveguide is shown in Fig. 3.3, showing good mode stability. The injected 50 mJ, 40 fs laser pulse has a FWHM spot size of 13 µm and is guided with a maximum efficiency of 79% and average efficiency of 50%.

Efficient guiding of the injected femtosecond laser pulse first requires efficient coupling into the plasma waveguide. The coupling efficiency of laser pulses injected into waveguides generated in unclustered gas jet and backfill targets was limited by ~1 mm scale tapering of the electron density at the waveguide entrance. Ballistic flow of clusters in jets with a high cluster to monomer ratio has been shown.
to allow sculpting of gas density profiles on < 100 µm distance scales. Initially used for the purpose of creating modulated plasma waveguides [152,155], the same concept can be used to create sharp density transitions at the entrance and exit of the plasma waveguide. Images of two elongated cluster jet nozzles with thin skimmers at the entrance and exit are shown in Fig. 3.4. In Fig. 3.4(a) the 100 µm thick sapphire skimmers are externally attached to the elongated nozzle. Figure 3.4(b) shows a 3D printed polycarbonate nozzle with integrated ~400 µm thick skimmers.

Figure 3.5 demonstrates the sharp density transition from vacuum to the plasma channel created by the sapphire skimmers. The phase shift imparted on a probe beam by the entrance of a plasma waveguide formed in a nitrogen cluster jet is shown in Fig. 3.5(a). The waveguide entrance exhibits a density ramp of approximately 250 µm, significantly shorter than the >1 mm density gradients associated with unclustered jets. Figure 3.5(b) and 3.5(c) show the same channel ~1 ps after passage of a 0.5TW and 2 TW pulse, respectively, along with associated mode profiles at the exit of the 1 cm long waveguide. Though the channel entrance is sharp, there is still a small amount of unclustered, initially unionized gas at the
channel entrance. For this particular channel Abel inversion of the phase profile in Fig 3.5(c) yields a plasma density in front of the waveguide of $2 \times 10^{18} \text{ cm}^{-3}$. This density is clamped above approximately 1 TW ($\sim 10^{17} \text{ W/cm}^2$) in the injected pulse, consistent with ionization of the nitrogen monomers up to $\text{N}^{5+}$.

### 3.2.3 Measurement of nearly pure $\text{N}^{5+}$ plasma waveguides

Collisional ionization within clusters has been shown to lead to higher ionization states than can be achieved through field ionization alone. Further, the ionization level tends to halt at closed shell ion configurations where there is a
significant jump in ionization potential, for example He-like nitrogen or Ne-like argon [156,157]. This can be important for channel guiding experiments where ionization induced defocusing is meant to be avoided or in laser plasma accelerator experiments where the ionization injection scheme is employed [75].

The He-like ionization state of the nitrogen plasma waveguide was verified by guiding a 15 mJ, 40 fs (0.4 TW) Ti:sapphire laser pulse. The guide exit mode peak intensity was $10^{17} \text{ W/cm}^2$, containing up to 80% of the injected pulse energy. Considering that the barrier suppression ionization threshold of Li-like N$^{4+}$ (ionization potential 98 eV) ions is $\sim 10^{16}\text{ W/cm}^2$, any Li-like nitrogen ions in the channel would be ionized by the guided pulse, resulting in an increase in electron density easily detectable by interferometry. Figure 3.6 shows probe phase profiles near the exit of the plasma waveguide, taken before (a) and ~1 ps after (b) guiding of the 0.4 TW pulse. Figure 3.6(c) is the difference between (a) and (b) and would reveal any extra ionization by the guided pulse. Further, Fig. 3.6(d) shows an Abel inverted

**Figure 3.6.** Phase shift profiles of the exit of a nitrogen plasma waveguide before (a) and ~1 ps after (b) guiding a 0.4 TW laser pulse. The difference between the two profiles (c) reveals additional ionization only outside the waveguide. Abel inverted density profiles before and after guiding a 10 TW pulse (d) also show additional ionization only outside the waveguide.
density profile before and after guiding of a 10 TW pulse. It is seen that the only additional ionization occurs outside the waveguide, where uncoupled laser energy interacts with neutral clusters, verifying that the plasma channel interior is dominated by the $N^{5+}$ species. As an added check on the ionization state, the measured nitrogen molecule densities were approximately 10 times less than the average plasma densities, indicating 5 times ionization of each nitrogen atom.

**3.3 Guiding at relativistic intensities in pure $N^{5+}$ plasma waveguides**

As outlined in section 3.1, the guiding properties of a plasma channel can be significantly modified at relativistic intensities where nonlinear effects such as relativistic self-focusing and wake formation can modify the channel refractive index profile. Up to 12 TW pulses were injected into the ~1 cm pure $N^{5+}$ plasma waveguides shown in Fig. 3.5 and Fig. 3.6, with an on axis plasma density of $5 \times 10^{18} \text{cm}^{-3}$ and (non-relativistic) matched spot size of 13 $\mu$m. The critical power for relativistic self-focusing at $\lambda = 800 \text{nm}$ and $N_e = 5 \times 10^{18} \text{cm}^{-3}$ is approximately 6 TW, so we should expect to see an onset of self-focusing at these power levels. Figure 3.7 shows the energy throughput and peak intensity normalized to the intensity of the injected pulse at the exit plane of the channel shown in Fig. 3.6(d) ($N_0 = 5 \times 10^{18} \text{cm}^{-3}, w_{ch} = 13 \mu m$) as a function of injected laser power. Example guided mode profiles for three different laser powers are also shown. Each point on Fig. 3.7 is an average over 100 shots. At low powers we see excellent guided throughput with nearly 70% energy throughput in a single Gaussian mode. However, as the intensity is increased to approach $a_0 = 1$ and $P = P_{cr}$ the relative
energy throughput decreases drastically, and the transverse profile at the channel exit is highly multi-mode.

Modification of the plasma refractive index by the relativistic laser pulse causes temporal as well as spatial modification of the pulse. Pulse self-compression and self-phase modulation in plasmas have been extensively studied both theoretically and experimentally. The symmetric red and blue shifting of a pulse in the driven wakefield regime has been suggested as a diagnostic for measuring the plasma wave amplitude in laser wakefield accelerators [158]. Measurements of the laser pulse spectrum at the exit of the nitrogen plasma waveguide were made to verify coupling of the pulse to plasma waves. Figure 3.8 shows the injected pulse spectrum and the spectrum at the exit of the plasma waveguide for 2.5 TW and 10 TW injected
powers. The redshifted tail of the pulse at high intensity is indicative of coupling to plasma waves. Blue shifting of the pulse spectrum is likely caused by the ionization of the nitrogen monomers at the entrance to the waveguide.

### 3.4 Ionization injected wakefield acceleration in an N⁵⁺ waveguide

Along with extending the high intensity interaction length, the pure N⁵⁺ plasma waveguide provides an abundant source of electrons for injection into a wakefield accelerator. Recently, ionization injection of high Z dopants was proposed and demonstrated to increase electron beam charge and lower the intensity threshold for electron trapping [70–74,159,160]. In this scheme, inner shell electrons of a high Z dopant are ionized near the peak of the drive laser pulse and are trapped in the potential well of the plasma wave. In previous experiments, the high-Z dopant typically does not exceed ~10% of the total density due to laser pulse refraction by
We have demonstrated ionization injection-assisted wakefield acceleration in a pure He-like nitrogen (N$^{5+}$) plasma waveguide [75]. We have shown that use of a preformed plasma channel with a guiding structure stabilizes and narrows the accelerated electron beam compared to the use of a uniform transverse density profile [75].

The effect of the channel on electron beam generation was studied by focusing a Nd:YAG channel-forming pulse into a short, ~1.5 mm, nitrogen cluster jet. When the 200 mJ, 140 ps channel-forming pulse was focused with an axicon lens the resulting plasma expanded to form a plasma waveguide as shown in Fig. 3.9(a). When an f/20 lens was used to focus the Nd:YAG laser, a much broader plasma with a flat density profile was created as shown in Fig. 3.9(b). The target length of 1.5mm is approximately equal to the wakefield accelerator dephasing length associated with the measured on axis plasma density of $1.4 \times 10^{19}$ cm$^{-3}$ [80].

The wakefield drive pulse was an 800 nm, 40 fs Ti:sapphire laser pulse (see Chapter 2) focused by a f/9.5 off-axis parabolic mirror (OAP) and steered by an 800

Figure 3.9. Abel inverted electron density profiles produces by focusing the Nd:YAG channel forming pulse with an axicon lens (a) and an f/20 spherical lens (b). Lineouts along the dashed white line show a nearly parabolic density profile in the axicon case and a flat density profile in the lens focusing case.
nm mirror to a 15 µm FWHM spot with a peak normalized vector potential $a_0 = 1.2$. The drive pulse was synchronized with the plasma channel-forming pulse with less than 10 ps jitter and injected collinear to the plasma axis at an adjustable delay with respect to channel formation. For experiments with the plasma waveguide, the drive pulse was focused through a hole in the axicon, as shown in Fig. 3.1. For experiments with the flat plasma profile, the 1064 nm pulse was focused by a lens through an 800 nm turning mirror and onto the cluster target.

An image of this waveguide’s low intensity exit mode, with spot size FWHM of 14 µm, is shown in Fig. 3.10(b), in agreement with the calculated mode for this index profile. The low intensity exit mode shows guiding over approximately 2.5 Rayleigh lengths. By tuning the gas jet backing pressure, the peak on-axis density for both cases was set to $1.4 \times 10^{19}$ cm$^{-3}$. Both channels have long density ramps along the laser propagation axis which follow the neutral N$_2$ molecule density profile. Particle-in-cell (PIC) simulations presented later show that the density gradient at the end of the channel helps to trap the ionized inner-shell electrons by expanding the plasma bucket, as has been reported by other groups [34].

A 10TW drive laser pulse with a peak intensity of $3.3 \times 10^{18}$ W/cm$^2$ ($a_0 = 1.2$) at the focus was injected into both pre-formed plasma density profiles. Figure 3.10(a) shows optical spectra of the drive pulse after exiting the flat and waveguide profiles. The spectrum from the waveguide shows a significant red wing, consistent with pulse self-phase modulation over the guide length by a large amplitude plasma wave [158], while the spectrum from the flat profile is largely blue-shifted due to significant interaction of the drive pulse with unionized clusters outside the flat plasma profile.
Laser pulse exit mode images from the waveguide (Fig. 3.10(c)) show stable shot-to-shot confinement, although relativistic contributions to the waveguide index profile distort the mode compared to Fig. 3.10(b). By contrast, the beam from the flat profile (Fig. 3.10(d)) is not stable and shows a tight, relativistically self-focused spot that varies shot-to-shot along with significant unfocused energy outside of the flat plasma region. Interaction of the unfocused energy with unionized clusters explains the largely blue-shifted spectrum. This shows that even though the peak laser power satisfies $P/P_{cr} > 3$ at the channel center, under our conditions the plasma waveguide is more effective than relativistic self-focusing in confining laser pulse energy to the propagation axis. This enables the guided pulse to drive a large amplitude plasma

Figure 3.10. (a) Optical spectra of the 10 TW pulse before (blue) and after interaction with a flat (black) and guiding (red) electron density profile, each with a peak on axis density of $1.4 \times 10^{19}$ cm$^{-3}$. A low intensity (0.4 TW) guided mode (b) shows a Gaussian mode with 14 µm FWHM. High power (10 TW) exit modes from the channel profile (c) and flat density profile (d) show improved confinement by the plasma waveguide.
wave over a longer distance, resulting in the significant redshift missing in the flat plasma case.

The electron beam transverse profile and charge were measured using a Lanex fluorescing screen and published electron to photon conversion efficiencies [161,162]. The beam energy spectrum was measured using a 0.5 T magnetic spectrometer coupled to the same Lanex fluorescing screen. Figure 3.11 shows electron beam profiles from the waveguide plasma, (a), and from the flat waveguide, (b). The electron beam from the plasma waveguide is both more tightly collimated (2.8 mrad shot-averaged divergence vs. 6.6 mrad from the flat channel)
and more stable (12 mrad standard deviation in beam pointing vs. 42 mrad). The charge in the tightly collimated, energetic electron beams of (a) is estimated to be approximately 5 pC based on prior calibration of the Lanex fluorescence [162] and estimated efficiency of the imaging system.

For the plasma waveguide, we observed a quasi-monoenergetic peak as large as 120 MeV (d), with average peak energy ~65 MeV (c), with a low energy tail extending down to 32 MeV. The low energy tail is commonly observed in ionization injection from continuous injection throughout the acceleration process [74,159,160]. For the flat channel, however, the electron energy could not be measured due to unstable beam pointing through the magnetic spectrometer.

To gain insight into the trapping and acceleration processes in the N$^{5+}$ plasma waveguide 3D particle-in-cell simulations were performed using the code TurboWAVE [163], which includes a tunneling ionization model [164]. In order to assess the contribution of ionization injection from N$^{5+}$ ions in the waveguide, simulations were performed for (i) a helium-like nitrogen plasma waveguide and (ii) a pre-ionized hydrogen channel with the same electron density profile as (i). A $\lambda=800$ nm, 40 fs, $3.3\times10^{18}$ W/cm$^2$ peak intensity pulse, with a 14 $\mu$m FWHM beam waist was guided in both the N$^{5+}$ and H$^+$ plasma waveguides. Corresponding to the measured waveguide profile of Fig. 3.9(a), each end of the simulated channel had an initial 700$\mu$m linear density ramp with on-axis densities rising from $8\times10^{18}$ cm$^{-3}$ to $1.4\times10^{19}$ cm$^{-3}$, with a 100 $\mu$m plateau region in the middle. A short 50 $\mu$m ramp at either end brought the plasma density to vacuum. The total charge was neutralized by distributing either N$^{5+}$ or H$^+$ ions within the channel.
Electron beams similar to those observed experimentally, though with substantially higher charge, were produced from the simulated helium-like nitrogen plasma channel. A mono-energetic peak appears at 80MeV with a long low energy tail, as can be seen in the phase space plots Fig. 3.12(c) and 3.12(d). We can see the trapped electrons inside the bucket in Fig. 3.12(a), which shows a charge density plot near the end of the N\textsuperscript{5+} channel. In contrast, Fig. 3.12(b) shows that no significant trapping occurs in the hydrogen plasma channel.

Figures 3.12(a) and 3.12(c) also show that two spatially separated beams are trapped. The first beam has a lower charge (14pC) and a broad spectrum extending up...
to 150MeV, whereas the second beam contains much more charge (55pC) and the energy distribution has a quasi-monoenergetic peak at 80MeV. From the simulations, we observe that the second beam is trapped at the density down ramp, whereas the first beam is trapped starting from the entrance of the channel. Due to the significant difference in accelerated charge observed between the experiment and simulations, only the down ramp injected electrons are seen in the experimental electron spectra. The density down ramp traps significant charge in a short time by expanding the plasma bucket, giving rise to the quasi-monoenergetic peak. Even with the density down ramp, the plasma wave driven by the laser pulse was not strong enough to self-trap background plasma electrons without the help of ionization injection, and simulations showed that both beams are composed of K-shell electrons ionized near the peak of the drive laser pulse.
Chapter 4: Guiding of quasi-radially polarized modes in a plasma channel

4.1 Direct acceleration in a plasma slow wave structure

The vast majority of publications relating to laser driven plasma electron accelerators have focused on the laser wakefield (LWFA) technique described in the introduction to this dissertation. However, as outlined in that chapter, a major impediment to widespread application of these advanced accelerator concepts is the size, cost, and repetition rate of the drive lasers needed to create such an accelerator. Whereas the LWFA concept uses the large electrostatic fields associated with a laser driven nonlinear plasma wave, there have been a number of attempts to use the laser field itself, by far the largest electric field available in the lab, as an accelerating field [15,16,81,165,166]. There are three major impediments to using a laser electric field to accelerate charged particles. First, the laser field is oscillatory, so either the acceleration must be subcycle or the symmetry between the acceleration and deceleration phases must be broken. Second, the laser field is normally transverse to the laser propagation direction. This impediment can be overcome by using the strong longitudinal fields at the focus of a radially polarized pulse [15,167–169]. Acceleration of electron beams by tightly focused radially polarized beams in a background gas has been demonstrated, though at relatively small net energy transfer [15,165]. Finally, for high energy acceleration the high field intensity must be maintained over sufficient distances. This constraint is frequently limited by the
Rayleigh range of the focused beam but can be overcome through the use of guiding structures such as those presented in Chapter 3.

Recently a quasi-phase-matching DLA scheme has been proposed and studied both analytically and through particle-in-cell (PIC) simulations [12,84,85,170]. In this scheme the longitudinal field of a radially polarized femtosecond laser pulse is used as the accelerating field. The radially polarized pulse is injected along with a co-propagating relativistic electron beam into a plasma slow wave guiding structure. The slow wave structure is formed by applying axial density modulations to a plasma waveguide such as those described in Chapter 3.

In the limit that the laser frequency, $\omega_0$, is much larger than the plasma frequency, $\omega_p = \sqrt{4\pi N_e e^2 / m_e}$, the phase velocity of an electromagnetic wave propagating in an unmodulated plasma channel is given by

$$\frac{v_p}{c} = 1 + \frac{N_{e,0}}{2N_{cr}} + \frac{4}{k_0^2 w_{ch}^2}$$

where $N_{e,0}$ is the on axis electron density, $N_{cr}$ is the laser critical density, $w_{ch}$ is the matched spot size of the waveguide, and $k_0$ is the laser wavenumber [61]. It is evident that the phase velocity is strictly superluminal and, therefore, cannot be matched to the velocity of a co-propagating relativistic electron. However, in the presence of axial density modulations the phase velocity becomes

$$\frac{v_p}{c} = 1 + \frac{\bar{N}_{e,0}}{2N_{cr}} + \frac{4}{k_0^2 w_{ch}^2} - \frac{m k_{mod}}{k_0}$$

where now $\bar{N}_{e,0}$ is the longitudinally averaged on axis electron density, $k_{mod} = 2\pi / d_{mod}$ is the wavenumber associated with the density modulation period $d_{mod}$, and $m$ is an integer [12,84]. The axial density modulations launch axial harmonics of the
pulse which propagate at slower (for $m>0$) or faster (for $m<0$) phase velocity than the fundamental axial mode ($m=0$) through the waveguide. The $m>0$ waves are called “slow waves” in the RF and microwave literature and, through proper tuning of $k_{\text{mod}}$, can be made to propagate at or below the speed of light. The slow wave structure breaks the symmetry between accelerating and decelerating phases of the pulse as it interacts with the co-propagating electron beam, allowing a net energy transfer to the electrons over the length of the plasma waveguide. Similar to quasi-phase-matching in nonlinear optics [171,172], the electron periodically gains and loses energy as it propagates, with a net gain in each cycle resulting in a net energy gain over the full propagation path.

A simple scaling law for the energy gain in the quasi-phase-matched DLA process was developed by York et al. [12] by considering the maximum energy gain $\Delta E_{\text{DLA}}$ of a highly relativistic test electron accelerated in a modulated channel,

$$\frac{\Delta E_{\text{DLA}}}{m_e c^2} \sim 4 \delta a_0 \left( \frac{\sigma_z}{\lambda_{ch}} \right) \left( \frac{\lambda_p}{\lambda_0} \right)^2 \left( 1 + \frac{2 \lambda_p^2}{\pi^2 w_{ch}^2} \right)^{-2}$$  \hspace{1cm} (4.1)

where $\delta$ is the modulation depth of the corrugated plasma waveguide, $a_0$ is the laser normalized vector potential, $\sigma_z$ is the longitudinal extent of the laser pulse, $\lambda_p$ is the plasma wavelength, and $\lambda_0$ is the laser wavelength [12]. Dephasing in the DLA process occurs when the accelerated electron outruns the laser pulse envelope. The DLA energy gain of equation (4.1) can be compared to that for LWFA,

$$\frac{\Delta E_{\text{LWFA}}}{m_e c^2} \sim \frac{a_0^2}{\sqrt{1 + a_0^2 / 2}} \left( \frac{\lambda_p}{\lambda_0} \right)^2 \left( 1 + \frac{2 \lambda_p^2}{\pi^2 w_{ch}^2} \right)^{-1}$$  \hspace{1cm} (4.2)
as derived by Hubbard et al. in the mildly relativistic regime [77]. For typical experimental parameters $\lambda_0 = 800 \text{ nm}$, $w_{ch} = 15 \mu\text{m}$, $a_0 = 0.25$, $\frac{\sigma_z}{c} = 300 \text{ fs}$ corresponding to a 1.9 TW laser power, $N_{e,0} = 7 \times 10^{18} \text{ cm}^{-3}$, $\delta = 0.9$, and a modulation period $d_{mod} = 349 \mu\text{m}$, York et al. [12] calculate a peak energy gain of $\frac{\Delta E_{DLA}}{m_e c^2} \sim 1000$. This is comparable to the energy gain $\frac{\Delta E_{LWA}}{m_e c^2} \sim 750$ calculated in [77] for a wakefield accelerator driven by a 7.16 TW laser in a suitable plasma channel. However, the linear dependence of the DLA energy gain with the laser field provides the strongest advantage of such a scheme. Even with peak powers $\sim 10 \text{ GW}$ typical of kHz regenerative amplifiers the DLA scheme can yield energy gains $\frac{\Delta E_{DLA}}{m_e c^2} \sim 50$ whereas highly nonlinear wakefield accelerators are generally unable to operate. This scaling argument shows that DLA is an intriguing technique for applications requiring moderate electron energies and high repetition rates in a compact and affordable package.

4.2 Generation of modulated waveguides for DLA

The first major hurdle for a proof of concept demonstration of DLA was the generation of a suitably micro-structured plasma waveguide to serve as the slow wave structure. This was first accomplished by Layer et al. using the hydrodynamic expansion method to form the plasma waveguide using a clustered gas target and an auxiliary $\sim 100 \text{ ps}$ pulse as outlined in Chapter 3 [173]. The axial modulations were achieved by imaging a diffractive “ring grating” to the axicon as shown in Fig. 4.1(a). Multiple diffraction orders from the ring grating interfering on axis created axial intensity modulations of the channel forming pulse. The axial intensity modulations
lead to a modulation of the ionization depth along the channel creating the necessary density modulations.

A simpler method, shown in Fig. 4.1(b), has been demonstrated for creating modulated channels in which the elongated cluster target is periodically obstructed using an array of thin wires [152,155,174]. The obstruction method has the advantage of providing large modulation depths, which may enhance the total energy gain in the accelerator [174]. Figure 4.2 shows the time evolution of a modulated
channel created in a nitrogen cluster jet with a 200 µm period wire array. Using 25µm diameter tungsten wires, modulation periods as small as ~70 µm were possible without significant loss of density in the unobstructed regions between the wires. These small modulation periods can be important for ramping the quasi-phase-matching period to successfully accelerate lower energy electrons [170]. However, it was found that with such small wire spacings the cluster flow properties become important for maintaining a quality plasma channel [152]. If there is a significant monomer fraction to the supersonic flow past the wire obstructions, then shock waves form which can disassemble the clusters [174]. The effect of shocks is eliminated with increased cluster size accompanied by a reduced monomer component of the flow. When the cluster flow is ballistic (the mean free path for cluster collisions is much larger than the wire diameter) the shockwaves disappear and a clear shadow appears behind the wires. Figure 4.3 demonstrates the effect of

**Figure 4.2.** Abel inverted density profile of wire modulated plasmas as a function of probe delay. After ~1 ns delays a density minimum develops on axis providing a suitable density profile for optical guiding. Axial density modulations with a 220 µm period are generated by obstructing the cluster flow with 25 µm diameter tungsten wires.
jet reservoir temperature, and consequently cluster size, on shock formation behind a single wire in a nitrogen cluster jet.

Both the ring grating and wire modulation methods provide static modulation periods, and a new ring grating or wire array must be fabricated for each modulation period. For experimental optimization of the phase matching process a dynamic modulation period which can be controlled on the fly is preferred. This is particularly true in the case of period or density ramping, where the seed electron beam is of too
low an initial velocity to be phase matched at a single period over the entire interaction length [85]. The use of a spatial light modulator to dynamically shape the intensity profile of the channel-forming pulse shows promise in providing dynamic modulation control [175]. This is the subject of ongoing work and could also provide fine control of channel profiles for improved coupling to plasma channels or controllable density dips which have been used as a diagnostic for laser wakefield accelerators [176,177].

4.3 Generation and focusing of quasi-radially polarized beams

Radially polarized laser beams (RPLBs), proposed as the drive field for the DLA scheme and other direct particle acceleration schemes, have found applications in a variety of fields including optical trapping [178,179], laser machining [180,181], and microscopy [182]. A RPLB is particularly interesting in all of these fields because, when focused with a high numerical aperture lens the (non-paraxial) RPLB can produce a dominant longitudinal field at its focal plane with a transverse extent smaller than the conventional diffraction limit for linearly polarized beams [182]. Due to this field structure, the RPLB has been described as a free space analog to TM modes found in RF and microwave waveguides [183,184]. In the paraxial limit, the fields of the RPLB can be derived by considering an axially polarized vector potential in the Lorentz gauge satisfying the Helmholtz equation [183]. The vector potential has standard Gaussian mode solutions the lowest of which is of the form

\[ A_z = \frac{A_0}{k\bar{q}(z)} \exp \left[ ik \frac{x^2 + y^2}{2\bar{q}(z)} + ikz \right] \]
where $\tilde{q}(z) = z - iz_R$ is the complex Gaussian beam parameter and $k = \omega/c$ is the wavenumber. The electric and magnetic fields can then be calculated from simple relations $\vec{B} = \nabla \times \vec{A}$ and $\vec{E} = -\frac{ic}{k} \nabla \times B$ to be

$$B_\theta = -\frac{ikr}{\tilde{q}} A_z$$

$$E_r = c B_\theta$$

$$E_z = -\frac{2c}{\tilde{q}} \left( 1 + \frac{ikr^2}{2\tilde{q}} \right) A_z.$$

Much effort has gone into the calculation of the longitudinal fields of RPLBs in nonparaxial and pulsed (non-monochromatic) limits in which case a significant fraction of the electromagnetic energy can be contained in the longitudinal field [13,182,184,185].

Methods have been demonstrated for generating RPLBs both inside and outside the laser cavity. Due to the complexity of maintaining radial symmetry inside of a laser cavity, which will normally be broken by polarizing or Brewster angle

---

**Figure 4.4.** Concept of a segmented waveplate used for generating approximately radially polarized light. Slices of a $\lambda/2$ waveplate are arranged with slowly varying orientation of the birefringent crystal’s slow axis. This causes a varying rotation of the laser polarization with the azimuthal angle.
optics, extra-cavity radial polarizing schemes are of interest for generating a DLA drive pulse. The most commonly used method of generating radial polarization is the segmented waveplate [186,187]. This consists of a standard half wave plate which has been cut into various segments and rearranged such that the slow axis rotates around the optic as shown in Fig. 4.4. A linearly polarized beam passing through the segmented waveplate will experience a difference in polarization rotation around the azimuthal angle following the slow axis of the waveplate giving an approximately radially polarized beam. The degree of radial polarization (and cost of the waveplate) increases with an increasing number of segments. Recently, commercial radial polarizers based on liquid crystal spatial light modulators have become available which can give an excellent approximation to a purely radially polarized beam, but suffer from a relatively low damage threshold [188].

It has been shown that a RPLB can be constructed as a linear combination of linearly polarized Hermite-Gaussian TEM$_{01}$ and TEM$_{10}$ modes [90,189]. Therefore, we can consider the lowest order approximation to radial polarization to be a linearly polarized Hermite-Gaussian TEM$_{01}$ mode. These modes can be produced by passing a linearly polarized beam through an appropriate (reflective or transmissive) step phase plate which applies a $\pi$ phase shift across two halves of the beam. This was accomplished on our system by placing a 2 $\mu$m thick “half-pellicle” in the beam path. The half-pellicle is a standard optical pellicle in which half the film has been cut away with a razor blade. The angle of the pellicle was tuned to create a half wave difference in the optical path length across the beam as shown in Fig. 4.5(a). The measured intensity profile of the resulting beam at the focal plane is shown in Fig.
4.6(a). The focal plane of a pure TEM$_{01}$ mode is shown in Fig. 4.6(b), and lineouts parallel to the polarization direction are plotted in Fig. 4.6(c). The overlap integral of the half-pellicle mode with a pure Hermite-Gaussian TEM$_{01}$ mode is

$$\frac{P_{01}}{P_{HP}} = \frac{\int E_{HP} u_{01}^* dA}{\int |E_{HP}|^2 dA} = 0.85$$

where a flat phase profile is assumed so that $E_{HP} = \sqrt{I_{HP}}$.

The longitudinal field of a Hermite-Gaussian mode can be approximated in the paraxial limit by considering Gauss’s law near the focal plane [81,182]. In the paraxial limit the electric field satisfies the Helmholtz equation

$$\frac{\partial}{\partial z} E = \frac{i}{2k} \nabla_\perp^2 E.$$ 

The Gaussian lowest order mode is given by

$$E_{00}(x, y, z) = E_0 \frac{w_0}{w(z)} \exp\left(-\frac{x^2 + y^2}{w(z)^2} + i \left[kz - \eta(z) + \frac{k(x^2 + y^2)}{2R(z)} \right]\right)$$
where \( w(z) = w_0 \sqrt{1 + z^2/z_R^2} \) is the beam spot size, \( R(z) = z(1 + z_R^2/z^2) \) is the beam phase front curvature, \( \eta(z) = \arctan(z/z_R) \) is the Guoy phase shift, and \( z_R = k w_0^2/2 \) is the Rayleigh length [91]. Higher order modes can be derived from the fundamental mode by the recursion relation

\[
E_{nm}^{HG}(x, y, z) = w_0^{n+m} \frac{\partial^n}{\partial x^n} \frac{\partial^m}{\partial y^m} E_{00}(x, y, z)
\]

which yields

\[
E_{01}^{HG}(x, y, z) = - \frac{2 x w_0}{w(z)^2} \left( 1 - \frac{i k w(z)^2}{2 R(z)} \right) E_{00}(x, y, z)
\]
for the first higher order mode [190]. The paraxial approximation, by solving only the scalar wave equation, explicitly assumes $E_z = 0$ and all modes are TEM. However, using Gauss’s law we can at least approximate the longitudinal field near the beam waist as

$$E_z(x, y, z = 0) = -\int \frac{\partial}{\partial x} E_x(x, y, z) dz,$$

where the beam is assumed linearly polarized in the x direction and we take $z = 0$ after the integration. For the $E^{HG}_{01}$ mode this gives

$$E_z = -\frac{2i}{k w_0} E_0 \left[ 1 - \frac{2x^2}{w_0^2} \right] e^{-\frac{x^2+y^2}{w_0^2}}.$$ 

The longitudinal field is seen to be 90 degrees out of phase with the radial field and has a maximum on axis whereas the transverse field vanishes on axis with a maximum at $x = w_0/\sqrt{2}$. The ratio of longitudinal to transverse field maxima is found to be

$$\left| \frac{E_{\max,z}}{E_{\max,x}} \right| = \frac{\sqrt{2}e}{k w_0}.$$

For typical focusing parameters in our experiments, $k w_0 \sim 80$ so $\left| \frac{E_{\max,z}}{E_{\max,x}} \right| \sim 3\%$. As might be expected, this is exactly half the peak accelerating field calculated in the paraxial limit for a purely radially polarized beam with the same peak electric field [81]. If we instead compare the peak longitudinal field, $E^{01}_{z,\max}$, of a TEM$_{01}$ mode to that of a purely radially polarized mode, $E^{r}_{z,\max}$, with the same total energy, we find that $E^{01}_{z,\max} = \frac{E^{r}_{z,\max}}{\sqrt{2}} = 0.707 \times E^{r}_{z,\max}.$
4.4 Guiding of a TEM$_{01}$ mode in a plasma channel

The approximately parabolic plasma channel described in Chapter 3 will support higher order modes, allowing matched guiding of the half-pellicle mode (near-TEM$_{01}$ mode) with its associated axial field component [61]. The controlled guiding of higher order modes in a plasma channel has never before been demonstrated experimentally to the best of our knowledge. Plasma waveguides were generated by focusing a 250mJ, 140ps Nd:YAG laser pulse over an 11 mm nitrogen cluster jet. The clusters ionize and collisionally absorb the Nd:YAG pulse. The plasma expands at the ion acoustic speed and after approximately 700 ps forms a density minimum on axis with an index profile supporting guided modes. Figure 4.7 shows the Abel-inverted density profile of the first 1.4 mm of the 11 mm plasma as well as a transverse lineout showing the density minimum on axis and the approximately parabolic density profile between the shock walls. Figure 4.7(c) and

![Abel inverted density profile](image)

**Figure 4.7.** The Abel inverted density profile of the first 1.4 mm of an 11 mm nitrogen plasma waveguide (a) with a lineout shown in (b). A Gaussian input mode with an 11 µm spot size (c) is guided with approximately 60% energy throughput and the same spot size as the input mode (d).
4.7(d) show sample injected and guided Gaussian modes using the same spatial and color scales. The Gaussian input TEM$_{00}$ mode (10 mJ, 40 fs) has a spot size of $w_0 = 11 \mu m$. Guided throughput is approximately 60% over a distance of 20 Rayleigh lengths with an 11 µm spot size.

The half pellicle was inserted before the vacuum pulse compressor, and the beam was focused onto the entrance of the plasma waveguide with an injected focal spot profile shown in Fig. 4.6(a). The calculated $w_0$ of the approximate TEM$_{01}$ mode was 11 µm, identical to the guided Gaussian mode in Fig. 4.7(d). Figure 4.8 shows a series of guided half-pellicle-injected modes from ten consecutive laser shots. The exit modes retain the TEM$_{01}$ mode structure over the 11 mm propagation length with an average energy throughput of ~30%. While the energy throughput is somewhat low, the expected peak longitudinal field at the exit of the plasma waveguide is still an impressive ~100 MV/cm. Using the DLA relations for energy gain this gives a ~24 MV/cm accelerating gradient. This is well within detection limits for a proof of principle DLA demonstration with an input mode energy of 10 mJ and 30% energy throughput.

**Figure 4.8.** Series of guided modes at the exit of an 11 mm nitrogen plasma waveguide. The modes retain the two-lobe structure of the injected near-TEM$_{01}$ mode with an energy throughput of ~30%.
Chapter 5: Characterization of a micrometer-scale cryogenically cooled gas jet for near critical density laser-plasma experiments

5.1 Introduction

Gas jets have been employed as targets in high intensity laser-matter interaction studies for decades. Experiments utilizing gas jets span a wide variety of applications including electron and ion acceleration [27,29,191,192], high harmonic generation [193,194], x-ray lasers [133], and even generation of fusion neutrons [195]. The main draw of gas jets, as compared to solid targets or static gas fills, is the ability to create a well-controlled, automatically replenishing target that can be used at relatively high repetition rate without requiring target rasterization schemes. Fine control of the gas density and profile has been demonstrated by multiple groups through engineering of the valve design [196–198], nozzle geometry [199–202], and through external shaping of the resulting gas flow [152,155,203,204].

In experiments with these gas jets, the electron density has generally been limited to less than $\sim 10^{20} \text{cm}^{-3}$, with interaction lengths on the millimeter scale. This density precludes the study of the near critical plasma density regime with ultrashort Ti:Sapphire laser pulses ($N_{\text{crit}} \approx 1.7 \times 10^{21} \text{cm}^{-3}$). Two notable exceptions to this limitation are the schemes presented by Sylla et al. [197] and Kaganovich et al. [203] for achieving thin, high density plasmas suitable for the study of near critical phenomena. Sylla et al. achieved a critical density plasma by implementing a novel valve design which boosts the pressure above 4000 psi behind
a ~400 µm nozzle. Kaganovich et al. generate a shockwave in a standard gas jet by ablating a metal plate with a nanosecond laser a controlled time before the main interacting pulse. The density of the gas in the thin shock can be many times higher than the ambient gas density, boosting the target density into the near critical regime.

Here, a simple method for generating thin, near critical density plasmas which avoids complicated pressure boosting schemes or secondary lasers is presented. The technique hinges on the use of a cryogenically cooled high pressure solenoid valve coupled to a variety of thin nozzles with diameters as small as 50 µm. Sonic nozzles are employed to maximize the peak molecule number density at the nozzle output for a given nozzle minimum diameter. The cryogenic cooling increases the molecule number density inside the reservoir for a fixed valve backing pressure which, in the isentropic limit, proportionally increases the number density at the orifice exit plane.

### 5.2 High density valve design

The valve used in the high density jet design is a solenoid valve held in a custom cooling jacket, shown in Fig. 5.1(c), which uses a combination of liquid nitrogen and electrically driven heating elements to control the valve reservoir temperature. The reservoir temperature can be controlled to within 1 degree Celsius between room temperature and ~ -160º C. A series of custom nozzles was fabricated which attach to the solenoid valve with two main designs. The first design, shown in Fig. 5.1(a), uses a straight ~1 cm long section of a thin needle which restricts the flow directly at the valve orifice. The second design, shown in Fig. 5.1(b), uses a precision tapered nozzle with 12 degree taper starting from ~2.5 mm diameter at the base. The minimum inner diameters, referred to as the nozzle throat, ranged from 50 µm to 150
101 µm for both nozzle designs. In all nozzles, a “sonic” design was employed where the nozzle diameter at the exit plane was equal to the throat diameter. This is in contrast to supersonic nozzles employing a converging-diverging (de Laval) design to reach high Mach numbers [205].

Controlling the reservoir temperature and pressure along with the nozzle exit diameter allowed us to access peak molecular densities in the range $10^{19}-10^{21}$ cm$^{-3}$. The radial density profile of the gas flow was nearly Gaussian with full width at half maximum (FWHM) of 100-200 µm depending on the diameter of the nozzle exit orifice. Depending on the gas species used, when ionized this covers underdense through overdense plasma regimes for an 800 nm Ti:Sapphire laser ($N_{\text{crit}} \approx 1.7 \times 10^{21} cm^{-3}$).

Figure 5.1. Custom fabricated straight (a) and tapered (b) nozzles with ~100 µm throats. The gas jet is held in a custom cooling block (c) which can cool the jet to cryogenic temperatures.
5.3 Isentropic flow model

The flow of gas from the jet can be modelled as the steady, one-dimensional isentropic flow of an ideal gas into a low pressure reservoir [206]. The gas in the valve reservoir is held at a given stagnation (zero velocity) temperature, $T_0$, and pressure, $P_0$. Flow from the reservoir is forced through a narrow orifice by the pressure gradient between the reservoir and vacuum chamber which is held at a pressure, $P_b$. We seek to calculate the molecule density, $n$, at the exit of the nozzle as a function of the reservoir and nozzle parameters.

The steady flow assumption is validated by measurements of the gas density as a function of time presented in section 5.5 which show a fast rise in the gas density output followed by a plateau. The isentropic flow assumption requires that the flow be adiabatic and inviscid. We can validate the adiabatic nature of the flow by calculating the heat transfer from the nozzle to the gas as it transits the nozzle. The total heat transfer is given by $\Delta Q = -\kappa A \frac{dT}{dr} \Delta t$ where $\kappa$ is the thermal conductivity of the gas ($\kappa \approx 0.069 \, W/m/K$ for hydrogen at 100 K [207]), $A$ is the gas contact area which is taken to be the inner wall of the nozzle $\sim$3 mm$^2$, the temperature gradient $dT/dr$, taken across the diameter of the nozzle throat, is calculated using isentropic fluid equations presented below to be $\sim$200 K/mm, and the transit time $\Delta t \sim$10$\mu$s is estimated by assuming the gas flows at the sound speed ($c_s = \sqrt{\gamma k_B T_0 / m} \approx 800 \, m/s$) through the 1 cm long nozzle. With these parameters 0.5 $\mu$J is transferred to the gas as it transits the nozzle. The change in temperature of the hydrogen gas through heat conduction is given by $\Delta T = Q/C_v$ where $C_v \approx 13 \, J/g/K$ is the specific heat capacity of hydrogen at constant volume. For the nozzle volume of 0.2
mm$^3$ and a hydrogen molecule density $\approx 10^{21}$ cm$^{-3}$ approximately 0.3 µmol of hydrogen is contained in the nozzle at a given time. Therefore the 0.5 µJ transferred to the gas as it transits the nozzle yields a temperature change $\approx 0.1$ K. This is much less than the temperature change in the gas due to expansion from the reservoir through the nozzle, which is $\approx 10$ K calculated from the isentropic flow relations given below with $M = 1$, so we may use the adiabatic approximation.

The effect of viscosity on the flow can be expressed through the dimensionless Reynold’s number, $Re = \rho V D / \mu$, where $\rho$ is the fluid mass density, $V$ is the flow velocity, $D$ is the nozzle diameter, and $\mu$ is the fluid dynamic viscosity. The Reynold’s number represents the ratio of the inertial to viscous forces acting on the fluid, with high Reynold’s numbers representing inertially dominated flow. We can estimate $Re$ by considering a flow at the stagnation temperature and pressure within the jet reservoir moving through the needle nozzle at the sound speed. This will be shown below to give the correct order of magnitude for the Reynold’s number under isentropic flow conditions. We consider the stagnation conditions $T_0 = -160^\circ C = 113 K$, $P_0 = 1000$ psi $= 7 MPa$, $n_0 = 4.4 \times 10^{21} cm^{-3}$ and $c_s = \sqrt{\gamma k_B T / m} = 840 m/s$. The dynamic viscosity of hydrogen can be approximated by Sutherland’s formula for the viscosity of an ideal gas, $\mu = CT^{3/2} / (T + S)$ where $C$ and $S$ are empirically measured gas dependent constants [208]. For hydrogen, $C = 0.64$ and $S = 72$ [209] so at $T_0 = 113 K$ the dynamic viscosity is $\mu = 4.2 \mu Pa \cdot s$. Plugging these values in to the formula for $Re$ with a tube diameter of 100 µm gives $Re \approx 3 \times 10^5$. The boundary layer thickness, $\delta_L$, a distance $L$ along the nozzle can be estimated as $\delta_L / L \sim 1 / \sqrt{Re} = .002$. The needle aspect ratio is $\sim 1/100$, so the
boundary layer thickness at the exit of the needle is estimated to be about 20% of the nozzle diameter. The boundary layers may reduce the overall flow rate somewhat, but the flow near the center of the nozzle may be approximated as isentropic.

In an ideal isentropic flow one can express the gas temperature, $T$, and pressure, $P$, in terms of the gas specific heat ratio, $\gamma = \frac{c_p}{c_v} > 1$ and the Mach number, $M = \frac{V}{c_s}$ where $V$ is the fluid velocity and $c_s$ the sound speed via [210]

\[
\frac{T_0}{T} = 1 + \frac{\gamma - 1}{2} M^2 \tag{5.1}
\]

\[
\frac{P_0}{P} = \left(1 + \frac{\gamma - 1}{2} M^2\right)^{\frac{\gamma}{\gamma - 1}} \tag{5.2}
\]

where $P_0$ and $T_0$ are the stagnation temperature and pressure (i.e. conditions where $M = 0$). Equations (5.1) and (5.2) follow from the assumption that energy in the fluid is conserved so that the stagnation properties of the flow remain constant throughout the expansion. Further, since the flow is isentropic, $Pn^{-\gamma} =$ constant, the gas density is given by

\[
\frac{n_0}{n} = \left(1 + \frac{\gamma - 1}{2} M^2\right)^{\frac{1}{\gamma - 1}}. \tag{5.3}
\]

Equation (5.3) indicates the fluid density drops rapidly as the Mach number increases. Therefore, to reach the highest density possible at the nozzle exit, the Mach number should be minimized.

Equations (5.1)-(5.3) also lead to the definition of the fluid critical properties, defined as the fluid state corresponding to exactly sonic flow ($M = 1$) [210]. The critical properties, denoted with a *, can be written in terms of the stagnation properties as
\[
\frac{T^*}{T_0} = \frac{2}{\gamma + 1},
\]
\[
\frac{P^*}{P_0} = \left(\frac{2}{\gamma + 1}\right)^{\gamma-1},
\]
\[
\frac{n^*}{n_0} = \left(\frac{2}{\gamma + 1}\right)^{1-\gamma}.\]

Consider the steady gas flow from a region held at high pressure, \(P_0\), to a region held at low pressure, \(P_b \leq P_0\), as is the case for the high pressure jet flowing into the vacuum chamber. If \(P_b < P^*\) then at some point between the (fixed) high and low pressure regions the flow will reach sonic velocity. For diatomic gases such as hydrogen, \(\gamma = 1.4\) and \(\frac{P^*}{P_0} = 0.528\). The ratio between the jet backing pressure and the vacuum chamber background pressure is \(~10^{-5}\), so the flow from the jet will reach at least the sound speed. Since the jet output density given by equation (5.3) is strictly decreasing as a function of \(M\) and we know the flow must reach at least the sound speed as it exits the nozzle, the achievable output density is maximized by a nozzle which has \(M = 1\) at the exit plane, which is called a sonic nozzle. Sonic nozzles are achieved by using a converging or fixed nozzle cross section in contrast to supersonic nozzles which have a converging-diverging (de Laval) geometry [206].

The molecule density at the exit of the sonic nozzle is given by

\[
n^* = n_0 \left(\frac{2}{\gamma + 1}\right)^{1-\gamma} \approx 0.63 \times n_0 = 0.64 \times \frac{P_0}{k_B T_0}\]

(5.4)

where \(\gamma = 1.4\) for a diatomic gas and the ideal gas equation of state are assumed. Equation (5.4) shows that increasing the gas density at the nozzle exit can be achieved by increasing the gas density in the nozzle reservoir. From the equation of
state, increasing the reservoir density is achieved by increasing the nozzle backing pressure, $P_0$, or by decreasing the reservoir temperature, $T_0$. Cryogenic cooling of the reservoir temperature thus serves to increase the total jet output density proportional to $T_0^{-1}$ where $T_0$ is given in Kelvin.

5.4 Experimental setup

The output density of the gas jet as a function of temperature, pressure, and nozzle geometry was characterized by transverse interferometry with a < 100 fs, 400 nm probe pulse derived from our 25 TW Ti:Sapphire laser system [141,211]. Figure 5.2 shows a diagram of the experimental setup. The phase shift due to the gas is extracted by shearing the 400 nm probe inside a folded wave front interferometer and extracting the phase shift through Fourier techniques [212]. The extracted 2D phase profile represents the phase shift, $\Delta \phi(x)$, accumulated by different chords through the gas profile and can be related to the radial gas density profile through the Abel transform

$$\eta(r) - 1 = -\frac{1}{k\pi} \int_{r_0}^{r} \left( \frac{d\Delta \phi(x)}{dx} \right) \frac{dx}{\sqrt{x^2 - r^2}}$$

(5.5)

and the relation

$$n(r) = \frac{\eta(r) - 1}{2\pi\alpha}.$$  

Here $\eta(r)$ is the gas refractive index, $k = 2\pi/\lambda$ is the probe wavenumber, $r$ is the radial coordinate, $r_0$ is a radius at which the gas density goes to zero, $n(r)$ is the gas number density, and $\alpha$ is the gas molecular polarizability. The integral transform of equation (5.5) can be solved numerically or, with a suitable phase shift profile
for $\Delta \phi(x)$, analytically. In all of our measurements $\Delta \phi(x)$ was fit very well by a Gaussian function at heights 50 $\mu$m or more above the nozzle orifice. Taking

$$\Delta \phi(x) = \Delta \phi_0 \exp \left( -\frac{x^2}{\sigma^2} \right)$$

over the full axis, then the Abel inverted radial index profile is calculated from equation (5.5) to be

$$\eta(r) - 1 = \frac{1}{k} \frac{\Delta \phi_0}{\sqrt{\pi \sigma}} \exp \left( -\frac{r^2}{\sigma^2} \right).$$

A numerical Abel inversion routine based on the fast Fourier transform was also implemented [213]. Numerical Abel inversion generally agreed with the analytical

---

**Figure 5.2.** Experimental setup for characterizing the high density gas jet (a). Density measurements were made using transverse interferometry. A raw interferogram (b) and Abel inverted density profile (c) are shown along with a raw image of Rayleigh scattering used to measure the cluster size and density in the jet.
Abel inversion using the Gaussian fit to within ~10%. The insets in Fig. 5.2 show a sample raw interferogram (b), Abel inverted density profile (c), and a sample image of Rayleigh scattering (d) used to measure cluster size in the high density jet.

5.5 Hydrogen jet density measurements

Hydrogen gas is commonly used in laser plasma interaction experiments because of the ease with which it is fully ionized by the leading temporal edge of a suitably intense femtosecond laser pulse. Complete ionization mitigates ionization induced refraction of the main interacting pulse. However, since each hydrogen molecule can only contribute two electrons, high plasma densities have been very difficult to reach without the use of some higher Z dopant such as nitrogen or argon. Figure 5.3(a) shows a sample Abel inverted density profile of the hydrogen gas jet using a 100 µm needle nozzle, 1000 psi backing pressure, and -160º C reservoir temperature. The lineouts in Fig. 5.3(b) taken 70, 100, and 200 µm above the nozzle show a near-Gaussian radial density profile. The peak molecule density 70 µm above the nozzle is $9 \times 10^{20} cm^{-3}$ which, when fully ionized, gives a peak plasma density of $1.8 \times 10^{21} cm^{-3}$ or $1.03 \times N_{crit}$ for $\lambda = 800 nm$. Figure 5.3(c) shows the exponential decay of the peak gas density as a function of height above the 100 µm needle nozzle for a series of backing pressures. The decay length is approximately 67 µm independent of the valve backing pressure. The exponential decay of the peak density is driven by the gas expansion, and the profile FWHM increases linearly as a function of height above the nozzle, as shown in Fig. 5.3(d).

To minimize gas loading of the experimental chamber, the solenoid valve should have a fast rise time, reaching a stable output with minimal background gas
filling the experimental chamber. Figure 5.4 shows the measured temporal evolution of the nitrogen gas output from a 100 µm needle nozzle with the jet reservoir held at 800 psi and -110° C for three different values of the valve opening time. Each point in Fig. 5.4 represents the maximum measured gas density at 200 µm above the needle nozzle. The 10%-90% rise time of the gas density is approximately 400 µs after which the measured output stabilizes for all three open times. The rise and fall times, measured as the time required for the gas density to go from 10%-90% of the peak value and vice versa, were found to be relatively independent of pressure,
temperature, and gas species, and a valve time of 700 $\mu$s was used for all of the results in this chapter unless otherwise specified.

The isentropic flow model discussed in section 5.3 predicts a linear dependence of the gas output density on backing pressure and an inverse dependence on the reservoir temperature. Figure 5.5(a) shows the peak density 200 $\mu$m above the 100 $\mu$m diameter needle nozzle as a function of backing pressure with a fixed temperature of -160° C. In agreement with the isentropic flow model, the measured density varies linearly with pressure. Figure 5.5(b) shows the dependence of the peak gas density at the same location for a fixed pressure of 1000 psi as a function of temperature. The peak density at -160° C is enhanced by a factor of ~2.4 compared to the peak density at room temperature, highlighting the effectiveness of cryogenic

Figure 5.4. Nitrogen molecule density versus time delay at 200 $\mu$m above the 100 $\mu$m needle nozzle with the jet reservoir held at 800 psi and -110° C for 500 $\mu$s, 1000 $\mu$s, and 1500 $\mu$s open times.
cooling for increasing gas jet density output. The measured density as a function of temperature is roughly proportional to $T_0^{-0.87}$. Departure from the $1/T_0$ dependence is possibly caused by viscous effects in the flow as the dynamic fluid viscosity, $\mu$, is a function of the fluid temperature [208].

Finally, the density was measured for a series of nozzles with throat diameters of 50, 100, and 150 µm in both straight and tapered geometries. Viscous forces in the flow reduce the flow rate and thus the peak density at the nozzle exit for smaller diameter nozzles, consistent with the increased fraction of boundary layer flow discussed in section 5.3. Figure 5.6 shows the output density as a function of height for a fixed reservoir temperature and pressure of -160º C and 1000 psi for five nozzle designs. The density is almost equal for the same throat diameter in the tapered and straight nozzle geometry. However, the total output in both cases increases rapidly with increasing nozzle diameter.

**Figure 5.5.** Peak jet density 200 µm above the 100 µm needle nozzle as a function of valve backing pressure at a fixed reservoir temperature -160º C (113 K) (a) and as a function of reservoir temperature at a fixed backing pressure 1000 psi (b).
5.6 Cluster size and density characterization

5.6.1 Cluster formation in high pressure gas jets

In many experiments involving high pressure gas jets clustering of molecules can play an important role. Collisional ionization within the solid density clusters can greatly enhance ionization and increase laser-plasma coupling [149,214]. The laser cluster interaction has been demonstrated as a source of fast ions [191,215], electrons [216,217], x-rays [214,218], and even neutrons [195,219]. Ballistic cluster flows can also be used to make shaped plasma density profiles using obstructions smaller than the cluster mean free path [152].

The size and density of clusters formed in expanding gas jets has been empirically characterized by Hagena [153,220,221], who introduced the scaling parameter

![Figure 5.6. Density as a function of height above the needle (solid) and tapered (dashed) nozzles with 50 (green), 100 (red), and 150 (blue) µm throat all at -160º C and 1000 psi.](image)
\[ \Gamma^* = \frac{kd^{0.85}P_0}{T_0^{2.29}}. \]  

Here \( k \) is a gas dependent constant, \( d \) is the jet orifice diameter in \( \mu \text{m} \), \( P_0 \) is the backing pressure in mbar, and \( T_0 \) is the jet stagnation temperature in Kelvin [220]. The value of \( k \) varies widely for different gases generally with larger values for more polarizable species. For example, \( k = 1650 \) for argon and \( k = 180 \) for hydrogen, while for helium \( k = 3.85 \) and there is negligible clustering [153,220].

Clustering starts to be observed for \( \Gamma^* \) in the range of \( 200 - 1000 \) [221]. The average number of molecules in a cluster as a function of \( \Gamma^* \) was empirically characterized in the range \( 10^2 < \Gamma^* < 10^6 \) and scales as 
\[ \langle n_c \rangle = 33 \left( \frac{\Gamma^*}{1000} \right)^{2.35} [221–223]. \]

The dependence of \( \langle n_c \rangle \) on \( \Gamma^{+2.35} \) shows that larger clusters nucleate at higher pressures and lower reservoir temperatures and from nozzles with larger diameters 
\[ \langle n_c \rangle \propto \Gamma^{+2.35} \propto P_0^{2.35}T_0^{-5.38}d^{2.00}. \]

### 5.6.2 Rayleigh scattering-based cluster measurement

The mean size and density of clusters in the high density gas jet can be estimated through an all optical technique combining transverse interferometry and collection of Rayleigh scattered light from the clusters. The technique, first demonstrated by Kim et al. [224], assumes complete clustering within the jet. The Rayleigh scattered energy into a collection lens by a laser propagating from point \( x \) to \( x + \Delta x \) through a cluster jet is given by 
\[ \Delta E_{\text{lens}}(x) \approx E_{\text{in}}\overline{\sigma}_{\text{lens}}(x)N_c(x)\Delta x \] where \( E_{\text{in}} \) is the incident laser energy on the scattering volume, \( \overline{\sigma}_{\text{lens}} \) is the cross section for scattering into the lens averaged over the cluster size distribution, and \( N_c \) is the
average cluster density. For 90° scattering and cluster sizes much less than the laser wavelength $\sigma_{lens} = \pi k^4 |\gamma|(a^2 - a^4/4)$ where $k = 2\pi/\lambda$ is the laser wavenumber, $\gamma = a^3(\varepsilon - 1)(\varepsilon + 2)^{-1}$ is the cluster polarizability assuming a spherical cluster of radius $a$ and dielectric constant $\varepsilon$, and $\alpha$ is the collection half angle of the imaging lens. Using this cross section in the equation for the scattered energy gives

$$\overline{a^6 N_c} = \frac{1}{\pi k^4} \frac{|\varepsilon + 2|^2}{|\varepsilon - 1|} \frac{\Delta E_{lens}}{E_{in} \Delta x} \left( \frac{1}{a^2 - a^4/4} \right)$$

where $\overline{a^6}$ is the average, over the cluster size distribution, of $a^6$. Transverse interferometry allows measurements of the real part of the refractive index $n_r(x) = 1 + 2\pi N_c \gamma_r$ where $\gamma_r = Re(\gamma)$. Rearranging gives

$$\overline{a^3 N_c} = \frac{n_r(x) - 1}{2\pi} \left( \frac{\varepsilon + 2}{\varepsilon - 1} \right)$$

Combine equations (5.7) and (5.8) yields an effective cluster radius $a_{eff} \equiv (\overline{a^6}/\overline{a^3})^{1/3}$ and number density $N_{c,eff} \equiv \overline{a^3 N_c}/a_{eff}^3$ [211].

The above model, which assumes complete clustering, requires consideration of the effect of a non-zero monomer concentration on extracted measurements of $a_{eff}$ and $N_{c,eff}$. If the jet contains a monomer fraction $\delta_m = N_m/(N_m + N_c \overline{n_c})$ where $N_m$ is the monomer density and $\overline{n_c}$ is the number of atoms within the cluster averaged over the cluster size distribution within the jet, then the assumption of complete clustering causes an underestimation of $a_{eff}$ by a factor $(1 - \delta_m)^{-1/3}$. The underestimation arises from the additional contribution of the monomers to the measured phase shift while contributing negligibly to the Rayleigh scattered signal. The cube root dependence greatly damps the effect of the uncertainty in $\delta_m$ since
even an assumption of 95% monomers only increases the calculated $a_{eff}$ by a factor of 2.7. Further, the effect of the cluster size distribution on $a_{eff}$ can be calculated by comparing $a_{eff} \equiv \left( \frac{\bar{a}^6}{\bar{a}^3} \right)^{1/3}$ to $\bar{a}$ for various cluster size distributions, $f(a)$, where $
abla^m = \int_0^\infty a^n f(n_c) dn_c$ and $a = r_{WS} n_c^{1/3}$ with $r_{WS}$ the intra-cluster Wigner-Seitz radius. Using a log normal distribution for the number of molecules per cluster, we find that this method will tend to overestimate the cluster size. However, if the distribution is sufficiently narrow that the variance is within 40% of the mean, then the retrieved cluster size, $a_{eff}$, will be correct to within a factor of 2.

Rayleigh scattering is collected from the cluster jet by focusing a 25 mJ, ~10 ns cavity dumped beam from our Ti:Sapphire system into the thin jet at f/9.5. A calibrated imaging system collects the scattered signal in a plane perpendicular to the pump polarization and images the signal onto a CCD camera. The experimental setup and a raw image of the Rayleigh scattered light are shown in Fig. 5.2. The same transverse interferometry diagnostic described in section 5.2 was used to measure the clustered gas refractive index.

The hydrogen cluster size and density is found to vary as a function of the beam height above the nozzle orifice. Near the orifice, where the hydrogen molecule density is highest, no Rayleigh scattering was detected. A stronger Rayleigh scatter signal was observed farther from the nozzle, consistent with cooling-induced clustering as the gas expands into vacuum. Figure 5.7 shows the cluster size and density as a function of radial position at various heights above the 150 µm diameter tapered nozzle with a jet backing pressure of 1000 psi and reservoir temperature -160° C. The minimum average cluster radius measured for any conditions was
approximately 0.5 nm limited by the photon collection efficiency of the Rayleigh scatter imaging system.

At positions greater than approximately 500 µm above the jet the cluster size is measurable and the dependence of clustering on jet backing pressure and reservoir temperature can be determined. The left panel of Fig.5.8 shows the nonlinear dependence of the spatially integrated Rayleigh scatter signal on jet backing pressure at a height ~1 mm above the 150 µm nozzle when the jet reservoir temperature is held at -160° C. The right panel of Fig. 5.8 shows the cluster size (dotted line) and density (solid line) at the same position as a function of backing pressure. The effective cluster radius dropped rapidly as the valve temperature was increased. The average cluster radius measured 1 mm above the 150 µm needle nozzle with 1050 psi backing pressure and -160° C was 1.8 nm. When the temperature was raised to -140° C the cluster radius dropped to 0.5 nm for the same backing pressure. Above -140° C the cluster size was too small to be measured by the Rayleigh scatter diagnostic.

**Figure 5.7.** Average cluster density (a) and average cluster size (b) as a function of radial position at various heights above the 150 µm diameter nozzle orifice at jet backing pressure and temperature 1000 psi and -160° C.
5.7 Conclusion

The development of thin, high density gas jet targets for near critical laser-plasma interaction experiments with Ti:Sapphire laser systems has thus far been limited to a few, rather complicated, efforts. In this chapter a jet design based on a cryogenically cooled pulsed solenoid valve with needle and tapered nozzles was described. The jet was shown to be capable of reaching hydrogen molecule densities as high as $9 \times 10^{20} \text{ cm}^{-3}$ in a ~200 µm FWHM Gaussian density profile when the jet was backed with 1000 psi and cooled to -160° C. When fully ionized, this brings the peak plasma density above the (non-relativistic) critical density for Ti:Sapphire lasers, making this jet an interesting target for electron and ion acceleration experiments, as exemplified by the electron acceleration experiments performed using this jet presented in the next chapter.

Estimates of the output density scaling with the valve backing pressure and reservoir temperature were made by modelling the gas flow through the nozzle as

![Figure 5.8](image-url). Rayleigh scatter signal versus backing pressure (a) and cluster density (solid line) and size (dotted line) at a height ~1 mm above the 150 µm nozzle (b) with the jet reservoir held at -160° C.
steady and isentropic. Reaching the highest density output possible was found to require a sonic nozzle design with the output molecule density directly proportional to the molecule density within the valve reservoir. Through the equation of state this means the gas density at the nozzle exit scales as $T_0^{-1}$ so that cryogenic cooling of the jet reservoir serves to increase the valve output density. Rayleigh scatter measurements showed that clustering of the high density gas occurs only ~500 µm and farther above the nozzle. Effective cluster radii ~1 nm were measured approximately 1 mm above the nozzle for the highest backing pressures and coldest reservoir temperatures. The cluster size measurements show that clustering is negligible in experiments operating near the nozzle exit plane where the gas density is highest.
Chapter 6: Multi-MeV electron acceleration by sub-terawatt laser pulses in high density plasma

6.1 Introduction

Laser-driven electron acceleration in plasmas has achieved many successes in recent years, including record acceleration up to 4 GeV in a low emittance quasi-monoenergetic bunch [31] and generation of high energy photons [38, 41, 225–227]. In these experiments, the driver laser pulse typically propagates in the ‘bubble’ or ‘blow-out’ regime [80, 228] for a normalized peak vector potential $a_0 = eA_0/mc^2 \gg 1$. Plasma densities are deliberately kept low for resonant plasma wave excitation and to avoid dephasing [80]. Essentially all of these experiments use 10 TW –1 PW laser drivers, with repetition rates ranging from 10 Hz to one shot per hour [229]. Even the electron acceleration experiments described in Chapter 3, where ionization injection and plasma channel guiding were leveraged to reduce the laser energy threshold for electron beam production, required multi-terawatt drive laser pulses to generate relativistic electron beams.

For many modest lab scale and portable applications, however, a compact, relatively inexpensive, high average current source of laser-accelerated relativistic electrons is sufficient and desirable. This chapter describes an experiment using the very dense and thin hydrogen gas jet characterized in Chapter 5, where the relativistic self-focusing threshold is exceeded even with ~10 mJ laser pulses and MeV-scale energy electron bunches are generated. This enables applications, such as ultrafast low dose medical radiography, which would benefit from a truly portable source of
relativistic charged particle beams. The electron beams generated from interaction with the high density are also an interesting seed source for injection into secondary acceleration stages, such as the QPM-DLA scheme described in Chapter 4. Prior work has shown electron bunch generation of modest charge and acceleration (~10 fC/pulse, <150 keV) from a 1 kHz, ~10 mJ laser driving a thin (~100 μm), low density continuous flow argon or helium jet [230].

6.2 Experimental setup

Central to our experiment is the thin, high density pulsed hydrogen sonic gas jet described in Chapter 5, which reaches a maximum peak molecular density of $9 \times 10^{20}$ cm$^{-3}$, and when fully ionized can exceed the plasma critical density, $N_c = 1.7 \times 10^{21}$ cm$^{-3}$ at our laser wavelength of $\lambda_0 = 800$ nm. The density profile is near-Gaussian, with a full width at half maximum (FWHM) in the range 150-250 μm, depending on the height of the optical axis above the jet orifice. Earlier versions of this jet were run in both pulsed [75] and continuous flow [231] for nitrogen and argon. High densities are achieved using a combination of high valve backing pressure and cryogenic cooling of the valve feed gas, which is forced through a 100μm diameter needle orifice. Cooling to −160° C enables a significant density increase for a given valve backing pressure.

Figure 6.1 shows the experimental setup. Pulses from a Ti:Sapphire laser (50 fs, 10-50 mJ) are focused into the gas jet (Fig 1a) at f/9.5 by a 15° off-axis parabolic mirror. Figure 6.1(b) shows neutral hydrogen profiles measured by interferometry. The wave front sensor and deformable mirror described in Chapter 2 are used to
optimize the vacuum focal spot to $W_{FWHM} = 8.4 \, \mu m$ (1.2× the diffraction limit) containing 80% of the pulse energy, with a confocal parameter of 550 \, \mu m. For maximizing electron beam charge and energy, it was found that placing the focused...
beam waist at the center of the gas jet was optimal, without strong sensitivity to positioning. This is consistent with the laser confocal parameter being more than twice the jet width. We note that recent laser interaction experiments at near critical density [232,233] have used a complex pressure-boosted millimetre-scale gas jet [197].

The neutral jet density and plasma profiles were measured using a 400nm, 70fs probe pulse (Fig. 6.1(b), derived from the main pulse), which was directed perpendicularly through the gas jet to a folded wave front interferometer. Forward- and side-directed optical spectra were collected by fibre-coupled spectrometers, with the forward spectra directed out of the path of the pump laser and electron beam by a pellicle (Fig. 6.1(c)). Shadowgraphic images using the 400 nm probe and images of bright broadband wave breaking radiation flashes were collected using achromatic optics.

Relativistic electron spectra in the energy range 2–15 MeV were measured using a 0.13 T permanent magnet spectrometer 25 cm downstream of the gas jet (Fig. 6.1(f)). A copper plate with a 1.7 mm × 12 mm slit aperture in front of the magnet entrance (Fig. 6.1(e)) provided energy resolution while allowing measurement of beam divergence in 1D. Electron spectra were dispersed along a LANEX scintillating screen, shielded against exposure to the laser by 100 μm thick aluminum foil, and imaged using a low noise CCD camera. Full electron beam profiles were collected by the LANEX screen by translating the dispersing magnets and slit aperture out of the way. Estimates of the accelerated charge were made by calibrating the imaging system and using published LANEX conversion efficiencies [161,162].
6.3 Electron acceleration

The high density of our target has the immediate effect of enabling relativistic self-focusing of low energy laser pulses and generation of a nonlinear plasma wake. Furthermore, the reduced laser group velocity (and therefore plasma wave phase velocity) at high density drops the threshold for electron injection. Figure 6.2 shows > 1 MeV electron beam generation for pulse energies in the range 10-50 mJ, or 0.2–1.0 TW, as a function of peak plasma density. Beam divergence is ≲ 200 mrad. The results are consistent with the inverse density scaling of the relativistic self-focusing critical power, \( P_{cr} = 17.4(N_{cr}/N_e) \) GW \([234,235]\), and the laser power threshold for appearance of a relativistic electron beam is \( \sim 3P_{cr} \) across our range of conditions.

---

**Figure 6.2.** Single shot electron beam images for energies > 1 MeV for a range of laser energies and peak profile electron densities. The colour palette was scaled up by 10× for the 10 mJ column. The onset laser power for detectable electron beam generation was \( \sim 3P_{cr} \) across our range of conditions.
Electron energy spectra in the range 2–12 MeV are shown in Fig 6.3(a) for laser pulse energy 10-50 mJ and peak electron density $N_e=4.2\times10^{20}$ cm$^{-3}$, with the inset showing total accelerated charge > 2 MeV up to ~1.2 nC/sr for 50 mJ laser pulses. An electron spectrum simulated from a TurboWAVE 3D particle in cell (PIC) simulation.
simulation [163] for the 40 mJ case is overlaid on the plot. Electron spectra as a function of peak density for fixed pulse energy of 40 mJ are shown in Fig. 6.3(b) along with results from the 3D PIC simulations. We note that for approximately 20% of shots near the self-focusing onset at each pressure, we observed quasi-monoenergetic peaks ranging from 3 MeV (~25 fC for 10 mJ) to 10 MeV (~1.4 pC for 50 mJ, see Fig. 6.1(f) with ~10 mrad beam divergence. Both the spectra and the beam spot positions are highly variable and are the subject of ongoing work.

Another consequence of the high density gas target interaction is that the pump pulse envelope is multiple plasma periods long. Over our experimental density range of \(N_e = 1 - 4 \times 10^{20} \, \text{cm}^{-3}\), the plasma period is \(2\pi/\omega_0 \sim 11\text{fs} - 5.7\text{ fs}\), placing our 50 fs pump pulse in the self-modulated laser wakefield acceleration (SM-LWFA) regime. Evidence of SM-LWFA is seen in the moderately collimated electron beams of Fig. 6.2 and the exponential electron spectra of Fig. 6.3, reflecting acceleration from strongly curved plasma wave buckets and electron injection into a range of accelerating phases. This is consistent with prior SM-LWFA experiments [24,56,236], except that here our dense hydrogen jet enables production of MeV spectra with laser pulses well below 1 TW. Further confirmation of self-modulation is seen in the spectrum of Raman forward scattered Stokes radiation shown in Fig. 6.1(d), for the case of laser energy 50 mJ (vacuum \(a_0 \sim 0.8\)) and peak density \(N_e = 1.8 \times 10^{20} \, \text{cm}^{-3}\). The strong broadband red-shifted Raman peak located at \(\lambda_s = 2\pi c/\omega_s \sim 1030\text{ nm}\) enables the estimate of self-focused \(a_{sf} \sim 2.7\), using the measured electron density profile and \(\omega_s = \omega - \omega_p/\sqrt{\gamma}\), where \(\omega\) is the laser.
frequency and \( \gamma = \left( 1 + \frac{\alpha_{sf}^2}{2} \right)^{1/2} \) is the relativistic factor. This estimate is in good agreement with the peak \( \alpha_{sf} \) in our 3D PIC simulations.

### 6.4 Wave breaking radiation

In order for electrons to be accelerated, they must first be injected into the wakefield. Our 3D simulations show transverse wave breaking [65] of the strongly curved plasma wave fronts [237] behind the laser pulse, which injects electrons from a wide spread of initial trajectories into a range of phases of the plasma wave. Wave breaking is accompanied by a broadband radiation flash emitted by electrons accelerated from rest to near the speed of light in a small fraction of a plasma wavelength. Figure 6.1(g) shows a magnified single shot image of the sideways-collected flash superimposed on a shadowgram image of the relativistically self-focused filament. Figure 6.4 shows 10-shot average images of the flash for varying plasma peak density and laser energy collected along the pump polarization direction. Such radiation has been observed in prior work, although at a much lower energy and yield (\( \sim 0.1 \) nJ for a 500 mJ pump pulse) [238]. Here, neutral density filters were employed to prevent the side-imaged flash intensity from saturating our CCD. We measure flash energies of \( \sim 15 \) \( \mu \)J into \( f/2.6 \) collection optics for the 40 mJ, \( N_e = 3.4 \times 10^{20} \) cm\(^{-3} \) panel in Fig. 6.4, giving \( \sim 1.5 \) mJ or \( >3\% \) of the laser energy if the emission is into \( 4\pi \) sr.

The axial location, total energy, and spectrum of the horizontally polarized component of the flash are independent of pump polarization, so the flashes do not originate from pump scattering. When the flash is collected perpendicular to the
The vertically polarized component has a small contribution at 800 nm, attributed to Thomson scattering, on top of the broadband flash spectrum. Broadband flash spectra (10 shot averages, with no filtering of the pump), peaking at $\lambda_{rad} \sim 550$-600 nm with bandwidth $\sim 400$ nm, are shown at the bottom of Fig. 6.4 for pump energy 40 mJ and a range of densities. The figure panels show that the flash occurs on the hydrogen density profile up-ramp for higher densities and laser energies and on the down-ramp for lower densities and laser energies, as also borne out by our
3D simulations. This is explained by the earlier onset of relativistic self-focusing for higher density or laser energy, which is followed closely by self-modulation and wave breaking.

The huge increase in radiation flash energy compared to earlier experiments [238] stems from its coherent emission by electron bunches wave breaking over a spatial scale much smaller than the radiation wavelength and the consequent damping of these bunches by this radiation. As a rough estimate of this effect using 1D approximations, the near-wave breaking crest width $\Delta x_{\text{crest}}$ of the nonlinear plasma wave is given by $\Delta x_{\text{crest}}/\lambda_p \sim 1/\pi \left( \omega/\omega_p \right)^{3/4} (\Delta p_0/2mc)^{3/4}$ [239], where $\Delta p_0$ is the electron initial momentum spread. For $N_e=3\times10^{20}$ cm$^{-3}$ and $\Delta p_0/mc \sim 0.06$ (from an initial spread $\sim (\Delta p_0)^2/2m < 1$ keV from residual electron heating after ionization [240]) we get $\Delta x_{\text{crest}}/\lambda_p \sim 0.04$, or $\Delta x_{\text{crest}} \sim 0.12\lambda_{\text{rad}}$, significantly shorter than the peak radiated wavelength, ensuring coherent emission.

The wave breaking electrons radiate as they execute curved orbits into the wake bucket just ahead of the crest, with emission power $P \sim n^2 \left( \frac{2e^2}{3m^2c^2} \gamma^2 \left| \frac{dp}{dt} \right|^2 \right)$ [241] and total radiated energy $\epsilon_{\text{rad}} \sim P\Delta t \sim P\Delta x_{\text{crest}} \gamma^{-1}/c$, where $n$ is the number of accelerating electrons from the crest, $dp/dt$ is the force on an electron, and $\Delta t$ is the sub-femtosecond time for acceleration off the crest (accounting for Lorentz contraction), or equivalently, the crest lifetime. Taking $n \sim N_e\lambda_p^3$, $\gamma = \gamma_p = \omega/\omega_p$, $|dp/dt| \sim eE_{\text{wb}}$, where $E_{\text{wb}} = \sqrt{2}(m\omega_p c/e)(\gamma_p - 1)^{1/2}$ is the 1D wave breaking field [65], gives a total radiated energy of $\epsilon_{\text{rad}} \sim 2$ mJ, which is of the correct order of magnitude.
The strong curving of injected electron orbits by the ion column allows an estimate of the flash spectrum range using the synchrotron radiation critical frequency \( \omega_{\text{rad}} \sim \omega_c \sim 3c\gamma^3/2\rho \) [241], where \( \rho \) is the orbit radius of curvature, which we take as \( \rho \sim \lambda_p \), assuming trapping within a single plasma wave bucket. This gives \( \lambda_c \sim 4\pi/3 (N_e/N_{cr})\lambda_0 \sim 400 – 700 \text{ nm} \) for the density range shown in Fig. 6.4, reasonably overlapping the measured spectra. The synchrotron spectrum bandwidth is estimated as \( (\Delta \lambda/\lambda)_{\text{rad}} \sim (\omega_{\text{rad}}\Delta t)^{-1} \sim 1 \), in accord with the \( \sim 1 \text{ fs} \) bandwidth in Fig. 6.4 characteristic of half-cycle optical emission, which is consistent with the violent unidirectional electron acceleration upon wave breaking. We note that half-cycle wave breaking radiation at high \( \gamma \) has been proposed as an attosecond x-ray source [242].

To probe its temporal duration and coherence, the flash was interfered in the frequency domain with a supercontinuum pulse, well-characterized in amplitude and phase generated in a Xe gas cell [243,244]. The supercontinuum pulse was compressed in a grism compressor [245], sent through a variable delay line, and directed across the gas jet perpendicular to the pump pulse. The flash and supercontinuum were both collected by an f/4 imaging system and imaged to the entrance slit of an imaging spectrometer at 5X magnification. The entrance slit, oriented perpendicular to the pump laser propagation direction, was used to spatially isolate single flashes. A sample spectral interferogram of the flash and compressed supercontinuum pulse is shown in Fig. 6.5. Fringes across the full supercontinuum bandwidth (\( \sim 250 \text{ nm} \)) were observed with high visibility, suggesting that the flash is coherent across its full bandwidth.
Measurement of the flash spectral phase was performed by chirping the supercontinuum pulse and using the stationary phase point method to determine the relative spectral phase between the flash and supercontinuum pulse [246,247]. In the stationary phase point method, a long, chirped pulse is interfered with a much shorter pulse in an imaging spectrometer, and a null in the total spectral phase occurs at the frequency where the arrival time of the two pulses is equal. The total spectral phase can be constructed by changing the delay of the chirped pulse with respect to the short pulse and recording the position of the null. If the spectral phase of the chirped pulse is already well known, then the spectral phase of the short pulse, in this case the flash, can be reconstructed. The extracted flash spectral phase from this technique was consistent with the flash being a nearly transform-limited pulse of ~1 fs duration. However, the uncertainty in the measurement of the supercontinuum spectral phase precludes a definitive measurement of the flash temporal pulse shape at this time. Definitive measurement of the flash pulse duration is the subject of ongoing research.

**Figure 6.5.** A sample spectral interferogram between the broadband wave breaking flash and a compressed supercontinuum pulse generated in a Xe gas cell. Fringes are visible across the full 250 nm supercontinuum bandwidth, showing that the broadband flash is spectrally coherent.
6.5 Acceleration mechanism

A question that has arisen in prior experiments and simulations of acceleration at higher plasma densities [27, 248, 249] is the relative contributions of laser wakefield acceleration (LWFA) and direct laser acceleration (DLA). The contribution of the plasma wave to electron energy gain (in units of $mc^2$) is $W_\parallel = -\frac{e}{mc^2} \int E_\parallel v_\parallel dt$, where the integral is over the full electron trajectory and $E_\parallel$ and $v_\parallel$ are the longitudinal plasma wakefield and electron velocity. The DLA contribution, $W_\perp = -\frac{e}{mc^2} \int E_\perp \cdot v_\perp dt$, arises as near light-speed electrons, axially co-propagating with the laser field $E_\perp$, oscillate with a $v_\perp$ component about the ion column axis at the betatron frequency $\omega_\beta = \omega_p/\sqrt{2\gamma}$ or its harmonics, in resonance with the field [248]. In our experiment, the jet location-dependence of electron injection determines the relative contributions of DLA and LWFA to the net energy gain. Early wave breaking injection on the density profile up-ramp occurs when the plasma wavelength is decreasing and more wake buckets lie under the laser pulse envelope, exposing injected electrons to DLA. On the down-ramp, the plasma wavelength is increasing and fewer buckets lie under the laser field envelope, so that injected electrons are less exposed to the laser field. The flash images of Fig. 6.4 are a map of injection locations through the jet, and therefore they spatially map the relative balance of DLA and LWFA, predicting that DLA dominates at high density/high laser energy and LWFA dominates at low density/low laser energy. This transition from LWFA to DLA is corroborated by 2D PIC simulations. Figure 6.6 shows the contributions for a subset of tracked particles accelerated to energies above 1 MeV. For a fixed peak density $N_e = 0.07 N_{cr}$, the
figure panels show clearly that acceleration with low laser energies is dominated by LWFA, transitioning to DLA at energies above ~50 mJ.

**6.6 Summary**

In summary, we have demonstrated electron acceleration to the 10 MeV scale with laser pulses well below 1 terawatt, using a thin, high density hydrogen gas jet, with efficiency of laser energy to MeV electrons of a few percent. The high plasma density reduces the thresholds for relativistic self-focusing, nonlinear plasma wave generation, and electron injection. The reduced spatial scales associated with high
density yields intense coherent wave breaking radiation, whose ~1 fs bandwidth is consistent with half-cycle optical emission upon violent unidirectional electron acceleration from rest to nearly the speed of light over a subwavelength distance. The flash is of sufficient intensity to self-damp the injected bunch, with the result that wave breaking radiation and acceleration are comparable energy channels. These results open the way to applications of relativistic electron beams with truly compact and portable high repetition rate laser systems.
Chapter 7: Summary and Future Work

7.1 Summary

The purpose of experiments in this dissertation was to advance the state of the art in laser driven electron accelerators, particularly with the goal of reducing the demand on the drive laser energy necessary for acceleration. Plasmas with transverse and longitudinal structure on the sub-millimeter scale were used to accomplish this goal. In Chapter 3, experiments were presented that studied guiding and electron acceleration in plasma waveguides produced by hydrodynamic motion of a hot plasma formed in a clustered gas jet. Guiding of low intensity pulses at efficiencies up to 80% with ~14 µm spot sizes was demonstrated over ~1 cm long channels. At higher intensities ($P > P_{cr}$) the energy throughput and mode quality deteriorated due to relativistic effects within the channel, and plasma wave generation was inferred from spectral measurements of the guided beam. The guiding structure was then shown to stabilize the pointing of wakefield accelerated electron beams produced in ~1.5 mm long $N^{5+}$ channels. Particle-in-cell simulations were performed confirming that injection into wakes driven in He-like nitrogen plasma channels was due to tunnel-ionization of inner-shell electrons near the peak of the drive laser pulse.

Quasi-phase-matched direct acceleration (QPM-DLA) of electrons in a corrugated plasma channel was described in Chapter 4. A simple method for making a femtosecond laser pulse with a longitudinal field component capable of driving the QPM-DLA scheme was presented. Further, guiding of the higher order Hermite-
Gaussian mode in a plasma channel, vital for a proof of principle QPM-DLA scheme, was demonstrated over lengths up to 11 mm.

The QPM-DLA technique can accelerate electrons with a high gradient using a low energy, high repetition rate drive laser. However, the scheme requires a source of relativistic seed electrons. The seed source has been the limiting constraint to a proof of concept QPM-DLA experiment. Chapter 6 presented an experiment in which a high energy (>5 MeV) and high charge (~100 pC) electron beam was generated from the interaction of a sub-terawatt laser pulse with a high density (>10^{20} cm^{-3}) plasma. The electron beams observed in this experiment, interesting in their own right for electron radiography or bremsstrahlung x-ray generation experiments, could be an excellent seed source for a QPM-DLA proof of concept. The high density jet, characterized in Chapter 5, was capable of reaching the critical density for our Ti:Sapphire laser (N_{cr} \approx 1.7 \times 10^{21} cm^{-3}) while still maintaining a thin (~200 µm) density profile. The electron acceleration results made use of relativistic self-focusing and self-modulation of the < 50 mJ, 50 fs laser pulse to drive a plasma wave in the thin jet to the point of wave breaking. Coherent radiation of the electrons as they were accelerated from rest to nearly the speed of light was detected as a bright, extremely broadband “flash” radiating ~1% of the drive laser energy.

7.2 Future Work

7.2.1 Plasma channel guiding experiments

The wakefield accelerator presented in Chapter 3 was demonstrated at relatively high density (~1.4 \times 10^{19} cm^{-3}) over a relatively short interaction length
Scaling laws presented in Chapter 1 of the maximum electron energy available from wakefield accelerators suggest that higher energy electron beams can be produced in longer, lower density plasmas because of the increased dephasing length at lower density. While guiding was demonstrated at relativistic intensity in ~1 cm channels, no experiments as yet have been performed looking for high energy electron beams in these experiments. However, 2D TurboWave PIC simulations suggest that ionization injection and subsequent acceleration in a channel with a density profile similar to that presented in Fig. 3.6 can accelerate electrons up to ~0.5 GeV using a drive pulse of only ~6 TW peak power.

7.2.2 Quasi-phase-matched direct laser acceleration

Many of the experiments presented in this dissertation were performed in advance of a proof of concept demonstration of the QPM-DLA technique [12]. The three components necessary for this demonstration, a modulated waveguide, radially polarized drive pulse, and electron seed source, have all been demonstrated in this dissertation. Modulated plasma waveguide generation and guiding of quasi-radially polarized laser pulses were shown in Chapter 4. Modulation techniques outlined in Chapter 4 involving ring gratings [173] or wire modulated cluster jets [152,155], however, produce static modulation profiles. Real time optimization of the QPM-DLA process would benefit from a dynamic modulation technique. The use of a spatial light modulator to shape the intensity profile of the channel-forming pulse can produce computer controlled axial modulations, allowing dynamic control of the modulation depth and period during an experiment.
A proof of concept QPM-DLA experiment will require the radially polarized pulse, modulated waveguide, and seed source to be produced and diagnosed concurrently. While this presents no major technical hurdles, the geometry and diagnostics necessary to adequately diagnose each component of the experiment should be carefully considered. Use of the electron beams presented in Chapter 6 as a seed source must be carefully considered so that estimates can be made of the expected accelerated charge which is necessary for proper detector design. For instance, the relatively large divergence of the beams presented in Chapter 6 could be a problem given the small acceptance angle of a ~1 cm long, ~100 µm diameter plasma waveguide. If the electron beam divergence requires a small separation between the electron beam seed source and the modulated plasma waveguide, injection of the radially polarized pulse into the modulated channel could be geometrically difficult.

### 7.2.3 High density laser-plasma interaction experiments

The gas jet characterized in Chapter 5 and the experiments performed in Chapter 6 open up a number of interesting avenues for further research. First, the low drive pulse energy (~10 mJ) used to generate the multi-MeV electron beams suggests extension of the technique to kHz repetition rate laser systems. A higher repetition rate pulsed jet or, more likely, a continuous flow high density target will be necessary for experiments using a kHz drive laser. If kHz operation can be achieved, ultrafast high-repetition rate radiography or MeV electron diffraction experiments could be performed driven by a relatively compact laser system. Further reduction of the required pulse energy for electron injection, possibly to the few mJ range, may also
be achieved through ionization injection. Electron beams were only observed at power levels $\sim 3P_{cr}$ because the plasma wave amplitude needed to reach the wave breaking threshold for electron injection into the wakefield. As demonstrated by experiments in Chapter 3, ionization injection can reduce the required drive laser power for electron acceleration.

In addition to the prospects of a high repetition rate MeV electron source, the experiments in Chapter 6 open the way to further experimentation with the physics of laser-plasma interaction at near critical densities. The bright wave breaking radiation flashes observed from the high density laser-plasma interaction were shown to be coherent through spectral interferometry experiments. However, error bars on the extracted flash spectral phase precluded the precise determination of the flash pulse duration. The mechanism suggested for the coherent flash emission, namely the violent unipolar acceleration of electrons at wave breaking, suggests that the flash is actually generated as a half-cycle optical pulse. Further experiments are currently being performed in an attempt to more precisely measure the flash pulse duration. Simulations of the interaction of a tightly focused, multi-TW pulse with our high density jet also suggest that ions within the plasma can be accelerated to high energy under certain conditions. Proton acceleration to multi-MeV energies at relatively high repetition rates ($\geq 10$ Hz) from a gas jet target could open the way to applications such as on-demand production of short half-life radioisotopes used in nuclear medicine.
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