I present experimental and numerical simulation results for two types of non-linear tunable superconducting metamaterials: 2D arrays of rf SQUIDs (radio frequency superconducting quantum interference devices) as magnetic metamaterials and arrays of Josephson junction-loaded wires as electric metamaterials.

The effective inductance of a Josephson junction is sensitive to dc current, temperature, and rf current. I took advantage of this property to design arrays of Josephson junction-loaded wires that present a tunable cutoff frequency and thus a tunable effective permittivity for propagating electromagnetic waves in a one-conductor waveguide. I measured the response of the metamaterial to each tuning parameter and found agreement with numerical simulations that employ the RCSJ (resistively and capacitively shunted junction) model.

An rf SQUID is an analogue of an SRR (split ring resonator) with the gap capacitance replaced with a Josephson junction. Like the SRR the SQUID is a resonant structure with a frequency-dependent effective permeability. The differ-
ence between the SQUID and the SRR is that the effective inductance and thus effective permeability of the SQUID can be tuned with dc and rf flux, and temperature. Individual rf SQUID meta-atoms and two-dimensional arrays were designed and measured as a function of each tuning parameter and I have found excellent agreement with numerical simulations. There is also an interesting transparency feature that occurs for intermediate rf flux values.

The tuning of SQUID arrays has a similar character to the tuning of individual rf SQUID meta-atoms. However, I found that the coupling between the SQUIDs increases the resonant frequency, decreases dc flux tuning, and introduces additional resonant modes. Another feature of arrays is disorder which suppresses the coherence of the response and negatively impacts the emergent properties of the metamaterial. The disorder was experimentally found to be mainly due to a dc flux gradient across the metamaterial. I investigated methods to recover the coherence, specifically by varying the coupling between the SQUID meta-atoms, increasing the amplitude of the applied rf flux, and increasing temperature.

In this thesis I successfully demonstrate both electric and magnetic tunable superconducting metamaterials based on the Josephson effect. The tuning of these metamaterials occurs over a larger range, on faster time scales, and with lower losses than previous tunable metamaterials.
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Chapter 1: Background

In this chapter, I provide the background in superconductivity and metamaterials necessary to understand the motivation of my work and its connection with previous work. The chapter begins with a discussion of the relevant macroscopic quantum effects of superconductors. I then establish the potential benefits of superconducting metamaterials and review relevant literature with a focus on tunability. Compared with other tunable superconducting metamaterials, the Josephson metamaterials I examined exhibit high speed tuning without relying on mechanisms that increase loss.

1.1 Superconductivity

There are three classic hallmarks of superconductivity: zero resistance (for dc current), perfect diamagnetism, and macroscopic quantum effects. The last of these effects is the least well-known and the most relevant for my research on superconducting metamaterials. Under many circumstances a superconductor can be described by a single macroscopic quantum wavefunction with a well-defined position-dependent amplitude and phase $\Psi = |\Psi|e^{i\theta}$. This wavefunction inherits the phase from the underlying microscopic BCS (Bardeen, Cooper, Schrieffer)
wavefunction describing the Cooper pairing of electrons in the metal. Two important consequences are the Josephson effect and fluxoid quantization.

1.1.1 Fluxoid Quantization

A fluxoid is defined as

$$\Phi' = \Phi + \frac{mc}{e^2} \oint \mathbf{J}_s \cdot d\mathbf{s}$$  \hspace{1cm} (1.1)$$

where $\Phi$ is the magnetic flux through a closed superconducting loop, $m$ and $e$ are the mass and charge of an electron, $\mathbf{J}_s$ is the supercurrent density, and the contour is taken around the closed loop [2]. If the contour is inside the superconductor away from the currents on the surface, $\mathbf{J}_s = 0$ and the fluxoid is simply the flux $\Phi' = \Phi$.

Inside the superconductor the supercurrent velocity is also zero

$$m^* \mathbf{v}_s = \hbar \left( \nabla \theta - \frac{2\pi \mathbf{A}}{\Phi_0} \right) = 0$$  \hspace{1cm} (1.2)$$

where $\Phi_0 = \hbar/2e \cong 2.07 \times 10^{-15}$ Tm$^2$ is the flux quantum and $\mathbf{A}$ is the magnetic vector potential ($\Phi = \oint \mathbf{A} \cdot d\mathbf{s}$) [2]. From Eq. (1.2) one finds

$$\mathbf{A} = \frac{\Phi_0}{2\pi} \nabla \theta$$  \hspace{1cm} (1.3)$$

and thus:

$$\Phi = \oint \mathbf{A} \cdot d\mathbf{s} = \frac{\Phi_0}{2\pi} \oint \nabla \theta \cdot d\mathbf{s}$$  \hspace{1cm} (1.4)$$

Since the phase must be single-valued, integrating around a closed loop must be 0 mod $(2\pi)$ and the flux through a closed superconducting loop must be an integer number of flux quanta.

$$\Phi = n\Phi_0$$  \hspace{1cm} (1.5)$$
1.1.2 Josephson Junctions

A Josephson junction can be made from an insulating barrier sandwiched between two superconductors (Fig. 1.1 (a)) if the barrier is thin enough (~nm) for Cooper pairs to tunnel across the junction \cite{2,3}. The dynamics of the junction depend on the gauge-invariant phase difference,

\[
\delta(t) = \theta_1(t) - \theta_2(t) - \frac{2\pi}{\Phi_0} \int_1^2 \vec{A}(\vec{r}, t) \cdot d\vec{l}
\]  

(1.6)

where \(\vec{A}(\vec{r}, t)\) is the magnetic vector potential in the region between the superconductors, \(\theta_1\) and \(\theta_2\) are the phases of the macroscopic quantum wave function of the superconductor on either side of the junction, and the integral is on a path in the superconductor that connects the two points.

The superconducting current through the junction is given by the dc Josephson equation

\[
I_J = I_c \sin \delta(t)
\]  

(1.7)

where \(I_c\) is the critical current of the junction \cite{3}.

The voltage across the junction is given by the ac Josephson equation \cite{3},

\[
V = \frac{\Phi_0}{2\pi} \frac{d\delta}{dt}
\]  

(1.8)

One implication of these two equations is that there can be a dc current through the junction even with no voltage. A dc voltage results in an ac current with frequency of \(\omega_0 = 2\pi V_{dc}/\Phi_0\). This frequency is derived by integrating Eq. (1.8) and substituting into Eq. (1.7).
Figure 1.1: (a) Schematic of a Josephson junction. (b) Circuit diagram of a Josephson junction using the RCSJ model.
When there is an applied ac voltage $V = V_{dc} + V_{ac} \cos \omega t$, steps can appear in the dc current as a function of dc voltage; these are known as Shapiro steps [2] and are the basis for the standard volt [4]. The steps can be revealed by integrating Eq. 1.8 and substituting into Eq. 1.7. By expanding the sine of the sine in terms of Bessel functions ones finds

$$I_J = I_c \sum (-1)^n J_n \left( \frac{2\pi V_{ac}}{\Phi_0 \omega} \right) \sin (\delta_0 + \omega_0 t - n\omega t) \quad (1.9)$$

where $\delta_0$ is a constant of integration [2]. There is a contribution to the dc current when $\omega_0 = n\omega$, i.e. $V_{dc} = n\Phi_0 \omega / 2\pi$. Thus the dc current as a function of dc voltage has a series of spikes. To get true steps rather than spikes requires additional circuit elements in the analysis.

Combining the ac and dc Josephson equations (Eqs. 1.7 and 1.8) yields an expression for the inductance of the junction [1]. The time-derivative of the dc Josephson equation Eq. 1.7 is

$$\frac{dI_J}{dt} = I_c \cos \delta \frac{d\delta}{dt} \quad (1.10)$$

This equation can be solved for $d\delta/dt$ and substituted into the ac Josephson equation Eq. 1.8 to yield

$$V = \frac{\Phi_0}{2\pi I_c \cos \delta} \frac{dI_J}{dt} \quad (1.11)$$

The Josephson inductance can be defined as

$$L_{JJ} = \frac{V}{dI_J/dt} = \frac{\Phi_0}{2\pi I_c \cos \delta} \quad (1.12)$$

This approximation is only useful if $\delta$ is well-defined and the time-varying part of $\delta$ is small. It is not a useful quantity if the rf current is large and $\delta$ has a large
amplitude of oscillation; or if the dc current is above the critical current \(I_{dc} > I_c\) and \(\delta\) increases with time.

An ideal Josephson junction can be treated as an inductor with a variable inductance given by Eq. 1.12. A more realistic model shunts the junction with a sub-gap resistance \(R\) due to loss, for example from the tunneling of normal state electrons across the junction. In addition real junctions are shunted by capacitance \(C\) (the capacitance of two overlapping conductors separated by an insulator) [1]. This defines the resistively and capacitively shunted junction (RCSJ) model with a circuit diagram as shown in Fig. 1.1 (b).

This model works reasonably well as long as the temperature is not too low, the critical current is not too small, and the voltage across the junction is less than the gap voltage \(V < V_g\). The model can be extended to higher voltages by using a voltage-dependent resistance.

\[
R = \begin{cases} 
R_{SG} & : V < V_g \\
R_N & : V > V_g 
\end{cases} \tag{1.13}
\]

The normal tunneling resistance \(R_N\) is typically much less than the sub-gap resistance \(R_{SG}\) to represent loss due to quasiparticle generation, \(i.e. R_N \ll R_{SG}\) [2]. For the junctions considered in this thesis \(R_{SG}/R_N \approx 10\).

1.1.3 rf SQUIDs

An rf SQUID (radio frequency superconducting quantum interference device) is a superconducting loop interrupted by a single Josephson junction. The rf SQUID can be modeled as an RCSJ in parallel with an inductor representing the inductance
The flux through an rf SQUID loop must be an integer number of flux quanta. Taking into account the additional phase from the junction, Eq. (1.5) can be written as

$$\Phi = n\Phi_0 + \Phi_0\delta = \frac{\Phi_0\delta}{2\pi}$$

(1.15)

Setting $n = 0$ amounts to choosing the origin for the phase $\delta$.

1.2 Metamaterials

Metamaterials are artificially structured media with electromagnetic properties arising from both the structure of individual meta-atoms and the interactions between them. Metamaterials can have interesting emergent properties that are not
seen in natural materials *e.g.* a negative index of refraction \[5–7\], cloaking \[8, 9\], super-resolution imaging \[10,11\], and perfect absorption \[12\].

Superconducting metamaterials have several potential advantages over those made of normal metals, including low loss, small meta-atom size, and tunability \[13, 14\]. Low ohmic loss is important because many of the exciting features of metamaterials such as evanescent wave amplification \[15\] and negative refraction are strongly suppressed by even small amounts of loss \[15, 20\]. Nonsuperconducting metamaterials in both the visible and microwave regimes, often have meta-atoms that approach the scale of the wavelength to minimize losses \[21, 22\]. Because of the way losses scale with size, superconducting meta-atoms can be made much smaller than the wavelength allowing them to operate well within the metamaterial limit, as opposed to the photonic crystal limit. In particular, I take advantage of the tunability and nonlinearity that superconductors afford to create metamaterials with tunable effective permeability and permittivity.

Superconducting metamaterials also have some limitations; they are confined to low temperatures and frequencies, and the extreme sensitivity to magnetic flux that makes them attractive for tuning applications also means that they require magnetic shielding to protect them from stray fields. Superconducting metamaterials are limited to low frequencies because superconductivity is destroyed above the gap frequency \(f_{\text{gap}} = 2\Delta/h\), where \(\Delta\) is the superconducting gap energy; \(f_{\text{gap}} \approx 1.5\) THz for Nb, the superconductor used in this work. Superconducting metamaterials also require a cryogenic environment; the critical temperature of Nb is 9.2 K and the current record for high temperature superconductors (HTS) is \(T_c = 133\) K \[23\].
Recent progress has been made in producing high quality Josephson junctions with consistent critical currents in HTS [24]. This limitation is mitigated by progress made in closed-cycle cryocooler systems which have become small, efficient, and inexpensive. Such systems can operate for 5 years unattended, and can accommodate the heat load associated with microwave input and output transmission lines to room temperature [25].

1.2.1 Tunable Negative Effective Permeability

A metamaterial with a negative index of refraction

\[ n = \sqrt{\varepsilon \mu} \]  

requires a negative effective permeability. \( \mu = \mu_0(1 + \chi_m) \), where \( \chi_m \) is the magnetic susceptibility. A conducting loop is diamagnetic by Lenz’s law so the magnetic susceptibility is negative \( \chi_m < 0 \) but \( |\chi_m| \ll 1 \) so the effective permeability remains positive. The magnitude of the magnetic susceptibility can be enhanced by adding a resonance.

The SRR (split ring resonator), a well-studied resonant structure, is composed of a metallic ring with a gap on one side, Fig. 1.3 (a) [26]. The SRR is an LC resonator with the inductance coming from the loop and the capacitance from the gap. Similar resonant structures with inductive and capacitive elements have been used as meta-atoms, as shown in Fig. 1.3 (b). The properties of these meta-atoms are dependent on their geometry and fixed after fabrication.

This limitation can be overcome by embedding the resonator in a nonlinear
medium \cite{27} or by using a nonlinear inclusion instead of a gap in the ring \textit{e.g.} a varactor diode which has a capacitance and conductivity that depend on the voltage across it \cite{28,29}. These techniques allow the properties of the metamaterial to be tuned after fabrication. However, tuning the nonlinear element increases losses which can be mitigated by using superconductors.

Superconducting metamaterials can be tuned via the kinetic inductance, the component of the inductance that comes from the kinetic energy stored in the supercurrent. The kinetic inductance can be increased by disrupting superconductivity which can be achieved by increasing temperature or by introducing currents or magnetic fields. However, these tuning techniques are slow and increase the dissipation.

Temperature tuning by exploiting the change in the kinetic inductance has
been demonstrated in SRRs \[30,31\] and other superconducting metamaterials with meta-atoms shown in Fig. 1.3 \[32–40\]. However, temperature tuning is slow since the thermal inertia of the meta-atoms can be large, even at low temperatures. Typical estimates for temperature tuning response times are on the order of 10 \(\mu\text{s}\) \[35\].

Applied currents can tune superconducting metamaterials, by causing superfluid depairing which increases the kinetic inductance \[41\]. For example, applied currents can tune sub-THz transmission of a metamaterial composed of a network of resonators connected by a superconducting wire loop \[35\]. rf current can be induced in resonators designed to couple to electric field, suppressing superconductivity \[40,42,43\]. However, current often induces magnetic vortices in the superconductor before the depairing critical current is reached \[35,44\]. These vortices move under the influence of the high-frequency current, enhancing dissipation.

Both dc and rf magnetic fields can tune superconducting metamaterials; an rf magnetic field creates enhanced rf screening currents at discrete locations in the SRR, enhancing inductance and dissipation as magnetic flux moves into and out of the superconducting film at high frequency \[38,45\] \[49\]. However, the insertion of magnetic flux into superconducting materials is often too slow and too dissipative for tuning applications.

The rf SQUID, which has a Josephson junction instead of the gap in the SRR, is a significant improvement over the meta-atoms described above; the resonance can be tuned quickly over a wide range without a substantial increase in losses. Using an rf SQUID as a meta-atom was first proposed theoretically \[50\] \[52\]. In addition to the dc flux tuning of an individual SQUID meta-atom first experimentally demonstrated
by Jung et al. [53], we have shown tuning with rf flux and temperature [54]. We have also demonstrated a novel transparency behavior for intermediate values of rf flux.

Previous experimental work on rf SQUID metamaterials has been limited to 1D arrays and theoretical work has only considered nearest neighbor coupling between the SQUIDs. dc flux tuning has been experimentally demonstrated in 1D rf SQUID metamaterials [55, 56]. Multistability in the intermediate rf flux regime has been demonstrated experimentally in 1D arrays [57] and explored in 2D arrays theoretically [58]. Magneto-inductive modes have been theoretically predicted assuming nearest neighbor coupling in 1D [59] and 2D arrays of rf SQUIDs [60, 61]. Chimera states have also been theoretically predicted [62]. In this thesis, I consider fully coupled 2D arrays and the behavior resulting from the complex interactions between the SQUIDs, not seen in 1D.

1.2.2 Tunable Negative Effective Permittivity

To have a negative refractive index (Eq. 1.16), a material must have a negative effective permittivity at the same frequency it has negative effective permeability. The effective permittivity as a function of frequency in a loss-less plasmonic medium is given by,

\[ \epsilon = 1 - \left( \frac{\omega_p}{\omega} \right)^2 \]  

(1.17)

Negative effective permittivity in a metal can be achieved by stimulating it with an electromagnetic wave that has a frequency below the plasma frequency,
\( \omega < \omega_p \). However, the plasma frequency is typically in the UV or optical range and I wish to make metamaterials in the GHz range.

Similar behavior has been observed in the GHz range by using an array of thin wires [63]. The permittivity obeys Eq. 1.17 but with the plasma frequency \( \omega_p \) replaced with a cutoff frequency \( \omega_c \) representing the LC resonance of the wire array [64]. Tuning of the permittivity in the GHz range has been demonstrated in superconducting wire arrays in an X-band waveguide [65]. The properties of these wire array metamaterials are determined by the size and spacing of the wires. I add Josephson junctions to the wires to allow tunability after fabrication with current and temperature.

Josephson junctions arrays have been extensively studied in 1D and 2D (Fig. 1.4) to make the junctions coherently emit microwaves in response to a dc voltage bias [66,67]. The Kuramoto model (which I use to quantify coherence in rf SQUID arrays in Sec. 2.6) has been applied to this system [68,69]. Experimental measurements have focused on IV dependence and microwave emission in the absence of a uniform drive [70, 72].

When a uniform drive is applied to an array of Josephson junctions there are giant Shapiro steps, \textit{i.e.} regular voltage steps as a function of dc current at \( V = nN\Phi_0\omega/2\pi \) where \( N \) is the number of junctions. These steps are used as a voltage standard because they are easier to measure than those of a single junction and they are regular even when there is a spread in critical currents [4]. 2D Josephson junction arrays can also exhibit fractional giant Shapiro steps [73].

I am interested in how Josephson junction arrays behave as a metamaterial
and so primarily measure transmission of microwaves through the effective medium.

The metamaterial considered in this thesis is an array of wires containing 100 junctions in the classical limit and has not previously been experimentally measured or considered in detail theoretically.

1.2.3 Tunable Negative Index Metamaterials

SRR arrays and arrays of thin wires have been successfully combined to produce a negative index material \cite{6,7}. Superconducting SRRs and wires have also been combined and show some tuning in response to temperature and magnetic field \cite{65}. My goal was to build on this work by combining rf SQUIDs arrays and arrays of Josephson junction-loaded wires into a single metamaterial as illustrated.
Figure 1.5: The rf SQUID and JJ-loaded wire arrays combined into a single metamaterial with a tunable refractive index. The full 3D structure would have layers stacking out of the page. The incident waves are oriented so the electric field interacts with the wires and the magnetic field with the SQUIDs in Fig. 1.5. This metamaterial would have an index of refraction (Eq. 1.16) which could be tuned over a larger range and faster than previous implementations without increasing losses.
1.3 What Follows

The remainder of the thesis is organized as follows. Chapter 2 explains how to calculate quantities of interest \( i.e. \) transmission \( S_{21} \) and coherence \( r_A \). Chapter 3 provides details of the samples (both their design and preparation) and the experimental setup. Chapter 4 shows how the resonant frequency and the permeability of a single rf SQUID tune with dc flux, temperature, and rf flux and provides estimates of the tuning speed. Chapter 5 shows how the tuning properties of a 2D array are similar to the single SQUID and how the arrays differ \( i.e. \) coupling between the SQUIDs, magneto-inductive modes, and disorder. Chapter 6 shows how the JJ-loaded wire array tunes as designed in the low rf and dc current limits and briefly explores the complicated hysteretic and nonlinear behavior beyond these limits. Chapter 7 summarizes what I’ve done, discusses possible applications, and suggests directions for future work.
Chapter 2: Model and Simulations

The key to understanding the dynamics of Josephson metamaterials is the gauge-invariant phase difference across a junction \( \delta(t) \). In this chapter, I describe how to calculate \( \delta(t) \) for single junctions, individual SQUIDs, two coupled SQUIDs, and coupled 2D SQUID arrays. From \( \delta(t) \) any quantity of interest can be calculated, e.g. transmission \( S_{21} \) which can be compared to measurements. For details on how the parameters were chosen for these simulations see Sec. [C] and for details on the Python scripts I used to perform these calculations see Sec. [D].

2.1 Single Josephson Junction

A model for the JJ-loaded wire arrays begins with the gauge-invariant phase difference across a single junction \( \delta(t) \). The applied current (both dc and rf parts) must be equal to the sum of the currents through the junction, the resistor, and the capacitor (using the RCSJ model, Fig. 1.1 (b)), which written in terms of \( \delta \) has the following form

\[
I_{dc} + I_{rf} \sin \omega t = I_c \sin \delta + \frac{1}{R} \frac{\Phi_0}{2\pi} \frac{d\delta}{dt} + C_0 \frac{\Phi_0}{2\pi} \frac{d^2\delta}{dt^2} \quad (2.1)
\]

where \( I_{dc} \) is the applied dc current and \( I_{rf} \) and \( \omega \) are the amplitude and angular frequency of the applied rf current. This equation can be recast in dimensionless
form as

\[
\frac{I_{dc}}{I_c} + \frac{I_{rf}}{I_c} \sin \Omega \tau = \sin \delta + \gamma \frac{d\delta}{d\tau} + \frac{d^2\delta}{d\tau^2}
\]  \quad (2.2)

where

\[
\tau = \omega_{jp} t
\]
\[
\Omega = \omega / \omega_{jp}
\]
\[
\omega_{jp} = \sqrt{\frac{1}{L_{JJ}(\delta = 0)C}}
\]
\[
\gamma = \frac{1}{R} \sqrt{\frac{L_{JJ}(\delta = 0)}{C}}
\]

\(\omega_{jp}\) is the plasma frequency of the junction. \(\delta(t)\) can be used to calculate values of interest such as the cutoff frequency of the metamaterial \(\omega_c\) and the effective permittivity as shown in Sec. 2.5.2.

Equation 2.2 can have chaotic solutions if any of the following conditions are not met [74]:

\[
\beta_c = \frac{2\pi I_c R^2 C}{\Phi_0} \ll 1
\]  \quad (2.3)
\[
\omega \gg \omega_{jp}
\]  \quad (2.4)
\[
I_{rf}/I_c \ll 1
\]  \quad (2.5)

For the junctions I designed \(\beta_c = 70\) and \(\omega_{jp}/2\pi = 9\) GHz (slightly lower than the measurement range), so chaotic behavior is possible for sufficiently high values of rf current, but the JJ-loaded wire arrays are designed to operate in the low rf current limit, \(I_{rf}/I_c \ll 1\). A well-studied mechanical analogue of the Josephson junction is the driven and damped pendulum [75].
2.2 Single rf SQUID

A similar equation for the gauge-invariant phase difference $\delta(t)$ can be derived for the rf SQUID. The total flux $\Phi$ is the sum of the applied flux $\Phi_{app}$ and the current-induced flux

$$\Phi = \Phi_{app} - LI$$  \hspace{1cm} (2.6)

where $L$ is the geometric inductance of the superconducting loop and $I$ is the current through the loop, which (using the RCSJ model) is the sum of the currents through the junction, the resistor, and the capacitor. Equation 2.6 can be rewritten in the terms of $\delta$ (using flux quantization to substitute for $\Phi$ using Eq. 1.15)

$$\Phi_{dc} + \Phi_{rf} \sin \omega t = \Phi_0 \frac{\delta}{2\pi} + L \left( I_c \sin \delta + \frac{1}{R} \frac{\Phi_0}{2\pi} \frac{d\delta}{dt} + C \frac{\Phi_0}{2\pi} \frac{d^2\delta}{dt^2} \right)$$\hspace{1cm} (2.7)

where $\Phi_{dc}$ is the applied dc magnetic field and $\Phi_{rf}$ and $\omega$ are the amplitude and angular frequency of the applied rf flux. This equation can be recast in dimensionless form as

$$\frac{2\pi}{\Phi_0} (\Phi_{dc} + \Phi_{rf} \sin \Omega \tau) = \delta + \beta_{rf} \sin \delta + \gamma \frac{d\delta}{d\tau} + \frac{d^2\delta}{d\tau^2}$$\hspace{1cm} (2.8)

where

$$\tau = \omega_{geo} t \hspace{1cm} \Omega = \omega / \omega_{geo} \hspace{1cm} \omega_{geo} = \sqrt{1/LC}$$

$$\beta_{rf} = \frac{2\pi LI_c}{\Phi_0} \hspace{1cm} \gamma = \frac{1}{R} \sqrt{\frac{L}{C}}$$

This equation is very similar to Eq. 2.2 for a single Josephson junction; however, incorporating the junction into a superconducting loop subject to flux quantization introduces an additional term linear in $\delta$ on the right-hand side of Eq.
2.8 Unlike the single Josephson junction and its mechanical analogue, the driven
damped pendulum, this equation is linear in the high rf flux limit in addition to
the low rf flux limit, assuming $\beta_{rf} < 1$ (all of the SQUIDs discussed here fulfill that
condition). The solutions for $\delta(t)$ are sinusoidal with the same frequency as the rf
driving flux; there are no chaotic solutions for $\beta_{rf} < 1$.[76]

2.2.1 Low rf Flux Limit

Equation 2.8 can be linearized in the limit $\Phi_{rf} \ll \Phi_0$ by separating the phase
difference into dc and rf components $\delta(\tau) = \delta_{dc} + \delta_{rf}(\tau)$ where it is assumed that
the time-varying component of the phase difference is very small i.e. $\delta_{rf}(\tau) \ll 1$.

$$\sin \delta = \sin (\delta_{dc} + \delta_{rf}) = \sin \delta_{dc} \cos \delta_{rf} + \cos \delta_{dc} \sin \delta_{rf} \approx \sin \delta_{dc} + \delta_{rf} \cos \delta_{dc} \quad (2.9)$$

By substituting Eq. 2.9 for the sine term in 2.8 the equation can be linearized
and separated into the following time-independent and time-dependent equations:

$$2\pi \frac{\Phi_{dc}}{\Phi_0} = \delta_{dc} + \beta_{rf} \sin \delta_{dc} \quad (2.10)$$

$$2\pi \frac{\Phi_{rf}}{\Phi_0} \sin \Omega \tau = \eta \delta_{rf} + \gamma \frac{d\delta_{rf}}{d\tau} + \frac{d^2\delta_{rf}}{d\tau^2} \quad (2.11)$$

where $\eta = 1 + \beta_{rf} \cos \delta_{dc}$. Equation 2.11 has an analytic solution for $\delta_{rf}$ given by

$$\delta_{rf} = 2\pi \frac{\Phi_{rf}}{\Phi_0} \frac{(\eta - \Omega^2) \sin \Omega \tau - (\Omega \gamma) \cos \Omega \tau}{(\eta - \Omega^2)^2 + (\Omega \gamma)^2}. \quad (2.12)$$

The resonant frequency can be calculated by using the solution for $\delta_{dc}$ (Eq.
2.10) to calculate the Josephson inductance $L_{JJ}$ (Eq. 1.12), and then $f_0$ (Eq. 1.14).
The resonant frequency is periodic in dc flux with a range of the dc flux tunability
given by

\[
\begin{align*}
    f_0 \left( \frac{\Phi_{dc}}{\Phi_0} = 0 \right) &= f_{geo} \sqrt{1 + \beta_{rf}} \\
    f_0 \left( \frac{\Phi_{dc}}{\Phi_0} = \frac{1}{2} \right) &= f_{geo} \sqrt{1 - \beta_{rf}}
\end{align*}
\]

where \( f_{geo} = \frac{\omega_{geo}}{2\pi} \).

The resonant frequency is temperature dependent because the critical current is temperature dependent and goes to zero at \( T_c \). In the high temperature limit \( \beta_{rf} = 0 \), the resonance cannot be tuned by dc flux, and \( f_0 = f_{geo} \).

### 2.2.2 High rf Flux Limit

Equation 2.8 is also linear in the high rf flux limit (where it is assumed \( \delta_{rf} \gg 1 \)) because \( \beta_{rf} \sin \delta + \delta \approx \delta \) for \( \beta_{rf} < 1 \). The equation can be separated into the following time dependent and time independent equations:

\[
2\pi \frac{\Phi_{dc}}{\Phi_0} = \delta_{dc}
\]

\[
2\pi \frac{\Phi_{rf}}{\Phi_0} \sin (\Omega \tau) = \delta_{rf} + \gamma \frac{d\delta_{rf}}{d\tau} + \frac{d^2\delta_{rf}}{d\tau^2}
\]

Equation 2.16 has the same analytic solution as Eq. 2.12 with \( \eta \) replaced by 1, so unlike Eq. 2.12 it has no dependence on temperature or dc flux. The resonant frequency is simply the geometric resonant frequency \( f_{geo} \) as it is in the high temperature limit.
2.3 Pair of rf SQUIDs

The difference in the behavior of one SQUID and two SQUIDs is caused by the coupling between them; there is an additional flux term that needs to be added to Eq. 2.6 due to the mutual inductance between the loops $M$, see Fig. 2.1. The flux in each SQUID is then

$$\Phi_1 = \Phi_{app,1} + MI_2 - LI_1 \quad (2.17)$$
$$\Phi_2 = \Phi_{app,2} + MI_1 - LI_2 \quad (2.18)$$

where $I_1$ and $I_2$ are the currents through each loop. $M < 0$ because the SQUID’s magnetic field induces an opposing response in its neighbor for the coplanar geometry used here.

Following a procedure similar to the one used above, Eqs. 2.17 and 2.18 can be rewritten as a pair of dimensionless coupled differential equations in terms of the
gauge-invariant phase difference across each junction $\delta_1$ and $\delta_2$

\[
\frac{2\pi}{\Phi_0} (\Phi_{dc,1} + \Phi_{rf} \sin \Omega \tau) = \delta_1 + \beta_{rf} \sin \delta_1 + \gamma \frac{d\delta_1}{d\tau} + \frac{d^2\delta_1}{d\tau^2} + \kappa \left( \beta_{rf} \sin \delta_2 + \gamma \frac{d\delta_2}{d\tau} + \frac{d^2\delta_2}{d\tau^2} \right)
\] (2.19)

\[
\frac{2\pi}{\Phi_0} (\Phi_{dc,2} + \Phi_{rf} \sin \Omega \tau) = \delta_2 + \beta_{rf} \sin \delta_2 + \gamma \frac{d\delta_2}{d\tau} + \frac{d^2\delta_2}{d\tau^2} + \kappa \left( \beta_{rf} \sin \delta_1 + \gamma \frac{d\delta_1}{d\tau} + \frac{d^2\delta_1}{d\tau^2} \right)
\] (2.20)

where $\kappa = M/L$ is the ratio of the mutual inductance to the self-inductance. As before the equations can be linearized in the limit of low and high rf flux.

2.4 rf SQUID Arrays

For each additional SQUID there is an additional applied flux term

\[
\Phi = \Phi_{app} + \sum_{j \neq i}^N (M_{ij} I_j) - LI_i
\] (2.21)

where $N$ is the total number of SQUIDs and $M_{ij}$ is the mutual inductance between SQUIDs $i$ and $j$.

An array of $N$ coupled rf SQUIDs can be described by the following set of coupled nonlinear differential equations:

\[
\frac{2\pi}{\Phi_0} (\hat{\Phi}_{dc} + \hat{\Phi}_{rf} \sin \Omega \tau) = \hat{\delta} + \hat{\kappa} \left( \beta_{rf} \sin \hat{\delta} + \gamma \frac{d\hat{\delta}}{d\tau} + \frac{d^2\hat{\delta}}{d\tau^2} \right)
\] (2.22)

where $\hat{\delta}$ is a vector of length $N$ representing the gauge-invariant phase difference across the junction for each of the $N$ SQUIDs. $\hat{\Phi}_{dc}$ and $\hat{\Phi}_{rf}$ are vectors representing
the the dc and rf applied flux in each SQUID respectively. $\bar{\kappa}$ is $N \times N$ 2D matrix that describes the coupling between every pair of SQUIDs where

$$\kappa_{ij} = \begin{cases} 
1 & : i = j \\
M_{ij}/L & : i \neq j
\end{cases} \quad (2.23)$$

The following values are assumed to be identical for all SQUIDs: $\beta_{rf}, \gamma, \omega,$ and $\Phi_{rf}$ because the lithographic process to define the SQUIDs has little variation and the measurement conditions assure uniform rf flux and frequency [54]. However, the edge-effects present in the coupling matrix $\bar{\kappa}$ are preserved and non-uniform $\Phi_{dc}$ is considered.

Equation (2.22) can also be linearized in the limit $\Phi_{rf}/\Phi_0 \ll 1$ yielding the following system of equations

$$\hat{\delta}_{dc} + \beta_{rf} \bar{\kappa} \sin \hat{\delta}_{dc} = \frac{2\pi}{\Phi_0} \hat{\Phi}_{dc} \quad (2.24)$$

$$\begin{bmatrix} \bar{K} & -\gamma \Omega \bar{I} \\ \gamma \Omega \bar{I} & \bar{K} \end{bmatrix} \begin{bmatrix} \hat{a} \\ \hat{b} \end{bmatrix} = \begin{bmatrix} \hat{F} \\ \hat{0} \end{bmatrix} \quad (2.25)$$

where

$$\bar{K} = \bar{\kappa}^{-1} + \beta_{rf} \cos \bar{\delta}_{dc} - \Omega^2 \bar{I}$$

$$\hat{F} = 2\pi \bar{\kappa}^{-1} \frac{\Phi_{rf}}{\Phi_0}$$

$$\hat{\delta}_{rf}(t) = \hat{a} \sin \Omega \tau + \hat{b} \cos \Omega \tau$$

From the solutions for the gauge-invariant phase difference any value of interest can be calculated, including transmission $S_{21}$ and coherence $r_A$, discussed below.
2.5 Calculating Transmission

I used two methods for calculating transmission $S_{21}$ from the solution for $\delta(t)$ ($\hat{\delta}(t)$ in SQUID arrays).

2.5.1 Dissipated Power

A simple method for estimating $S_{21}$ focuses on the power dissipated in the resistor of the RCSJ model.

$$S_{21} = \sqrt{\frac{P_T}{P_0}} = \sqrt{1 - \frac{\sum_{j}^N V_j^2 / R}{P_0}} \tag{2.26}$$

where $P_T$ is the transmitted power, $P_0$ is the incident power, and $V_j$ is the voltage across the $j$th junction. This equation assumes that the only power not transmitted through the waveguide is the power dissipated in the resistors; it does not account for reflection or other loss mechanisms.

2.5.2 Effective Medium

An alternate method for determining transmission considers the metamaterial an effective medium with an effective relative permeability $\mu_r$ (in the case of the rf SQUIDs) or an effective relative permittivity $\epsilon_r$ (in the case of the JJ-loaded wire arrays). This block of material is bordered on each side by a section of empty waveguide.

To calculate $\epsilon_r$ for JJ-loaded wire arrays, the Josephson inductance is found (Eq. 1.12) by using the time-averaged value of $\delta(t)$ (Eq. 2.2) and this is used to
find the cutoff frequency

$$\omega_c = \frac{1}{d} \sqrt{\frac{l}{(L_{geo} + NL_{J,J})\epsilon_0}}$$  \hspace{1cm} (2.27)

where \(d\) is the spacing between the wires, \(l\) is the length of the wires, \(L_{geo}\) is the geometric inductance of the superconductor, and \(N\) is the number of junctions per wire \([77]\). This model is only valid when Eq. \[1.12\] is a good approximation \(i.e.\) low rf current \(I_{rf}\) and \(I_{dc} < I_c\). This model also assumes that all the junctions are identical, and that they only interact through their shared current. The effective permittivity can be calculated from the cutoff frequency \(\omega_c\)

$$\epsilon_r = 1 + F \left( \frac{\omega_c}{\omega} \right)^2$$  \hspace{1cm} (2.28)

where \(F\) is the filling fraction of the metamaterial in the waveguide.

The effective permeability of SQUIDs and SQUID arrays can be calculated directly from the solution for \(\delta\)

$$\mu_r = 1 + F \left( \frac{\sum_j^N (a_j + ib_j)}{2\pi\Phi_{rf}/\Phi_0} - 1 \right),$$  \hspace{1cm} (2.29)

where \(\delta_j(t) = a_j \sin \Omega \tau + b_j \cos \Omega \tau\).

Once the properties of the effective medium have been determined, the transmission through a uniform block of this material embedded in a waveguide can be calculated. \(E\) and \(H\) fields must be continuous at the boundaries of the effective medium and the empty waveguide. Enforcing these boundary conditions yields the
Figure 2.2: Reflected and transmitted waves in effective medium calculation.

following four equations.

\[ E_0 + E_R = E_r + E_t \]  \hspace{1cm} (2.30)

\[ E_r e^{ikl} + E_t e^{-ikl} = E_T e^{ik_0l} \]  \hspace{1cm} (2.31)

\[ \frac{1}{\mu_0 c} (E_0 - E_R) = \frac{1}{\mu v} (E_r - E_t) \]  \hspace{1cm} (2.32)

\[ \frac{1}{\mu v} (E_r e^{ikl} - E_t e^{-ikl}) = \frac{1}{\mu_0 c} E_T e^{ik_0l} \]  \hspace{1cm} (2.33)

The reflected and transmitted waves are illustrated in Fig. 2.2.

These equations can be solved for transmission \( S_{21} \) and reflection \( S_{11} \) through the waveguide

\[ S_{21} = \frac{E_T}{E_0} = \frac{1}{\cos kl - \frac{i}{2} \left( \frac{1}{\beta} + \beta \right) \sin kl} \] \hspace{1cm} (2.34)

\[ S_{11} = \frac{E_R}{E_0} = S_{21} \frac{i}{2} \left( \frac{1}{\beta} + \beta \right) \sin kl \] \hspace{1cm} (2.35)
where

\[
\beta = \frac{k}{\mu_r \epsilon_r k_0}
\]

\[
k = \sqrt{\mu_r \epsilon_r \left(\frac{\omega}{c}\right)^2 - \left(\frac{\pi}{a_{dim}}\right)^2},
\]

wavenumber in the medium

\[
k_0 = k(\mu_r = \epsilon_r = 1),
\]

wavenumber in the empty waveguide

\(l\) is the length of the medium, \(c\) is the speed of light, and \(a_{dim}\) is the longer of the two waveguide dimensions.

2.6 Quantifying Coherence in rf SQUID Arrays

The typical Kuramoto system is a collection of linear harmonic oscillators with a Gaussian distribution of self-resonant frequencies \([78]\). These oscillators interact through nonlinear uniform all-to-all coupling and their dynamics are described by the following system of equations:

\[
\dot{\alpha}_i = \omega_i + K \frac{N}{N} \sum_{j=1}^{N} \sin(\alpha_j - \alpha_i)
\]

(2.36)

where \(\alpha_j\) is the phase of the \(j\)th oscillator, \(\omega_i\) is its self-resonant frequency, \(K\) is the strength of the coupling between the oscillators, and \(N\) is the number of oscillators.

The Kuramoto model quantifies coherence with an order parameter,

\[
r = \frac{\left| \frac{1}{N} \sum_{j=1}^{N} e^{i\alpha_j} \right|}{28}
\]

(2.37)

Perfect coherence \((r = 1)\) is achieved when the SQUIDs are all oscillating in phase at the same frequency despite the differences in self-resonant frequencies. \(r = 0\) represents complete incoherence. The Kuramoto model order parameter has been
used to quantify coherence in numerical studies of 1D rf SQUID metamaterials [58]. I have found that a modified order parameter is more useful.

There are several differences between the basic Kuramoto system and the 2D array of rf SQUIDs. The Kuramoto model considers linear oscillators that are non-linearly coupled where rf SQUIDs are nonlinear oscillators that are linearly coupled. The basic Kuramoto model only considers uniform coupling, although it has been extended to consider coupling that has a power law dependence on the separation between the oscillators which is more like the coupling between the SQUIDs [79]. The basic Kuramoto model also doesn’t include an rf drive or second order dynamics, but these extensions to the original model have been considered [80,81].

The most important difference (i.e. the one that motivates the modification to the order parameter) is that the Kuramoto model only considers phase information and assumes that the amplitudes of all the oscillators are the same. Simulations of rf SQUID arrays show that the amplitudes of oscillation can have a wide distribution. Consequently, I use a modified coherence order parameter that gives greater weight to the phase of oscillators with greater amplitude

$$r_A = \frac{\sum_j^N A_j e^{i\alpha_j}}{\sum_j^N A_j}$$ (2.38)

where $A_j$ is the amplitude of oscillation of $\delta_j(t)$ for the $j$th rf SQUID and the phase is measured relative to the phase of the drive. This modified parameter still falls between 0 and 1 with $r_A = 1$ representing perfect coherence.
Chapter 3: Experimental Details

In this chapter, I describe how the Josephson metamaterials were designed, prepared, and measured. Details of samples which were prepared but do not have results appearing in the main body of this thesis can be found in Sec. B.

3.1 Sample Design

3.1.1 rf SQUIDs

The superconducting loop of each rf SQUID is composed of two Nb films that are connected by a via and a Nb/AlO$_x$/Nb Josephson junction. There is additional capacitance where these layers overlap (with SiO$_2$ dielectric) which is necessary to bring the resonant frequency within the measurable range. When designing the SQUIDs, I control the loop inductance $L$ (by controlling inner and outer radii of the loop), the critical current of the junction $I_c$, and the overlap capacitance $C$. Values for $L$, $I_c$, and $C$ were chosen to maximize tunability within the measurable frequency range 6.5 – 26.5 GHz while keeping the SQUIDs non-hysteretic $\beta_{rf} < 1$, and low noise [82]:

$$\Gamma = \frac{2\pi k_BT}{\Phi_0 I_c} < 1 \quad \text{and} \quad L_F = \frac{1}{k_BT} \left(\frac{\Phi_0}{2\pi}\right)^2 \gg L$$
The individual meta-atom presented in this thesis has parameter values listed first in Tab. 3.1 (See Sec. C for details on how each parameter is fit to data.) This rf SQUID has 3 \( \mu \text{m} \) diameter holes in the Nb film every 10 \( \mu \text{m} \) to pin vortices \[83\]. The holes do not affect the inductance of the SQUID because the current is concentrated on the inner edge of the loop. HFSS simulations confirmed this, showing no change in the resonant response or current distribution in the rf SQUID when the holes were present. HFSS could not provide insight into how these holes interact with vortices because HFSS is not equipped to handle superconductivity in detail. Later generations of samples lack these holes because it is more important that there are no vortices coupling flux into the SQUID loop than that they are pinned.

Table 3.1: Parameters of measured SQUID and SQUID arrays.

| made by | \( \Lambda \) | \( |\kappa_0| \) | \( L \) (nH) | \( C \) (pF) | \( I_c \) (\( \mu \)A) | \( R \) (k\( \Omega \)) | \( \beta_{rf} \) | Fig. |
|---------|-------------|---------|--------|----------|-----------|-------------|----------------|------|
| single  | Hypres     | --      | --     | 0.33     | 0.42      | 0.75        | 0.25           | 0.55 | 3.1 |
| 11x11   | Hypres     | 180     | 0.003  | 0.056    | 2.1       | 5.4         | 0.5            | 0.86 | 3.2 \( \text{a} \) |
| 21x21   | IREE       | 270     | 0.006  | 0.13     | 2.1       | 2.0         | 1.0            | 0.77 | 3.3 \( \text{a} \) |
| 21x21   | IREE       | 380     | 0.02   | 0.13     | 2.1       | 2.0         | 1.0            | 0.77 | 3.3 \( \text{b} \) |
| 27x27   | Hypres     | 350     | 0.03   | 0.12     | 0.93      | 2.2         | 1.5            | 0.80 | 3.2 \( \text{b} \) |

In addition to the individual rf SQUID, several 2D arrays of nominally identical rf SQUIDs were measured; in the body of this thesis I present results from an 11x11, 27x27, and two 21x21 arrays. The parameters of these arrays are listed in Tab. 3.1. The large ratio of the wavelength to the lattice parameter shows that these arrays are well-within the metamaterial limit, \( \Lambda \gg 1 \).
The two 21x21 arrays were designed by Philipp Jung\footnote{Physikalisches Institut, Karlsruhe Institute of Technology, Germany} and are identical except for the spacing (and therefore the coupling) between the SQUIDs. The maximum coupling of these SQUIDs, determined by FastHenry calculations \cite{84}, is $\kappa_0 = -0.06$ (when the SQUIDs are as close together as possible).
Figure 3.2: (a) 11x11 rf SQUID array. (b) 27x27 rf SQUID array. Inset:
Enlargement of SQUID. All dimensions in $\mu$m.
Figure 3.3: 21x21 rf SQUID arrays. (a) Loosely coupled sample $|\kappa_0| = 0.006$. (b) Tightly coupled sample $|\kappa_0| = 0.02$. Inset: SQUID for both the loosely and tightly coupled arrays, including the junction (red) and the overlap capacitance (purple). All dimensions in $\mu\text{m}$.
3.1.2 JJ-loaded wire arrays

The electric metamaterials prepared by IREE (Fig. 3.4) are designed to have a cutoff frequency that tunes through the measurable frequency range, 6.5 – 26.5 GHz. There are four equally spaced wires of 100 junctions each on a 4x8 mm$^2$ silicon chip. The junctions are nominally identical with critical currents of $I_c(T = 4.5 \text{ K}) = 0.25 \mu\text{A}$ and the minimum amount of overlap capacitance. There are gold contact pads at each end to apply dc current bias; the contacts are normal metal so the wires are not part of superconducting loops. The blue features in Fig. 3.4 are the “ghost contacts” from the anodization step and not structures that affect operation.
3.2 Sample Fabrication

Samples were fabricated using two slightly different processes: one by Hypres\(^2\) and the other by IREE\(^3\).

3.2.1 Hypres Process

The individual rf SQUID sample, 11x11 array, and 27x27 SQUID array described above were prepared using the Hypres 0.3 $\mu$A/$\mu$m\(^2\) Nb/AlO\(_x\)/Nb junction process on silicon substrates \(85\)\(^-\)\(87\). (Measurements of other junctions from this run suggest the critical current density is closer to 0.2 $\mu$A/$\mu$m\(^2\) at 4.2 K.) The penetration depth of the Nb is 90 nm. The layers of the process are listed in Tab. 3.2.

3.2.2 IREE Process

The 21x21 rf SQUID arrays and Josephson junction-loaded wire arrays were prepared by IREE using a similar process with a higher critical current density, 1 $\mu$A/$\mu$m\(^2\) \(88\)\(^-\)\(92\). There are some minor differences in the thicknesses of various layers and the penetration depth of the Nb at 85 nm. The layers are listed in Tab. 3.3.

The largest difference between the two processes is that in the IREE process the anodization of the Nb\(_2\)O\(_5\) that protects the junction occurs after the junction is

---

\(^2\)175 Clearbrook Road, Elmsford, NY 10523, USA

\(^3\)Institute of Radio Engineering and Electronics, Moscow, Russia
defined instead of before. This necessitates additional metal structures that connect areas that require anodization to leads on the edge of the wafer. These structures are removed later in the process but residual “ghost contacts” are still visible.

3.3 Measurement Setup

The experiment was conducted in a two-stage (40 K and 4 K) pulsed-tube cryostat with a base temperature of 4.5 K.
Table 3.3: Layers in IREE process.

<table>
<thead>
<tr>
<th>Layer Name</th>
<th>Material</th>
<th>Thickness (nm)</th>
<th>Layer Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>M0</td>
<td>Nb</td>
<td>150</td>
<td>Ground plane</td>
</tr>
<tr>
<td>I0</td>
<td>SiO₂</td>
<td>170</td>
<td>Insulator, capacitance: 0.25 fF/µm²</td>
</tr>
<tr>
<td>M1</td>
<td>Nb</td>
<td>200</td>
<td>Trilayer base electrode</td>
</tr>
<tr>
<td>I1</td>
<td>AlOₓ/Nb</td>
<td>80</td>
<td>Trilayer counter electrode and tunnel barrier</td>
</tr>
<tr>
<td></td>
<td>Nb₂O₅</td>
<td>40</td>
<td>Insulation around the junction</td>
</tr>
<tr>
<td></td>
<td>SiO₂</td>
<td>250</td>
<td>Insulator, capacitance: 0.17 fF/µm²</td>
</tr>
<tr>
<td>ETCH</td>
<td>Mo</td>
<td>variable</td>
<td></td>
</tr>
<tr>
<td>RES</td>
<td>Mo</td>
<td>variable</td>
<td></td>
</tr>
<tr>
<td></td>
<td>SiO₂</td>
<td>100</td>
<td>Insulator, capacitance: 0.42 fF/µm²</td>
</tr>
<tr>
<td>M2</td>
<td>Nb</td>
<td>350</td>
<td></td>
</tr>
<tr>
<td>I2</td>
<td>SiO₂</td>
<td>400</td>
<td>Insulator, capacitance: 0.11 fF/µm²</td>
</tr>
<tr>
<td>M3</td>
<td>Nb</td>
<td>450</td>
<td></td>
</tr>
<tr>
<td>Cont</td>
<td>Al/Au</td>
<td>200</td>
<td>Contact pads</td>
</tr>
</tbody>
</table>

3.3.1 Microwave Path

Figure 3.5 shows the microwave setup. A microwave signal is first generated by an Agilent N5242A (E8364C for single SQUID measurements) network analyzer. The microwaves pass through a 20 dB attenuator before entering the cryogenic environment. The signal travels semi-rigid non-magnetic coax cables (made by Coax [93]) to a 6-way switch (Radiall R591722605) on the 4 K stage that sends the signal to one of two waveguides. The signal is coupled to the waveguide, exciting a TE₁₀ mode in the 76 mm copper rectangular waveguide, operating between cutoff and the frequency of the next highest mode (see Tab. 3.4 and Fig. 3.6 for details of
the X, Ku, and K waveguides). The microwaves interact with the sample mounted in the center of the waveguide before being coupled back to the output coax line and passing through another 6-way switch. On the way out there is cryogenic low noise amplifier (Low Noise Factory LNF-LNC6.20A) on the 40 K stage which provides 32 dB of gain. There is also a single-pole double-throw switch on this stage (Radiall R595F33115) which allows the amplifier to be bypassed, see Fig. 3.7 (a). Once outside the cryogenic environment, the microwaves pass through another amplifier (HP 83020A) for an additional 23 dB of gain before returning to the network analyzer.
3.3.2 Sample and Waveguide Mounting

The samples are mounted in waveguides that are clamped to the bottom of the 4 K plate and surrounded by magnetic shielding, which can be seen in Fig. 3.7 (b). Braided straps connect the base of the waveguides to the 4 K plate to provide additional thermal grounding. Switches allow multiple samples to be measured in each cooldown (there is room for two shielded waveguides).
Magnetic shielding is necessary because rf SQUIDs are extremely sensitive to magnetic field; their properties can change significantly even for fields smaller than 1 $\mu$T. The waveguides are surrounded by a mu-metal cylinder 1 mm thick manufactured by Amuneal. There is also a 0.1 mm thick superconducting niobium open cylinder inside the smallest can of the cryostat.

The waveguides are attached to the 4 K plate with OHFC (oxygen free high conductivity) copper clamps, shown in Fig. 3.8 (a). A solenoid made from superconducting NbTi wire surrounds the waveguide with the clamp shown in Fig. 3.8 (c) providing additional thermal contact. The coil biases the SQUID by generating a perpendicular dc magnetic field.

A Lakeshore 340 temperature controller controls the temperature with heaters and thermometers on the waveguides. The heater attaches to the waveguide with the clamp shown in Fig. 3.8 (c).

The arrays of the Josephson junction-loaded wires are oriented so that the wires are parallel to the electric field in the waveguide, Fig. 3.10 (a). The samples are mounted in a OHFC copper piece (Fig. 3.9) that clamps between two K waveguides. The chips lie inside the pocket and the remaining area is filled with Rohacell (a foam with dielectric constant 1.07 at 10 GHz). The contact pads on the edges of the samples connect to wires for applying dc bias current; one of the contact pads attaches to the waveguide and the other is connected to a wire that passes through a hole in the waveguide.

The rf SQUIDs are oriented in the waveguide such that the magnetic fields are perpendicular to the plane of the SQUIDs see Fig. 3.10 (b). They are held in
Figure 3.7: Interior of cryostat. (a) top of the 40 K plate. (b) the structures hanging below the 4 K plate.
Figure 3.8: (a) X-band waveguide clamp assembled (b) and separated. 

(c) K clamps that secure heater and solenoid to the waveguide clamp
Figure 3.9: Mount for Josephson junction-loaded wire arrays. All dimensions in mm.

place by Rohacell which provides adequate mechanical stability but poor thermal contact, shown in Fig. 3.8 (b).
Figure 3.10: (a) orientation of the JJ-loaded wire array (b) and rf SQUIDs in the waveguide.
Chapter 4: Individual rf SQUID Measurements

To understand the rf SQUID metamaterial it is necessary to first understand a single meta-atom. In this chapter, I show with measurement and simulation results how the resonance of an rf SQUID tunes with dc magnetic field, temperature, and rf flux. This tunable resonance will allow for tunable effective permeability of the rf SQUID metamaterial.

4.1 Tunability with dc Flux

The measured tuning of the resonance with dc flux in the limit $\Phi_{rf}/\Phi_0 \ll 1$ in shown in Fig. 4.1 (a). The resonance dips in $|S_{21}(\omega)|$ appear as red features against a yellow background of unaffected (fully transmitted) signals ($|S_{21}| = 0$ dB). The signal was extracted by subtracting $|S_{21}|$ at 16 K (well above the critical temperature) from $|S_{21}|$ at 6.5 K, removing a background variation, and applying a threshold to identify the resonance. The small magnitude of the resonance dips can be attributed to the small size of the SQUID relative to the waveguide.

The resonance shows periodicity with dc flux, with a maximum resonant frequency of $16.9 \pm 0.3$ GHz and a minimum below 10 GHz. The cutoff frequency of the Ku waveguide imposes a lower frequency limit on this measurement. The minimum
Figure 4.1: (a) Measured transmission of a single rf SQUID meta-atom as a function of frequency and dc flux at $T = 6.5$ K in the limit $\Phi_{rf}/\Phi_0 \ll 1$. The resonant response is indicated by the red features. (b) Simulated transmission from the effective medium method (Sec. 2.5.2). Black line: simulated minimum in $S_{21}(\omega)$. Blue line: resonant frequency from Eq. 1.14.

The resonant frequency (measured in an X band waveguide) is $9.5 \pm 0.5$ GHz.

Treating the rf SQUID as an effective medium, simulated transmission is shown in Fig. 4.1 (b). The resonant frequency shows the same dc flux dependence in both the model and the data, which is emphasized by the lines that run through both parts of Fig 4.1. The model also replicates the depth and width of the resonant dip and how the shape of the resonance changes with dc flux, i.e. becoming wider near integer flux quanta. For details on how model parameters were chosen to match the
The dc flux tuning of the SQUID meta-atom is remarkably sensitive. At its maximum value, the flux tunability (defined as the frequency change divided by the change in magnetic field) is approximately 80 THz/Gauss. Very little magnetic flux is necessary to make substantial changes in the properties of the meta-atom e.g. the effective permeability.

Simulations show that the effective permeability tunes with dc flux within the range of resonant frequencies, Fig. 4.2. Increasing dc flux can increase or decrease the effective permeability. The tuning is very frequency dependent and is most sensitive near the resonance. The biggest range of tuning occurs at $\Phi_{dc}/\Phi_0 = 1/2$ and the smallest at $\Phi_{dc}/\Phi_0 = 0$.

The effective permeability has a limited range of tuning for the same reason that the $S_{21}$ signals are so small: this SQUID takes up only a small fraction of the waveguide, with a filling fraction $F$ of only 0.0004. Increasing the number of SQUIDs and raising the filling fraction should increase the range of effective permeability.

### 4.2 Tunability with Temperature

The measured dc flux tuning of the resonance is modified by temperature, as shown in Fig. 4.3 (a). The flux tunability is reduced from 7 GHz at 6.5 K, to 3 GHz at 7.6 K, and 1 GHz at 8.3 K. The model predicts the reduction in dc flux tunability; the increased temperature suppresses the critical current which increases the magnitude of the Josephson inductance (Eq. 1.12) so that it has a smaller effect.
Figure 4.2: (a) Simulated relative effective permeability for a single rf-SQUID meta-atom in the limit $\Phi_{rf}/\Phi_0 \ll 1$ as a function of frequency at fixed dc flux (b) and dc flux at fixed frequency. Dashed lines follow the maximum and minimum values.

on the resonant frequency (Eq. 1.14).

I extracted the temperature dependence of the critical current $I_c(T)$ from the flux dependence of the resonant frequency at different fixed temperatures, Fig 4.3 (c). The critical current of the junction at each temperature was calculated by substituting the maximum resonant frequency as a function of flux into Eqs. 1.12 and 1.14. The results for $I_c(T)$ are consistent with previous results on Nb/AlO$_x$/Al/Nb tunnel junctions [94].

Transmission as a function of frequency and dc flux was measured for various fixed temperatures; the extracted maximum (at $\Phi_{dc}/\Phi_0 = 0$) resonant frequencies and minimum (at $\Phi_{dc}/\Phi_0 = 1/2$) resonant frequencies (if above waveguide cutoff)
Figure 4.3: (a) Measured transmission of a single rf SQUID meta-atom as a function of frequency and dc flux at three temperatures in the limit $\Phi_{rf}/\Phi_0 \ll 1$. The solid lines are the resonant frequency from Eq. 1.14.

(b) Maximum and minimum resonant frequency as a function of temperature, black dots: extracted from measurement, red triangles: from Eq. 1.14.

(c) Critical current extracted from the measured maximum resonant frequency as a function of temperature.
are plotted in Fig 4.3. (In principle this measurement could be done by increasing temperature at a fixed dc flux. In practice changing the temperature also changes the dc flux because of the field generated by the current through the heater.) Increasing the temperature from 5.5 to 8.5 K decreases the maximum resonant frequency from 18 to 13.5 GHz and increases the minimum resonant frequency from \(<9.5\) to 13.5 GHz. In the high temperature limit the resonant frequency saturates at \(f_{geo} = 13.5 \pm 0.2\) GHz regardless of applied dc flux as predicted by the model.

The slope of temperature tuning of \(f_0\) can be large or small, and either positive or negative depending on the applied dc flux. The effective permeability is qualitatively similar to the resonant frequency. The effective permeability also has reduced dc flux tuning at higher temperatures and the slope of temperature tuning can take on a wide range of value depending on the dc flux and frequency, Fig 4.4.

4.3 Tunability with rf Flux

Increasing the magnitude of rf flux decreases the range of dc flux tunability, as shown in Fig. 4.5. The maximum resonant frequency (at \(\Phi_{dc}/\Phi_0 = 0\)) decreases monotonically with increased rf flux from its low rf flux value 16.5 GHz, to its high rf flux value \(f_{geo} = 13.5\) GHz. The minimum resonant frequency (at \(\Phi_{dc}/\Phi_0 = 1/2\)) increases with increasing rf flux from its low rf flux value below the cutoff of the waveguide, to the same high rf flux value \(f_{geo} = 13.5\) GHz. The saturation of the resonant frequency at \(f_{geo}\) in the high rf flux limit agrees with the model (see Sec. 2.2.2).
Figure 4.4: Simulated relative effective permeability of a single rf-SQUID meta-atom as a function of dc flux at various fixed temperatures and frequencies in the limit $\Phi_{\text{rf}}/\Phi_0 \ll 1$.

Like tuning with temperature, increasing the rf flux can either increase or decrease the resonant frequency, depending on the applied dc flux and at high rf flux the resonant frequency saturates at the geometric frequency $f_{0,\text{geo}} = 13.5$ GHz regardless of dc flux, Fig 4.6 (a). Simulated transmission, plotted in Fig. 4.6 (b), was calculated using the effective medium method (see Sec. 2.5.2) and the full numerical solution of the nonlinear equation (Eq. 2.8) (necessary outside of the low rf flux regime). The model agrees with the data, in terms of both the frequency and depth of the resonance.

Unlike with temperature tuning, the strength of the resonance response varies with rf flux, Fig. 4.6 (a). For the low dc flux case, when the rf flux is low
Figure 4.5: Measured transmission of a single rf-SQUID meta-atom as a function of frequency and dc flux for four different values of rf flux at fixed temperature $T = 6.5$ K.
Figure 4.6: (a) Measured transmission of a single rf-SQUID meta-atom as a function of frequency and rf flux at two fixed dc flux values, and temperature $T = 6.5$ K. The lines indicate the model-determined resonant frequency (minimum of $|S_{21}(\omega)|$). (b) Simulated transmission using the effective medium calculation. Arrow indicates direction of frequency sweep.
\( \log (\Phi_{rf}/\Phi_0) < -1.7 \) the resonant frequency remains fixed at 16 GHz, and the resonance dip has a constant depth. The resonance does not change with increasing rf flux because \( S_{21} \) (Eq. 2.26) does not depend on input rf flux, \( P_0 \propto V^2 (V \propto \Phi_{rf} \text{ in Eq. 2.12 and } \Phi_{rf} \propto \sqrt{P_0} \text{ in Eq. C.1}) \). As the rf flux increases, the resonant frequency decreases and the resonance dip becomes shallower. The resonance disappears at intermediate rf flux; for details on the mechanism behind this transparent regime and its onset see [95]. The resonance reappears at high rf flux \( \log (\Phi_{rf}/\Phi_0) > -1 \) where \( \delta \) oscillates with an amplitude exceeding \( 2\pi \) on resonance and the Josephson junction undergoes multiple phase slips in each rf period. This is the high rf flux limit (Eq. 2.16), where the tunable resonant frequency reduces to a fixed value, \( f_{0,geo} = 13.5 \text{ GHz} \). The \( S_{21}(\omega) \) dip is deep in this regime because the phase slips are dissipative and the losses are greater.

Similar behavior has been observed in single qubits coupled to microwave cavities containing a small number of photons [96,97]. The Janes-Cummings Hamiltonian shows such behavior at high photon excitation number [98].

In the limit of low and high rf flux, the meta-atom has a resonant interaction with electromagnetic radiation, but at intermediate values of rf flux it becomes transparent. This effect is similar to metamaterial-induced transparency in which a tunable “spectral hole” is created by interfering resonant processes in two or more meta-atoms making up a meta-molecule [99,102]. The transparency in the superconducting meta-molecule could be suppressed in a switching transition at high rf flux [103]. For the rf SQUID, the transparency is due to the nonlinear Josephson effect and is self-induced, making it simpler than previous implementations.
Also unlike other realizations, the transparency arises from a decrease in dissipation without enhancement in loss at nearby frequencies. As such the rf SQUID is potentially useful as a power limiter for sensitive front-end receivers.

The model predicts that the transparency depends on whether rf flux is increasing or decreasing as shown in Fig. 4.7. In the model the SQUID is in a transparent state for increasing rf flux and a dissipative state for decreasing rf flux. However, the measurement of a single SQUID does not show this hysteretic dependence; the SQUID is in a transparent state regardless of rf sweep direction, Fig. 4.7 (a). (The expected hysteresis is apparent in some measurements of SQUID arrays, Sec. 5.2.3).

The only hysteresis apparent in the measurement of a single SQUID is the onset of the geometric resonance, the border between the yellow and orange regions of Fig. 4.8. At zero dc flux where the hysteresis is greatest, the onset of the geometric frequency occurs at \( \log \Phi_{rf}/\Phi_0 = -2.5 \) for increasing rf flux, but for decreasing rf flux the transition occurs at \( \log \Phi_{rf}/\Phi_0 = -2.25 \). This hysteresis is contained in the model and reflects the sensitivity to initial conditions of the solution to the nonlinear differential equation (Eq. 2.8). For details on how initial conditions are handled in the simulation see Sec. D.

Figure 4.7 (c) shows how the effective permeability tunes with rf power. There is a reduction in the range of effective permeability in the transparent region as the maximum of \( \mu(\omega) \) decreases and the minimum of \( \mu(\omega) \) increases. As with transmission, the effective permeability is sensitive to rf flux tuning in the transparent region and insensitive to rf flux in the low and high rf flux limits.
Figure 4.7: (a) Measured (b) and simulated transmission as a function of frequency and increasing and decreasing rf flux at $\Phi_{dc}/\Phi_0 = 0$ and $T = 4.5$ K. The dashed line indicates the model-determined resonant frequency (minimum of $|S_{21}(\omega)|$). Arrows indicate rf flux sweep direction. (c) Simulated maximum and minimum of effective permeability.
Figure 4.8: Measured transmission for a single rf-SQUID meta-atom as a function of (a) increasing (b) and decreasing rf flux and dc flux at the geometric frequency and $T = 5.5 \text{ K}$. The border between the yellow and orange regions indicates the onset of the geometric resonance. Arrows indicate rf flux sweep direction.

4.4 Tuning Speed

The shortest time scale for tuning a superconductor without destroying the superconducting state is $\hbar/\Delta \sim 1 \text{ ps}$, where $\Delta$ is the energy gap. The RC time constant of the SQUID is 0.3 ns (L/R time constant 0.4 ps) which imposes an upper limit on the intrinsic switching speed. Tuning with temperature depends on changes to the critical current of the junction and is relatively slow, on the order of 10 $\mu$s [106].

A pulsed rf flux measurement of the SQUID meta-atom is consistent with a
response time less than 500 ns. Hence the rf flux tuning time is in the sub-\(\mu\)s range perhaps only limited by the RC time. Flux tuning of SQUID-like superconducting qubits has been accomplished on nano-second time scales limited only by the rise-time of the applied current pulse \[107,108\]. Tuning the Josephson inductance with applied flux is much faster than tuning the kinetic inductance of previous superconducting metamaterials.

4.5 Summary

I found that individual rf SQUIDs exhibit the overall behavior that I expect. The resonance and effective permeability of an individual rf SQUID tune over a wide range with dc flux, temperature, and rf flux. The dc flux tuning can be achieved at high speeds. I designed the SQUIDs for this behavior with the intention of making a superior tunable superconducting metamaterial. In addition to the tunable effective permeability I set out to achieve, the individual rf SQUID meta-atom also exhibited a novel transparency feature at intermediate rf flux.
Chapter 5: rf SQUID Array Measurements

In this chapter, I compare the behavior of 2D rf SQUIDs with that of a single rf SQUID. The arrays exhibit similar tuning behavior, but have additional features which impact their behavior: coupling between the SQUIDs, additional magneto-inductive resonant modes, and disorder. I begin with a discussion of two coupled rf SQUIDs.

5.1 Pair of rf SQUIDs

No experiments were performed on a pair of rf SQUIDs; the scenario was only explored in simulation to bridge the gap between individual SQUIDs and arrays. The primary difference between one SQUID and two SQUIDs is the coupling between them. This coupling causes an increase in the resonant frequency and the depth of the $S_{21}(\omega)$ resonance dip which can be shown analytically as follows.

If the SQUIDs are identical $I_1 = I_2$ and Eq. 2.17 becomes

$$\Phi = \Phi_{app} - L_{eff}I$$

(5.1)

where the effective inductance $L_{eff} = L + M = L(1 + \kappa_0)$ is less than the self-inductance of the SQUID (because $M < 0$).
The resonant frequency is given by

$$f_0 = \frac{1}{2\pi \sqrt{\left(\frac{1}{L_{eff}} + \frac{1}{L_{JJ}}\right)^{-1} C}}$$

(5.2)

A decrease in the effective inductance causes an increase in the resonant frequency and the quality of the resonance, Fig. 5.1. The resonance of two uncoupled SQUIDs (blue curve) occurs at the same frequency and exactly twice the depth of a single SQUID (red curve), but when the SQUIDs are strongly coupled (green curve) the resonance dip becomes deeper and shifts to a higher frequency.

How much the resonant frequency shifts depends on the dc flux. Equations 2.13 and 2.14 for the maximum and minimum resonant frequency values can be
modified to include coupling:

\( f_0 \left( \frac{\Phi_{dc}}{\Phi_0} = 0 \right) = f_{geo} \sqrt{\frac{1}{\kappa_0} + \beta_{rf}} \)  \hspace{1cm} (5.3)

\( f_0 \left( \frac{\Phi_{dc}}{\Phi_0} = \frac{1}{2} \right) = f_{geo} \sqrt{\frac{1}{\kappa_0} - \beta_{rf}} \)  \hspace{1cm} (5.4)

Coupling decreases the dc flux tunability because the maximum frequency increases less than the minimum. The effect is small for the parameter values chosen here with a range of 7.8 GHz at no coupling and 7.5 GHz at strong coupling \( |\kappa_0| = 0.06 \).

The effective geometric resonant frequency (i.e. in the high temperature and high rf flux limits) also increases with coupling

\[
f_{geo,eff} = \frac{1}{2\pi \sqrt{L_{eff}C}} = \frac{1}{2\pi \sqrt{(1 + \kappa_0)LC}} = \frac{f_{geo}}{\sqrt{1 + \kappa_0}}
\]  \hspace{1cm} (5.5)

With more than one SQUID the possibility arises for them to be non-identical, which gives rise to different resonant modes. Consider the case of two SQUIDs with identical parameters but with different dc flux bias, one with \( \Phi_{dc}/\Phi_0 = 0 \) and the other \( \Phi_{dc}/\Phi_0 = 1/4 \). In the uncoupled case, illustrated in Fig 5.2 (a-c), each SQUID does exactly what it would if alone; transmission is simply the sum of each individual SQUID, the phase of each SQUID shifts by \( \pi \) on resonance, and the coherence is suppressed between the two resonant frequencies.

When the SQUIDs are strongly coupled, illustrated in Fig 5.2 (d-f), the resonant oscillation of one SQUID affects the other so that both SQUIDs are oscillating at both resonant frequencies. These modes resemble those of any two linear coupled oscillators; there is one mode where both SQUIDa are in phase and another mode where there is a \( \pi \) phase difference between them, Fig. 5.2 (e). At the higher resonant frequency, where the SQUIDs are oscillating in phase and coherent, the \( S_{21}(\omega) \)
dip is deeper because this mode has a relatively large magnetic moment and is easily excited by the uniform driving force. At the lower frequency the SQUIDs are out of phase by $\pi$ and relatively incoherent. This resonant mode has a lower magnetic moment making it harder for the uniform drive to excite and consequently having a smaller dip in $S_{21}(\omega)$.

For both coupled and uncoupled SQUIDs the coherence is suppressed by the same amount and over a comparable range of frequencies. However when the SQUIDs are coupled the coherence curve shifts lower in frequency such that the higher resonance is coherent ($r_A \approx 1$) and the lower resonance is relatively incoherent; compare Fig. 5.2 (c) and Fig. 5.2 (f).

When the rf flux is increased at fixed frequency, the primary mode (with the SQUIDs in phase) eventually dominates, regardless of the dominant mode in the limit $\Phi_{rf}/\Phi_0 \ll 1$ and regardless of the coupling between the SQUIDs, Fig. 5.3. Increasing rf flux at the frequency that the lower mode dominates in the limit $\Phi_{rf}/\Phi_0 \ll 1$ causes an initial decrease in the coherence; the SQUIDs are being stimulated at a frequency between the resonances (where coherence is low) because increasing rf flux shifts both resonances lower. When the rf flux increases to the point where both SQUIDs are being driven at a frequency higher than their resonant frequency the coherence saturates at $r_A = 1$. The higher the coupling the higher the rf flux must be before this transition occurs.

The coupling between two identical SQUIDs does not have a strong effect on the magnitude of the transparency but it does affect the range of rf flux over which transparency occurs. The transparency can be quantified as $U = 1 - S_{21}/S_{21,\text{lin}}$. 
Figure 5.2: Simulated transmission, phase of oscillation, and coherence for two identical SQUIDs with different dc flux bias, one with $\Phi_{dc}/\Phi_0 = 0$ and the other $\Phi_{dc}/\Phi_0 = 1/4$. (a-c) The SQUIDs are uncoupled. (d-f) The SQUIDs are strongly coupled, $|\kappa_0| = 0.06$. 
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where both $S_{21}$ values are evaluated on resonance at associated rf flux driving levels. The coupling strength does not affect the magnitude of transparency, Fig. 5.4 (a). The effective coupling, \textit{i.e.} the ratio of flux from the neighboring SQUID to the rf driving flux, is low in the transparent region (where rf flux is high) regardless of the strength of the coupling in the low flux limit. Transparency is observed in single SQUIDs and with low effective coupling the SQUIDs behave individually.

Coupling between the SQUIDs affects the range of rf flux over which transparency occurs. Figure 5.4 (a) shows that coupling does not strongly affect the
Figure 5.4: (a) Simulated transparency as a function of rf flux for two identical SQUIDs for various coupling values. (b) The onset of the geometric resonance for increasing and decreasing rf flux as a function of coupling.
onset of transparency, but it does affect the onset of the geometric resonance, Fig. 5.4 (b). When the coupling between SQUIDs is larger, the onset of the geometric resonance occurs at lower rf flux, decreasing the range of rf flux over which transparency occurs. The width of the hysteresis loop (the difference between the red and blue curves in Fig. 5.4 (b)) also decreases with coupling. For further analysis of a pair of rf SQUIDs in the case of higher rf flux see Sec. E.2.

5.2 rf SQUID Arrays

A 2D rf SQUID array (like a single SQUID) tunes with dc flux, temperature, and rf flux. The temperature dependence of dc flux tuning for the 27x27 rf-SQUID array is similar to what was observed in the single-SQUID case; compare Fig. 5.2 with Fig. 4.3. The resonant frequency tunes periodically with dc flux and there is a reduction in dc flux tunability with increased temperature, Fig. 5.2 (a); tuning is reduced from > 6.5 GHz at 6.5 K to 2.5 GHz at 7.9 K. The resonance can increase or decrease with temperature depending on the dc flux value, Fig. 5.2 (b) and the critical current drops with increased temperature, Fig. 5.2 (c).

The rf flux dependence of the dc flux tunability also resembles the single-SQUID case; compare Fig. 5.6 with Fig. 4.3. The dc flux tunability of the resonance decreases with increased rf flux and saturates at the geometric resonance in the high rf flux limit.

Compared to a single rf SQUID, an array shows a similar response to each tuning parameter but with a stronger signal because the array has a larger filling
Figure 5.5: (a) Measured transmission of the 27x27 rf SQUID array as a function of frequency and dc flux at two temperatures in the limit $\Phi_{rf}/\Phi_0 \ll 1$. (b) Maximum and minimum resonant frequency as a function of temperature, black dots: extracted from measurement, red triangles: calculated from Eq. 1.14. (c) Critical current extracted from the measured maximum resonant frequency as a function of temperature.
Figure 5.6: Measured transmission of a 21x21 array with $|\kappa_0| = 0.006$ as a function of frequency and dc flux, at various rf flux values.
fraction. However, like the two-SQUID case, there are additional effects to consider in an array i.e. coupling between the SQUIDs, additional resonant modes, and the possibility for dc flux disorder.

5.2.1 Coupling

Just as in the two-SQUID case, coupling increases the resonant frequency and deepens the resonance dip, but the effect is stronger with more SQUIDs. It’s important to consider coupling between every pair of SQUIDs not just between nearest neighbors as illustrated in Fig. 5.7. Compared to the case of no coupling, nearest-neighbor coupling shifts the frequency by 0.3 GHz and deepens the dip by $-0.006$ dB. Considering coupling between all pairs shifts the frequency by 0.7 GHz and deepens the dip by $-0.02$ dB. (The additional minima at lower frequencies are indicative of magneto-inductance resonant modes discussed in Sec. 5.2.2)

The quality factor $Q$ (and the depth of the $S_{21}(\omega)$ dip) scales with array size and coupling as shown in Fig. 5.8. A similar increase in $Q$ as a function of array size is seen in ASR (asymmetric split ring) arrays driven by a plane wave [109]. According to Fedotov et al. the quality of the resonance for a coherent metamaterial scales with the size of the array because larger arrays store more energy in magneto-inductive waves without a proportional increase in radiation losses. A similar mechanism is at play in SQUID arrays.

As in the two-SQUID case, coupling increases the resonant frequency by decreasing the effective inductance $L_{eff} = \kappa_{avg}L$ where $\kappa_{avg}$ is the sum of the elements
Figure 5.7: Simulated transmission (using the dissipated power method) as a function of frequency for a 21x21 array in the limit $\Phi_{rf}/\Phi_0 \ll 1$ and $\Phi_{dc} = 0$. (blue) no coupling. (red) $|\kappa_0| = 0.02$ with nearest neighbor coupling only. (black) $|\kappa_0| = 0.02$ including coupling between every pair of SQUIDs.

of $\bar{\kappa}/N$, ($0 < \kappa_{avg} \leq 1$. When there is no coupling $\kappa_{avg} = 1$.) Equations 5.3 and 5.4 for the maximum and minimum values of resonant frequency for two coupled SQUIDs can be extended to an array.

$$f_0 \left( \frac{\Phi_{dc}}{\Phi_0} = 0 \right) = f_{geo} \sqrt{\frac{1}{\kappa_{avg}} + \beta_{rf}} \quad (5.6)$$

$$f_0 \left( \frac{\Phi_{dc}}{\Phi_0} = \frac{1}{2} \right) = f_{geo} \sqrt{\frac{1}{\kappa_{avg}} - \beta_{rf}} \quad (5.7)$$

As in the two-SQUID case, increasing coupling decreases the range of dc flux tunability.
Figure 5.8: Simulated quality of the primary resonance as a function of array size for different values of coupling between the SQUIDs for a 21x21 array in the limit $\Phi_{rf}/\Phi_0 \ll 1$.

The relationship between coupling and resonant frequency for various dc flux is demonstrated in Fig. 5.9 (a). Transmission was measured as a function of frequency and dc flux for both loosely and tightly coupled 21x21 arrays. The resonant frequency was extracted by taking the frequency of the minimum in $S_{21}(\omega)$ at each dc flux value, the black dots in Fig. 5.9 (a). The numerical results (solid lines), extracted from simulated $S_{21}$ (Sec. 2.5.1), agree with these data. As predicted analytically by Eqs. 5.6 and 5.7 (dashed lines in Fig. 5.9 (a)), increased coupling decreases the range of dc flux tunability; at zero coupling there is 8 GHz of tunability and at maximum coupling there is 5 GHz.

Measured, simulated, and analytical results show the relationship between
Figure 5.9: Resonant frequency as a function of coupling for 21x21 arrays. The black dots are measured results and the solid lines are numerical results. (a) Various dc flux values in the limit $\Phi_{rf}/\Phi_0 \ll 1$. The dashed lines are solutions to Eq. 5.6 and Eq. 5.7. (b) Various rf flux values and $\Phi_{dc}/\Phi_0 = 0$. The dashed lines are solutions to Eq. 5.6 and Eq. 5.8.
coupling and resonant frequency for various rf flux in Fig. 5.9 (b). Increased coupling decreases the range of rf flux tunability; at zero coupling there is 3 GHz of tuning and at maximum coupling there is only 2 GHz. This is because coupling increases the effective geometric resonant frequency \( i.e. \) the resonant frequency in the high temperature and rf flux limits.

\[
f_{\text{geo,eff}} = \frac{f_{\text{geo}}}{\sqrt{\kappa_{\text{avg}}}}
\]  

(5.8)

The measured effective geometric frequency is 10.5 GHz for the tightly coupled 21x21 array and is < 9.5 GHz (the cutoff of the Ku waveguide) for the the loosely coupled array. (The loosely coupled 21x21 array was also measured in the X band waveguide but the smaller filling fraction made the signal too weak to determine the effective geometric frequency.)

Coupling does not significantly impact the dc flux tunability of the effective permeability, Fig. 5.10. The frequencies shift as described above but the range of tuning (black and grey dashed lines) is unaffected. Coupling complicates the tuning of effective permeability by adding additional minima which arise from the magneto-inductive modes discussed in the following section. The array has a much stronger tuning of effective permeability than an individual rf SQUID because of the larger filling fraction \( F = 0.002 \); an even larger filling fraction could allow tuning to negative values.
Figure 5.10: (a) Simulated relative effective permeability of 21x21 arrays in the limit $\Phi_{rf}/\Phi_0 \ll 1$ as a function of frequency at fixed dc flux for low coupling $|\kappa_0| = 0.006$ (light colors) and high coupling $|\kappa_0| = 0.02$ (bright colors); (b) as a function of dc flux at fixed frequencies for low coupling (c) and high coupling.
5.2.2 Magneto-Inductive Modes

Unlike the two-SQUID case, multiple distinct resonant modes occur in 2D arrays with uniform applied dc flux; the SQUIDs in an array experience different flux due to coupling (a SQUID on the edge has fewer neighbors to couple flux into its loop than a SQUID in the center). These additional resonances manifest as local minima in $S_{21}(\omega)$, Fig. 5.11(a). As with the two-SQUID case the highest frequency resonance is coherent $r_A \approx 1$ and has a relatively large magnetic moment so it can be strongly excited by the uniform drive, producing a deep resonance dip. At the edges of the array $\delta(t)$ oscillates with a small amplitude relative to the center as shown in Fig. 5.11(c). This large variation in amplitude is why the modified Kuramoto order parameter is necessary.

As in the two-SQUID case, the other dips in $S_{21}(\omega)$ represent less coherent resonant modes, closely corresponding to local minima in coherence $r_A$, Fig. 5.11(b). These modes have regions where $\delta(t)$ oscillates out of phase by $\pi$, Figure 5.11(d,e). They have a smaller magnetic moment and so interact more weakly with incident microwaves, producing smaller dips in $S_{21}(\omega)$. They occur at lower frequencies because they have a higher effective inductance than the primary resonance.

Lazarides and Tsironis predict the frequencies of MI modes in SQUID arrays in the limit of low dissipation and weak nearest neighbor coupling

$$f_{MI} = f_{geo} \sqrt{\beta_r f + \frac{1}{1 + 2\kappa_0 (\cos k_x + \cos k_y)}}$$

(5.9)

where $k_x$ and $k_y$ are normalized wavevectors. The solutions to this equation are
Figure 5.11: (a) Simulated transmission (b) and coherence for 21x21 array with $|\kappa_0| = 0.06$ in the limit $\Phi_{rf}/\Phi_0 \ll 1$. Inset: Enlargement of $S_{21}$ as a function of frequency, showing smaller minima. (c-e) Simulated spatial distribution for the amplitude of $\hat{\delta}$ for the three most prominent modes; dashed white lines show the boundary between regions out of phase by $\pi$. (f-h) Scatter plot with the amplitude and phase (relative to the rf drive) of $\hat{\delta}$ in polar coordinates.
Figure 5.12: (a) Frequency dispersion of magneto-inductive modes, Equation 5.9 for the loosely (b) and tightly coupled 21x21 arrays.

Equation 5.9 cannot be simply extended to take into account the full coupling matrix (for example by replacing $\kappa_0$ with $\kappa_{\text{avg}}$), but it does accurately predict the range of frequencies over which magneto-inductive modes exist assuming only nearest neighbors coupling. The comparison between Eq. 5.9 and simulation results is shown in Fig. 5.13 (a). I used the dissipated power method (Sec. 2.5.1) to calculate transmission $S_{21}$ and coherence $r_A$ in the limit $\Phi_{rf}/\Phi_0 \ll 1$; the highest frequency mode occurs at the minimum in $S_{21}(\omega)$ and the lowest frequency mode occurs when the coherence $r_A$ begins to drop.

When the simulation is repeated using the full coupling matrix (blue line), the modes occur at significantly higher frequencies and over a wider range. Using the
Figure 5.13: (a) The highest and lowest frequency of MI modes in a 21x21 array as a function of coupling for zero dc flux, black: solution to Eq. 5.9, red: simulation results using only nearest neighbor coupling, blue: simulation results using complete coupling matrix. (b) As a function of dc flux using the complete coupling matrix, black: no coupling, red: high coupling with $|\kappa_0| = 0.06$.

full coupling matrix with $\kappa_0 = 0.06$ the linear modes occur over a 3.2 GHz range with the highest frequency mode at 15.8 GHz; when only nearest neighbors are considered there is only a 1.8 GHz range with the highest frequency mode at 13.9 GHz.

Equation 5.9 does not include dc flux dependance of the resonant modes. I illustrate this dependence in simulation for the full coupling matrix in Fig. 5.13 (b). The modes spread such that the range over which MI modes occur is 3 GHz at
Φ_{dc}/Φ_0 = 0 and the range is 7 GHz at Φ_{dc}/Φ_0 = 1/2.

I further characterize the resonant modes by considering the eigenvectors of the 2D matrix of the linearized system (Eq. 2.25). These eigenvectors represent solutions for \( \hat{\delta}(t) \) for which the response is proportional to the drive. For large coupling \( |\kappa_0| = 0.06 \), the solutions at the resonant frequencies are composed primarily of a single eigenvector as shown in Fig. 5.14 (b).

On the primary resonance the solution for \( \hat{\delta} \) is composed almost entirely of a single eigenvector. For the lower-frequency less-coherent resonant modes the solutions contain a broader mix of eigenvectors, but a single eigenvector still clearly dominates. The third and fifth resonant modes are different from the others in several respects: the dips in \( S_{21}(\omega) \) are relatively shallow, the solutions contain a broader mix of eigenvectors, and \( \hat{\delta} \) has a larger distribution of phases (the dots in Fig. 5.14 (a) do not all fall as closely along the vertical axis).

When the coupling is lower \( |\kappa_0| = 0.02 \), the primary resonance is still dominated by a single eigenvector, but this eigenvector continues to be a large component of solutions at the lower resonant frequencies as shown in Fig. 5.15 (b). The lower frequency modes contain a broader mix of eigenvectors and the oscillators have a larger distribution of phases (Fig. 5.15 (a)).

The normal modes of the 2D array can be calculated by a change of variables that separates the second order equations into twice the number of first order
Figure 5.14: Simulation results for the 21x21 array for $|\kappa_0| = 0.06$ at the frequencies of the six highest resonant modes in the limit $\Phi_{rf}/\Phi_0 \ll 1$.

(a) Scatter plot for the amplitude and phase of $\hat{\delta}$ in polar coordinates.
(b) The dot product of normalized solutions for $\hat{\delta}$ and the first seven eigenvectors of the matrix in Eq. 2.25.
(c) Transmission and coherence as a function of frequency.
Figure 5.15: Simulation results for the 21x21 array for $|\kappa_0| = 0.02$ at the frequencies of the six highest resonant modes in the limit $\Phi_{rf}/\Phi_0 \ll 1$.

(a) Scatter plot for the amplitude and phase of $\hat{\delta}$ in polar coordinates.

(b) The dot product of normalized solutions for $\hat{\delta}$ and the first seven eigenvectors of the matrix in Eq. 2.25.

(c) Transmission (d) and coherence as a function of frequency.
\[ \dot{x} = \delta, \dot{y} = d\delta/dt. \] With this change of variables Eq. 2.25 becomes

\[
\begin{bmatrix}
0 & 1 \\
-(\kappa^{-1} + \beta_{rf} I) & -\gamma I
\end{bmatrix}
\begin{bmatrix}
\dot{x} \\
\dot{y}
\end{bmatrix}
= \begin{bmatrix}
d\dot{x}/dt \\
d\dot{y}/dt
\end{bmatrix}
\] (5.10)

Assuming periodic solutions of the form \( \hat{A}e^{i\omega t} \) the eigenvalues are \( i\omega \); the eigenvalues can be used to find the frequencies of the modes.

The eigenvectors of the matrix in Eq. 5.10 are visualized in Fig. 5.16. The red frequencies correspond to the three most prominent \( S_{21}(\omega) \) dips in Fig. 5.11 (a) and the corresponding visualization of the eigenvectors resemble Fig. 5.11 (c-e). For these eigenvectors the sum of their elements is greater than zero which means that the modes have a significant magnetic moment and can be excited by the uniform rf flux driving signal.

As in the two-SQUID case, when the rf flux increases at a fixed frequency (within the range of magneto-inductive modes) the primary high-coherence mode eventually dominates regardless of the mode or combination of modes that dominate in the limit \( \Phi_{rf}/\Phi_0 \ll 1 \). This takeover is demonstrated in Fig. 5.17 by the increase in coherence to \( r_A = 1 \) with increasing flux as the lower coherence modes are subsumed.

The takeover of the primary resonance can be seen by analyzing the nonlinear solution for \( \hat{\delta} \) using the linear eigenvectors of the matrix in Eq. 2.25, Fig. 5.18 (c). When rf flux is increased at the frequency the second mode dominates in the limit \( \Phi_{rf}/\Phi_0 \ll 1 \), the primary mode becomes more prominent and eventually dominates. Figure 5.18 (b) shows how the center region of the array grows and eventually takes over the whole array. Higher coupling requires higher rf flux for the primary mode
Figure 5.16: Visualization of the eigenvectors of the matrix in Eq. 5.10 for 21x21 array with $|\kappa_0| = 0.06$ corresponding to the highest eigenvalues and their corresponding frequencies in GHz, red and blue represent high magnitude have the opposite sign. Red frequency numbers indicate the mode corresponds to a dip in $S_{21}(\omega)$. Blue frequency numbers indicate the mode is degenerate with another mode rotated by 90° at the same frequency.

to dominate.

In the limit $\Phi_{rf}/\Phi_0 \ll 1$, the frequency range over which MI modes occur is indicated by a suppression of coherence. As the rf flux increases this frequency range is reduced as the upper frequency decreases (the lower frequency remains unchanged), Fig. 5.19 (b). This is more evidence for the takeover of the primary mode; the lower coherence modes do not simply shift to lower frequencies.

When the rf flux is high enough that the resonant frequency is below the
range of MI modes there is a qualitative change in behavior. Coherence is no longer suppressed over an extended range of frequencies, only in a very narrow region just below the resonant frequency, Fig. 5.19 (b). The primary mode no longer dominates on resonance, but the coherence $r_A$ on resonance remains high. At the rf flux value just above the transition, only the corners of the array oscillate on resonance while the rest of the array is still, illustrated in Figure 5.20. As the rf flux increases further these corner regions grow until the whole array oscillates in a manner that resembles the primary mode. This is the opposite of what is seen in linear magneto-inductive
Figure 5.18: Simulation results for the 21x21 array with $|\kappa_0| = 0.02$ at the frequency of the second highest linear mode for various levels of rf flux. (a) Scatter plot for the amplitude and phase of $\hat{\delta}$ in polar coordinates. (b) Spatial distribution of the amplitude. (c) The dot product of normalized solutions for $\hat{\delta}$ and the first seven eigenvectors of the matrix in Eq. 2.25. (d) Transmission (e) and coherence as a function of frequency.
Figure 5.19: (a) Simulated transmission (b) and coherence as a function of frequency for varying amount of rf flux in the 21x21 array with $|\kappa_0| = 0.02$. Solid line in inset shows frequency of the minimum of $r_A$. Dashed line shows the lower limit of linear MI modes.
Figure 5.20: Simulation results for the 21x21 array on resonance for various rf flux with $|\kappa_0| = 0.02$. (Top row) spatial distribution of the amplitude of $\delta$. (Bottom row) scatter plot for the amplitude and phase (relative to the rf drive) of $\hat{\delta}$ in polar coordinates.

5.2.3 dc Flux Disorder

Before considering the effects of dc flux disorder, I will first describe the effect of homogeneous dc flux on coherence. Coupled arrays experience a drop in coherence even when subjected to uniform dc flux as shown in Fig. 5.21 (a). The minimum value of coherence occurs where the Josephson inductance $L_{JJ}$ (Eq. 1.12) diverges (found by substituting $\delta_{dc} = \pi/2$ into 2.10) which for these SQUIDs is at $\Phi_{dc}/\Phi_0 = 0.36$. For this flux value the amplitude of $\delta(t)$ is large at the edges of the array (at $\Phi_{dc}/\Phi_0 = 0$ the amplitude is very small) and out of phase with the center (see
inset of Fig. 5.21 (a)), resulting in a drop in coherence. Although the coherence is lower the transmission dip is deeper, Fig. 5.21 (b); the depth of the dip in $S_{21}(\omega)$ depends on the sum of the amplitudes of $\hat{\delta}$ independent of the phase. The change in coherence and transmission as a function of dc flux is most pronounced when the coupling is high.

The measured results shown in Fig. 5.22 (a) do not show the expected periodicity in dc flux. As dc flux increases the resonance dip becomes wider and shallower, the maximum resonant frequency (when $\Phi_{dc}/\Phi_0$ is an integer value) decreases by 0.04 GHz, and there is splitting of the resonance dip as the magneto-inductive modes spread in frequency. (These features are more apparent in measurements of arrays with more egregious disorder, see Sec. 6.2.)

These features are reproduced in the simulation and explained by the model when a linear dc flux gradient is applied such that flux at one edge of the array is 90% of that at the other. There is a range of dc flux through the SQUIDs and a corresponding range of resonant response. The resonance dip becomes shallower with increased applied dc flux because fewer SQUIDs participate in the primary resonance and the dip widens because of the broader range of frequency response. The broader range of frequency response also explains the decrease in the maximum frequency (because transmission measures the average response of the SQUIDs and not all of the SQUIDs are at their maximum). This model also predicts an increase in the minimum frequency for the same reason (not visible here because of the waveguide cutoff). The splitting of the modes occurs because the SQUIDs form groups that oscillate at different frequencies. All of these features are a consequence
Figure 5.21: (a) Simulated coherence as a function of uniform dc flux in a 21x21 array with $|\kappa_0| = 0.06$ in the limit $\Phi_{rf}/\Phi_0 \ll 1$, Inset: spatial distribution of the amplitude of $\hat{\delta}$ at minimum coherence. Black dashed line indicates boundary of $\pi/2$ phase difference. (b) Simulated transmission (c) and coherence as a function of frequency at maximum and minimum coherence.
of a loss of coherence (different SQUIDs resonate at different frequencies and do not all oscillate in phase with one another), which does not occur in the homogenous flux case (inset curves in Fig. 5.22 (b)). For additional evidence that there is a dc flux gradient in the experiment causing a loss of coherence see Sec. A.

To optimize the performance of the rf SQUIDs as a metamaterial, it is necessary to maximize the coherence $r_A$. A decrease in coherence (caused by an increase in the dc flux gradient) results in a reduced range of tunability for the effective permeability, Fig. 5.23.

Coherence is also important to the transparency described in Sec. 4.3. Measurements of the single SQUID did not exhibit the hysteretic behavior predicted by the model (Fig. 4.8), but measurements and simulations of the 11x11 array do agree, Fig. 5.24. For increasing rf flux the SQUIDs are in the transparent state and the transparency $U$ increases until the onset of the geometric resonance at high rf flux. For decreasing rf flux the SQUIDs remain in a dissipative state and transparency $U = 0$.

There is no measured hysteresis in the 27x27 array, Fig. 5.25; the SQUIDs are in a dissipative state regardless of the sweep direction and transparency $U = 0$. Lazarides and Tsironis predict that a small amount of disorder in critical currents widens the bistability region (which should make it easier to detect), but further increasing the disorder narrows the region $58$. This might explain why the hysteresis is not evident in the single SQUID and the 27x27 array (which isn’t very coherent), but it is in the 11x11 (which has relatively good coherence, see Sec. B.2 for the comparison).
Figure 5.22: (a) Measured and simulated transmission for the 21x21 array with $|\kappa_0| = 0.02$ as a function of frequency and dc flux in the limit $\Phi_{rf}/\Phi_0 \ll 1$. The simulation has a dc flux gradient such that one edge of the array experiences the $\Phi_{dc}/\Phi_0$ value shown and the other edge is 90% of that value. Inset curves show simulated coherence $r_A$ as a function of applied dc flux with (white) and without (yellow) the flux gradient.
Figure 5.23: Numerical simulation for the range of frequency tunability in the real part of the effective permeability as a function of coherence for eight non-interacting 21x21 arrays with $|\kappa_0| = 0.02$. The coherence was varied by applying a dc flux gradient. The black portion of the curve is where the minimum effective permeability is negative. Inset: simulated real part of effective permeability as a function of frequency illustrating how the range of effective permeability is determined.
Figure 5.24: (a) Measured transmission in 11x11 array as a function of frequency and for increasing (b) and decreasing rf flux for $\Phi_{dc}/\Phi_0 = 0$ and $T = 4.5$ K. (d) Simulated transmission for increasing (e) and decreasing rf flux. (c) Measured (f) and simulated transparency. Arrows show direction of the $\Phi_{r,f}$ sweep.
According to numerical studies, one way to mitigate the effects of the flux gradient is to increase the coupling between the SQUIDs. When there is no coupling and the dc flux is uniform the oscillators are perfectly coherent $r_A = 1$ with exactly the same amplitude and phase. Increasing coupling causes an initial slight decrease in coherence as shown in the blue curve of Fig. 5.26 (a). This is because the coupling causes the SQUIDs to take on a range of amplitudes and phases consistent with the primary MI mode discussed in Sec. 5.2.2. Further increasing the coupling decreases the phase difference across the array which increases coherence until it saturates at $r_A = 1$.

The tendency for coupling to enhance the coherence persists in the presence of
Figure 5.26: Numerically simulated coherence as a function of coupling on the primary resonance at $\Phi_{dc}/\Phi_0 = 2$ for three different flux gradients in the limit $\Phi_{rf}/\Phi_0 \ll 1$. Insets: Simulated spatial distribution of amplitude (color) and phase (contour at $\theta_j = 0$) of $\delta(t)$ for a 15% dc flux gradient and two coupling values $|\kappa_0| = 0.02$ and $|\kappa_0| = 0.06$. 
of a dc flux gradient. Small amounts of coupling improve coherence regardless of the magnitude of the applied dc flux gradient, (see the low $|\kappa_0|$ part of Fig. 5.26 (a)). However, the coherence as a function of coupling saturates for small flux gradients and actually decreases for larger gradients. This drop occurs because the increased coupling recruits additional SQUIDs to participate in the oscillation, but these SQUIDs are out of phase (an example is shown in the inset of Fig. 5.26 (a)) causing the coherence to decrease. This suggests that there is an optimal value for the coupling; for the 21x21 SQUID arrays this is about $|\kappa_0| = 0.02$.

At higher flux gradients even when the coherence decreases with increasing coupling, the $S_{21}(\omega)$ dip continues to deepen, see Fig. 5.26 (b) and (c). This is because (as discussed above) the depth of the dip in $S_{21}(\omega)$ depends on the sum of the amplitudes of $\hat{\delta}$ independent of the phase.

Another method for mitigating the effects of the dc flux gradient is to decrease the range of dc flux tunability, for example by increasing temperature or rf flux. The decrease in dc flux sensitivity makes the array less sensitive to dc flux disorder, improving coherence. Figure 5.27 shows how the coherence of the array is improved at higher rf flux; the symptoms of the coherence loss with increasing dc flux (i.e. the $S_{21}(\omega)$ dip becomes broader, shallower, and splits and the maximum frequency decreases while the minimum frequency increases) are not as pronounced for higher rf flux values.

Of these symptoms the depth of the transmission dip is the easiest to quantify. If the array were coherent there would be no change in the depth of the $S_{21}(\Phi_{dc})$ dip with increased dc flux. However, for low rf flux the dips become substantially
Figure 5.27: (a-c) Measured transmission as a function of frequency and dc flux at three values of rf flux for 27x27 array $T = 7$ K. (d) Local minima in measured transmission as a function of dc flux for two rf flux values.
shallower with increased dc flux indicating a loss of coherence, Fig. 5.27 (d). At the higher rf flux the transmission dips and coherence are not as strongly affected.

Increased temperature also decreases the dc flux sensitivity and improves coherence. Figure 5.28 shows how the coherence is improved for higher temperatures just as it is for higher rf flux. The tradeoff between dc flux tuning and coherence can be adjusted after fabrication with temperature and rf flux, unlike the coupling between SQUIDs which is determined by the array geometry.

5.3 Summary

I have found that relative to a single SQUID, 2D SQUID arrays experience comparable tuning with dc flux, temperature, and rf flux; but the response in arrays is larger because of the increased filling fraction. SQUID arrays differ from individual SQUIDs in the following respects: coupling between the SQUIDs, additional resonant modes, and the possibility of dc flux disorder.

Coupling causes the resonant frequency to deepen and shift to higher frequencies, but does not have a significant effect on the range of dc flux tuning of effective permeability. However, it complicates the tuning of effective permeability by introducing minima due to magneto-inductive modes.

The additional resonant modes occur at lower frequencies (relative to the primary mode), are associated with smaller $S_{21}(\omega)$ dips, and have lower coherence than the primary mode. As rf flux increases the primary high-coherence mode dominates regardless of the mode or combination of modes at that frequency in the limit
Figure 5.28: (a-c) Measured transmission as a function of frequency and dc flux at three temperatures for 27x27 array \( \log \frac{\Phi_{rf}}{\Phi_0} = -2 \). (d) Local minima in measured transmission as a function of dc flux for two temperature values.
There is a linear dc flux gradient present in the experiment which results in a loss of periodicity in dc flux, a reduction in maximum resonant frequency, a broader and shallower resonant dip, and splitting of the resonance dip at higher dc flux values. These are all symptoms of a loss of coherence. The coherence must be high for the array to have a tunable effective permeability and to exhibit transparent behavior at intermediate rf flux. The coherence can be recovered by increasing coupling, rf flux or temperature.

By using these strategies to maximize coherence and taking steps to minimize uneven dc flux bias, arrays of rf SQUIDs can tuned coherently. The large-magnitude, high-speed, low-loss tuning behavior that is observed in the single SQUID is also possible in a 2D SQUID metamaterial.
Chapter 6: JJ-Loaded Wire Array Measurements

In this chapter, I show how the transmission and permittivity of a Josephson junction loaded wire array tune in the low rf and dc current limits. I also briefly explore the complicated hysteretic and nonlinear behavior beyond these limits.

6.1 Low dc and rf Current

The JJ-loaded wire arrays are designed to operate in the low dc current and low rf input power regime. The cutoff frequency of the wire array is tunable with temperature and dc bias current, allowing tuning of the effective permittivity and causing a measurable change in transmission.

The measured current dependence of transmission through a waveguide with a single layer of eight wires (Fig. 3.10 (a)) for various frequencies is shown in Fig. 6.1 (a,b). There is a relatively flat region around zero current, but when the dc current approaches the critical current there is a precipitous drop in transmission as $\delta$ starts to develop phase slips and the junctions switch into a more dissipative state. The system is hysteretic; the state (dissipative or non-dissipative) the system is in depends on the direction of the current sweep.

The model described in Sec. 2.1 is valid only in the relatively flat region
Figure 6.1: (a) Measured transmission (normalized by $S_{21}(I_{dc} = 0)$) as a function of increasing (b) and decreasing dc current for three frequencies (all above the cutoff frequency of the wire array in the waveguide) in the limit $I_{rf} \ll I_c$. (c) Enlargement of the low dc current region. Black lines are calculated from the model. (d) Simulated cutoff frequency (e) and effective relative permittivity as a function of dc current.
at low dc current. The model predicts that the cutoff frequency shifts to a lower frequency as the dc current increases, Fig. 6.1(d), and this shift causes the increase in transmission at fixed frequency seen in Fig. 6.1(a). The change in transmission is smaller at higher frequencies, further from the cutoff frequency. The measured transmission shows good agreement with the model’s predictions. (For details on how model parameters were chosen to match the data see Sec. C.2.)

The shifting cutoff frequency means the effective permittivity can be tuned with dc current, as shown in Fig. 6.2(e). The effect is small because there is only one layer of wires with a filling fraction $F = 0.05$. Increasing the filling fraction would increase the tuning.

Figure 6.2 (a,b) shows that the transmission drops (and the junctions transition to the more dissipative state) at lower currents for higher temperatures i.e. increasing the temperature lowers the critical current of the junctions, Tab. 6.1. The retrapping current $I_r$, the current at which the junctions switch from the dissipative to the non-dissipative state, increases with temperature. The low dc current region (where the model is valid) is narrower and less hysteretic.

<table>
<thead>
<tr>
<th>$T$(K)</th>
<th>$I_c$ (µA)</th>
<th>$I_r$ (µA)</th>
<th>width of hysteresis loop (µA)</th>
</tr>
</thead>
<tbody>
<tr>
<td>4.5</td>
<td>2.1</td>
<td>0.3</td>
<td>1.8</td>
</tr>
<tr>
<td>6</td>
<td>1.85</td>
<td>0.5</td>
<td>1.35</td>
</tr>
<tr>
<td>8</td>
<td>1.25</td>
<td>0.7</td>
<td>0.55</td>
</tr>
</tbody>
</table>

The model predicts that increasing the temperature decreases the cutoff fre-
Figure 6.2: (a) Measured transmission (normalized by $S_{21}(I_{dc} = 0)$) as a function of increasing (b) and decreasing dc current for three temperatures at 14.5 GHz in the limit $I_{rf} \ll I_c$. (c) Enlargement of the low dc current region. Black lines are calculated from the model. (d) Simulated cutoff frequency and (e) effective relative permittivity as a function of dc current.
quency (Fig. 6.2 (d)) increasing the transmission, which agrees with the data, Fig. 6.2 (c). Changing temperature is another way to tune the effective permittivity, Fig. 6.2 (e).

6.2 Beyond the Small Current Limits

The change in critical current with temperature can also be measured in the dc voltage drop on the parallel array of eight wires, Fig. 6.3 (a); the critical current is the current at which voltage is no longer zero. The inset shows that the dc voltage increases in discrete steps with increasing dc current. The height of these steps is equal to the gap voltage $V_g$ and each step represents a single junction switching into the dissipative state. The saturation voltage at high current ($10 \mu A$) is 100 (the number of junctions per wire) times the size of these steps, indicating that all the junctions have switched into the dissipative state. The gap voltage decreases with increasing temperature: 0.274 mV at 4.5 K, 0.268 mV at 6 K, and 0.247 mV at 8 K. The wide range of currents over which these steps occur indicates a large spread of critical currents in the junctions.

When there are no microwaves present there are smaller steps superimposed on these with a height of 20 $\mu$V and even smaller steps with a height that trends up with increasing dc current as shown in Fig. 6.4. When there are microwaves present there are steps with a height that also trends up with increased dc current. Increasing the frequency decreases the size of the steps; this is the opposite of what is expected for Shapiro steps.
Figure 6.3: (a) Measured dc voltage drop on the wire array as a function of dc current at three temperatures in the limit $I_{rf} \ll I_c$. Inset: Enlargement showing voltage steps. (b) Measured dc voltage as a function of dc current at 20 GHz and three input powers. Inset: circuit diagram with superconducting portions marked in red.
Figure 6.4: Size of the small voltage steps as a function of dc current.
black: no microwave power. red: 15 GHz, blue: 20 GHz, green: 25 GHz for -50 dBm microwave input power.

Figure 6.3 (b) shows how the dc voltage as a function of dc current changes with the application of microwave power. The retrapping current is unaffected by microwave power. The critical current decreases with increasing microwave power, narrowing the hysteresis loop until it disappears at high power. The largest steps (with a height of $V_g$, shown in the inset of Fig. 6.3 (a)) are unaffected by the application of microwave power; the saturation voltage at high dc current is likewise unaffected.

Figure 6.5 shows how the transmission as a function of rf input power and dc current changes for different sweep directions. The sharp vertical lines indicate the
transitions between the dissipative and non-dissipative states, \(i.e.\) the critical and re trapping currents. The insensitivity of the retrapping current to microwave power shown in Fig. 6.3 (b) can also be seen in Fig. 6.5. However, Figure 6.3 (b) suggests that increasing rf input power decreases the critical current, where Fig. 6.5 shows that the dependence of critical current on microwave power is more complicated and highly hysteretic.

For certain sweep directions (Fig. 6.5 (c)) the critical current does decrease with increasing input power, but for other sweep directions (Fig. 6.5 (a) and (b)) the critical current is insensitive to rf input power. The dc current hysteresis also varies with sweep direction; it is most pronounced in Fig. 6.5 (c), but Fig. 6.5 (a) shows very little. All of the sweeps show that transmission has a complicated non-monotonic dependence on rf input power.

To characterize the nonlinearity I measured intermodulation power by stimulating the sample at two frequencies (as opposed to a single frequency) 10 MHz apart. The frequency spectrum is shown in Fig. 6.6 (a). The central peaks are at the main tone powers; the other peaks occur because the nonlinearity of the material converts some of the power at the main tones to other frequencies. The third order intermods are at 14.985 GHz and 15.015 GHz \((2f_1 - f_2 \text{ and } 2f_2 - f_1)\). At higher input power the third order intermods (as well as the higher order intermods) are higher relative to the main tone power indicating more nonlinearity in the sample.

Third order intermod power (normalized by the main tone power) as a function of frequency and dc current is shown in Fig. 6.6 (b,c). Like transmission the intermod power has a complicated non-monotonic dependence on input power. The
Figure 6.5: Measured transmission as a function of rf input power and dc current (increasing and decreasing) at 15 GHz for different sweep directions. (a) Sweep entire input power range and step current. (b) Sweep half input power range and step current (below the black line), then sweep other power range while stepping current (above the black line). (c) Sweep dc current and step power.
Figure 6.6: (a) Measured output power (normalized to fall between zero and one) as a function of frequency. blue: -50 dBm input power. red: -30 dBm input power. (b) Measured third order intermod power (normalized by main tone power) as a function of input power and both increasing and decreasing dc current with center frequency 15 GHz at lower (c) and higher intermod frequency.
nonlinearity tends to be higher for greater input power and when the junctions are in the dissipative state. These are the regions that the model fails.

6.3 Summary

The JJ-loaded array behaves as expected in the low dc current and low input power regime it was designed to operate in. The measured tuning of transmission indicates the tuning of cutoff frequency and permittivity predicted by the model. I have also observed interesting behavior at higher current and rf input power. The dynamics are very rich, highly hysteretic, and nonlinear.
Chapter 7: Conclusions

In this chapter, I summarize the results of measurements and simulations on a Josephson junction loaded wire array and rf-SQUID metamaterials. I discuss possible applications of these tunable superconducting metamaterials, and suggest directions for future work.

7.1 rf SQUID Metamaterials

I found that individual rf SQUIDs exhibit the overall behavior that I expect. The resonance and effective permeability of an individual rf SQUID tune over a wide range with dc flux, temperature, and rf flux. The dc flux tuning can be achieved at high speeds. 2D SQUID arrays experience comparable tuning with each parameter and the effect is much larger because of the increased filling fraction. An even larger filling fraction should allow negative values of effective permeability. In the future, it will be interesting to examine full 3D SQUID structures and nonplanar coupling between SQUIDs (which can be positive unlike planar coupling which is always negative).

SQUID arrays differ from individual SQUIDs in the following respects: coupling between the SQUIDs, additional resonant modes, and dc flux disorder. Cou-
pling causes the transmission minima to deepen and the resonant frequency to shift to higher frequencies, but does not have a significant effect on the range of dc flux tuning of effective permeability. However, it complicates the tuning of effective permeability by introducing minima due to magneto-inductive modes.

The additional resonant modes occur at lower frequencies (relative to the primary mode), are associated with smaller $S_{21}(\omega)$ dips, and have lower coherence than the primary mode. As rf flux increases the primary high coherence mode dominates regardless of the mode or combination of modes at that frequency in the low rf flux limit. So far the only experimental evidence for these modes is dips in the $S_{21}(\omega)$ which is a measure of their collective response. It would be interesting to measure each SQUID in the array individually with a laser scanning microscope to recreate the simulated results for the spatial distribution of amplitude and phase of $\delta$.

There is a linear dc flux gradient present in the experiment which results in a loss of periodicity in dc flux, a reduction in maximum resonant frequency, a broader and shallower resonant dip, and splitting of the resonance dip at higher dc flux values. These are all symptoms of a loss of coherence. The coherence must be high for the array to work as designed with a tunable effective permeability. The coherence can be recovered by increasing coupling, rf flux, or temperature.

By using these strategies to maximize coherence and taking steps to minimize uneven dc flux bias (e.g. by using a coil with a larger radius to apply dc flux bias), arrays of rf SQUIDs can be tuned coherently. The large-magnitude, high-speed, low-loss tuning behavior that is observed in the single SQUID is also possible in a 2D SQUID metamaterial.
The ability to tune the electromagnetic response over a wide range, and on short time scales, is desirable for applications such as software-defined radio and filters for digital rf receivers. It is expected that SQUID metamaterials will be able to perform functions similar to galvanically connected SQUID arrays. One possible application takes advantage of the SQUID’s extreme sensitivity to magnetic flux to create compact, wideband antennas, sensitive to high frequency magnetic fields. Other possible applications include low noise amplifiers for rf sensing and qubit readout, and highly sensitive magnetometers and filters.

In addition to the tunable effective permeability I set out to achieve, the individual rf SQUID meta-atom also exhibited a novel transparency feature. Whether this feature also occurs in SQUID array metamaterials could depend on the array coherence. SQUIDs are potentially useful as a power limiter for sensitive front-end receivers. For further details about the mechanism behind transparency see the following references: [53, 58, 95].

7.2 JJ-loaded Wire Array Metamaterials

The JJ-loaded wire array behaves as designed in the low dc current and low input power regime it was designed to operate in. The measured tuning of transmission indicates the tuning of cutoff frequency and permittivity predicted by the model. The effect on permittivity for one layer of eight wires is small but can be enhanced by adding more layers and with sufficient filling fraction achieve negative
Figure 7.1: The Josephson junctions in the wire arrays could be replaced by dc SQUIDs.

In addition to the desired tunable cutoff frequency and permittivity, I have observed interesting behavior at higher current and rf input power. The dynamics are very rich, highly hysteretic, and nonlinear, but the model is only valid in the limited range I designed these structures to operate. The next step is to develop a more widely applicable model which can be used to understand these results.

The junctions in the wires could be replaced with dc SQUIDs (superconducting loop with two junctions) as shown in Fig. 7.1, allowing the properties of the wires to be tuned with a perpendicular dc magnetic flux. These wire arrays would be sensitive to dc flux disorder and would have to be protected from stray fields by magnetic shielding.
7.3 Combined Metamaterial

One obvious next step is to create a large sample (with significant filling fraction) combining rf SQUID and JJ-loaded wire arrays to demonstrate a tunable refractive index that can achieve near-zero and negative values. Another possibility is taking these structures out of the waveguide geometry and measuring them in free space. For measurements of rf SQUID arrays in a free space geometry see Sec. B.3.

7.4 Josephson Metamaterials in the Quantum Limit

At temperatures much lower than 1 K [123], superconducting loops that include Josephson junctions can exhibit additional quantum properties commonly associated with atoms, e.g. quantized energy levels, superposition of states, and entanglement [124]. Superconducting qubits have been studied for their potential use in computing, but they are also interesting as potential meta-atoms because they can be considered true scaled-up versions of natural atoms due to the quantum-mechanical nature of their interaction with the electromagnetic field [125].

2D arrays of rf SQUIDs in the quantum limit (flux qubits) have been considered theoretically [50]. The effective permeability is predicted to tune with microwave power over a large range with low loss and the metamaterial is expected to exhibit transparency similar to EIT. This behavior is qualitatively similar to what we’ve observed experimentally in the classical limit, except in the quantum limit the states
maintain quantum coherence in the presence of the drive.

One approach to developing a quantum metamaterial is a quantum transmission line (QTL) metamaterial where the meta-atoms are coupled to each other (inductively or capacitively) such that excitations can be exchanged between the discrete energy levels of one meta-atom to the next. For example, flux qubits in a coplanar waveguide have been shown to have collective modes corresponding to coherent oscillations of the meta-atoms \[126\]. Such structures can be used for single microwave photon detection \[127, 128\].

In the charging-dominated regime \((E_C \gg E_J)\) where \(E_C\) is the charging energy and \(E_J\) is the Josephson coupling energy), a transmission line containing coupled SQUIDs displays coherent quantum phase slips (CQPS) \[129, 130\]. CQPS describe the coherent transfer of vortices or fluxes along a superconducting wire and is considered the dual of the Josephson effect. In the opposite limit \((E_C \ll E_J)\), a similar structure behaves as a superinductor \[131\].

Many other structures have been proposed \(e.g.\) a metamaterial composed of arrays of superconducting islands connected to bulk superconductors by two Josephson junctions in the quantum limit (charge qubits) embedded in a waveguide \[132, 133\]. This structure is predicted to show interesting behavior including the ability to act as a maser.

The field of quantum metamaterials is still very new and there is a lot more to explore. This is the future of Josephson metamaterials.
Appendix A: Justification of dc Flux Gradient

In Sec. 5.2.3 I assert that a dc flux gradient explains the loss of coherence observed in the experiment. In this appendix, I provide further justification for choosing this type of disorder.

A.1 Other Possible Forms of Disorder

I have simulated other likely types of disorder: a Gaussian-random distribution of coupling, dc flux, critical currents, and dissipation. Each of these (apart from dissipation) is associated with a loss of coherence at certain values of dc flux shown in Fig. A.1. This loss of coherence manifests as a reduction of the magnitude of the $S_{21}(\omega)$ dip which can be compared to measured $S_{21}$.

When the SQUIDs are identical and the flux is homogenous (no disorder) the coherence depends only slightly on dc flux (black curve in Fig. A.1 and shown in detail in Fig. 5.21). This slight dependence on dc flux depends on coupling between the SQUIDs, so it is not surprising that a gaussian distribution of the coupling exaggerates this effect (green curve in Fig. A.1).

When there is a Gaussian-random distribution of dc flux, the coherence is high at integer flux quanta where the slope of dc flux tuning is small; the coherence
Figure A.1: Numerical simulation of coherence as a function of dc flux for various types of disorder in 21x21 array with $|\kappa_0| = 0.02$. black) no disorder; red) Gaussian distribution of critical currents with a standard deviation of 0.01 μA; blue) Gaussian distribution of $\Phi_{dc}/\Phi_0$ with a standard deviation of 0.01; green) Gaussian distribution of coupling between SQUIDs with standard deviation of 0.015; orange) 10% dc flux gradient.
is lower for other flux values where the resonant frequency is more sensitive to dc flux (blue curve). Introducing a distribution of critical currents causes a loss of coherence near integer and half integer flux quanta, where the critical current has the strongest effect on the Josephson inductance and thus the resonant frequency; the coherence is unaffected at $\Phi_{dc}/\Phi_0 = 0.36$ where $L_{JJ}$ diverges (red curve). A gaussian distribution of dissipation $\gamma$ has no effect on coherence because dissipation affects the depth of the resonance dip but has no effect on its frequency.

All these possibilities are periodic in dc flux and show a suppression of coherence (and associated reduction of $S_{21}$ dip) for dc flux values not seen in the experiment. To replicate the data the disorder must get worse with additional applied dc flux bias. The linear dc flux gradient is the only kind of disorder considered which replicates the loss of periodicity in dc flux, the reduction in maximum resonant frequency, the broader and shallower resonant dip, and splitting of the resonance dip at higher flux values.

A.2 Additional Gradient Worsens Coherence

If the array is perfectly aligned in the center of the coils used to apply dc bias field, I estimate that the edges should see 97% of the flux at the center. If the array is tilted or off-center there will be a greater distribution of flux across the array. This gradient causes the progressive loss of coherence at higher dc flux values we see in the experiment. The field could be made more uniform, for example by increasing the radius of the coil used to apply dc flux and this should improve the coherence.
Applying an additional gradient should make the coherence worse, which is shown in Fig. A.2. Figure A.2 (a) shows the familiar progressive loss of coherence with additional dc flux. In Fig. A.2 (b) there is an additional non-uniformity in the applied dc flux from a current through a straight along the short side of waveguide. The $S_{21}$ curve is broader, shallower, and shows more splitting consistent with having lower coherence.

A.3 Direction of dc Flux Gradient

I also considered in simulation the direction of the linear flux gradient. When the gradient is along the edge of the array (as opposed to at a diagonal) the resonant dips are most distinct and most closely resemble the data; compare the local minima in $S_{21}(\omega)$ in Fig. A.3 with Fig. 5.22 at $\Phi_{dc}/\Phi_0 = 2.1$. 
Figure A.2: Transmission as a function of frequency and dc flux in the 27x27 array with (a) no additional applied dc flux gradient (b) 30 mA through a straight along the short side of waveguide introduces an additional non-uniformity in the applied dc flux.
Figure A.3: Transmission as a function of frequency and direction of 10% linear dc flux gradient at $\Phi_{dc}/\Phi_0 = 2.1$ in 21x21 array with $|\kappa_0| = 0.02$. 
Appendix B: Other Samples

A number of additional samples have been prepared, which have yet to produce any results worthy of publication. In this appendix, I summarize the design of these samples, and discuss some preliminary experimental results.

B.1 Individual SQUIDs

I designed (and Hypres prepared) a variety of individual SQUID samples of various sizes and ranges of the tunability. When studying the individual SQUID I focused on the largest design that took up the largest portion of the waveguide and presumably produced the strongest signal. The smaller individual SQUID designs were never measured. Their design parameters are listed in Tab. B.1. They all have vortex pinning holes in the superconducting layers.

In addition to the arrays discussed in Sec. 3.1.1 there were two other arrays prepared by Hypres: a 2x2 array of the same rf SQUIDs that were measured individually and a 7x7 array of the rf SQUIDs listed in the third entry of Tab B.1. Both of these arrays are shown in Fig. B.3.
Table B.1: Unmeasured individual rf SQUID design parameters

<table>
<thead>
<tr>
<th>$r_{in}$ ($\mu m$)</th>
<th>$r_{out}$ ($\mu m$)</th>
<th>$r_{JJ}$ ($\mu m$)</th>
<th>$L$ (nH)</th>
<th>$I_c$ ($\mu A$)</th>
<th>$C$ (pF)</th>
<th>$f_{min}$ (GHz)</th>
<th>$f_{max}$ (GHz)</th>
<th>$\beta_{rf}$</th>
<th>Fig.</th>
</tr>
</thead>
<tbody>
<tr>
<td>30</td>
<td>40</td>
<td>2</td>
<td>0.12</td>
<td>3.7</td>
<td>0.84</td>
<td>5.2</td>
<td>22</td>
<td>0.89</td>
<td>3.2</td>
</tr>
<tr>
<td>60</td>
<td>100</td>
<td>1.5</td>
<td>0.21</td>
<td>2.1</td>
<td>0.49</td>
<td>5.5</td>
<td>22</td>
<td>0.88</td>
<td>B.1 (c)</td>
</tr>
<tr>
<td>100</td>
<td>200</td>
<td>1.2</td>
<td>0.32</td>
<td>1.4</td>
<td>0.31</td>
<td>5.6</td>
<td>22</td>
<td>0.88</td>
<td>B.3</td>
</tr>
<tr>
<td>135</td>
<td>450</td>
<td>1.1</td>
<td>0.39</td>
<td>1.1</td>
<td>0.26</td>
<td>5.3</td>
<td>22</td>
<td>0.89</td>
<td>B.2</td>
</tr>
<tr>
<td>60</td>
<td>100</td>
<td>1.3</td>
<td>0.21</td>
<td>1.6</td>
<td>0.55</td>
<td>8.7</td>
<td>19</td>
<td>0.66</td>
<td>B.1 (a)</td>
</tr>
<tr>
<td>60</td>
<td>100</td>
<td>1.4</td>
<td>0.21</td>
<td>1.8</td>
<td>0.52</td>
<td>7.4</td>
<td>20</td>
<td>0.77</td>
<td>B.1 (b)</td>
</tr>
<tr>
<td>60</td>
<td>100</td>
<td>1.6</td>
<td>0.21</td>
<td>2.4</td>
<td>0.42</td>
<td>0</td>
<td>24</td>
<td>1.0</td>
<td>B.1 (d)</td>
</tr>
<tr>
<td>60</td>
<td>100</td>
<td>1.7</td>
<td>0.21</td>
<td>2.7</td>
<td>0.37</td>
<td>0</td>
<td>27</td>
<td>1.1</td>
<td>B.1 (e)</td>
</tr>
</tbody>
</table>

B.2 Arrays with Low Coherence

The 27x27 array and the 2x2 array show far worse coherence than the 21x21 arrays (discussed in Sec. 5.2.3), Fig. B.4. The 2x2 array in Fig. B.4 (a) is so incoherent that the tuning curves of each of the four SQUIDs are distinct. The different periods of dc flux tuning (but the same SQUID area) indicate the presence of a dc flux gradient.

The 27x27 array has some of the features seen in the 21x21 array, Fig. B.4 (b) i.e. the response is not periodic in dc flux, the maximum frequency decreases with increasing dc flux and the curve widens and fades, but these effects are much more dramatic here. A linear flux gradient such that one edge of the array is 75% of the other was necessary for the simulation to match the data.

In contrast, the measurements of the 11x11 array show some of the best co-
Figure B.1: Five individual rf SQUIDs listed in Tab. B.1 that have the same loop dimensions (but different areas of junction and overlap capacitance). All dimensions in µm.

herence of all the measured arrays, Fig. B.4 (c). A linear flux gradient such that one edge of the array is 95% of the other matched the simulation to the data. The resonant response as a function of dc flux is much more periodic.

An array of rf SQUIDs with a distribution of areas (similar to a SQIF, superconducting quantum interference filter), would have the same effect as a homogenous array with a dc field gradient; for the same applied field different amounts of flux are applied to the SQUIDs.
B.3 SQUID Arrays: mm-Wave Free Space Measurements

The goal of the collaboration with the N. Zheludev group at University of Southampton was to measure rf SQUID metamaterials using their mm-wave setup shown in Fig. B.5. This setup accesses a higher frequency range (75-110 GHz) and uses a free space geometry (the samples are not constrained by a waveguide). The network analyzer generates microwaves which a frequency converter shifts to a
Figure B.3: (a) 7x7 rf SQUID array. Inset: Enlargement of the area containing the junction (red) and the overlap capacitance (purple). (b) 2x2 array (for details of individual SQUID see Fig. 3.1). All dimensions in $\mu$m.
Figure B.4: (a) Measured transmission of 2x2 array, (b) 27x27 array, (c) and 11x11 array as a function of frequency and dc flux in the limit $\Phi_{rf}/\Phi_0 \ll 1$. (d) Simulated transmission in the 27x27 array with one edge of the array seeing 75% of the dc flux the other experiences. (e) Simulated transmission in the 11x11 array with one edge of the array seeing 95% of the dc flux the other experiences.
higher frequency range between 75 and 100 GHz. They pass through a horn antenna into free space and illuminate the sample which is in a cryostat with optical windows. On either side there are Brewster windows to reduce standing waves between these two windows. The signal is collected by another horn antenna and converted back to frequencies the network analyzer can measure.

The sample is attached with GE varnish to the mount, a 3 cm diameter sapphire wafer with two protruding rectangular blocks, shown in Fig. B.5 (d). The sample is mounted on the side of one of these blocks so that the mm-wave magnetic fields are perpendicular to the plane of the SQUIDs. The wafer is clamped along with a ring of indium between two pieces of OFHC copper. A magnetic coil is used to apply a dc magnetic field and a mu metal shield (with a hole to allow mm-waves to pass through the sample) manufactured by Amuneal protects the sample from stray fields.

The sample is a tightly coupled 50x50 array on a 4 mm silicon chip (four nominally identical copies) prepared by IREE, shown in Fig. B.6. To maximize the size of the signal, the number of SQUIDs and the coupling between them ($\kappa_0 = -0.02$) were made as large as possible. The SQUIDs are nonhysteretic and expected to be highly tunable with dc flux, $\beta_{rf} = 0.83$. The parameter values are as follows: $L = 136 \text{ pH}$, $C = 25 \text{ fF}$, $I_c = 2 \text{ µA}$, $R = 1.5 \text{ kΩ}$.

Included in the run that produced these samples were SQUID samples that are designed for measurement in the usual setup, but the first batch of samples did not perform as expected; the dc flux tuning and geometric resonance were very different from what was expected from designed values. Unsurprisingly the samples
Figure B.5: mm-wave experimental setup
measured in the mm-wave setup did not perform as designed either. The second batch was much better and behaved as designed in the usual setup. However, I was still unable to find a measurable signal in the mm-wave setup.

Figure B.7 shows the predicted tuning behavior for this sample in response to dc and rf flux. I looked for features in transmission $S_{21}$ and reflection $S_{11}$ at low temperatures that disappear above the critical temperature; in particular I was searching for the geometric resonance around 90 GHz since it is a strong feature that appears at high input power so should be easily distinguished from the noise. I also looked for features that tuned with dc flux at various temperatures.
Figure B.7: (a) Simulated transmission using dissipated power calculation as a function of frequency and rf flux for $\Phi_{dc} = 0$ (b) and dc flux in the limit $\Phi_{rf}/\Phi_0 \ll 1$.

Two possible reasons that I could not detect the expected response are that the sample did not get cold enough or that it didn’t interact strongly enough with the incident waves. If the sample was not cold enough to be below the superconducting transition there would be no signal from the SQUIDs. The thermometer on the cold finger was at 4 K but the sample was farther up and separated by several thermal interfaces. This could be tested with a four-point resistance measurement to determine if sample goes superconducting under the same mounting conditions as the mm-wave transmission measurements. One way to get the sample colder would be to design a sample holder to clamp directly onto the chip for better thermal
contact that does not rely on GE varnish.

Another possible reason I did not detect the expected response is that the sample doesn’t interact strongly enough with the incident waves. The setup has successfully measured metamaterials patterned on 3 cm diameter wafers coupled to the electric field; the SQUID array is significantly smaller and rotated to couple to the magnetic field. I tried measuring all four chips (one on each side of a sapphire block) and narrowed the opening to magnetic shielding with aluminum foil so that a greater proportion of the transmitted waves interacted with the sample. Larger samples, possibly in a full three dimensional structure, would have a more significant impact on incident mm-waves.

Another possibility for the future is to design a version of the JJ-loaded wire arrays to fill a 3 cm diameter wafer and operate in this frequency range. These samples couple to electric field and so are more like samples the Zheludev group usually measures with this setup.

B.4 First Generation JJ-Loaded Wire Arrays

The first generation array of JJ-loaded wires was manufactured by Hypres. It consisted of 5 wires, 6 µm wide, spaced 1 mm apart. There were 30 junctions with 2 µm diameter equally spaced along the wire. The crucial difference between these samples and the second generation is the absence of contact pads. They were measured in the X band waveguide floating in Rohacell. The wires did not span the full height of the waveguide and did not electrically contact it.
Without contact pads there was no way to apply dc bias current so temperature was the only method of tuning the junctions. There was no distinguishable difference between transmission $S_{21}$ measured at base temperature (4.5 K) and measured above $T_c$. In an attempt to make the tuning more dramatic additional layers were added so that eight chips (four layers) were measured at once, but this still did not produce any results.
Appendix C: Assigning Simulation Parameters

This appendix describes how the parameters in the simulation were chosen: whether they were calculated analytically or numerically or they were fit to agree with measurements.

C.1 rf SQUIDs

C.1.1 Input Flux

The rf flux through the SQUID loop was calculated from the magnetic field in the waveguide

\[ \Phi_{rf} = 2\pi A_{loop} \sqrt{\frac{4P_0 k_0 \mu_0}{a_{dim} b_{dim} \omega}} \]  

(C.1)

where \( A_{loop} \) is the area of the SQUID loop, \( P_0 \) is the input power, \( a_{dim} \) is the longer and \( b_{dim} \) is the shorter of the two waveguide dimensions, and \( k_0 \) is the wave number in the empty waveguide.

To determine the dc flux through the loop, the field from the coil was measured with a gaussmeter as a function of current. The field is converted into a flux using the area of the SQUID loop. Zero dc flux is assigned where the resonant frequency and the coherence are maximum, which typically occurs when the current applied to
the coil is not zero (but less than current necessary to apply one flux quantum). The
dc flux gradient is determined by matching the progressive widening of the $S_{21}(\Phi_{dc})$
dip seen in the data.

C.1.2 Mutual and Self-Inductance

The geometric inductance of a superconducting loop can be estimated analytically using the following empirically derived equation [134]

$$L = \mu_0 r_{\text{out}} \left[ \frac{r_{\text{in}}}{r_{\text{out}}} - 0.197 \left( \frac{r_{\text{in}}}{r_{\text{out}}} \right)^2 - 0.031 \left( \frac{r_{\text{in}}}{r_{\text{out}}} \right)^6 + \left( 1 + \frac{r_{\text{in}}}{r_{\text{out}}} \right) \tanh^{-1} \frac{r_{\text{in}}}{r_{\text{out}}} \right] \tag{C.2}$$

where $r_{\text{in}}$ is the inner radius and $r_{\text{out}}$ is the outer radius of the loop.

The inductance can also be calculated numerically using FastHenry simulations [84]. FastHenry takes the geometry of the SQUID and using the two-fluid model it calculates inductance at a given frequency. For more details on the FastHenry calculation see Sec. D. Both analytic and numerical methods yield the same results ($< 2\%$ difference) which can be applied to the samples because the lithographic process to define the SQUIDs has little variation ($< 1 \mu \text{m}$).

The mutual inductance between SQUIDs in an array can also be obtained numerically from a FastHenry calculation or approximated using analytical expressions. The results of FastHenry calculations were used when modeling the two 21x21 arrays that were fabricated and measured. FastHenry was also used to determine the maximum possible coupling for these SQUIDs (when the SQUIDs are as close together as possible without overlapping).
Analytical approximations were used when performing simulations that involve continuously varying SQUID parameters and for simulation of the magneto-inductive modes. The Biot-Savart Law is used to calculate the magnetic field generated by a wire loop (the approximate geometry of an rf SQUID) far from the loop and in the same plane

\[ B = \frac{\mu_0 I \pi r^2}{4\pi d^3} \]  

where \( I \) is the current in the loop, \( d \) is the distance from the center of the loop, and \( r \) is the radius of the loop. It is assumed that the magnetic field at the center of the loop is the same over its entire area. The mutual inductance is calculated with \( d \) as the center-to-center distance.

\[ M = \frac{BA}{I} = \frac{\mu_0 \pi r^4}{4d^3} \]  

The analytical and numerical calculations do not yield identical results for the coupling matrix \( \bar{\kappa} \); in the numerical calculation, the coupling falls off faster with distance. When \( \kappa_{avg} \) is the same, the analytically and numerically determined \( \bar{\kappa} \) produce the same results for the frequency and depth of the \( S_{21}(\omega) \) dip on the primary resonance. These quantities do not depend on the details of which SQUIDs are oscillating, but on the sum of the amplitude of \( \hat{\delta} \).

The magneto-inductive modes are affected by the details of which SQUIDs are oscillating; for the highest coupling case calculated by FastHenry (when the SQUIDs are as close as possible without overlapping) the coupling is different in different directions and this has a strong effect on the MI modes. Compare Fig. C.1 which uses the numerical FastHenry results with Fig. 5.11 which uses the analytical
approximation with $|\kappa_0| = 0.06$ (both have the same $\kappa_{avg}$). The primary mode is the same, but the asymmetric coupling breaks the symmetry in the lower frequency modes; there are more MI modes and they have reduced symmetry. These modes have a greater distribution of phases and the solutions for $\hat{\delta}$ are a broader mix of eigenvectors (compare Fig. C.1 with (b) Fig. 5.14 (b)).

C.1.3 Fit Parameters

The geometric frequency $f_{geo}$ (Eq. 5.8) measured at high rf flux is used to fit the capacitance $C$ of the SQUID, holding the inductance and coupling fixed at the values described above. The zero dc flux resonant frequency $f_0(\Phi_{dc} = 0)$ (Eq. 5.6) measured in the limit $\Phi_{rf}/\Phi_0 \ll 1$ is used to fit the critical current at that temperature. A comparison of the fit values and the nominal design values can be found in Tab. C.1.

In the dissipated power calculation the resistance $R$ is fit to the depth of the $S_{21}(\omega)$ dip. When using the effective medium calculation there are additional parameters, the filling fraction $F$ and the length of the medium $l$, that affect the width and depth of the resonance (but not the frequency). These variables are not independent; their ratio $F/l$ is what determines the shape of the resonance dip. The appropriate choice for $F$ and $l$ is not obvious especially when considering a single meta-atom. In practice, $l$ is fixed at the diameter of the rf SQUID or length of the array and then $R$ and $F$ are fit to the width and depth of the resonance dip.
Figure C.1: (a) Simulated transmission and coherence for 21x21 array with maximum coupling ($\bar{\kappa}$ determined by FastHenry simulations) in the limit $\Phi_{rf}/\Phi_0 \ll 1$. (b) The dot product of normalized solutions for $\hat{\delta}$ and the first nine eigenvectors of the matrix in Eq. 2.25. (c-e) Simulated spatial distribution of amplitude of $\hat{\delta}$ for the three most prominent modes; dashed white lines show boundary between regions out of phase by $\pi$. (f-h) Scatter plot where the amplitude and phase (relative to rf drive) of $\hat{\delta}$ is represented in polar coordinates.
Table C.1: Comparison of nominal and fit values for capacitance and critical current in the single rf SQUID and arrays.

<table>
<thead>
<tr>
<th></th>
<th>$C_{nom}$ (pF)</th>
<th>$C_{fit}$ (pF)</th>
<th>$I_{c,nom}(T = 4.2 , K)$ (µA)</th>
<th>$I_{c,fit}(T = 5.5 , K)$ (µA)</th>
</tr>
</thead>
<tbody>
<tr>
<td>single</td>
<td>0.32</td>
<td>0.42</td>
<td>0.97</td>
<td>0.75</td>
</tr>
<tr>
<td>11x11</td>
<td>0.88</td>
<td>2.1</td>
<td>4.5</td>
<td>5.4</td>
</tr>
<tr>
<td>21x21</td>
<td>1.8</td>
<td>2.1</td>
<td>1.4</td>
<td>2.0</td>
</tr>
<tr>
<td>27x27</td>
<td>0.84</td>
<td>0.93</td>
<td>3.7</td>
<td>2.2</td>
</tr>
</tbody>
</table>

C.2 JJ-Loaded Wire Array

The length of the wires, the spacing between them, and their inductance are determined by the lithographic which has little variation. The inductance is determined analytically

$$L_{geo} = \frac{\mu_0 l \lambda}{2 \pi a^2} \ln \left( \frac{2a}{b} \left( \frac{\sinh \frac{b}{\lambda}}{\cosh \left( \frac{b}{\lambda} - 1 \right)} - 1 \right) \right)$$ (C.5)

where $l$ is the length of the wire, $a$ is the width of the wire, $b$ is the thickness of the film, and $\lambda$ is the London penetration depth [135].

The critical current for a given temperature can be determined by measuring either the transmission or dc voltage as a function of increasing dc current. The critical current is the current at which the transmission drops and the voltage stops being zero. The critical current of these junctions was designed to be 2 µA, but the measured value was 0.25 µA. The other samples from this run also had critical currents that deviated significantly from their design values.

The ratio of resistance and capacitance is determined by the re-trapping cur-
rent, which is measured like $I_c$ but with decreasing dc bias current. The length of the medium is set at twice the spacing of the wires and the filling fraction is adjusted to match the magnitude of the tuning.
Appendix D: Scripts

This appendix provides descriptions of the Python scripts used to simulate 2D rf SQUID arrays and arrays of JJ-loaded wire arrays. The files can be found on the Anlage group backup space: Melissa/PythonScripts.

"LinearCalc.py" calculates \( \hat{a} \) and \( \hat{b} \) (where \( \hat{\delta}(t) = \hat{a}\sin\omega t + \hat{b}\cos\omega t \)) for a coupled 2D SQUID array in the linear limit \( \Phi_{rf}/\Phi_0 \ll 1 \) by solving Eq. 2.25. This is used to calculate transmission through the waveguide \( S_{21} \) (using either the dissipated power (Sec. 2.5.1) or effective medium (Sec. 2.5.2) method) and coherence \( r_A \) as a function of frequency, coupling strength, and/or dc flux through the SQUIDs (including dc flux gradients in any direction). It can also be used to calculate the quality of the resonance \( Q \) and the linear eigenmodes of the array.

"NonLinCalc.py" begins by numerically solving the full system of coupled nonlinear differential equations Eq. 2.22 for \( \hat{\delta}(t) \) and \( \hat{\delta}'(t) \) for a coupled 2D SQUID array. \( \hat{a} \) and \( \hat{b} \) are extracted from the solutions and as in the linear case used to calculate values of interest.

When solving nonlinear equations the initial conditions must be carefully chosen; rf SQUIDs have been shown to be multistable \cite{57}. At the beginning of the calculation the initial conditions are set to zero \( \delta(0) = 0 \) and \( \delta'(0) = 0 \). The sim-
Figure D.1: Dashed lines indicate axes of symmetry in square array. The shaded region indicates the portion of the array that has unique solutions and must be calculated.

Solving the nonlinear equations takes significantly longer than the linearized form. One technique employed to reduce the calculation time is to take advantage of the symmetry in the array to reduce the number of equations. A 2D array of identical SQUIDs with identical drive has four axes of symmetry allowing the number of nonlinear equations to be reduced by a factor of eight as illustrated in Fig. D.1.

Another technique to reduce calculation time is to parallelize the computation and run it on an HPC (high performance computing) cluster, in this case
Deepthought. It is not possible to run all the computations for various frequencies and rf flux values in parallel because of the care that must be given to the initial conditions, but it is possible to assign each sweep to a different node in the cluster. Each frequency sweep (for a fixed rf flux) was submitted to a different node on Deepthought as a separate job.

“generatefile.py” creates a file that can be input into FastHenry to determine the self-inductance and mutual inductance of a 2D SQUID array. Given the number of SQUIDs, their size, and separation, this script describes the geometry of the array by defining nodes, connections between them, and ports. The SQUIDs are rectangular like the 21x21 arrays. It also specifies the other variables FastHenry requires: frequency, film thickness, penetration depth, and how many pieces to break the structures into.

“wireEM.py” solves the single junction (Eq. 2.2) for $\delta(t)$ and $\delta'(t)$ choosing initial conditions as described above. The program then calculates transmission $S_{21}$ as outlined in Sec. 2.5.2.
Appendix E: Results for Unmodified Kuramoto Order Parameter

These early calculations only consider coherence using the bare Kuramoto model order parameter $r$ which uses the phase of $\hat{\delta}$ unweighted by the amplitude of oscillation.

E.1 Relationship Between Transmission and Coherence

In an effort to extract coherence from measured transmission, I explored the relationship between these two quantities in simulation. I found a power law relationship between the bare Kuramoto order parameter $r$ and the full width at half max of $S_{21}(\Phi_{dc})$ dips, see Fig. E.1. The relationship does not depend on the magnitude of the applied linear dc flux gradient and the slope is also consistent for different frequencies. Unfortunately, when I started using the modified Kuramoto order parameter $r_A$ which weights the oscillators by their amplitude, this relationship no longer held.

E.2 Pair of SQUIDs in the High rf Flux Limit

I performed simulations on pairs of SQUIDs to understand how coupling and dc flux disorder affect the resonance response in the high rf flux limit without running
intense computations required for larger arrays. Running on the HPC cluster allowed me to run complete 2D array calculations and I never revisited the two-SQUID case after defining the modified order parameter.

E.2.1 Effect of Coupling on Coherence and Transparency

To understand the effect of coupling in the nonlinear regime, I considered a two SQUID case where one SQUID had no dc flux through it and in the other $\Phi_{dc}/\Phi_0 = 0.01$ (This flux difference is small enough that there is still only one resonance dip in $S_{21}(\omega)$). Figure E.2 (a) shows how $\Delta f$ (which is related to the
Figure E.2: Numerical results of two SQUIDs with $\Phi_{dc}/\Phi_0 = 0$ and $\Phi_{dc}/\Phi_0 = 0.01$ for the frequency difference between the minimum of $S_{21}(\omega)$ and $r(\omega)$ as a function of rf flux for different values of coupling.

Coherence on resonance as shown in Sec. 5.1, depends on increasing rf flux for different values of coupling. Consistent with the behavior observed in the limit $\Phi_{rf}/\Phi_0 \ll 1$, when there is no coupling $\Delta f = 0$, but as coupling increases the frequency difference grows and so does coherence on resonance.

As rf flux increases the frequency difference decreases and eventually reaches zero when the effective coupling (defined in Sec. 5.1) is approximately $1/2$, marked in Fig. E.2 (a) with the vertical lines. Coherence on resonance decreases with increasing rf flux because of the reduced effective coupling between the SQUIDs.
E.2.2 Effect of Unequal dc Flux on Coherence and Transparency

To understand the effect of unequal flux in the nonlinear regime I considered the case of two uncoupled SQUIDs for various values of dc flux through one of the SQUIDs with the other SQUID fixed at zero flux. The flux separation was kept small enough that only one resonance dip was observed in $S_{21}(\omega)$. Figure E.3 (a) shows how coherence on resonance responds to rf flux for different amounts of flux disorder. At low rf flux the more different the flux is the less coherent the SQUIDs are. If there is any flux difference between the two SQUIDs there is a decrease in coherence with increasing rf flux. At high rf flux the coherence does not depend as strongly on the amount of flux difference. In this uncoupled case the suppression of coherence is directly related to the difference in the resonant frequencies of the two SQUIDs. However, for the coupled arrays considered in Sec. 5.2.3 we find that rf flux increases coherence in the presence of dc flux disorder.

Figure E.3 (b) shows that transparency is unaffected by the dc flux disorder despite the precipitous drop in coherence. This makes sense because the SQUIDs are acting individually and both taken alone are transparent in this regime. In Sec. 5.2.3 we show that in the presence of more substantial disorder the transparency region of arrays is impacted.
Figure E.3: (a) Simulated coherence (b) and transparency for two uncoupled SQUIDs as a function of applied rf flux for different values of dc flux in one of the SQUIDs. dc flux through the other SQUID was fixed at zero.
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