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For many goods, economists tend to ignore the time between the onset of
production and the final sale of the good. In some instances, economists do model
production with intertemporal considerations sastthe extraction of groundwater,
population dynamics in fishiess, and manufacturing with costs characterized by
learningby-doing; but even in thesmseoutput atany point intime tends to be
unconstraine@xcept when production is limited accordiogesource availability. In the
following three essays, | examine the implications for agent and market behavior when
producers cannot perfectly adjust output over time.
In the first two essays, | focus on the relasioip between electricity markedsd
both conventional and renewable power producscifically, n the first essay, |
guantify the effect a large level of installed wind power capacity (an intermittent
renewable energy) has on power market conditions. Because wind power has virtually no
marginal costs for generatipandits output cannot be perfectly controlled, a high
penetration level of wind power coubetentiallylower average prices while also

impacting price volatility.



In thesecondessay, | construct a computational model ofraveational power
producer that cannot perfectly adjust its output over time and faces prices that change
according to atochastigprocessThen, | measure the impagtice volatility has on
producers in two ways-irst, lanalyz changes in theioptimalgeneration strategies in
light of price volatility, andthen | simulate and traathanges in output, profit, and
emissions over time.

My third essay pertains faroduction ofwhisky. While there are other examples
of vintage goods that require a signifit@mount of maturation, the existing literature
typically assumes that there is a unique o
inventory.However,many Scottish distilleries produce a line of whiskies that vary
primarily according to age. | demonstr#tat it is possible for a profihaximizing
distillery to mature multiple ages of whislythout market powerbut a further
exploration ofd i s t i prddeetrlimegisdicates the market is far from perfectly

competitive
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The Effects of WindEnergy on Power Market Conditions

1. Introduction

Despite the potential environmental and economic benefits of wind power,
integrating a large amount of wind power capacity into a power system is generally
perceived as difficult. Ideally, generators shiblé responsive to system needs and can
be adjusted as system conditions evolve over the course of a day. Yet wind turbines,
unlike conventional fossil fuddurning generators, rely on a stochastic environmental
factor to produce electricity. Subsequentiynd power is intermittent and can be
difficult to forecast and control. It is thus unclear whether existing power systems can
accommodate a large amount of wind power capacity, as it necessarily leads to a power
supply that is less predictable and regpamto system needs. However, installation of
wind power capacity is expected to continue to grow in the coming decades as costs
decline and older conventional units are retired. It is therefore important to study the
current system impacts of wind poveggr that potential future complications from wind
power’' s vari almndestoodut put are well

For power systems that coordinate supply decisions through power markets, the
intermittency of wind power may be detected through changes in market conditions.
Unfortunately, research on the market impacts of wind power has been limited so far
because of a lack of historical data. Early work by Morthorst (2003) and Parsons et al.
(2004) find that the initial, low levels of wind power in Danish and US systems had an
insignificant effect on the price for powdlore recent studiesy Jacobsen and

Zvingilaite (2010), Jonsson et al. (2010), Cutler et al. (2011), Woo et al. (2011a,b),



Ketterer (2014), and CIo et al. (201mnefit from several additional years of growth
the wind power sector, and they are abldémonstrate that higher levels of wind power
do lead to lower power market prices. However, there is some disagreement as to how to
best capture the effects of windityMorever s i
recent work emphasizes the consequences of intermittency by determining its impact on
price volatility, though there is no consensus as to how to characterize price volatility
among these studies. Furthermore, earlier results from Morthhaor§taasons et al.
suggest that wind p o wmearkétsdor ancillargsemices, which cy ¢ a
are various forms of backup power supply services used to maintain the reliability of the
overall power supply. The more recent literature generatiysoancillary services in
their analysesgntirely.

The purpose of this paper is to completely quantify the imp&eténa power on
power market conditions to determine how well existing systems can accommodate the
introduction of a large amount of inteittent renewable energy. Accordingly, | divide
mar ket conditions into three separate comp
each of them. This includes estimating the impacts of wind power on the price for power,
its volatility, and prices for anéary services. This study specifically focuses on the
power system in Texas from 2003 to 2010, during which time installed wind power grew
from approximately 1% to 10% of total capacity in the system. The effects of wind power
on market conditions are estited using both Ordinary Least Squares [OLS] and
guantile regressions.

The contributions of this work to the existing literature are threefold. Most

i mportantly, it presents a comprehensive o0



Earlier papers emphasizhe effect of wind power on power prices, but they overlook the
overall consequenc e sonlgihcluding eitder wice ivalatilisy ormi t t e n
prices for ancillary services in their analyses, not both. Additionally, | give considerable
attention to the characterization of price volatility and propose my own method for
measuring volatility in a way thatconsotl at es previ ous studies’ a
| use quantile regressions in conjunction
market conditionsJénsson et al. (201@)entify quantile regressions as one of several
non or semiparametrictechmiues r esearchers should use to
impacts, though to the best of my knowleddyés paper is the first such application.

Results from my empirical estimations confirm that an increase in wind power
capacity has a negative effect on powmrket prices. This effect is especially
pronounced on power prices in western Texas, where wind power capacity is
concentrated. | find that wind power has no clear effegrime volatility, even though |
consider multiple specifications to charactertzédditionally, results show that wind
power decreases prices for ancillary services, indicating that an increase in an intermittent
renewable does not necessarily lead to an increase in system costs. These results confirm
that that wind power does hageonomic and environmental advantages, as demonstrated
by its ability to lower power market prices and thereby displace power from conventional
generators, and that concerns over wind po
wind power has no apparesdverse impact on either price volatility or prices for
ancillary services.

The remainder of the paper is organized as follows. First, | present an overview of

the power system in Texas. This includes a description of the market setup and typical



power praucers, as well as the application of a theoretical model to demonstrate the
effects of wind power market prices. Next,
guantifying the market impacts of wind power. Then, | discuss my own empirical
specificatons, as well as detail the characterization of price volatility and summarize the

data for my study. Lastly, | present results from the empirical analyses and discuss

implications forthefuture.

2. The Texas Interconnection
2.A. Market Setup

The Texasnterconnection is one of three power systems in the contiguous US,
though the Texas interconnection itself is quite isolated and very little electricity flows
between it and the other two interconnections. It was regulated until 1995, when the state
legidature voted in favor of deregulation and allowed for wholesale competition. The
Electric Reliability Council of Texas [ERCOT] was then established and made
responsible for implementing a suitable market structure that would facilitate competition
among pwver producers, ensure fair access to the power system, and guarantee reliability
of transmission.

Scheduling generation in the Texas interconnection occurs through a series of
markets, though participation in any one market is not mandatory. Power psodader
retailers first have the option of negotiating contracts to schedule supply over an extended
period of time. Successful contracts are relayed to ERCOT, which verifies whether the
grid can accommodate the scheduled supply. Because market partiangamtsble to

perfectly forecast demand or available generation capacity, contracted generation is often



insufficient when compared to actual need. In general, deregulated power systems often
operate a regime market where additional generation servaresbought and sold to
avoid imbalances between supply and demand. Whereas most power systems refer to this
reat i me mar ket ds ERCOdgpotefmarskdeto 7t as a “Db
although the distinction is apparently trivial, as many power campavithin
interconnection still refer to it as a spot market. Regardless of its designation, this market
operates in regime, settles imbalances between supply and demand, and shapes market
participants’ per cept i on singcontrdcta.intheoey, p ower
both suppliers and consumers can participate in the balancing market, though in practice
demandside participation is quite low, and demand is assumed to be exogenous with
respect to reaime prices'

Historically, the balancingharket was divided into four zonéss long as power
lines in the system were not congested, power would flow freely between the North,
Houston, South, and West zones, and each zone would have the same balancing price for
power. However, if there was in$igfent transmission capacity between zones, power
lines would become congested. Balancing prices would then vary across zones according
to load levels, generation, and the availability of transmission capacity. Beginning in
December 2010, ERCOT switchedr a zonal to a nodal setup to better incorporate
transmission constraints and improve market efficiency. With a nodal market, the

balancing market is divided geographically to a finer degree, and power prices vary from

The assumption of de mand -time piceniguniveesal in the likeiature, r espect
regardless of which power system is being discussed. In regards to the Texas interconnection, Zarnikau and
Hal |l ett (2008) e st ieasidityeof demamdivsth respeatito balamaing prices ang find

that it is negligible, only0.000008 on average. Factors other than price, such as time of day, whether it is a
workday, and weather are much stronger determinants of demand.



node to node depending on transmoissand demand at each node. Both zonal and nodal

markets in ERCOT are depicted in Figure 1.

[ Houston
[ Non-ERCOT
[ North

3 South

[ West

Figure 1. ERCOT Zonal and Nodal Markets

Figure 2 demonstrates the possible beha
during its zonal setup. In this example, the prices for each of the four zones were identical
between 9am and 10pm, when demand for power was high throughout the state. But
prices wee noticeably different in the early morning and late at night, and this was
especially pronounced in the West zone. The West zone has historically had both the
smallest population and highest concentration of wind power capacity. It was often the
case thawvind farms were more active at night, but during these hours there was
insufficient demand for electricity in the West zone and not enough transmission capacity
to carry the power to other parts of the state. As a result, the price for power in the West
zone was lowered until producers appropriately adjusted their output. In this instance, the

price became negative in the West, indicating that the power producers were actually



paying for the right to generate electricity. Although this may be countenetuitind
power is subsidized per watthour of generation in accordance with the Federal Production
Tax Credit. As a result, wind power generation can still be profitable even when the price

IS negative, so long as the absolute value of the price doesaseidethat of the subsidy.

140
120
100
80
60
40

North
Houston
South
West

Price ($/MW)

20
0
-20
-40
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Figure 2. Balancing Market Prica$ January 9, 2009

Other than the balancing markancillarysupply services are scheduled one day
ahead to maintain the reliability of the power supply. This secondary market exists as
insurance in case the balancing market cannot achieve equilibrium, and also because
smaller, more rapid changes in producer output are sometimes required and thegbalancin
marketcannot facilitate these small changes. Ancillary supply services in ERCOT
i nclruedgeul“at i on up” ,aasdell asrbackup geaetaiion fromd o wn
“responsi ve r-spprengreseres admReguhami on up” appl
in which a producer adjusts its output so as to increase the frequency of electrical load,

andegul ati on down” pertains to adjusting o
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adjustments to output are small but nearly instantaneous, and are vital to maintaining a
close balance between Reausppmpdrys iamna rdesmarnwe 0"v
spini ng r easedothvfa@ms’of backup generation, and thegrateona longer

time scale than regulation. Responsive reserves are backup generators that can either
quickly turn on or stop generating electricity. Ngmnning reserves are ancillary

genergors that are offine but can begin producing power within thirty minutes.

2.B. Market Participants

The majority of power in Texas comes from fossil fuels. Roughlyttwas of
installed capacity in Texas uses natural gas as its primary fuel, mathedatgest
source of electricity by far. Coal is the second most common fuel source in the
interconnection and accounts for roughly 20% of all installed capacity. Traditionally, coal
plants have had much lower marginal costs than natural gas, whicllhaséal plants
serving baséoad demand and being run throughout the day. Additionally, coal plants
cannot easily adjust their output and are costly to start up if turned off. Natural gas
generators, which tend to be fastamping but more expensive aperate, typically
serve as peaload units, though the expansion of efficient combined cycle gas generators
and lower natural gas prices have led to the presence of natural gas plants that can
effectively serve baskad.

Aside from natural gas and coaljclear and wind power are the only other major
energy sources in the Texas interconnection. There are two nucleay gutantsgether
they make up about 5% of all installed capacity. Nuclear generation tends to be the

cheapestlispatchablgeneration aviable in the system, so it serves as a Haad



power source and its output rarely, if ever, responds to power market conditions. Like
nuclear, wind power has a very low marginal cost of output, but it is not considered a
baseload power source becauddts intermittency. Often, wind power output is treated
as negative load for analytical purposes because its output is stochastic and does not
readily respond to market prices.

The penetration | evel of wind power var
market phasdn the beginning of 2003, wind power represented about 1% of all capacity
inthe systemandby t he end of 2010, installed wind
approximately 9.5% of all capacity. Figure 3 demonstrates the evolution of instaildd
power capacity over time. Significant factors driving growth in installed wind power in
Texas include the Feder al Production Tax C
Standard, and strong wind resources (Bird et al., 2005). Wind power in the Texas
interconnection is comparatively higher than in all other US power systems, though much
of it is located in western Texas, where it is far removed from most major cities and
industrial hubs, and requires substantial transmission capacity in order tty nelésdh

demand.
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Figure 3. Wind Power in Texas

2.C. The Market Impacts of Wind Power

Power markets exist to coordingeneratiorbetween producers so that system
wide costs are minimized while also ensuring thaptihweersupply is reliable even in the
event of unforeseen circumstances such as a disruption in transmission capacity, an
unplanned outage at a plant, or an unpredisfgkie in demandlo evaluate the market
impactsof wind power, as well as the consequence®tal generation and total
ancillary services, consider the following model. First;Qe the total amount of
generation (measured in Megawatts) from conventional power plants such as nuclear,
coal and natural gas. Furthermore,A6QQ be the total ost from such generation. If the
market efficiently assigns generation responsibilities, lowest generators are activated
first, and sequentially more expensive plants are brought online as needed. This naturally
translates té\ O increasing ifQ Assuming thatA D is differentiable, and denoting the

first-order derivative a# , this impliesA Tt

10



Next, let ancillary services be denotedi®@®lso measured in Megawatts) and
total ancillary service costs be calculated according to the fun&tidiQ. Ancillary
costs are also assumed to be differentiable and increasipé\in . Generation is also
included in ancillary service costs because of the relationship between generation and
ancillary services. If units are needed for generation, thesuarfor that purpose and are
not availablgor ancillary servicesbut if they are not actively generating power for the
system (because their marginal cost is higher than the market price), they are available to
provide ancillary services. This defines@ampetitive relationship between generator
allocation forQanda As more generators are used towafpifewer are available fai
and as a resulbe units used towardswill be of even higher cost weif@ower. Thus,
holding wconstant but in@asingQaffects the cheapest units available for ancillary
servicesA T A T

Putting the two together, the power market determines total generation and
ancillary services to minimize costs

I EAQ AdQ,
subject to two constraints. First, genematfrom conventional sources plus generation
from wind power must equal or exceed current demand

Q1 0
wherg is wind power andD is total demand (also referred to as load). Additionally, the
system operator (ERCOT) is concerned about systemitigjiabence selects ancillary
services to maintain reliability according to the constraint

AFORO T

11



The reliability function4ts increasing in ancillary service&( 1), and decreasing in
both net load4 ) and volatility conditions4 ). Net laad is defined a8 'O
1, and volatility is a nomlecreasing function in both load and wind pow@r ( 1O
). Reliability is decreasing in net load because greater demand will gemecglise
additional generators on standby, effectively creatitagger reserve margin of power
producers. Furthermore, system volatility (either considered as fluctuations in load or net
load, or price volatility) is increasing in both demand and wind power because of their
uncontrollable and erratic natures.

Assemblirg all relevantterms and functions, the general activities of the power
market can be summarized using the Lagrangian

fl AQ AdiQ _Q71 ©O ‘A&AH.
While first order conditions will depend on the specifications @ndO, as well as the
shape oftte reliability functionfgthe most common case encountered in daily operations
is described with a strictly interior solution f@} andd , and with both constraints
binding:

A A m

G)A CE m

)0 1 0 m

Y AESHIO T
Market prices are set to induce produecetputto satisfy the above coestinimizing
conditions. That is, in order to induce producers to gen&batithe market price must be

high enough to cover the operational costs of the higluwsttproducer; the pricgaust

12



therefore be equal & evaluated aiQ. The price for ancillary services is similarly
identified.

In the model, parameters such as demand and wind power are considered fixed,
and variables such as generation and ancillary services can be ekpeadenction of
these parameters. Yet wind power is only exogenous for the system operator because
wind conditions are beyond its control. Wind power can still increase or decrease
according to wind conditions or installed capacity. Accordingly, fomegmal change in

wind power,"Q andd are affected thus:

e
no P
and
1w £ Ai'js
T /E

The relationship between wind powaerd generatiors straightforward. Whatever
electricity is generated using wind displaces an equal amount of electricity that would
have been generated from conventional sources. Furthermore, this marginal decrease in
"(3 would lead to lower prices for generation, sidce T, and prices are set to meet the
marginal cost of generation.

The effect wind power has @mcillary servicess less obvious. Becauge T,
the sign of )11 is determined by the numerator. Essentially, there are two competing
effects from windoowerthatcould lead to either a decrease or increase in the reliance o
ancillary services depending on which is the dominant effect. First, additional wind

power decreases net load, leading to less overall need for ancillary services in the system.

13



However, additional wind power also increases volatility, which increases the need for
ancillary services.

Regardless of the net effect @n it is possible that prices for ancillary services
could increase or decrease because of a change in wind power. Eirsipdfs not
increaseancillary service prices will unequivocally decrease bedal@F | p and
A andA .. On the othehand, an increase af will put additionalpressure on
ancillary service costs (and therefore prices). But because a marginal increase in wind
power leads to a marginal decrease in generation, this frees up generators that would have
been used foithat can now be used towarsln that case, ancillary service prices
might increase or decrease, and it will depend on the cham@i@swell as the structure

of A ¢HiQ.

3. Literature Review

Installed capacity of intermittent renewables has been low in power systems
around the world until quite recently. Consequently, tigevery little empirical evidence
on how well power systems have been able to accommodate wind power, despite
concerns atwt its fluctuating output. Much of the existing research on intermittent
renewable energselieson simulations to determine the potential impacts on system
reliability and market conditions (Karki and Billinton, 2001 and 2004; Lund and Munster,
2003a,bChen et al., 2006; Lund, 2006; Sensful} et al., 2008; Green and Vasilakos, 2010;
Delarue et al., 2011; Milstein and Tishler, 2011; Di Cosmo and Malaguzzi Valeri, 2014,
Shcherbakova et al., 2014), emissions reductions from conventional generators (Benitez

etal., 2008; Delarue et al., 2009), or both madatditionsand abatement (Holttinen
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and Tuhkanen, 2004; Luickx et al., 2010). While many of these studies have focused on
power systems with liberalized power markets, they rely on simulations to assess the
feasibility of intermittent renewable energy either because the capacity being modeled in
the system is hypothetical (and often reflects the goals of new policies) or because the
relevant market data are not publicly available.

One of the earliest papdistrelieson market data to study the impact of wind
power on market pricas Morthorst (208 ) . Mor t hor st brsthedlordca | ysi s f
Pod power exchange, which includéee western area of Denmark. Even then, the
western area had some of the higlpestetration levels of wind power in the world. Yet
Mo r t h or s taresot farticobdyi canglissive. He demonstratibsit theras a
general tendency for spot market prices to be lower when wind pehigher, and that
spot market pricearehigherwhen generation from winid low, but no statistically
strong relationships found. And while wind powedoesincrease the need for
conventional power producers to adjust their output in response to fluctuations from wind
power, theras not much of an ééct on the price of this ancillary service. An analysis by
Parsons et al. (2004fipds that wind powewill increase expenditures for this ancillary
service in the US in the future, though these costs were relatively low and expected to
remain so for tha@ext several years.

Following Morthorst (2003), Chang et al. (2009), Jacobsen and Zaitegi
(2010), and Jonsson et al. (20&0nduct more recent analyses of wind power market
impacts in DenmarkChang et al. stycthe integration costs of an offshorendifarm by
evaluating correlations between wind power output on market prices and price volatility.

Theyfind that wind power from a single offshore di@san insignificant effect on
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market prices, and that the net effect of its intermittésaggligibe. Jénsson et ahre

able to demonstrate that total forecasted wind power likedveisan impact on average
day-ahead prices, and that it also influesittee variance, skewness, and kurtosis of

prices. Jacobsen and Zvingilaite present a general oveo¥iprice behavior in western
Denmark, including differences in average
between other market areas within the same interconnection.

Due the historically high levels of wind power in Denmark and the availability o
market data, the Danish system has received a considerable amount attention. However,
as wind power continues to expand in power systems around the world, researchers have
been able to analyze the market impacts in a variety of new power systemspmmcludi
Australia (Cutler et al 2011), Texas (Woo et al., 2011a,b), Ireland (Di Cosmo and
Malaguzzi Valeri, 2012), Germany (Ketterer, 2014), and Italy (ClI0 et al., 2015). Newer
studiedikewise favordifferent methodologies, ranging from presenting a general
overview of price behavior (as in Cutler et al.) to an@RRCH model that uses wind
power as both an explanatory variable and as a determinant of the conditional
heteroskedasticity function (Ketterer). A consistent findgifpe inverse relationship
between wind power and mean prices, though themage of this effect varies.

Woo et al. (2011a,b) presesume of the first findings on the impact of wind
power on market conditions in the Texas interconnection. Using-atawge nodel, Woo
etal. (2011aptudyt he det er minants of price divergen
markets andind that wind power has a strong and statistically significant effect on the
likelihood of price divergence. In anotheager, Woo et al. (2011b) focos the effect

wind power has on the balancing markets’ me
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volatility is estimated using the forecast variance formula suggested by Feldstein{1971).
Their results indicate that the average margafif@ct of wind on prices variexros

zones, and that these effeatgparticularly pronounced in the West zone of Texas,

where the majority of wind powes concentrated. They aldimd that wind power

increased the variance of prices, though the elfescimewhat small.

Woo et al. (2011ppresenae compel | ing case study of w
impacts, but additional insight can be gained through further research on the Texas
interconnection for several r@ans. First, their study omitse market impacts of wind
power on ancillary servisg even though earlier studies (e.g., Morthorst, 2008
Parsons et al., 2004) argtmat wind power would affect these markets detomes
increasingly prevalent. It is also important to note that Woo et al. studied the impact of
wind power on price Matility by measuring price variance. While it may be common in
the finance literature to use variance or standard deviation to study volatility, it does not
fully encapsul ate the meaning of ®“volatild@i
intermittent renewable energy will not only increase variance about the mean. It is also
expected to increase the occurrence of extietigh and low pricesas found in Cutler
et al. (2011), a concept which is better measwigila di st rkurtbsisando n’ s
skewnessn ot just the distribution’”s wvariance

The highly norlinear effect of wind on prices convinced Jénsson et al. (2010) to
use a noyparametric model, and they includ@& analysis of price skewness and kurtosis
in addition to price varianceandmea pr i ces. However , ftheonsson

first four moments relates daily distributional properties, not intraday price

2This method wa also adopted by Clo et al. (2015).
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movements. A logical extension to the existing literaisitberefore to look at the
intraday price behavior in Texas,iasNoo et al. (2011a,b), but to include ancillary
service prices and use a A@n semiparametric technique to better analyze potentially
nonlinear effects on price and price volatility. And variance, skewness, and kurtosis
should all be included to et quantify the relationship between wind power and price

volatility.

4. Methodology
4.A. Effects on Prices
To assess the effect of wind power on power market prices, the general empirical

estimation assumes the form:

(1)DOEAA 1 xET Ar. ' POEAA T AAd OAIl AADO
In the equation abov® O E & the reported price for markK&luring timeo, where
marketQs either one of the four balancing zones (Nowth Houston [, South [Y,
West [ ]) or one of the markets fancillary services (Regulatiedp [Y " Regulation
Down [Y '@, Responsive Reserve¥ [lY Non-Spinning Reserves)[ .2 Price is a
function of operable wind power capacity ET)A, t he previ ous busi ne:
natural gas.(' D OEtétdl hourly demand for electricity in the interconnectiori (A A
and total output from nuclear generators in the interconnedtiéh A 1) ATAeO

estimations also include additional month by year fixed effects and hourly fieetse

3 Other analyses of the determinants of electricity prices use either the log of price, the daily average price,

or the log of the daily average price. None of these specifications were considered in this papeobecause

the suspected relationship wind power has with the
markets.
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It is expected that wind has a negative effect on balancing market prices (

THQ G ACRYab ), though the size of this effect may not be constant across zones.
Because wind power is concentrated in the West zone, it is likely that the stagest
there ( I A ( HATY). At the same time, wind power may have a positive effect
on prices for ancillargervices such as Regulatialp and Regulatiofbown because its
intermittency may require greater reliance on these services as wwed lpecomes more
prevalent in the sampled timefranie ( THQ 'Y "KY O). Prices for Responsive
Reserves and Ne8pinning Reserves are likely noecreasing in wind power capacity

¢ Tt YWY, since wind power’ ' s ionabaekupmi tt enc
capacity to insure system reliability, but the acquisition of these services is typically left
to the discretion of the system operator. Alternatively, lower balancing prices would
correspond to higleost generatarbeing displaced by wind pew and these could then

be available to providancillary services. Thus, it may be the case that wind power
actually decrease ancillary service prides ( THQ 'Y "HY @Y P "Y). But this is
conditional on two other resultwind power must decreadalancing prices and it must
have little to no effect on price volatility.

Generally, natural gas prices should have a positive effect on all grices)(
because natural gas is the most common fuel source in the system and it is used for both
baseloadand peaking units. Load levels should likewise have a positive effect on
balancing price§ (  THQ 0 ROhiYao ), since periods of high demand will require a
greater number of higbost generators to switch on. Nuclear generation, which
represents thelestcost dispatchable generation in the system, is expected to have a

negative effect on balancing market prices ( ThQ® 0 RHCHYa ) because these units
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are typically run whenever available, and when nuclear generators are down a greater
number of ighercost generators will have to be run to make up for the deficit in

capacity.

4.B. Effects on Price Volatility

While previous research has concentrated on the effect wind power has on
average balancing market prices, many of these analyses havetal$that wind power
may increase price volatility. Yet there is no standard defingfénp r i ce , @ | at i | i 1
previous methodologies have varied. Some studies have presented a general overview of
power prices and their tendency to exceed certain thresholds (e.g., Jacobsen and
Zvingilaite, 2010, and Cutler et al., 2011). Another common method is to use vagance
a substitute for volatility (e.g., Chang et al., 2009, Woo et al., 2011b, and Clo et al. 2015).
Yet variance alone does not fully describe the nature of price changes in electricity
markets. Power market prices can rapidly spikeonglownward, henck et t er er ' s
(2014) utilization of a GARCH model.

Figure 4 highlights the importance of defining volatility. The leftmost figure is a
histogram of all observed prices fosimulation lastin@6periods Jdénsson et al
(2010) analyses of wind power and pavmarket conditions relies on an analysis of the
basic distributional properties of the leftmost figure: mean, variance, skewness, and
kurtosis of daily prices. At the same time, using daily distributional properties of prices
presents an incomplete pioy since multipleandomwalks can create the same daily
distribution. The center and rightmost graphs show two very diffesedomwalksfor

pricethat both form the same distribution on the left. Clearly, Price Walk 1 is more

20



“vol ati |l e’haitn ittlhse pgdmrse cthanges are mor e
(or any paper that relies on the daily mean price) cannot differentiate between these price
walks. The unpredictable nature of price changes is obviously important when describing
volatl i ty, hence most researchers’ reliance
measure of volatility. Even so, there is additional value in considering daily distributional
properties of observed prices, sincesd@operties can indicate new price betor such

as the increased frequency of sustained extreme prices, whereas price changes alone

cannot.
Observed Prices Price Walk 1 Price Walk 2
20 10 10
15
5 5
10
5 0 0
0 50 100 50 00
O crirrrrrrtrrri|
5-3-11 357 9 -5 5

Figure 4. Price Volatility Components

In order to better characterize volatility, this paper uses two measures each for
variance, skewness, and kurtosis of prices. The first measure (measioalculated
using all of the observed prices within a given day. This measure was chosen bezause
explanatory variables are expected to influence the general shape of price distributions
and the occurrence of extreme prices, and is similar to the analysis by Jénsson et al.
(2010). Since wind power is also expected to influence the erratic andlictginée

nature of changing prices, a second set of variables (measwas created by taking
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the first difference of all sequential prices in a day and calculating the daily variance,
skewness, and kurtosis of these differences. The effect of wind poweice volatility
is thus measured according to the specifications in the equation

(2) A | I xETA .' DPOEAAI T AA — 1 OAlI AAO
In the equation above, tligh moment§ ™ ¢loft ) using measuré (OGN 65 ) of
zone'@luring dayois a function othesame variables used to estimat® E Avih the
exception of load level$. T A As calculated as the value of moméritom the
distribution of dayd according to measure.

If wind poweraffects the volatility of balancing prices, it should be the case that

I is positive for both measures of variance and kurtogis. If 1tfor variance and
kurtosis, this will indicate that additional wind power capacity expands the distrilmfition
daily prices, where mindicates that prices become more varied about in the mean
in general, and mindicates an increase in the frequency and persistence of
extremely high and low prices. At the same time, even if the distributionlpipd@es
increases, it may be the case that price movements remain small (e.g., extremely low
prices are becoming more common as a result of wind power, but their daily appearance
is gradual and predictable). If wind power also affects the unpredictatles of price
changes, it should also be the casefthat tfor variance and kurtosis, whére
would be comparable to the traditional me a
Chang et al, 2009 and Woo et al., 2011b),fand would describe the tendency of

sudden price spikes.
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5. Data Description
5.A. Prices

Balancing and ancillary service prices were obtained from ERCOT. Prices for the
balancing markets are reported inrhtute intervals (a standard day has 96
observations) andncillary service prices are reported at the hourly level. The data span
from April 16, 2003 to November 30, 2010. Beginning December 1, 2010, ERCOT
switched the balancing market setup from zonal to nodal, effectively creating new data
that are not direbt comparable to earlier prices. Hence an analysis wishing to utilize
more recent data would either have to ignore previous years (and ignore the years with
the greatest amount of growth in wind power) or make unrealistic assumptions to
simplify and compae both zonal and nodal prices. Similarly, earlier price data were
available, but ERCOT revised its market rules in 2003 to influence wind power
producers’ scheduling behavior (Sioshani a
estimated marginal effeof wind power capacity from earlier observations would be the
same as later observations, hence earlier data are omitted. Summary statistics for the

marketclearing prices are presented in Table 1.
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Table 1.Summary StatisticsPower Prices ($/MW)

Count Mean Median Std. Dev. Min. Max.

Balancing Markets
North 267412 47.98 40.30 59.47 -1000.00 2382.50
Houston 267412 49.78 40.68 72.08 -1536.30 3805.70
South 267412 48.84 40.11 79.42 -2292.80 4514.70
West 267412 45.42 39.68 61.10 -1981.80 2320.70

Ancillary Services
Reg-Up 66853 13.93 9.66 15.17 0.01 500.03
Reg-Down 66853 11.43 8.00 14.76 0.01 700.00
Responsive Res 66853 13.24 8.97 19.18 0 2000.00
Non-Spinning 66853 3.55 0.00 17.34 0 2000.00

Mean balancing prices tend to be between 45 and 50 dollars per megawatt for all

four zones, though the median values demonstrat@ticasare skewed. Average prices

are also somewhat lower in the West, possibly because of the strong presence of wind

power in this area and its negative effect on prices. Prices are also slightly higher in the

Houston zone

wher e

mu ¢ h

of

Texas's

ndust

RegulationUp, RegulatioAdDown and Responsive Reserves have similar distributions,

though NonSpinning is considerably different than the other three ancillary services.

Whereas balancing prices are occasionally negative due to imbalances between

supply and demand, the minimum values for all ancillary service prices are close to zero

and stictly non-negative, indicating that ancillary service prices may need to be treated

as leftcensored data. Nevertheless, the minimum value is only observed once for

RegulationUp, twice for Regulatiofbown, and four times for Responsive Reserves out

of mare than sixty thousand observations, indicating that accounting for censoring would

not significantly improve results, if at all. This is not the case for-Spimning prices,

whose median price is zero. For the analysis of-Spimning prices, OLS estimahs
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are replaced with a tobit model and quantile regressions are only run above the censoring
point*

Summary statistics for the two measures of price volatility are presented in Table
2. Both measures of variance and kurtosis indicate that all foeszoe subject to
considerable variation in dag-day prices. Yet the reported median statistics, as well as
minimum and maximum values indicate that mean levelsaneskewed because of
extreme valugamore so than observed prices. Mean and mediastssfor skewness
tend to be positive, though the full range includes both negative and positive values. As a
consequence, interpreting coefficients for wind power will not be as straightforward in
the case of skewness, since both positive and negativesvof the coefficients specified

in Eqg. (2) can indicate an increase or decrease in skewness.

4 Standard quantile regressions still produce meaningful estimates for quantiles which are above the
censoring point (Angrist and Pischke, 200though an alternative approach would be the censored

guantile regression developed by Chernozhukov and Hong (2002). A similar effect was found using either
a quantile regression or a censored quantile regression.
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Table 2. Summary Statistics Price Volatility

Count Mean Median Std. Dev. Min. Max.

Observed Prices
North

, 2785 2991.25 297.76 17328.35 1.94 467000

) 2785 1.51 0.78 2.46 -9.38 9.64

, 2785 12.54 4.55 18.5 1.21 93.97
Houston

) 2785 4378.71 316.32 28796.56 1.94 959000

y 2785 1.63 0.87 2.56 -9.47 9.64

) 2785 13.36 4.68 19.88 1.21 93.96
South

., 2785 5350.48 298.94 4589358 1.94 1530000

., 2785 1.52 0.77 2.62 -9.52 9.64

., 2785 13.37 452 19.94 1.21 93.95
West

., 2785 3102.62 380.28 16853.84 1.94 467000

., 2785 1.25 0.65 2.49 -9.59 9.58

., 2785 12.00 4.54 17.41 1.05 93.30
Price Changes
North

., 2785 2902.76 79.81 16217.29 0.19 313000

., 2785 0.40 0.38 1.65 -9.63 9.57

., 2785 18.82 13.04 14.83 3.14 93.77
Houston

., 2785 395258 86.25 19410.83 0.19 369000

) 2785 0.36 0.34 1.73 -9.63 9.64

, 2785 19.34 13.35 15.45 3.11 93.90
South

) 2785 4370.51 8252 24848.25 0.19 545000

., 2785 0.38 0.36 1.75 -9.62 9.63

, 2785 19.25 13.09 15.63 2.91 93.83
West

., 2785 2626.66 111.36 1452254 0.19 306000

, 2785 0.27 0.26 1.70 -9.52 9.56

2785 19.20 14.20 14.35 3.18 92.93
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5.B. Explanatory Variables

Additional data relevant to wind power capacity, natural gas prices, load levels,
and output from nuclear generators weo#ected from several sources. In order to
measure wind power capacity in the Texas interconnection, multiple datasets from the
Energy Information Administration [EIA] had to be combined to track capacity levels in
ERCOT. First, wind farms that were withT exas but not the Texas interconnection had
to be identified and discarded, since some generators in Texas are part of either the
Western or Eastern interconnection and should be excluded from the anRlgtsant
wind farms were identified using thiatasets EIA06, EIA920, and EIA923. These
files report general information on all power producers in the US, including whether a
Texasbased power plant is located within the Texas interconnection or another power
system. Unfortunately, these files dot include information on power plant capacity,
hence they were only used for initial identification purposes-&38 reports capacity at
the generatelevel (a conventional power plant usually consists of multiple generators),
as wel |l a s sepeability gtaus, égiratial month and year of activation, the
month and year of its retirement (when applicable), and the state the generator is located
inn.Eac h vy e arwassrosschdckedvs € h  p r e vdataseis® engueea r s’
consistency ofhe data, as well as to identify changes in active genefators.

Data on the remaining explanatory varialdesfrom ERCOT, the EIA, and the
Nuclear Regulatory Commission. Hourly load levels for electricity use in the Texas

interconnection come from ERCGThe natural gas prices used in the analysis are from

5 Approximate ERCOT borders are depitia Figure 1.

6 Two instances were discovered in which wind turbines were lost due to extreme weather events.

”While load corresponds to quantity demanded, it is treated as exogenous with respect to price. Although
this may be somewhat counterintuitiggce demand for most goods is influenced by price, most
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the Henry Hub spot price, as reported by the EIA. Daily generator output for nuclear
generators comes from the Nuclear Regulatory Commission, which releases periodic
reports of all nuclear generatorsthe US, including their status and utilization rates.

Descriptive statistics for all explanatory variables are reported in Table 3.

Table 3.Summary Statistics Explanatory Variablés
Count Mean Median Std. Min. Max.

Dev.
Wind Capacity (GW) 92 3.97 2.70 2.96 1.02 9.18
NG Price ($/MMBtu) 1904 6.39 6.15 2.22 1.83 15.39
Hourly Load (GW) 66853 34.99 32.98 8.36 19.66 107.08

Nuclear Generation (GW 2786  4.72 5.14 0.81 1.35 5.14

6. Results and Discussion
6.A. Balancing Prices

Table 4 presents findingsom OLS and select quantile regressions when the
dependent variable is the balancing price for each of the four ERCOT%bhesecond
column includes regression results from OLS for each balancing market, the third column

has results from quantile neggsions for the twentfjfth quantile, the fourth column has

consumers do not buy power directly from wholesale power markets. Some industrial consumers do
participate in ERCOT’s wholesale mar kets, though
demand’s i mpact on market prices is negligible.

8 Explanatory variables often have fewer observations than dependent variables because they are recorded
at different frequencies (e.g., wind capacity varies month to month, but power prices are reported every
fifteen minutes or one hour). In the estimationisservations for explanatory variables are extended so that
they match the dependent variables. Summary statistics in Table 3 report data in their original frequencies
for illustrative purposes.

9 Resultswithout month by year fixed effects and houriyefd effects are provided in Appendix A.

Generally, estimated coefficients for wind power were the most sensitive variable to month by year fixed
effects. This is likely because wind power capacity is typically increasing from month to month, and

without fixed effects to capture unspecified trends, wind would pick up those effects as well. Hourly fixed
effects did not influence results much.
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results for the median quantile regression, and the fifth column has results for the quantile

regression of the seventijth quantile.
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Table 4.Regression ResultsDependent Variables areaBncing Prices

OLS Q(.25) Q(.5) Q(.75)
North
Wind -4.178** 1.581**+ -0.172+ -2.912**+
NGprice 5.095** 4.286**+ 5.079** 5.845**+
Load 3.307** 1.738**+ 1.845**+ 2.128**+
Nuclear -3.852** -2.417%+ -2.189**+ -2.489**+
Intercept  -59.933** -35.308**+ -33.159**+ -34.796**+
Month*Yr. FE YES YES YES YES
Hour FE YES YES YES YES
Houston
Wind -4 .593** -1.823**+ -3.085**+ -4.829**
NGprice 4.386** 4.226**+ 4.970%*+ 5.574**+
Load 3.760** 1.773**+ 1.874**+ 2.175**+
Nuclear -5.418** -2.649**+ -2.471%+ -2.747%+
Intercept  -62.494** -31.779**+ -29.959**+ -32.281**+
Month*Yr. FE YES YES YES YES
Hour FE YES YES YES YES
South
Wind -0.215 -1.256**+ -2.256**+ -3.475**+
NGprice 3.838** 4.130**+ 4.875**+ 5.587**+
Load 3.781** 1.719**+ 1.806**+ 2.078**+
Nuclear -5.653** -2.654**+ -2.574**+ -2.749%*+
Intercept  -63.769** -31.356**+ -28.647**+ -31.305**+
Month*Yr. FE YES YES YES YES
Hour FE YES YES YES YES
West
Wind -7.987** -0.639+ -0.922**+ -2.913**+
NGprice 4.927** 4.247**+ 5.018** 5.795**+
Load 3.103** 1.756**+ 1.836**+ 2.105**+
Nuclear -4.988** -2.827**+ -2.189**+ -2.508**+
Intercept  -46.688** -32.772**+ -32.091**+ -33.989**+
Month*Yr. FE YES YES YES YES
Hour FE YES YES YES YES

*Significant at the 5% level*Significant at the 1%evel

+Quantile coefficient is significantly different than the corresponding OLS estimate at the 5% le



OLS and quantile coefficients can be interpreted in the following manner.
According to the OLS model in the second cattie average marginal effect of 1
Gigawatt [GW] of wind power capacity on balancing prices in the North zodeligs.

That is, if an additional 1 GW of wind power capacity were added to the system, the
mean power price in the North zone would decrégsabout $4.18. Results from the
guantile regressions illustrate that this effect is not constant for all quantiles. For
example, the average marginal effect of an additional 1 GW of wind power capacity
would only decrease the median price in the Nortlezpnabout $0.17, and the effect is
not statistically different than zero.

Generally, the estimated effects for all explanatory variables aside from wind
power are in line with expectations and previous findings in the literdlataral gas
prices have atrong significant effect on power prices, consistent with the fact that the
majority of power in Texas is generated by naturalfged plants. They tend to have an
average marginal effect on balancing prices between $3.80 and $5, depending on the
zoneNat ur al gas’'s effect on balancing prices
suggests that natural gas generators play a stronger role in price formation during peak
prices. Quantile regressions report that for each zone, the average margihahetifiec
seventyfifth quantile is about $1.50 higher than the marginal effect on the tvfiéhity
guantile.

Load levels also have a positive and statistically significant effect on power
prices, confirming that times of high demand require more-bagigenerators to switch
on and produce power. For each of the four zones, the average marginal effect falls

between the range $3.10 and $3.80. Interestingly, quantile coefficients for load seem to
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be relatively flat across the selected quantiles, yet OLBat&s are considerably higher
for all four zones. This suggests that the typical marginal effect of load on power prices is
between $1.70 and $2.20/GW, but load has a considerably larger effect during peak
prices, which substantially increases the meagceff

The marginal effect of nuclear generation on balancing prices is similar, but not
identical, to the absolute value of | oad’s
because an additional GW of power from a nuclear generation would be vesgdgw
hence it could be as effective at lowering balancing prices as decreasing load levels by
the same amount, since either scenario corresponds to-adsghgenerator decreasing its
output. Yet the average marginal effect across all four zones & Eng shows more
variation than the marginal effect of load. Nuclear generation decreases balancing prices
by between $3.70 and $5.70 according to OLS results. However, reported quantile
coefficients show two trends worthy of additional consideratiost,Faverage marginal
effects for all zoneappearelatively flat across quantiles, and the OLS coefficient does
not appear to intersect with the quantile
range, suggesting nuclear generation may have a kffget at extreme price levels that
accounts for the discrepantyFurthermore, coefficients for nuclear generation and load
tend to be much closer in absolute value for reported quamtes,though the OLS
coefficients for the two variables are cores@bl different. This suggests that load and

nuclear generation usually have a nearly equal but opposite relationship, except that

10 Additional quantile regressions were estimated up to the rfifgtyquantile in increments of five to
verify the OLS coefficient would only intersect quantile coefficients at extheinigh quantiles, and that
guantile regression coefficients were relatively flat between the tvithtyand seventyfifth quantiles.

32



extreme quantiles and the nature of load variability may obscure this on when calculating
mean effects.

Most importantly, tle information in Table 4 confirms that wind power has a
negative effect on balancing prices and highlights a relative disparity in the marginal
effects of wind power on balancing prices across the four zones. OLS results find that
wind power has the largesffect on prices in the West zone, whislexpected because
the overwhelming majority of wind power capacity is located in the West zone. There, an
additional GW of capacity decreases West balancing prices by $7.79 on average.
Estimated coefficients ammilar in sign and statistical significance in the North and
Houston zones, though smaller in size. The marginal effect of wind power capacity is
$4.18 on North balancing prices ai$4.59 on Houstoprices In the South zone,
balancing prices are bayedffected by wind power. There, an additional GW of wind
power capacity decreases price by less than $0.22, although the effect is not statistically
different from zero.

To further explore the effect wind power has on balancing prices, Figure 5 shows
theestimated values df for balancing prices in all four zones using both OLS and
guantile regressions results. The dashed and dotted lines depict estimated coefficients
from OLS regressions and their 95% confidence intervals, respectively, which are all flat
because the standiaregression technique assumes that explanatory variables have a
constant marginal effect across all quantiles. For all four zones, quantile regressions find
that the marginal effects are negative, statistically significant, and slowly decreasing in

size ketween the twentfifth and seventyfifth quantiles. Quantile regression results are
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also quite similar throughout that range, even though OLS results report substantially

different mean marginal effects.
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Figure 5. Marginal Effects of Wind Power across Quantiles

The difference between OLS coefficients across zones, as well @iffi¢hence
between OLS and quantile regression coefficients within zones, demonstrates the value of
utilizing quantile regressis in conjunction with OLS. For onguantile regressen
resultsindicate that much of the variationzonalOLS coefficientds attributable to
differences immarginaleffects ahigher or lowemquantiles. That is, wind power may

normally have an iderdal effect on all zonal prices, but differences in marginal effects
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for either high or lowpricescauses the disparity between OLS estimates. Furthermore,
OLS coefficients for several zones appear to be heavily influenced by marginal effects at
extremequantiles Consequently, relying only on OLS would overstate the variation of
average effestof wind power for most pricesind results would not be informative as to
thetypicalimpact of wind power on power markatices.
For lower quantiles, quantilegressions highlight a difference in marginal effects
across the four zones. In the West zone, wind has a much smaller effect on lower
guantiles. This result is potentially inconsistent with the information from Figure 2, and
contrasts Wo dindiedgthaawind power i§ r2spdndibée ¥or the price
divergence and extremely low prices seen in the West zone. One possible explanation for
this discrepancy is that the estimated coefficients are the average marginal effect, and the
West balancingpricdssaced consequences from congestio
timeframe.If a relatively small amount of wind power already congested transmission
lines and effected the minimum price possible, additional units of wind power capacity
would have had littlef any effect on prices in the lower quantiles. The positive effect on
prices in the North zone may be a further consequence of this effect, as congested lines
would make it difficult to consistently transmit generation from the lowest
producers. Qudile regressions also demonstrate that wind power has no significant
mar gi nal effect on Houston and South zones
The signs of these coefficients are similar to those in Woo et al. (2011b) though

the exactmagnitude of the marginal effects sometimes vatfi®goo et al. found that an

1 Woo et al. (2011b) have the same explanatoryabsées (wind, natural gas price, load, and nuclear

output) but their base units are slightly different. For one, their load data pertains to each of the four
balancing zones, as opposed to the weather zones ERCOT typically reports load levels in. These were
converted for present purposes by calculating a marginal effect of total load for each zone using a weighted
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additional 1 GW of nuclear power in the system would decrease power prices by $5 to

$7, whereas here it ranges from $3.70 to $5.70. Load and natural gas prices were also
foundtohave a positive effect on prices i n Woc
load would increase prices by $5 to $6, and a $1/MMBtu increase in the price of natural

gas would increase the price of power by $1 to $2. OLS estimates for wind powes, on th

other hand, are relatively close. According to Woo et al., and an additional 1 GW of wind
power capacity in ERCOT would decrease prices by $1.525 in North, $0.975 in Houston,
$0.80 in South, and $3.825 in West. It is not known why the estimated coeffiaie

di fferent from those found here, though Wo
(January 200# May 2010) than the analysis here (April 260Rovember 2010), and

the present analysis sees considerably more variation in natural gas pieésdn

power penetration levels.

6.B. Price Volatility

With price volatility divided into three different moments (variance, skewness,
and kurtosis) using two general measures (measuaeslo) for four balancing zones,
there are twentyour unique sts of results—not including separate estimation results for
OLS and quantile regressions. Accordingly, the results here are restricted to the
relationship between wind power and price volatility. Table 5 summarizes the estimations
pertaining to the relatisship between wind power and the distributional properties of

daily prices fneasur®). These results are excerpts from each estimation, and only

average. Woo et al. also use wind power output (measured in watt hours), instead of installed wind power
capacity (measured in watts). The two emenpared here assuming an average capacity factor of 25%.
Lastly, Woo et al .’ s v ar-levallrid eere canvestedttoeequrespancetd at t he
marginal effects at the gigawddivel.
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display the estimated marginal effect of wind poweérdqn each measure of price
volatility. Although not irtluded in the table for legibility, natural gas priteselittle
effect onthe variance measuge or kurtosis, for all four zonesthoughthey doappear
to increase leftward skewned®ad also has a strong, positive effect on price variance
andskewnesgor all four zones andot much effect on kurtosi Nuclear generation has

no effect on the variances, skewnesses, or kurtoses.

Table 5.Wind and Price Volatilitff when Dependent Variables arelatility

Measured)

OLS Q(.25) Q(.5) Q(.75)
North
., -1462.731 -67.094+ -160.17#4 -1125.490
, 0.004 -0.093 -0.738 -0.598
., -1.328 -0.607 -2.775 -4.341
Houston
., 2293.156 -87.522% -139.214 -927.191
, -0.475 -0.205 -1.234 -0.420
, 3.623 -0.431 -3.488 -6.201
South
., 10637.106 -81.13%* -158.464 -998.916
., -0.580 -0.219 -1.160 -0.561
, -3.641 -0.424+ -2.228 -5.200
West
., -2444.870 -32.48% -66.345 -1438.446
., 0.322 -0.045 -0.324 0.213
-3.636 -0.848+ -1.730 -1.984

*Significant at the 5% level; **Significant at the 18vel
+Quantile coefficient is significantly different than the corresponding OLS estimate at the 5% leve

Using the variance from measurdor price volatility, estimations find that wind
power has a statistically insignificant effect on the variance of prices in all four zones.

This size of the marginal effect varies from zone to zone, being quite large in the Houston
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and South zones androparably smaller in the North and West zones. Select quantile
regression results similarly find no statistically significant effect, though these
coefficients are considerably closer to zero and confidence intervals are relatively small
for all four zonesThis indicates that for most quantiles, wind power likely has no effect
on, ,and at extreme quantiles, wind power may have an effect on the variance of
balancing prices, but the hypothesis that theyehav effect cannot be rejected.

Theskewnessqgfr i ces’ daily distributions were
power according to OLS estimations. Quantile regressions find a positive effect for
several of the lower quantiles in the North, Houston, and South zones, confirming that
wind power does affethe skewness of daily prices in these other zones. In this case,
since the estimated marginal effect of wind powey, oiis positive for smaller quantiles,
and daily skewness for these zones is negative at smaller quantiles, wind power actually
decreasethe skewness of pricés these quantiles

The kurtosis of daily prices is also only marginally affected by wind power, and
initial OLS estimations find that wind power has no statistically significant effect.
However, at lower quantiles, wind poweredcappear to have a small but statistically
significant effect on kurtosis in the North, Houston and South zones. None of the four
zones show a significant effect on kurtosis in higher quantiles.

These results actually somewhat conflict with the findimigidonsson et al.
(2010), who stugthe market impacts of wind power on power prices in western
Denmark. Whereas here, wind power has no strong effect on the volatility of daily
observed prices, Jonsson effmldt hat when a power vekojwsndem’ s p

power grew from 0% to 10%, variance, skewness, and kurtosis tend to decrease. The
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findings here represent an increase in wind power penetration in Texas for an almost
identical range, yet no significant change in variance, skewness of kedakisbe
strongly attributed to changes in wind power levels.

The effects of wind power on the distributional properties of prices changes
(measuré) are summarized in Table 6. OLS estimations find no evidence of a change in
anyof the momentshat can b attributed to wind power with reasonable statistical
certainty. At smaller quantiles, is relatively small and is not statistically different than
zero. At higher quantiles, estimated coefficients are sometimes statistically significant for
skewness, lrtosis, or both. But the effect of wind power on the daily variance of price
changes is surprisingly absent in all four
to Woo et al. (2011b), the hypothesis that wind power has no impact on price yolatilit

cannot be rejected.
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Table 6.Wind and Price Volatilityf

when Dependent Variables arelatility

Measured)
OLS Q(.25) Q(.5) Q(.75)
North
., -543.921 -17.092 -40.021 -474.643
., 0.706 0.553 0.409 0.685
y -0.937 -1.793 -0.122 4.135
Houston
., -433.973 -15.420+ -85.103+ -346.736
y 0.682 0.651* 0.336 0.468
y -2.959 -3.286 -1.039 -5.094
South
, 4817.846 -13.142+ -39.324+ -528.891
) 0.711 0.358 0.224+ 0.376
, -3.364 -3.487 -1.315 -4.652
West
) -1424.045 -33.243+ -163.642+ -746.848
) -0.251 -0.297 0.050 0.092
0.773 -0.100 -0.787 3.457

*Significant at the 5% level; **Significant at the 1R#vel
+Quantile coefficient is significantly different than the correspon@h® estimate at the 5% level

6.C. Ancillary Services

Unlike the estimations for price volatility, there is an apparent effect of wind
power on several of the markets for ancillary services, as demonstrated in Table 7.
However, the effect is negative agenerally statistically significant, indicating that an
increased presence of wind power capacity actually led to cheaper prices for ancillary
services. On average, an additional GW of wind power capacity decreased prices for
RegulationUp by $3.28/MW andResponsive Reserves by $4.03/MWtiBations for
RegulationDown also find a negative marginal effect, by about $0.53/MW, though the

effect is not statistically significant. Because of censoring the reported coefficient wind
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power capacity on NefSpinningReserve prices is from a tobit model, and corresponds

to an average partial effect «#0.77/MW.
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Table 7.Regression ResultsDependent Variables are Ancillary Service Prices

OLS Q(.25) Q(.5) Q(.75)
Reg-Up
wind -3.280** -0.691**+ -1.952**+ -3.356**
NGprice 0.222* 0.004+ -0.102+ -0.057**+
Load 1.025** 0.385**+ 0.629**+ 0.812**+
Nuclear -1.570** -0.631**+ -0.876**+ -1.213**
Intercept  -9.216** -1.563**+ -2.328**+ -0.633**+
Month*YR FE YES YES YES YES
Hour FE YES YES YES YES
Reg-Down
wind -0.534 -0.873**+ -0.1® -0.067
NGprice 0.454** 0.166*+ 0.354*+ 0.679*+
Load -0.065** 0.0@B+ 0.010*+ 0.014+
Nuclear 0.418** 0.004+ -0.025+ 0.276*
Intercept 3.926* 3.267** 2.481*+ 3.336*
Month*Yr. FE YES YES YES YES
Hour FE YES YES YES YES
Resp. Res.
wind -4.020** -0.788**+ -2.212%*+ -4.041**
NGprice 1.833* 0.014+ 0.238*+ 0.687*+
Load 1.051** 0.390*+ 0.628*+ 0.817*+
Nuclear -1.540* -0.881**+ -1.107**+ -1.339**
Intercept -20.062 -2.630™+ -4.943*+ -5.125*+
Month*Yr. FE YES YES YES YES
Hour FE YES YES YES YES
Non-Spinning
wind -2.431* 0.061
NGprice 2.188* 0.014
Load 1.746+* 0.420+*
Nuclear -1.262** -0.1%A
Intercept  -63.694* -5.838*
Month*Yr. FE YES YES
Hour FE YES YES

*Significant at the 5%evel; **Significant at the 1%evel
+Quantile coefficient is significantly different than the corresponding OLS estimate at the 5% le

Additional results for other variables are largely consistent with expectations as

well as findings from resultsdm the balancing markets. Higher natural gas prices lead
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to higher prices for all ancillary services, likely because a majority of ancillary services
are fulfilled by gadired generators. Higher load levels also increase prices for
RegulationUp, Response Reserves, and NeéBpinning Reserves, though they decrease
prices for Regulatioibown, probably because fewer generators would need to decrease
their output when demand is high. Lastly, nuclear generation tends to have an opposite
effect on ancillary s@ice prices as load, indicating that when the nuclear plants are
online fewer ancillary services are necessary as morel@@sés being satisfied by low

cost generators.

7. Conclusion

Due to the intermittency of wind power output, there is a genengleco that a
high penetration level of wind power will negatively affect the reliability of the overall
power supply, and that this will be realized through an increase in price volatility, a
greater need for ancillary services, or both. This paper peearranalysis of wind
power’' s observed mar ket iIimpacts in the Tex
which time the power systeaxperienced¢onsiderable growth in installed wind power
capacity. The estimations account for growth in wind powereaddgo controlling for
changes in hourly load levels, daily fluctuations in natural gas prices, and changes in
output from nuclear generators. Quantile regressions, whose estimations are more
descriptive, are used in conjunction with OLS to quantify thecef on balancing market
prices, balancing price volatility, and prices for ancillary services.

The majority of wind power capacity in Texas is located in the western part of the

state and, not surprisingly, the largest effect on balancing market prmas e the
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West zone. The average margi nal effect of
tends to be negative and statistically sig
not confined to one zone. However, using multiple metrics foe madatility,
estimations failed to find a change in volatility attributable to wind power. Furthermore,
while estimations did find that wind power had an effect on prices for ancillary services,
the effect was negative and statistically significant, @gtto what previous analyses
suggested would be the consequences of an increased presence of wind power.

It is noteworthy that the analysis found any effect on power market conditions
outside of the balancing markets. Many studies on the market impagaitsdopower
limit themselves in scope to one power market, typically the balancing market or its
equivalent. Some extend their analyses to incorporate ancillary services or price
volatility, but none present a comprehensive review of all power marketcotrasacs.
This paper analyzes the potential impacts of wind power by considering all three aspects:
balancing prices, volatility of balancing prices, and prices for ancillary services; and
demonstrates that installing a large amount of wind power cggaeitpotentially affect
all three. Whereas many recent studies omit ancillary services and focus instead on price
volatility, in this case prices for ancillary services decreased from a rise in wind power
but there were no clear impacts on price volgtilithis shows that the effects of wind
power’s intermittency are not | imited to p
restrict themselve® price volatility when trying to assess the consequences of wind

power’s intermittehée saveriety Foftwiendopewe
appears to be overstated, as demonstrated

on price volatility and a decrease in the prices for ancillary services.
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Changes in price volatility and prices for ancillagrvices will have both short
and long run effects on power system conditions. In the shoriiereass in either
price volatility or the need for ancillary serviogsuld require conventional generators to
run at technically inefficient levels moreteh. Changes in price volatility and ancillary
services will also affect the long term profitability of generators depending on the
flexibility of their output. If unaccounted for in celsenefit analyses of wind power,
these short and long term changey miso lead to overstating the potential ability of
wind to abate emissions, both because of running generators at inefficient levels (Denny
and O Mall ey, 2006; Katzenstein and Apt, 2
the profitability of conventinal generator types will affect the planning of future
capacity. In this case, studies on the environmental and economic impacts of wind power
may not need to account for wind power’' s |
a decrease in ancillaservice prices and no clear effect on price volatility. However,
studies on the long term impacts of wind power in Texas should acknowledge that wind
power will not only decrease power prices, but that it will also affect the profitability of
generators we-suited to providing ancillary services relative to those generators which
are not.

Although the power system in Texas is not unique, it should be emphasized that a
discrepancy in estimated marginal effects between this study and others by no means
negagt s previous findings. Many power systems
penetration levels of conventional generators vary greatly, and even geographic
differences in wind conditions could influence results. Regardless, some of the findings

from Texa can help guide future research in several ways. First, quantile regressions
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proved to be a natural addition to the empirical analysis. OLS occasionally found no
statistically significant effect, and quantile regressions could explain this as either a non
monotonic effect that varied across quantiles, or a marginal effect that might truly be

zero. Second, wind power does have a predominantly negative effect of power prices for
the realtime market, but if a wind farm is connected to multiple markets,ffeete may

not be identical everywhere. Researchers should therefore endeavor to incorporate all
markets that a wind farm is realistically connected to in their analyses. Lastly, the impacts
of an intermittent renewable energy may manifest themselveseiffe depending on

the system and circumstances. In this instance, wind power increased from approximately
1% to 9.5% of total capacity, and price volatility was not conclusively impacted but
ancillary services were. It is not known if comparable resuttsid have been found for

similar growth elsewhere (e.g., the power system in western Denmark) or for the same
system but with a different amount of growth (e.g., if wind grew from 10% to 20%). In
general, researchers wi | |ttencywill afflect powerh ow wi n
market conditions a priori, so future analyses must necessarily incorporate all the

aforementioned characteristics of power market conditions.

46



Abatement from Wind Power: Do Market Conditions Matter?

1. Introduction

Thetechnology to generate electricity from wind has existed for decades, though
it has not experiendavidespread application until recentfyonsequently he effectsof
installing a large amount of wind poweaipacityinto an existing power system are not
well understoodWhile wind power has no marginal cost of output and no emissions
from generation, it is an intermittent renewable energy [IRB&t is, t generates power
stochastically and its output is neither perfectly controllable nor forecastabie. Wwimd
power might displace power from conventional fossil4ueining sourceandlead to
lower generation costs and emissions for the power system, but at the possible expense of
system reliability and (when power systems schedule generation throwgh markets)
greater price volatility.

Historically, utility companies that provided consumers with power also generated
the electricity they delivered. And since short run demand for power is inelastic with
respect to price, utilities maximized their pt® by deciding which generators to use
based on the criteria of cost minimization. Today, many power systems have been
deregulated and employ a series of wholesale power markets to coordinate supply.
Although many utilities continue to operate power gaand sell power directly to
consumers, other power producers either sell power solely at the whaéeshler
provide consumers with electricity despite not owning any generators. As a result, power
generation is more effectively determined by profédimization, though researchers still

tend to use cost minimization in its place when modeling power system behavior.
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An important example of the application of cost minimization to study power
system outcomes theliterature that explores the instaltati of new wind power
capacity. Researchers tend to use cost minimization methods not only to track savings in
expenditures on fossil fuels attributable to wind power, but also to track changes in
emissions. But if results from cost minimization do not eatgly describe real market
behavior, this weakens findings from existing studies on the abatement potential of wind
power. Because conventional generators are heterogeneous in costs and emissions,
estimated abatement could have either an upvesrdownwaid-bias if results derived
from cost minimization are not realistithe purpose of this paper is therefore to assess
the behavior of a profitnaximizing producer faced with volatile prices that change faster
than producers can adjust their output, and determine whether simulations that use cost
minimization might produckiased results because they do not accurately reflect
producers’ decisions.

The existing methodology is assessed in the following makhivet, | provide an
overview of the various cost minimization techniques researchers have employed to
estimate abateméfrom intermittent renewables. | then examine how changes in average
prices and price volatility can alter the optimal strategy of an ex ante-prafiimizing
producer. This concept is first illustrated using a basic computational model and a simple
maripulation of a price distribution, then again with a more advanced computational
model that accounts for a wide variety of parameters specific to power producers. Agent
based simulations are also run to determine how producer output, emissions, and profit
are all affected by a change in power market conditions attributable to wind Mokt .

results from the basic computational model demonstrate that price volatility has an
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impact on producer output, emissions, and profit, current results from the adlvance
computational model suggest that realistic changes to price volatility from wind power

produce results that are comparable to those derived using ex post cost minimization.

2. Integrating Wind Power and Abating Emissions

Most power systems still havigtlie or no installed IRE capacity and generate the
bulk of their power from conventional sources. Consequently, the system impacts of a
high penetration of wind power tend to be derived from simulations rather than observed
trends. The use of costinimization is crucial to most of these studies, as it is the
preferred technique for modeling the integration of new capacity in a power system and
approxi mating generation decisions. Arguahb
behavior with a systetwide, co$ minimization objective function is appropriate when
results are not sensitive to market conditions. This applies to many technical studies on
the integration costs and impacts to system reliability from new IRE capacity, as
minimum costs will still be maningful even if estimates are optimistic.

Chen et al. (2006) isne such example that usestminimization to analyze the
integration of a high level of wind power in an isolated power system. They do so by
developing an alg@thm to determine optimal e&time dispatching decisions from
conventional power plants that best accommodates power from intermittents, while
factoring in spinning reserves and production costs. Lund and Munster (2003a,b) provide
another example by developing a model to estimaienapsystem management
strategies when a power system has a high penetration of both intermitteémpower

and combined heat apedwer plants, whose output is less flexible than standard power

49



plants. Lund (2006) later applies this model to estimatenaptombinations of three

types of IRE (solar, wind, and wave power) when a power system has a target penetration
level for cumulative power from renewable energy. Delarue et al. (2011) later
demonstrate how wind power would fit into regional planningmeteosing the optimal
combination of generator types to minimize either expected production costs or exposure
to risk of volatile fossil fuel prices. None of these aforementioned studies attempted to
measure either the displacement of power from fossisfar abatement of GHG

emissions, hence their included estimated benefits of IRE (avoided costs and reduction in
risk to volatile fossil fuel prices) are still meaningful. More frequently, however, analyses
attempt to identify abated emissions, thoughcimplexity with which they model
systemwide generation (and account for temporal fluctuations in demand) varies.

Load Duration Curves [LDCs] take demand for power over a period of time and
sequence it into descending load levels. Though LDCs cannotradoothe variability
between twaonsecutivdoad levels, they can describe variations in annual, seasonal,
weekday, and diurnal demand. Hence LDCs can be a useful in identifying the best
combination of power plant types to satisfy load requirementslongrperiods of time,

e.g. months or years. Although LDCs do not account for spontaneous variability or
system security, they have been used to study the integration of renewable energy in a
power system and measure environmental benefits over timeldlad Pirila (1996)
measure the abatement potential of renewables in Finland with a model that included a
four-step LDC?!? Similarly, Cormio et al. (2003) use an eighép LDC in a regional

energy planning model to predict generation schedules givemdgbenge of renewables

12 A true LDC would be continuous, butthey are traditm| | v di scretized into “step
calculations.
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and environmental considerations. Holttinen and Tuhkanen (2004) study the abatement
potential of wind power in Nordic countries with a model that was meant to simulate
market conditions, though supply and demand curves are actusdlgt ba fowstep
LDCs at a weekly level. As such, theimulated market conditiorc@nnot describany
changes to intraday volatility. All of these studies include-odsimizing objective
functions to predict generation to meet load requirements, mtdactually reflect upon
potential volatility from IRE.

Load Duration Curveare perhaps more realistic than a lusym variable for
demand, but they are still problematic in that they igseguential fluctuations in
demand. In reality, it may not bessible to perfectly minimize producer costs with the
utilization rates predicted by LDCs. Because generators cannot instantaneously and
perfectly adjust output in response to fluctuations in demand, it may be the case that the
true costminimizing load shedule is not feasible, and that sectwedt generators must
someti mes i ncr’eashe,i rorou“trpaumhp twp meet demand
constraints, additional work on the integration of IRE combines hourly load data from
power systems with sinfated generation from hypothetical IRE capacity. Researchers
then use linear programming to determine the-nustmizing generation schedule from
dispatchable sources for load requirements not met by the IRE. Chen et al. (2006) and
Delarue et al. (2011gre two previous examples that predict generation scheduling based
on linear programming with hourly load levels and eostimization. However, these
papers do not attempt to quantity abatement benefits from IRE.

There is considerable variation in theetature with respect to how researchers

using linear programming as a proxy for power market transactions treat uncertainty of
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load and IRE output in their models. Load forecast errors are typically ignored, though a
spinningreserve constraint is somegsincorporated to ensure that the predicted cost
minimizing generation schedul'2Examplesof not af
linear programming with a spinning reserve include Liik et al. (2003), Li and Kuri
(2005), Voor s po 0006, Daame et Bl.’ (20@0k ané lluieke et al.( 2
(2010) . Note that the spinning reserve con
specifications and not necessarily indicative of real market conditions, hence it may
frequentlymiscalculatecosts and emigsnsincurred by units on stabg.

While the literature on the integration of wind power frequently discusses its
intermittency and forecasting difficulties, not all papers consider ex ante wind forecasts.
From the perspective of abatement analysis, thiheré@ntly problematic. Spontaneous
output from wind power needs to be accommodated by having other active producers
decrease, ¢gr t‘hreamp geeowenm ati on, which subseq
Research by Denny and O’ Maninggenerato 006) i ndi
scheduling without accounting for dayead wind power forecasts could also produce
fundamentally different results than those that do, as forecasts influence unit commitment
decisions that determine which generators are on when outputvirahhpower must be
accommodated. Consequently, the abatement
(2006), Ummels et al. (2007), Delarue et al. (2009), and Luickx et al. (2010) may be
more robust than those of Liik et al. (2003) and Benitez et al. (2888he latter model

load and wind power output under ex post conditions.

BThe spinningreserve margin effectively mandates a relationship between supply and demand in which
supply consistently exceeds demand by the model er’ s
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Hourly load data has allowed castnimization analyses to account for ramping
constraints and fluctuations in demand, though whether power markets will necessarily
tend to these $ations remains untested. While hourly load data is more detailed than
LDCs, predicting load scheduling via cosinimization is not necessarily reflective of
new market conditions effected IREs. To a certain extent, castnimization implies a
decreasén average power market prices. However, using themogmizing load
schedule to model the integration of new IRE capacity will ignore any additional effect
from an increase in power market volatility. Even if power producers araeiskal, a
changan market volatility could affect power producers differently based on either ramp
rates or marginal costs. Since quantifying abatement frondispatchable IRE depends
on the technique used for estimating the displacement of fossil fuels, researcsters mu

understand what implications power market volatility has for optimal producer behavior.

3. Modeling Power Plant Output

The existing literature estimates displacement of power from fossil fuels and
GHG abatement assuming that the integration of IREinaur the cosiminimizing
generation schedulaut without accounting for power market conditions. A model that
tests individual power producers’ response
useful in that it will indicate whether the overall systeith react as predicted by these
analyses. In this case, a computational model is more illustrative than a simple theoretical
model for several reasons. First, an active power producer must continuously decide
whether to ramp up, maintain, or ramp dowrcisrent level of output. Hence output

decisions cannot be described by a static model without unrealistic assumptions on
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demand (e.g., ignoring the variation and unpredictability of power prices). Second, the
optimal adjustment to output may be technicaifeasible because of slow ramp rates or
minimum downtimes for generators. In instances where a producer cannot perfectly
adjust output as desired, any change in market conditions (in either volatility or mean
prices over time) is unlikely to elicit aniiorm response across power plants that differ
by important parameters such as ramp rates and marginal costs.

Since electricity is not storable in large quantities and fuel use represents the
majority of generation costs, agdrdased models of power geagon have historically
been dynamic. One of the earliest applications of dynamic programming was actually the
analysis of output decisions by hydroelectric dams with a stochastically refilling
reservoir. At that time, however, utility companies weré gdulated and did not
produce power in competitive power markets. Hence dynamic programming applications
were mostly Iimited to unit commitment pro
from daily generation, as in Lowery (1996). Richter and Sh&fléQ) later updated the
systemwide unit commitment model to account for deregulation and competition among
producers by replacing the objeifunction of systemwide costminimization with one
of profit maximization, but in genal costminimization isstill widely favored.

The few examples of studies on unit commitment and output decisions by
individual power producers in deregulated power systems include work by Arroyo and
Conejo (2000), Garcigsonzalez and Barquin (2000), and Valenzuela and Mazumdar
2001). Arroyo and Conejo’s model anal yze t
generator operating on the spot and spinmesgrve markets, though they assume that

prices are known with certainty. Gar€gonzalez and Barquin do study the decisions of
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power producers when faced with price uncertainty, but their method to impute the
distribution of hourly prices makeiseir method admittedly inadequate for studying
instances of high volatility, as is particular interest here. Valenzuela and Mazumdar
likewise account for price uncertainty for a prafieximizing power producer, though
their analysis fails to account for ramp rate restrictions.

The agenbased model here is presented in two parts. In 8.Basic
computational model is presented to denti@ts the importance of marginal costs, ramp
rates, and price volatility, as well how these different factors affect producer decisions.
Whereas the basic model is stylized and not meant to represent an actual generator, the
advanced model in 3.Bhcorpomtes additional parameters specific to power plants so
that the computational model can be calibrated to real world examples. Both models
emphasize the importance of ramp rates in dictating the decisions of an ex ante profit
maximizing producer, and thexahced model also includes minimum detimes and

startup costs so that the analysis can inc

3.A. Basic Model
3.A.1 Basic Model: Description
Since a generator’s output cannot be pe
state variable in the model. Output is expressed as the gerevaioutilization rateix
over the intervaltip 1@ Twhered p Tt indicates operating at full capacity. ter the
assumption of constant returns to scale, a power producer has a constant marginal cost

' Marginal revenue comes from the spot market price for pOwethere the spot

4 Constant marginal cost isguralent in the literature of greenhouse gas abatement, though most generators
actually have increasing concave marginal costs. Constant marginal cost is used here to illustrate the
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market price is a state variable that changes over time according to theitiost
“ 0 9 . In this case, it is assumed that time periods are quite short, ergindte
intervals.
The producer controls only its ramping decisiot most, the generator can
ramp up or ramp down generation by its maximum ramg ratteoughthe exact choice
set is further restricted depending on the
sinced is betweentand 1t Ttit must be the case that [ it whend  p m,hecause
the generator cannot increase output beyond full capadiswise, ifa 1, theni N
mMi, as the generator cannot produce negat.i
optimal output decision can be described with the Bellman equation

5

(1) @Ok TAS0 Ga i 1Bedf 0P8
The Bellman opetor” then satisfiesEqp by maxi mi zing a gener ato
adjusting the utilization rate to " . To demonstrate the impact IRE can have on

heterogeneous plants, my analysis first focuses on the sensitiVityitf respect t¢ , )

and the viatility of * 0 D .

3.A.2 Basic Model: Parameterization

Because the spot market pricend the utilization raté are state variables, both
are discretized and bounded from above and below in order for the model to be
computationally feasible. In the case of power plant outpli@s upper and lower bounds

of p T andrtby definition. By discretizingy, an additionbrestriction on the ramping

general effect of market volatility on producer behavior. SectioniBdBides a more complex model with
a realistic marginal cost curve.
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decisioni is required. Becaudedetermines the size of the state spaa@nnot be a
continuous variable. The choice set for ramping decisions and utilization rates is
therefore restricted to incrementswfThis meanshiat the model allows for generation at
G wuwrd p m1iorexample, buet  w W is infeasible. While it is possible to
increase the fineness @faindi , such models quickly become more computationally
intensive.

The probability matriX is ap 1 11p 1T marix, where spot market prices range
from p to p 1 @and change regularly after short intervals (e.g., 15 minutesj@¥he

column of the@ row identifies the probability af occurring given the current price.
A stylized version of 0 0 is calculated by weighting prices based on their proximity

to the current price using the formula

@ “00 ——s8

In Eq. ¢ , Q is the absolute value of the difference between pficaad0 , and is
the difference betwen 0 and the farthest removed price. This specification allows for
probabilities to monotonically decrease the greater the difference belwaedd . A
more realistic representation ‘ofwould account for additional factors including time of
dayand characteristics of other active generators in the system. Nevertheless, this initial
specification of* allows for a basic analysis of how volatility affects heterogeneous
agents separately from hange in average market prices.

Volatility is incorporated intd* by reweighting the distances between prices to
calculate probabilities. For the basic model, an increase in market volatility is equivalent

to increasing the probabilities of prices farther frdngand simultaneously decreasing
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the probailities of those prices that are relatively clos® o This is done with the

adjustment
@B “00Rh —38
If| mthen 0 Oh 1 “ 00 asinEq.¢.As| goes to infinity, the

distribution* 0 0 h converges t@Zt, wheret is the number of prices in the

distribution. Because the price distribution is bounded from above and below, increasing

| will also change next period’s expected p

changing adistributmt” s vari ance. However, when a
time, the mean price should be 49.5 regardless of the valueFofe different versions

of “ were considered in the analysis, with volatility determined by incremental changes
to| ranging fom| Tto| T8t T To demonstrate the effect on volatility from these
specifications! 0 99 v Hf mand* 0P vt 18T are depicted in Figure

1. While other changes to 0 9 are possible (e.g., just increasing the probability of
“0 prndort 0 pY ), itis difficult to construct other scenarios with an
increase in volatility without also significantly altering other distribution properties such

as the mean value over time.
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The remaining parameters are identified in Table 1. In addition to five different
specifications of , twenty different ramp rates were chosen, as well as one hundred
different marginal costs. Eqg was then optimized by solwy for” using policy

iteration for these two thousand different combinations of parameters.

Table 1.BasicModel Parameters

Price volatility | T8t (gt Grst onst T
Price 0 phch8 Fp Tt 1t
Ramp ratef vhp 18 fp T 1T
Utilization rate & T8 Fp 1t 1t
Marginal cost @ pltF8 fp T 1
Discount factor? T8O W W

3.A.3. Basic Model: Optimal Producer Behavior
Results from select parameter specifications are included here to highlight the
impact of price volatility on producer behavior. For simplicity, fdifferent

combinations are consichertdd:pimnpl gat “hs géi

59



cost ” op¢ jmand its Gamp rate is either sl ¢ Yorfast{ x Ywith
volatility determined by  1tand T8t T With 21 different utilization rateand 100
different prices, there are 2,100 different policy decision that must be calculated to
identify ", which is simply too many to coherently report in a single graphic.
Accordingly, Figure 2 depicts optimal utilization ratés, for these specifations under
the volatility schemegs  Ttand| T8t T where the optimal utilization rate is identified
based ori. Note that' is only implicitly included in Figure 2. For example, if a plant
with a slow ramp rate were operating at full capadcity (o ™)when0 suddenly

dropped tg, the producer would want to temporarily shutdo@h ( ). However, the

producer could only ramp downdéo x u” ¢ din a single period and would

temporarilyopergat a | oss that period. The next pe

be determined by the next realizatioriothe new utilization raté X vand the

producer’s optdmal utilization rate

15 1n reality, many conventional power plants have even slower ramp rates. Based on the calculations from
Benitez et al. (2008), a coal plant would have a ramg ratel& and a natural gas cdrnmed cycle plant a
ramprateof p®. | f periods are 15 minutlesq uvouldbeablegt h, a
to ramp up to full capacity in just an hour. Parameters famdcwere chosen to highlight how slight

differences in parameter s can produce marked differences in behavior from volatility, and are not
indicative of real world conditions. The more advanced model in Sectiop@&ents results when more
realistically calibrated.
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Figure 2. Optimal Utilization Rates

Several patterns in producer behavior become apparent in Figure 2. For plants
with a slow ramp rat¢ (¢ ), producers would prefer one of five differenilization
rates depending on the current price. For thedost plant@ T It the producer is
often willing to operate at partial capacity for a sherin loss in profit. That is, even if
the0 ) the producer still prefe’  Ttand operates at ads. The producer would

only want to operate at full capacity whén 1 @even though the plant operates
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profitably wheneved 1 mOR the other hand, the higiost plant@ ¢ jtwith a slow
ramping ramp typically prefers to be inactive. So long asv vit switchs on, even at a
loss, though for many it would still prefer not to operate at full capacity.

An increase in price volatility affects the two sleamping plants in opposite
ways. For the lowcost plant, the producer would be more willingferate at a
temporary loss and will often ramp up to higher utilization rates than before. For
example, under the low volatility scheme, the4oest plant would prefer to operate at
@ ¢ uvhend ¢ mBut when volatility increases, the lesost plant wold prefer to
operate at v Twhend ¢ TiConversely, the highost plant would often require a
higher price than before in order to be willing to generate power. This behavior is likely
attributable to the symmetry with which volatility increased. Anaase in the
probability of price spikes would normally encourage the 4uigt plant to switch on
more often and operate at a temporary loss. But the probability of sudden price drops also
increased, meaning that thersistencef high prices is less caih and producers are
more likely to be found operating at a loss before being able to adjust output.

Plants with higher ramp rates have greater flexibility in their output. Because they
can ramp down quickly, they can minimize losses whena As a resli, they are more
willing to operate at full capacity than their sksamping counterparts, and they are able
to narrow the range of prices for which they operate at a temporary loss. Increasing
volatility does not have much of an effect on either plagmtedy’ s opt i mal rampir
except that the loweost plant will be willing to operate at a loss for a slightly greater
range of prices, and the higlost plant will operate at full capacity for a smaller range of

prices.
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3.A.4. Basic Model: Simulation Redts

Al t hough an analysis of producers’ ramp
volatility identifies underlying trends that could alter plant output, changeslione do
not demonstrate the change in plant output over time. While volatility may have a
instantaneous effect dn its effect on cumulative producer output is arguably of greater
importance. Once optimal ramping rules were determined for each of the two thousand
specifications, simulations were run to track change in output from an ieénethe spot
mar ket s volatility.

To simulate producer output, the state variablesdd first had to be set in a
nontarbitrary manner that would also realistically reflect potential scenarios according to
" . For example, it may be possible for arglto find itself operating at full capacitgy (

p m)while the price is at its minimund (  p), though the appropriateness of such a

starting point for a simulation is dubious. Accordingly, the initial pbicevas drawn at

random according to a probabjilmass function based on average$ af R for all

values ofd andd . Following periodr, a random price walk lasting one hundred and

sixteen periods was calculated using transitional probabilities defineddbgph 1

and* 0 Dh mhrt. The generator’s initédadlandtil i za
allowed to vary over time according’toIn case the first few observations might be

sensitive to the simulation setup, the first twenty periods were not used to calculate

results. Ths left ninetysix periods per iteration to calculate average output and profit, the
equivalent of one day if each period represents fifteen minutes. One thousand iterations

were run for each of the four thousand different calibrations.
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Relative changes iplantlevel output over time are illustrated in Figure 3. The
results demonstrate that greater volatility can lead to a change in output, though this
result is not monotonic and varies with both marginal costs and ramp rates. Interestingly,
results are ahost perfectly inverted acroes v Ttwhich corresponds to the
approximate mean price over time under both price distributions. Fezdstv
generators, output typically either remained unchanged or decreased by as much as 5% if
the generator had an extrelplow marginal cost or a fast ramp rate, possibly because
these plants were already operating near full capacity during simulations with a low price
volatility. Many of the low marginal cost, slermping generators actually increased
their average utitiation rate as the volatility increased. Gains tended to be lesg thdn
though the shape of the figure peakéatv 1™ v with a¢ Tt increase in output.
High-cost generators tended to increase their average output provided they were fast
ramping or hd extremely high marginal costs. This is likely because many of these
generators tended to operate well below full capacity during simulations with a low price
volatility, and any increase in output would then produmticeableesults. Conversely,
many d the high marginal cost generators with only sratige or slow ramping rates
were unable to take advantage of the increase in price volatility. Reductions in average

output were as significant astt b
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Figure 3. Changes in Output (%)

95% confidence intervals for the four previously selected generator specifications
are depicted in Figure 4. Although some changes in output are noticeable, none would be
described as statistically significant in a strict empirical sense. However, @sults
practically bounded. For example, slow ramping generatorsoftereoperating near full
capacity (low marginal cost generator) or were frequently idle (high marginal cost
generator). An increase in price volatility shifted each of these generatees dull
capacity or idleness, though it would have been very unlikely for the second confidence
interval to shift entirely outside the first. Results may also be sensitive to number of
periods per simulation. Nevertheless, the general smoothnesgestits in Figure 3
suggest that volatility does have a real effect on generator output, even if this effect

appears statistically insignificant for any one particular parameterization.
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Figure 4. Select Changes in Output
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The change in price volatility also affected producer profit, though these results

are evidently not strongly correlated with changes in output. Relative changes in producer

profit are illustrated in Figure 5. Generators with very high marginal costsasgev |

increases in profit regardless of whether they were-sboviastramping. Slowramping

plants with marginal costs closedo v Tactually experienced a decrease in profit. All

othe generators saw modest gaiRgyure 6 depicts 95% confidence intdsvior
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profitability of select generator types for both volatility scenarios. While there are some

minor differences, changes are rather unsubstantial for these particular parameterizations.

m-25-0 m0-25 m25-50 = 50-75

g N DN oo oo

Figure 5. Changes in Profit (%)
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Figure 6. Select Changes iArofit

The simulation results can be extended to abatement analysis by considering how
output and profit change over time in response to an increase in price volatility. In the
short term, capacity is fixed, and abatement would bglchto changes in aht output
Since a change in price volatility has a heterogeneous effect on producers, it is expected
that those that increased their output the most in response to a change in volatility would
likely not decrease their output as much as predicted usstghmimization techniques,
if an increased level of IRE led to greater market volatility. At the same time, producers

that decreased their output in response to a change in volatility would likely decrease
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their ouput more tharthe amounpredicted by astminimization. Whether these results
would lead to greater or less abatement depends on emissions rates of relevant generators.
In the long term, capacity is not fixed and producers are able to install new
generators and retire old ones. In this cagegeolatility has implications for abatement
analysis through the profitability of various generator types. While some generators
experienced a decrease in profitability from the increase in price volatility, others became
more profitable. Based on thienailation results, profimaximizing producers would
generally shift away from generators with slow ramp rates. Consequently, the penetration
levels of different generator types would change over time in response to the change in
price volatility. Since dferent generator types often have different emission rates, a
change in penetration levels will reafurther implications for lonterm abatement. Fast
ramping plants tend to be more costly, but they also burn natural gas and have lower
emissions rates.hls, IRE capacity may not abate the same amount during its initial year
of operation as in subsequent years due to changes in penetration levels of conventional

generators.

3.B. Advanced Model
3.B.1 Advanced Model: Description

The simple model from 3.Alemonstrates the general intuition of how changes in
market conditions can affect producer output (and subsequent emissions), though it lacks
several parameters and constraints to make it applicable to the case of an actual

generator. This section outlin@ more complex model that realistically represents the
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characteristics of fossil fudired generators and incorporates a more detailed power
market price distribution into its analysis.

In the basic model, the utilization rate was allowed to range @rtm100 without
restriction. Results were used to illustrate the general effect of price volatility, but
included parameters and calibrations were not reflective of actual power generators.
Necessary extensions of this model are the addition of namepfaeityll ; the
establishment of a minimum utilization ratewhich an active generator cannot operate
below without shutting down; imposing a minimum detime 7 if the generator is
switched off; andntroducinga fixed startup cosO These new pameters can easily be
incorporated into the previous model and solved using policy iteration, though the state
space can become quite large depending on sizerwever, the inclusion dfis
necessary, as it i ncor p afofadecssienirdoth@eopwealt pr od
generation behavior.

The advanced model also relaxes the assumption of constant marginal costs.
Many thermal generators actually operate more efficiently when at full capacity. This
translates to needing a disproportionatagh amount of fuel per MW when operating
neard relative to the amount required to operatg atp 1.7As a result, most generators
exhibit increasing concave marginal costs. The model is fitted to include such a cost
structure using the quadratic cesefficients® and®.*® An additional startup co3bis

also incurred if the generator is off but switched on.

16 |n practice ® is quite small, so the genedssumption of constant marginal costy not beoo
inappropriate.
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After accounting for the new parameters, the producer has several choices
depending on its state. If the generator is on, its instantaneous peofitis |l
w& wd& . Ifactive, it can produce up toMW by operating afi  p Tt ar as little as
— |I. But the exact choice set fain any one period is further restricted by the ramp

ratel , as was the case in the simple mottedan also switch off, which reduces the
utilization rate tartwhile simultaneously imposing a minimumperiods in vinich the
generator cannot be reactivated. Once an inactive generator has beenfiglerids, it

can either continue to remain off, or be switched ah tbactivated, its instantaneous

profitis0 — | ad b "O If 0is a state variabléhat identifies how many
periods the generator has been inactive 3t F@D is a function equal to eithetor
‘Odepending on whether the generator i s swi!:i
decision under the advanced model can formadlgdscribed with the Bellman equation
4 oo Ad — I wa i @& i "Yah ROo
FBooOhx i *“ 0D 8
The Bellman operatdr then satisfies Eqt by maximizing the generators current and

expected value by adjusting the current utilization rate as permitfeddbandt.

3.B.2 Advanced Model: Parameterization

Because the basic model had oalfif 1t different combinations of parametérs
andq) it was relatively straightforward to perform basic optimization and simulations for
every possible setting and still be able to interpret results. However, the advanced model

employs a much larger array of parametersy, @, ¢, I, T, "Q and he resulting set of
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feasible combinations makes it impractical to optimize and simulate for all possible
parameterizations. Accordingly, the parameters of the complex model are set to
approximate a 200 MW natural gas generator. Valuesfap, andd were obtained
from Wood and Wollenberg (1984) af@vas set according to information in Stoft
(2002). Parameters are listed in Table 2. Paranfetdrsaandll were calibrated for
periods of 15 minutes in length. Thus, although the generator can p2@ud&V in an
hour, it can only produce one quarter of that in a single period. Simjlarlyy mandf

T correspond to the plant being able to ramp up to full capacity in a half hour and a

minimum downtime of one hour, respectively.

Table 2. AdvancedVodel Parameters

Ramp ratd] ) L TT
Marginal Cost ) CBTwpp
Marginal Cost &) ™ot p
Min utilization rate(q) qu
Capacity () L TT

Min down time () T
Startup cost'Q T
Discount ratef T8O W W

Note: [ andz are calibrated for periods of 15 minutes in length.

The simple price distribution described ‘bys also refined in the advanced model
to better reflect a realistic set of prices and transitional probabilitiéally, the full set
of prices isdefined as 0 anddivided into three separate regimes: low, mid, and high.
The low price regime ranges front, uo p 1N increments ob. The mid price regime
ranges fronp uwo w 1IN increments op. The high price regime includest, g T,0 TT.TT

p Tt Tandg Tt TTRTices are considered to be in dollars per Megawatt hour [MWH]. In
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reality, the price of power can vary in units as fine as cents, though the restriction of a
finite and reasonably sized state space for computability necessitates discretizing prices
and anitting certain prices (in both low and high regimes) that are uncommon in any
case. Nevertheless, the range of included prices is realistic and based on observed prices
in the Texas interconnection.
Transitional probabilities are calculated usingoamaldistribution. Specifically,
the probability of a price change as defined)by 0 is calculated with a normal
distribution wih a mean of GFindings of Woo et al. (204}, who quantified the effect
wind power has on average market prices and pricance in the Texas
interconnectionare used to simulate the effects of wind power on power market
conditions Specifically, Woo et ademonstrat¢hat a 10% increase in wind power
capacity would deease power market prices by & /MWH and increase e
variance from 1190.3 to 1254*1Thus, 0 identifies a price regime identical to
except each observation is smaller by 3.825, and a base case variance pfp @1s
al so used in conjunction wit,h pog®increase
Simulations are then run using all four combination8 ahd, , and the generator

calibration in Table 2.

3.B.3 Advanced Model: Simulation Results
To adequately measure the impact price volatility has on producers, simulations

arerun similar tothose for the simple model. The initial prigeis set using the same

YThis result is specific to the West zone of ERCOT’
power is located.
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technique as in 3.A.2exceptt is restricted to prices in the midnge of eitherd or

0 . Additionally, the random price walk is extended to six hundred and ntnety
periods. his specification allows for twenty periods of adjustment and six hundred and
seventytwo periods (seven days) to measure producer profit, output, and fuel use. The
initial utilization rateissetto® 0 if & 0 @& and off with the option to switch on
otherwise Onethousand iterationarerun for each of the four price scenarios.

Confidence intervals showing the impact of different price regimesitputuse

are depicted in Figure ®lost of the @neration fluatated betweer27,000 and 2800
MWH underthe initial price regimed and between abousD00 and 200 MWH
under 0 , approximately a, 200 MWH reduction attributable to the price decrease from
wind power Since thenodelhas been calibrated a naturbgas generatgthis
corresponds to roughly 10 to 14,400tCO2 emissions unded and 12900 tCO2 to
13,400 tCO2 underd . Results were evidently not sensitive to either specification of
» . This may be because not all possible generator calibsadi@nsensitive to changes in
volatility (as was the casmmetimes for the resuliom the basic modglbecause the
change in volatility was not large enough, or because a change in volatility has no effect

on outputover time

18 Because the generator was parameterized to include concave mewgtsathere are slight differences

in instantaneous output and emissions. However, relative changes in cumulative output and emissions in
this instance were found to be nearly identical, hence | omit an additional figure with 95% confidence
intervals forchanges in emissions.
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Confidence intervals for profit are included in Figur@&fit from the initial
priceregimetended to béetweer$450,000 and $500,00B80r thelower price regime
0 , profits are usually betwe&850,000 and $400,006oughly a 20% decrease in
profit from the decrease in price from wirkks with output, results were more sensitive
to switching from 0 to Oeethan to changing the value pf. But the range of profit
across scenarios is relatively consistent regardless of which price scenario was used,
indicating that these changes in power market conditions have very little effect on a 200

MW natural gas generator.
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The simulation results from the advanced model demonstrate the impact market
conditions can have on generation, emissions, and profitability of a conventional
generator. Admittedly, results indicate that price volatility has little, if any, noticeable
impact. However these results are likely sensitive to the specified parameters and
transitional probabilitiedn this particular case, a 200 MW natural gas generator does not

seem to be sensitive to a change in price volatility.

4. Conclusion
Costbenefit analyses of IRE estimate thisplacemenof generation from
conventional power plants by modeling powesteyn outcomes with ex post cost

minimization instea@f ex ante profitnaximization. Yet the intermittency of wind, solar,
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and tidal poweis expected to increase market volatility as their penetration levels
increasepotentially invalidating ex post castinimization as an appropriate modeling
technique because it does not adequately accouchémges iuncertaintyand risk
This papeoffers an analysis of how power market conditions, especially price volatility,
affect ex ante profimaximizing power producers, and therefore agsthe validity of
ex post cosiinimizationfor studying the benefits and costs of IRE

| construct bdt a basic and an advanced computational model to demonstrate the
relationship between price volatilitg, n d p r oadhping eatesand marginal costs.
With the optimal policy decisions from the basic model, | find that power producers with
high marginakosts are more sensitive to market volatility than those with lower marginal
costs. However, plants with higher ramping rates also tend to be more immune to any
adverse effects from volatility. Generally, an increase in volatility decreases plant
idlenessand this effect is especially noticeable in all types of fugst plantsWhile
simulation results suggest that market volatility will resultetatively more powefrom
high-cost generators, this effesbuld not bepresent in results derived using most
costminimization.

Traditional costminimizing analyse$ind thatIREswill displace a
disproportionate amount of power from natural gas because of its high marginal cost. Yet
ex post costninimizing techniques are somewhat problematiotérmittentsalso
increase price volatility in a power system, as simulation results from the basic
computational model indicate that an increase in price volatility has-enpantonic
effect on power producers depending on their ramping rates and marginaEgestso,

an application of the advanced computatidimals that changes in output, emissions, and
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generator profitabilityarenot sensitive to a realistic change in price volatility attributable
to an increase in IRE. Specifically, the advanced madsktalibrated to a 200MVgas
fredgenerator and changes in market conditions w
study on veffeatsdon gverage prices and price volatility in western zone
of theTexas interconnectioff.hrough various combiti@ans of alternating high and low
price and volatility regimes, the effeadteach change in market conditiams output,
emissiors, and profitabilitywereisolated and explored. In this setting, changes in
volatility had no discerible effect m any ofthe measured outcomes.
Results from this simulation appear to support continued use of ex pest cost
minimization because of the lack@insequencegsom a change in volatility. However,
it is difficult to say whether findings from this simulation can beeyalized to all cases.
Di Cosmo and Valeri (2014), for examptd thatan increase in wind power would
have a heterogeneous effecttba profitability ofvarious conventional generators,
specifically because of the intermittency of wind power andffext on market
conditions Other calibrations of the advanced computational model may therefore prove
to be sensitive to changes in pricgatility. Furthermorethe change in price volatility
for the advanced model ' spossibletbat tardeicltmmge was r a
in price volatility, orperhapsf price volatility werecharacterized beyond variance
simulations would yield different resulfBhe validity of ex post cosninimization to
model the impacts of IREs therefore remains waclough results from current efforts

do not refute it as an acceptable methodology.
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Why Do Distilleries Produce Multiple Ages of Whisky?

1. Introduction

Whisky!'® is one of just a fewapdsthatmatures and accrues value over time
Other o mmon examplemclude timber, which accrues value because trees gain biomass
with age, and wine, which accrues value because it can improve in quality even after it is
bottled. Whisky, and other aged spiiitsgeneral also has a muklperiod production
processbut he maturation processes, traits of the final goods, and even the general
business decisions of wine and timber producers are not perfectly relatable to whisky.
Whisky producers consistentbffer a product line in which the primary distinguishing
factor within their own brands is product age, which implies the existence of multiple
optimal maturabn ages for a single producer.

The existence of multiple optimal maturation afggsa single vintage is not
usuallyconsideredn the literature. In wine econouad, researchers explicitly assume a
unique optimal maturation age (Goodhue, LaFrance, and Simon, 2009), concede
consuming bottles from the same vintage at different years could be optimal in order to
track quality improvements in the overall batch (Jaet@89), or employ a model which
obfuscates the pr odu dntforestry acgnemias, e subjerteoh a nt |,
harvesting trees of heterogeneous ages has been analyzed (Salo and Tahvonen, 2003 and
2004; Uusivuori and Kuuluvainen, 2005), thoughehgphasis here is on the existence of

and convergence towards a steady state with an even distribution of age classes.

®Both “whisky and “whiskey” are acceptable spellin
spirit’s origin Because my analysis focuses on Sco
except in caskeyi?ni wshmohe“wphpropriate given the con
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Distilleries that sell multiple ages of whisky may be comparable to gdresral
instances of multiproduct firms. In this case, distélsroffer a line of goods that are
differentiable vertically (by age) and potentially horizontally (through other product
attributes). If consumers differentiate between brands, this would allow distilleries to
exert some market power and encourage theronstruct product lines so as to
maximize their market share and prevent other firms from entering the market. Multiple
maturation ages of whisky may therefore be evidence of imperfect competition and
limited brand substitutability.

The purpose of this par is to explore the production decisions of whisky
distilleries and determine what market conditions lead them to produce multiple ages of
whisky. Accordingly, | begin by constructing a theoretical model with a rpetltiod
maturation processnder the ssumption thadlistilleriesare pricetakers Results from
the model produce several testable conditions to determine the validity of the hypothesis
that firms have no market powetext, | exploit distillery ownership to analyze product
line composition ad determine how brand substitutability influences product variety at
the firm-level.

There are three contributions of this paper to the existing literature. First, it
addresses the issue of multiple maturation ages for goods that accrue value over time.
Furthermore, it demonstrates how product variety is affected by market concentration.
Generally, analyses of market concentratod product variethighlight instances in
which two firms merge and they reposition their respective products to avoid
cannibdizing profits between brands. Many Scottish distilleries are owned by parent

companies that own several more distilleries, allowing for further consideration of how
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product variety is affected as concentration intensifies. Lastly, the paper exploits the
characteristics of single malt Scotch to present a comprehensive and informative measure
of product variety. First, product variety can be measured as the total number of products
offered by one brand, as is often the case in the literature on produtt.varie
Additionally, products’ age statements are
producers’ decisions with respect to qual.

Results from the theoretical model are inconclusive as to whether distilleries ar
pricet akers. Al though the model potentially e
rates using prices and product ages without further knowledge of quantity or costs, the
subsequent discount rates seem implausible. While a rejection of the cdldigataint
rates suggesthat distilleries are not priegkers, it is possible that factors that the model
cannot account for bias results. However,
variety do suggest distilleries are able to exert sorakket power. Both product line
composition and product line size appear to be influencedbisgly related brand3 his
suggests that parent companies are aware of substitutaliihty theirbrands, and
structure their diastaavdidloféering eomparalgerpmductcand | i n e
thus cannibalizing profits between brands.

The remainder of the paper is organized as follows. First, | overview the
production process of single malt whisky and explain the significance of maturation.
Then, Ipresent a theoretical model and determine under what conditions st
producer would still produce multiple ages of whisky. The model leads to a series of
lower- and upperbounds for observed price ratios, and | am able to use these to estimate

fi r ms’ di srdevaluatidhe assutngtisrihat firms are pricgéakers Lastly, |
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analyze the distilleries’ product | ine com

distillery’”s product variety and assess br

2. Modeling Whisky Production
2.A. Overview

Throughout the paper, | will focus on single malt Scotch whisky, though the
analysis could easily be extended to other aged spirits, such as bourbon or rum. One of
the key differences between Scotch and otheskids is that Scotch whisky must be
made from malted barley, whereas others (such as bourbon) are mostly made from other
grains, such as <corn. Il will also refer to
though Scotch whisky cannot actually $old as such until it has been aged for at least
three years. In fact, the spirit must satisfy several conditions in order to legally be sold as
“ Sc ot ¢ h ihalddingsakmynimum maturation age of three years, a bottled strength
of no less than 40 pegnt alcohol by volume, and no additives are permitted (the sole
exception being caramel coloring E150a). | provide a general overview of the production
of single malt Scotch whisky here to further elucidate the process.

Single malt Scotch whisky is madeéth only two ingredients: water and barley.
The barley is malted during the initial phase of production by first steeping it in water,
then allowing it to dry and germinate. The seeds are next kilned, which halts the
germination process and prevents tl@pfrom using its stored sugars. Many distilleries
in Scotland toast thkemalt with peatfueledfurnaces during this phase. Peat, which is
decayed organic vegetable matter from bog plants, imparts the smokiness traditionally
associated with Scotch whigkOriginally, peat was the primary fuel source available for
most distilleries, though the advent of railroads provithednwith coke and coaland
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thus gave distilleriemuch greater control over how much peasused during the
kilning processConseg e nt | vy, many dadfilestaie howenlyilighty f | avor
peated.

Atfter kilning, the malt igroundandmixed with hot water, which completes the
conversion of the malt’'s st ar adsdtiagliqgugt o mal
and it feats on the sugars, converting them into alcohol and carbon dioxide over the next
several days. After fermentation, tiguid is ready for distillation. Scotch whisky is
distilled in a pot still to purify and concentrate the spRitt stills perform disitation in
batches, and distilleries must distill the spirit at least twice. Elsewhere, such as Ireland,
the spirit must be distilled three times.

After distill atmated wihe chpi si eagsdenai ahéw
whisky and typically arood 70 percent alcohol by volume. The rmake is filled into
oak casks and the maturation process finally begins. During maturation, the wood
mellows the whisky, imparts some of its flavor, and gives it its color. Generally, older
whiskies are smoother amabre complex than younger whiskies, as they have been in
close contact with the wood for more years. Cask sizes are typically between 180 and 500
liters, with smaller casks being able to enhance the maturation process because of the
greater surface area volume ratio. Because many oak casks are reused, their original
contents also add some character to the whisky. While almost all Scotch whisky is aged
in casks that previously held bourbon, distilleries sometimes uskezry, port, or rum

casks, whichmpart their own particular flavors.
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During storage, the whisky evaporates and the alcohol content typically declines,
though to what extent is determined by the climate and the type of waréhudisiskies
can be bottled at cask strength, which is tgjpycaround 55 percent alcohol by volume,
though most whiskies are diluted to 40 percent. Although whisky must be matured for at
|l east three years, distilleries are not re
the whisky s a@agethe habeinciuoded known as
Standard bottlings have an age statemamgingfrom 10 to 40 years, though both
younger and older whiskies are sometimes available. Unlike wine, whisky will not
improve with age once it has beesttted hence the maturation decision of whisky is at
the discretion of the producer, not the consumer

A distillery will typically produce a *
will consistently bottle and sell the same types of whiskies fraam tgeyear, though
these whiskies will each possess unique traits to differentiate themselves within the
range. The primary distinguishing factor is often age, though distilleries can employ
various techniques during the production process to create kavtha is tangibly
different in a way other than additional maturation. Examples include alternating the
intensity of peating the malt, maturing whisky in arsterry cask, or bottling at cask
strength. The ages i n a aidsecettainhdmbersyFors cor e
example, many distilleries produce a 10 or 12 year old [yo.] as their youngest whisky
with an age statement, though producing both of these ages (or an 11yo.) is very
uncommon. The next youngest whisky produced will typicallydievben 14 and 16

years old, if another is produced at all. Ages of additional bottlings tend to increase in

®The evaporation rate is collbguBabtiyakdowntabs“ahpp
percent per year.
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fixed increments, for example 3 or 5 years. Most distilleries produce three or fewer
whiskies, though some distilleries have a core range with thareten different

whiskies.

2.B. Optimal Maturation

Goodhue, LaFrance, and Simon (2009) use a model to analyze the production and
aging decisionsofaprofina xi mi zi ng winery when the firm
the market price of its good. | ussianilar model here, with several minor differences.
Goodhue, LaFrance, and Simon’s model accou
includes a convex cost function for the production of itaged wines. | instead
normalize the quantity of vaged whisky o 1, since | wish to exa
decision to mature portions of a batch to different ages irrespective of total quantity.
Unlike Goodhue, LaFrance, and Simon, | do include bottling costs, since | wish to
distinguish between the marginal reuerof a bottle and its net marginal revenue later in
the analysis. | also model time discretely
in whole increments.

Let cydenote the age of whisky, whee 18 ) and0 is the maximum
maturation agbeyond which whisky loses its value. | assume iha finite but
sufficiently large so as to not restrict the optimal solution. The quantity chmeve
produced in a year is normalized to 1, ands the portion of newnake to be aged fab
years lefore bottling. Whisky steadily evaporates during its time in storage, so let the
evaporation rate of whisky be Then ifw was initially distilled, onlyw p - isleft

after maturation.
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Production costs are incurred during th
Distillation costs are> .2* Given a discount factor df and marginal cosb, the present
value of total storage costsBs B 1 @ . Note that storagcosts are a function of
the initial amount of casked whisky and do not decrease even though a percentage of the
whisky evaporates. Marginal storage costs are also constant, which is consistent with the
modeling assumptions of Krasker (1979), Jaeger (128t Goodhue, LaFrance, and
Simon (2009) with respect to wine storage. After sufficient maturation, whisky is taken
out of its casks and bottled. Marginal bottling costsiarend the present value of total
bottling costs i8 | ®w p -

After the whisky has been matured €oyears, it can be sold at the prige
While price wild.@ naturally reflect consume
increases with age, it is not necessary to assume any further relationshipmh@ioee
and age? In this case, the present value of total revenlk is| 1 @ p -
Combining revenue with cumulative costs, t

of newrmake is

I AOp - W 1 0w 1 ww p - h

subject to

21 Because the analysis focuses on the decision to mature portions of theakevo different ages, the

assumed form of distillation costs turns out to be unimportant. In fact, if the quantity -ohakevwere not

normalized to 1, and distillation costsmeénstead modeled as a convex function, one could still derive the

same results from the model discussed later in this section.

22|f consumers are heterogeneous with respect to utility of quality, prices may naturally be discontinuous

with respect to qudy (age). Many countries also regulate the minimum number of years the spirit must

aged before it can.| ¢égalthptbeasel,ddasti wWhieskys are
spirit, though without t heberresiderablydifierestk y” the produc
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p wh

w Tt & TB8
To find the profitmaximizing combination of maturation ages, | next obtain the
Lagrangiarfil B 1 R p - w B B 1 o B 1 ow p
- _p B ® andthe corresponding first order conditions

it 1/ o nh

it 1/ p - TO 1Op - _ mQ pBMHA

ol flito 1 Q B Mh

=

| next use these basic first order conditionddtermine when distillery would

find it profit-maximizing to produce multiple ages of whisky. ké&tbe the optimal
amount of whisky to be matured f@ears before being bottled and sold, and assume
o 1 °Q T Without loss of generality, 162 "Q where®Qidentifies a second, older
age that the distiller also produces, Tt | begin with the first order conditions for

¢ mandw mand identify lower and uppedbounds that the price fat] 7f) must

adhere to if production with multiple maturation ages is profikimizing.
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PROPOSITION 1) Its ma 1'Q Qthen

PROOF: By setting the first order conditions equal to each other iamdaging

redundant terms

Tnp - Twp - 1T QP - TR 7 Op - 8

Sinceg T, it must be the casethat ¢ @ Tt This means that
I p - @ 7 p - N w38

The above expression can therrdarranged to find the lower limit on the price ratio.

If a distillery produces multiple agabenthe ratioof net marginal revenues is
greater than the ratio of discount and evaporation factors. This result is driven by the
additional storage costs mced from aging the whisky longer, and the fact that
discounting and evaporation losses tend to make marginal profits from younger whiskies
more attractive. In order for the older age to be desirable to a distiller when a younger age
is also profitable,ie ratio between prices net of bottling costs must exceed this lower
bound. Furthermorep - p and| p,hencé p - 1 p - .This
impliesthatfotr p - n ® 1 p - 1 & ,itmustthen be the case
thaty . Although one maype tempted to naturally impose the conditipn E
f , this may not necessarily be true for all ages, even though price should generally

increase with quality, and quality is strongly correlated with age. No distillery produces
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every age of whisky, so ¢hvalidity of this assumption cannot easily be checked.
However, Proposition 1 strongly indicates that older whiskies that are produced should

always be more expensive.

PROPOSITION2) Its ma 1 Q Qthen

n
h B 1 1 p -

PROOF: Take the first order conditions €drandds and solve fo

B(]‘]r]p-‘loop-=

BecauséQ Q] @ p - B 1 ®@p - jB 1 ad_jB

_j B 1 ,taking out these terms leaves only

The above expression can then be rearranged to find the upper limit on the price ratio.

Even though Proposition 1 establishes tidér whiskies must fetch a higher
price, Proposition 2 identifies their uppaound. If the price ratio were to violate this
upperbound, thes  Ttwould not be optimal, as the producer could earn greater
profits by shifting production to the older i8ky. Note thatif  p, the distiller does

not discount future values and the ratio simplifie¥@p - , which is the ratio of

89



ages weighted by the evaporation losses that occur betweeryxedr® With
discounting, the price ratio is theimabetween the present value of marginal storage
costs weighted by both evaporation losses and time preferences betweéfaydi®s

Propositions 1 and 2 have several important applications. If the evaporation rate,
bottling costs, and the discountfar are known, the limits in Propositions 1 and 2 can be
calculated exactly, and the observed price ratios should fall between thedoder
upperbounds. Al ternatively, i f the evaporatic
factors are not, Propdiin 2 can be used to estimate the maximum discount factor (or
minimum discount rate) possible, such that observed price ratios still adhere to the upper
bound. Proposition 1 does require knowledg
but if they ae assumed to be negligiblé ( ), then Proposition 1 can be used to
calculate distilleries’ mini mum di scount f
observed price ratios adhere to the lolweund?? If distilleries are noprice-takers then
marke power unaccounted for in the model cCou
factors (or discount rate) to unreasonable levels. Propositions 1 and 2 therefore allow me
to explore the possibility that distilleri@se not priceakers using only aderved prices

and the evaporation rate

3. Analyzing Whisky Prices
It is known that whisky aged in Scotland incurs annual evaporation losses of 2
percent; 13t¢ during the aging process. However

readily known, so constructing the bounds as described by Propositions 1 and 2 and

ZForg T, the estimated minimum discount factor (maximum discount rate) would be even lower
(higher).

90



directly testing observed price ratios is not a viable option. Instead, | opt to use observed
retai prices to estimate distilleries’™ discol
whisky prices to construct price ratios, then solve for the discount,rateerg
pi p 1 ,forwhich the price ratio would exactly equal the lovwaard uppetbourds.
Because the price ratio must be strictly greater than the-losward and less than the
upperbound, the calculated discount rates identify the range of possible discount rates
for which the decision to produce multiple ages could be praditimizingwithout
market power

Although there are approximately one hundred distilleries in Scotland, | employ
some selective criteria that preclude many of them from the analysis. First, | am only
interested in distilleries that have been active for at leagtasietwenty years. | ignore
younger distilleries because their stocks may not yet be mature enough to sell older
whiskies, or young distilleries may produce multiple ages to explore the profitability of
various ages, or they may even sell a portion of ilenature stock to raise revenue
during their initial years of operation. Similarly, distilleries that were previously
mothballed and only recently resumed production may not have the ages and quantities
on hand that they would prefer. | also only considewh i s ki es i n a distil
and for which age is the primary distinguishing factor across products. That is, limited
and special editions, travel retail products, and special whiskies (e.g., those bottled at
cask strength) are omitted from thuealysis. | must also exclude distilleries which
produce fewer than two ages of whisky.

Without access to producend prices, | must rely on retail data for the analysis.

This somewhat influences my interpretation of observed price ratios, as coresuiner
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prices will include markups not paid to producers, and hence should not influence the
distillery’s decision to produce multiple
occur at a fixed rate, this has no impact on the analysig lbet the réail price of a
bottle of whisky agedYears and) be the price paid to the producer. Det

p U N, wherel represents a price markup such as the Value Added Tax. The
observed priceratio8j0 p 0ORj p 0OR njn,whichis unbiased. On
the other hand, retail prices may include a constant markup, which does bias the price
ratio. Letd 1) i, wheref is a fixed price markup such as shipping costs. Then the
observed price ratio 15 j 0 n ijn i N j n . Consequently, price ratios
constructed from retail data may be downwhiaksed, which means that any calculated
minimum discount rate from 0 j 0 will also be downwarbiased.

Data were collected from Master of Malt, one of the largest onliadeet of

single malt whisky in the world. | chose this retailer for several reasons. First, because it
is one of the largest retailers, it is expected that differences between their prices and
producerend prices will be small. Their available stock ofisides is also extensive,
which is a relative strength compared to many other online inventories because price
ratios require at least two observations per distillery, and many other retailers either do
not carry a particular brand, or do not have enouliskies from a particular distillery
available. Because Master of Malt is based in the UK, shipping charges between
producers and the retailer are expected to be low, and their prices will not include
additional charges from importation, a distinct advgataver using price data from a
US-based retailer. Prices do include the Value Added Tax, though as previously

discussed, this has no significant impact on price ratios. The final dataset includes
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whiskies from twentyfour Scottish distilleries. On averaggeach distillery has about

threeobservationsTable 1 includes further summary statistics on the data.

Table 1.Summary Statistids Retail Prices

Obs. Mean Median Std. Dev. Min. Max
P(ge 72 91.24 4626 14459  23.9 895
Age 72 17.46 15.5 7.12 10 40
(years)

After constructing the price ratios, I
rate,i , using Proposition 2, and maximum discount rateising Proposition 1 and
assumingd Tt Because many distilleries have observations for more than just two
whiskies, most distilleries have more than one estimatedli . For example, a
distillery with four observations would have six different price ratios and as many as six
different esmates fori andi. But because Propositions 1 a
minimum and maximum discount rate, results can be simplified by finding the minimum
and maximum values of all calculateéndi” s f or each distellery,
minimum and maximum discount rates that satisfy Propositions 1 and 2 for all observed
price ratios. For instances whemvas lessthan, t he di still ery’s mini

bottling cost® , was calculated such thiat T, as higher values @ lead to higher
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estimates for. Table 2 summarizes the results for the twdaty distilleriesbased on

the datg*?°

Table 2.Estimated Discount Rates

~
g

Distillery Ages i T W
(Brand) (Ages@Q (§o.4v) (X
Aberlour 10, 12, 16, 0.087 0.056 7.38
18 (18/16) (12/10) (12/10)
Arran 10, 14 -0.130 0.034 0
(14/10) (14/10)
Auchentoshan 12, 18 0.052 0.101 0
(18/12) (18/12)
Balvenie 12,14, 17, 0.125 0.033 47.74
21 (17/14) (22/17) (21/17)
Bowmore 12, 15, 18 0.150 0.105 13.60
(15/12) (18/15) (18/15)
Bunnahabhain 12, 18, 25 0.164 0.071 19.49
(25/18) (18/12) (18/12)
Caol lla 12, 25 0.074 0.105 0
(25/12) (25/12)
Dalmore 12, 15, 18 0.185 0.079 19.37
(18/15) (15/12) (15/12)
Dufftown 12,18 -0.011 0.064 0
(Singleton (18/12) (18/12)
Fettercairn 24, 30,40 0.119 0.049 75.61
(40/30) (30/24) (30/24)
Glen Moray 10, 12 -0.025 0.082 0
(12/10) (12/10)
Glenfarclas 10, 15, 21, 0.062 0.044 21.90
25, 30, 40 (25/21) (30/25) (30/25)
Glenfiddich 12, 15, 18, 0.183 0.051 20.37
21 (21/18) (15/12) (18/15)
Glengoyne 10, 12, 18 0.036 0.091 0

24The relationship between the distillery and its brand(s) is not always straightforward. Springbank
distillery, for exampe, has three separate brands that are differentiated, among other things, based on the
number of times the spirit is distilled. The Singleton brand, on the other hand, includes whiskies from three
different distilleries, though only whiskies from the Doffin distillery are included here.

25 Some distilleries bottle their whiskies at slightly different strengths across ages. | also constructed a
dataset which adjusted for alcohol content, though these results were not substantially different.
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Glenlivet
25

Highland Park 12, 18, 40

Jura 10, 16

Laphroaig 10, 18

Macallan 18, 25

(Sherry ling

Pulteney 12,17, 21,

(Old Pulteney 30

Springbank 10, 15, 18

(Springbank

Tobermory 10, 15

(Tobermory

Tomatin 12, 15, 18,
30

Tomintoul 10, 14, 21

12, 15, 21,

(18/12)
0.159
(21/15)
0.102
(40/18)
-0.022
(16/10)
0.008
(18/10)
0.212
(25/18)
0.114
(17/12)
0.102
(18/15)
0.053
(15/10)
0.037
(15/12)
-0.061
(14/10)

(18/12)
0.080
(15/12)
0.099
(18/12)
0.070
(16/10)
0.081
(18/10)
0.216
(25/18)
0.091
(21/17)
0.043
(15/10)
0.116
(15/10)
0.049
(18/15)
0.031
(21/14)

12.23
(15/12)
0.84
(18/12)
0

10.25
(21/17)
18.43
(15/10)
0

Table 2 identifies four distilleries with a minimum discount rate that is negative.

This does not actually mean that these distilleries have irrational time preferences, merely

that | cannot rule out the possibility that their discount rate is exceptidaadlor even

zero. According to the data, eleven of the sampled distilleries must also have a discount

rate of at least 0.1, or else their decision to produce some of their younger whiskies could

not be described as profitaximizing.lt is surprising thiathe estimated minimum

discount rate is so high for many distilleries. There are several possible explanations that

may account for such high minimum discount rates. It may be the case that the older,

more expensive whiskies are somehow biasing estimpteards. But all products
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bottlings. Furthermore, the dataset includes five distilleries with at least one 30+
yo.whisky, yet two of these still have an estimatgdimum discount rate less than 0.1.
I n fact, only one distillery’”s minimum di s
included at least one 30+ yo. whisky. The inclusion of exceptionally old whiskies is
therefore not the source of upwasis ini .

Anot her possibility is t hatpricadtaaitract i | | er
consumers to the brand. This would lead to abnormally high estimaiefofqorices
ratios that included the youngest age in the line, yet this is decidedlyenzagh. High
minimum discount rates for most distilleries are concentrated among prices ratios
between whiskies in the middle of the range. Of the seven of the distilleries that have at
least four expressions represented in the analysis, five of thena hagyle minimum
discount rate because of a price ratio between two whiskies in the middle of the
distillery’”s age range. Thigtheecfore unclear, el at i on
though it seems that neither very cheap young whiskies nor expensivhiskies are
the dominant factor.

The maximum discount ratds, as calculated according to Proposition 1 and
assumingo T, show about as much variability iasBut an inconsistency often
appears for many distil | er atessasdatmiframitrmaum and
price ratios frequently report i . Naturally,T was calculated assuming T, and
higher marginal bottling costs could adjust the calculated maximum discount rate such
thati 1. Yet for most distilleries with an initial valsefl i, the necessary
minimum bottling cost appesunrealistically high. Of the twelve distilleries that require

@ Tinorderfori T to hold, ten distilleries would need to have a minimum
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marginal bottling cost of at least £10. In the case dfdBae, whose minimum bottling
cost is £47.74¢ would then exceed the price of their youngest whisky in the dataset,
indicating that it would never be profitable to bottle their youngest expression, a clear
contradiction in the assumption that all fgrare profdimaximizing.

While the original model finds that a firm can produce multiple ages as & profit
maximizing solution, the results from observed price raifoghisky do not support this.
It is worth noting that these conditions were derivediiassg the distillery has perfect
foresight with respect to pricethatcosts are stable throughout tinaed that there is no
difference in marginal costs between adé@sisker (1979), Jaeger (1981), and
Ashenfelter (2008) demonstrate how uncertainty with respect to future vintage quality
can influence wine prices over time. But because whisky is produced in a more controlled
environment, it is much less sensitive taatteer patterns, hence quality uncertainty is not
a significant issue with respect to aging whisky. On the other hand, both demand and
input prices can fluctuate, and Jaeger (1981) and Wohlgenant (1982) found evidence
suggesting that such uncertainty c&ewise influence the production and maturation
decisions of a winery. For whisky, the price of barley has the greatest potential to
fluctuate unpredictably from year to year, though this element of uncertainty would not
affect the di snatirda batehpf'namalek & anultiple ages atcording
to the model. It may then be the case that producers offer a diverse product line to hedge
against demand uncertainty (Carlton and Dana, 2008; Chen, Yeh, and Hu L 281l}).
if marginal costs, espeadly marginal storage costs, are not constant across years, then

calculated discount rates would be biased.
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An alternative explanation fimiased calculated discount ratesimultiple
maturation ages in this particular market is the possibility of impiecfampetition.
There are approximatetyne hundredlistilleries in Scotland, the largest of which
accounts for less than four percent of total industry capa@tgviouslyimposed the
assumption thalistilleries were pricgakers andhatry wasthusfixed. Insteadif the
price the distillery faces for a whisky agégears is) @ , wherer] @ is a function
decreasing inv and at least once differentiabtbenmultiple maturation ages can still
beoptmal@ mw mn Q Q, provided that the price ratios adhere to the

lower- and uppeibounds

no o p
no @ p -
p \  \Z NZ
————— 1N W W p -
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Propositions 1 and 2 were useful because they only required the evaporation rate
and observed prices, but estimatingndi using the new uppédsound requires
knowledge ofiy and the marginal change in price, or the elasticities of price fonpoth

andr) . To my knowledge, no such estimations have been done to date, necessitating the
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omission of the second term in the original estimatiblosvever, the second term in both

expressions has the potential to bias estimatesaafli if it is omitted. For example, if
T Wwp - B 1 @ wp - jB 1 ,thesecondterm will be
positive and estimates bfthat are not calculated with the second term will be upward

biased. Consequently, a distillery’”s marke

estimated discount rates.

4. Market Power and Product Differentiation
The preceding section demonstrétest the market for single malt Scotch whisky
is likely not perfectly competitive and that distilleries are not ptaders. While this may
not be surprising for some of the biggest brands (e.g., Glenfiddich and Glenlivet), results
from Table 2 indicateniat even many less&nown brands from small distilleries are able
to exert some market power. Market power and product line size may be further affected

by the degree of substitutability between brands: because of regional differences in inputs

(.e,thedi sti ll ery’”s source of water), as well
distilleries and regions, one distillery’s
than another’s 12yo. single malt Scotch. A

expressions of whisky to capture a greater share of the market, with particular products
targeting different segments that the distillery is vgeited to serve. However, it remains
unclear which product attributes other than age are important to consunhéng@fiore
brand differentiation.
I n the field of industrial organi zation

product variety, with analyses that include identifying where in a particularsgtate
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firms strategically locate their productsrelation to one another. The general profile of a
distillery’'s whisky is often cl a¥adfied wi
distilleries have further opportunities to distinguish products within their brand using
various cask finishes, béttg their whisky at different cask strengths, etc. Hence,

precisely defining a suitable stegpace to describe Scotch whisky characteristics is
impractical in theory, and infeasible in practice, even if only a subset of these flavors
determines market gmentation. However, distilleries in Scotland are categorized based
on which region they are located in. While regional classification does not necessarily
bind the distillery to particular production practices, certain trends do emerge. For
example, distieries from Islay produce some of the smokiest whiskies, whereas those
produced in the Speyside region are sweeter and considerably less smoky. Almost half of
all Scottish distilleries are located within the Speyside region, with another quarter of
distilleries in the Highland region. The remaining regions each have eight or fewer

distilleries. Regions are illustrat@a Figure 1.

26 For example, researchers in the Department of Mathematics & Statistics at the University of Strathclyde
profile distilleries’ whiskies based on the foll owi
tobacco, honey, spicy, winey, nutty, maltyity, and floral. Further information and the data are available

at https://www.mathstat.strath.ac.uk/outreach/nessie/nessie_whiskyllastlaccessed 1/20/2015).
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Figure 1. Scotch Producing Regions

There are several possible scenarios for brand substitutability that would each
uniquely affect how distilleries determine their product lines in order to maximize profits.
First, consumers may not care about the various attributes that distinguistgtée sin
malts amongst themselves and treabedhdsas interchangeahl@hat is, even if there
are differences between brands, consumers regard a whisky from one distillery as if it is
identical to a whisky with the same age from another distillery. Irstt@aario, anCnoc
12yo. (a Speyside), Bowmore 12yo. (an Islay), and Highland Park 12yo. (an Island) are
all considered perfect substitutes, as consumers assume they are homogenous for their
purposes. Or consumers may give more weight to some flavor chesteage¢han others.
Then most consumevgould regard Aberlour 12yo. and Balvenie 12yo. (both Speysides)
as better substitutes for anCnoc 12yo. than either Bowmore 12yo. or Highland Park 12yo.

Lastly, consumers may have considerably stark preferencebwitands’ f |l avor
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characteristics, and view each brand of single malt Scotch as a unique product. In effect,
brands are not substitutes for another, and each producer operates as a monopoly.

In the aforementioned scenarios, it is assumed the firms areafarec on s u mer s’
preferences and selection criteria, and have chosen the composition of their product lines
accordingly. A distillery’”s product variet
or location, with respect to other brands. Inthiscortte, a f i rm’ s “product
be impacted either through the total number of products offered, the product positioning
in regards to important attributes, or both. For example, Alexander (1997) and Watson
(2009) find that when new firms enter a parkis segment of the market where other
firms are already competitive, the total number of products offered by each firm
decreases. But this is not necessarily an indication that cumulative product variety
amongst all brands decreased. Mazzeo (2002), $tance, demonstrates that product
positioning and quality levels are both important criteria, and that if firms enter a
particular market segment they may offer a product at a different quality level so as to
distinguish themselves from potential compesito

Product positioning in response to brand substitutability would be further
reflected in instances when a single firm owns multiple distilleries. Decades of growth in
the industry have led to instances of firms establishing new distilleries adjacent to
distlleries they already own, as well as firms buying distilleries from one another to
create a portfolio of distilleries. This creates a scenario in which distilleries are owned by
parent companies, and many di stkiesrhaghei es ha
close substitutes. By the end of 2013, only sixteen of the nime¢ydistilleriesnvere

owned by a company with no other distilleries; the westeowned by a parent company
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that owredat least two distilleries. For example, Diageenedtwerty-eight distilleries,
and these distilleries may have selected their product lines so as to avoid competing
against other Diageowned Scotch brands.

Some attention has been given to the effect of mergers on the market for blended
Scotch whiskiesSpecifcally, Ashenfelter and Hoskeg2010)study the merger between
Guinness and @nd Metropolitan to form Diageo, arftkely find thait led to a significant
price increase fdorands such J&B, Johnny Walker, and Ssloye Howeverthe effect of
mergers orsingle malt Scotches remains unstudied. Generally, it is understood that
mergers tend to increase product variety in the overall market. Merging firms have
sudden incentive to reposition their products farther away from each other to better
differentiate theibrands so as to avoid cannibalizing profits while also capturing a
greater market share for the parent firm (Berry and Waldfogel,; Ze8&idhi et al., 2008,
DraganskaMazzeo, and Sein2009; Sweeting, 2010). Unfortunately, the general
methodologies ofhiese analyses rely heavily on data such as costs, product prices, and a
straightforward way to calculate distances between firms (in instances when firms literal
location is of interest) and/or distances between goods (in terms of quality levels and
otherquantifiable characteristics).

In the case of single malt Scotch whisky, the question of producing multiple ages
of a vintage good appears to be a question of market power and substitutability between
brands. In order to gauge substitutability, analyzingsdt i | | er i es’ product
light of sister distilleries is therefore key. Because of a lack of cost data and a superfluous
number of flavor characteristics, the nece

regional classifications as agxy for a measurement to characterize differences in
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brands’ flavor profiles, and determine how
products offered by distilleries as compared to those without sister distilleries.

Specifically, | estimate the pbability that distilleries offer particular expressions

(Subsection 4.A.as well as the overall number of whiskies they ofrbsection 4.B,)

while alsoaccounting for the presence of sister distilleries and potential substitutability

products

4.A. Brand Substitutability and Product Positioning

In order to measure product positioning, whiskies are classified according to the
single malt Scotch categories from the San Francisco World Spirits Compgtition.
Categories include: whiskies 12 years gounger, whiskies between 13 and 19 years,
whiskies 20 years and older, and whiskies with no age statement [NAS]. A more robust
measure of product positioning would perhaps account for all yearly increments in age, as
well as basic attributes such asodlol content and cadinishes, but discretizing a
continuum quality levels to better facilitate analysis is common in practice (e.g., Mazzeo,
2002).

A linear probability model is used to determine what factors influence a
di still ery’ stlehst ane exprassion of whiskyfinfagiven age category.

The general setup is as follows. The probability that distill@ffers age class is

2”Thi s international competition’s categories were se
premiere spirits competitions in the world, so its chosen categories are recognized by the industry and are

not arbitrary. Other competitions and industrperts merely suggest categories for Scotch that

differentiate products based on prices, classify single malts into two groups depending on whether a bottle

has an age statement or not, or offer no categorization scheme at all. The categories frorhArdrecisan

World Spirits Competition present a logical breakdown between single malts based on ages.
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determined by the distillery’s capacity, w
whether a sisteriskillery offers a whisky in the same category:
W6 | 160OROOQRINHQDI RYQI 6 Qi
In the equation abové, is equal to one if distillerifhas at least one product of category
typed and is equal to zero ahwise.d GR ODOO d he distill ery’s cap
millions of liters of pure alcohol per yeaK,n Q w iis@@Ehmy variable equal to one if
the distillery is located in the Speyside region, afii & e number of sister
distilleriest hat of fers a whisky in the same age ¢
capacity will have a nonnegative effect on the probability of offering a particular age
¢ 0), since greater capacity corresponds with the ability to produpe ootput
annually. If the distillery is located within Speyside, this may decrease the probability
that it produces a particular age ( 1), since Speyside is the most populous region for
distilleries and this segment of the market may therefore be roomeetitive. Lastly, if a
parent company owns multiple distilleries, it may be less inclined to have its brands
competing against each other and cannibalizing its profits. In this case, a distiléesy
likely to offer age category if a sister distilery already poduces that ag€ ).

One extension is to see if all sister d
positioning equally. Because of regional style differences, distilleries may be serving
differentparts of the overall market, and indiual brands might not be close substitutes
if they are located in different regions. Accordingly, a second specification splits
the"Y'Qi wakiable into two variableSY Qi 0 Qi ¥@™NQIE & 'Q whieee &

YQi 0 Qi saXidber of sister distilleriéts the same region that offers at whisky
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in age category, and"Y'Qi 0 Qis theénamber of sister distilleriéis a different region
offering categoryo. The linear probability model then becomes
(26 | 160O[OQAEER QNI PO 6 Q1 YQIWEE 0 Q1 b ¢

As with the first specification, it is expected that if a sister distillery offers cat@gory
distillery "(Gs less likely to do so in order to avoid compeng agai nst iits par
brands’( @ phg). However, if consumers do not perceive all whiskies as
homogenous, then sister distilleries in the same region are likely to have a stronger effect
than those distilleries in a different region ( 1 ).

A linear probability model is useful for this estimation because of the obvious
endogenous relationship between distillébfferingd when accounting for the products
of sister distilleryQsince distilleryQvould be consideredsister distillery for
observatioriQAccordingly, the initial specification is executed as a-stage least
squares model, with total sister capacity and both the total numbers of sister distilleries
located in Speyside and elsewhere as instrumentsdaister distillery variables. For the
second specification, which distinguishes between sister distill®riegion,
instruments include total sister capacity in the same region, total sister capacity in other
regions, and the total number of sistestitleries located in Speyside and elsewhere.

Data on distilleries’ product | ines, <ca
Whisky Yearbook 2013, an annual publication containing indusigvant information
and statistics. Product lineswere alssssc hecked wi th brands’ o wn

to ensure accuracy. Summary statistics are presented in Table 3.
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Table 3.Summary Statistidgs Product Positioning

Count Mean Min. Max.
Dependent Variables
0 pg 99 0.566 0 1
po 0 pu 93* 0.441 0 1
0O ¢m 93* 0.430 0 1
00" 99 0.596 0 1
Exogenous Variables
6dnoda 99 3.224 0.02 12.5
YH QWi 99 0.485 0 1
Endogenous Variables
YQi 0 Qi
0 pg 99 4.677 0 13
po 0 pu 93* 3.806 0 10
0 ¢m 93* 2.656 0 7
00" 99 4.152 0 12
YQi 0°Qi Y€
0 pg 99 1.758 0 6
poc O pu o3* 1.280 0 4
0 ¢m 93* 0.968 0 4
00" 99 1.232 0 5
YQi 0Qi 0 ¢
0 pC 99 2.919 0 12
po 0 pu 93* 2.527 0 10
0 ¢nm 93* 1.688 0 7
00" 99 2.919 0 11

*Six distilleries are omitted because they were founded less than 13 years a¢
The data show that product ages are-isiributed among distilleries. A
randomly selected distillery has roughly a fifty percent chance of producing any of the
four age categories, with slightly higher probabilities for both the youngest and No Age
Stakement categories and slightly lower probabilities for all ages above 12 years. At the
same time, roughly eighty percent of all distilleries have at least one sister distillery that
offers a product in the same age category. Even accounting for regidadrdies

between sister distilleries, more than half of all distilleries are paired with at least two
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sister distilleries (onaside its region and one outs)dbat produces the relevant age
category.

Empirical results are presented in Tabk Bor theyoungest age category,

p¢ neither the distillery’”s capacity nor
distillery’”s decision to offer this type
from zero, and theytendtobesmals$ier di st il |l eri es’ product

impact, though. If the distillery has a sister distillery which offers a whisky 12 gear
younger, it is less likely to offer it as well. Furthermore, when sister distilleries are
differentiated accordintp their regional locatiorresults suggeshat a sister distillery in
the same region has the largapact, as the coefficient fo¥ Qi 0 Qi ¢ Qe ¢
and statistically different from zero, whereas the coefficientfd@i 0 ‘Qis smalker in
absolute size and not statistically significant. This indicates that parent firms are aware
that offering similar products from sister distilleries will cannibalize their own profits, but
regionally different whiskies do not appear to beselsubstitutes based on product
variety decisions, hence they are not of concern to the parent firm.

For the midage category, distillery size has a positive effect on the probability
that a distillery will produce a whisky between 13 and 19 years ofTageaverage
marginal effect for an additional one miltiaunits of capacity is betweer3& and6.8%,
depending on the specification for modeling sister distillery product positioning.
Regional styles also appear to matter in this instance, as Speysitiridsare

considerably less likely to offer this category, by as much &/@3-urthermore, sister

28 Results from an alternative specificatianre presented in the Appendix. In those estimations, the

C

~

variabl es for si st er redeplacedwithsinple darsmy vauiablesdbummy of f er i ng

variables are equal to one so long as the distillery has at least one sister distillery that offers a whisky in age

categonyo.
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distilleries do not appear to influence product positioning with respect to this particular
age group, asnly oneof the coefficients for sister didBriesis statistically significant

and only at the 10% leveThis is somewhat surprising, as the opposite results were

found for the younger category, but signals that the relationship between sister distilleries
IS not necessarily constant across gé aategories.

For the oldest age categoy, ¢ Tdistillery sizedoes not seem to have an
effect The initial specificatiomloes find that Speyside distilleriage generally less likely
to produce older whiskiess are those with sister distillerssling a product of
comparable ageBut after controlling foregional classifications dfister distilleries,
these effects losetheir statisticabignificance As with other specifications, no significant
relationship between sister distilleries in atheggions is apparent.

Whiskies without an age statement represent a fourth class of whisky that are
harder to differentiate because their attributes are not as clearly communicated as those
with an age statement, but almost certainly represent a mem@geheous mix of
whiskies because of the various production techniques distillers use to sell their product
in lieu of an age statement. Even the NAS category appears to be sensitive to sister
distilleries’ product | iaseofwhiskieol gearsand e x ac
younger.The effect appears to be concentrated on sister distilleries in the same region,
and here is no apparent effect from sister distilleries in other rediomgneral,

Speyside distilleries are much less k& prodice NAS whiskies.

Across age categories, capacity only seenhave a significant effect on matje

whiskies. For other age categories, | cannot reject the null hypdthesrs that small

distilleries are just as likely as large distilleries to produasiaky of the given age
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categoryHowever the qualities of Speyside whiskies and sheer number of distilleries in
that region do appear to be factorsha NASage categorgnd both categories for
whiskies at least 13 years old general, the signs abefficients for sister distilleries
product variety confirmed expectations: 1 When a parent company owns multiple
distilleries, and one of those distillerie
other distilleries are less likely to praziua whisky in the same category. This supports
the hypothesis that merging comparhase incentive toeposition their products so as to
avoid competition amongst themselves. Furthermore, because , it appears that
parent companies are aware of sibstitutability of their different brands, and that some
brands are better substitutes for others as measured by their regional styles. If these
distilleries were independently owned and had no sister distilleries, it seems many of

them would be more Iy to offer a greater varietyf whiskies
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4.B. Product Line Size
Il n addition to measur i ndgtermining Wwhatltybes ofi e s’
whisky each produces, product variety can also be a measure ofaheumber of
products offered (Alexander, 1997; Berry and Waldfogel, 2001; Watson 2009). In the
context of single malt Scotch, the interac
product line size is expected to produce several effects. First, segohéme market with
a higher concentration distilleries(e.g., Speyside) are likely more competitive than
areas with only a few distilleries, so product isbould be smalldior these distilleries
than those in areas where distilleries have fewatgsi(Watson, 2009Additionally, for
instances in which multiple companies are owned by a parentcimmpaniesave
incentive toposition their products to increase the distance between them, thereby
decreasing competition between their brands but in a manner that sometimes affords them
the opportunity to consolidate product line size while also discouraging entry of other
firms (Alexaner, 1997; Berry and Waldfogel, 2000hus,it is expected that the effect of
a sister distillery'ssitiveroduct | ine size wi
The distribution of product line sizes by distillery is summarized in Figure 2. The
mean number of products dem is about 5.6, with a median of 3 and the full range
between 0 and 25 for all distilleries. Distilleries that do not offer any products are not
inactive. Rather, they represent a number of distilleries whose single malts go solely

towards blended whiges?° In theory, nothing prevents distilleries from putting all of

their whisky towards single malt Scotch bottlings. But in practice, developing single malt

29 Most distilleries use some of their total stock towards blends, or selkthgie malt stock to third
parties who blend it with whiskies from other distilleries.
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brands may be prieprohibitive, and their products may have to compete in segments of
the markethat are wellsaturated with other competitors who could serve as close
substitutes. Almost all of the distilleries that offer no single malt Scotch are located in the

Highland and Speyside regions, the two most populated regions.

Density

0 5 o 15 20 25
Whiskies

Figure 2. Number ofExpressions peDistillery

A negative binomi al mod e | i's used to
the discrete nature of the data and the apparent overdispersion that would invalidate a
Poisson model. As in section 4,Ahe model takes twimrms to account for regional
variability in the effects of sister distilleries. The basic negative binomial model has the
conditional mean
B)' AP 160N OORYHPQROI NI 6 Qi 6 ON OOQO &
and conditional variance

@ —.
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Similar to the estimations in section 4.A., it is expected that capacity will have a positive
effect on distilIl em,lyetasse largeo distilleries ateiabledo s i z e (
produce more output, but distilleries may produce atgrevariety of expressions to
avoid oversaturating particular market segments. Distilleries in the Speyside region are
likewise expected to have smaller product line sizes (1) because there are so many
active distilleries in this region producing coangble products. Ideally, the estimation
would also include the number of products offered by sister distilleries, similar to the
specification in 4.A., however dealing with endogenous variables in a count model is
decidedly more difficult than instrumeng in the cas of a linear probability model.
Accordingly, total sister distillery capac
product line size. Because capacity should increase product lire sizeuld have the
same sign as the unbiased ¢ioefnt for sister distillery product line siZe ( ),
however its size and the corresponding average marginal effects obviously cannot be
interpreted literally. Even sd,capacity is endogenouss,should demonstrate the general
effect (if present) oproduct line sizes from sister distilleries.
A second specification distinguishes between sister distilleries located in the same
region and those located elsewhere:
5)" AGD 160N OOQRYHPQ®I RO 6 Q1 6 &n'YQQQE
1 YQi 0 Qi 0@nNULEE
and using the same conditional variance as in Eq. (4). The same hypotheses apply with
respect to capacity and regional differentes (1,7 ). Generally, it is expected that
the product line sizes of sister distillexim the same region will have a larger effect than

the effect of sister distilleries in other regions. lalisolikely that regional differences
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determining the substitutability of brands would also lead to the relatignship for

product lines. Havever, it is unclear whether this will necessarily translate when using

total sister capacity by region as controls, hence | make no such assumption a priori.
Results for the negative binomial modgl€q. (3) and Eq. (59re summarized in

Table 5. The gtimate for—is positive and statistically different from zero, confirming

that the conditional mean is overdispersed, thus a negative binomial distribution is more

appropriate than a Poisson in this context. Both estimatepustthat capacity has a

positive effect on product line size, though the effect is apparently small and only

statistically significant at the 10% level. When sister capacity is not regionally

differentiated, the coefficient for the Speyside dummy variable is negative and

statistially significant, though controlling for regional differences in sister distilleries

appears to diminish this effect, possibly because of a correlation between distilleries

located in the Speyside region and incidence of sister distillery capacity. Tiale ini

estimation finds that sister distilleries’

product line size. Furthermore, by differentiating sister capacity based on regions, results

for Eq. (5) find a negative and statistically significant effecbfath regional variables,

and that the effect for sister distilleries in the same region appears to be larger.
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Table 5.Negative Binomial ResulisProduct Line Size

3) (5)
Constant 2.080*** 1.993***
(0.182) (0.182)
6N OOQO W 0.077* 0.081*
(0.044) (0.043)
YR Qi "QQQ -0.417~ -0.151
(0.231) (0.273)
YQI 0Q1 60N G -0.016***
(0.003)
YQi 0Qi 6&Nn'Y -0.028***
(0.007)
YQi 0 Qi1 6&n( -0.011**
(0.004)
— 0.828*** 0.790%**
(0.171) (0.164)

***Sjignificant at the 1% level; **5%; *10%

Standard errors are reported in parentheses

Section 3 identified conditions which led me to reject the hypothesis that

distilleries aregorice-takers Results from sections 4.And 4.B further characterize the

relationship between brands, market power, and substitutability. The market for Speyside

whiskiesappears to be thmost competitive segment of the market, with the fewest

opportunities to introduce products without fierce contjpetidue to nedy substitutes.

Distilleries in the Speyside region are generally less likely to produce a whisky of a

particular age category, and also tend to produce fewer whisky expressions overall.

Furthermore, regional differences suggest limitagiof the substitutability between

brands, and this is reflected in the product line decisions of distilleries owned by parent

companies. Generally, parent compasesmtobe ncl i ned t o

structur e

product lines so as to avoid offerinlpsesubstitutes of their own goods. This leads to
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instances in which sister distilleries dess likelyto offer whiskies of a particulageif a
sister distillery in the same region already produces swdhisky. But this is usually not
the casef the siter distillery idocated inanother regionin thatcase product variety

offered by a sister distillery in a different region appears to have no impact. Additionally,

the overall size of product | inesgprodact so app

line sizes. This negative relationship implies that increased ownership among a smaller
number of parent companies has led to a market equilibrium in which many distilleries
offer fewer products than they would were they independently owned. BeaBlisand
substitutability, they have carefully positioned and limited the total number of products to

best suit the needs of the parent company.

5. Conclusion

This paper presents an analysis of the production decisions of whisky distilleries.
Production modeldor goodssuch as wine and timber are inadequate when trying to
study the production of whisky. The dynamic production models in the forestry literature
focus on the increasing quantity of timber available over time, whereas the quantity of
caskedwvhisky decreases over time and simultaneously improves in quality. Wine
similarly improves with age, though it tends to be characterized as having a unique
optimal maturation age, and consumers can easily continue the maturation process after
purchase. Wisky distilleries, on the other hand, typically do not age all of their whisky
to a uniform age, but will instead bottle amounts after different years of maturation.

| find that the decision to produce multiple maturation ages of whisky can be

consistentvith price-taking firms and identify natural uppeand lowerboundsfor the
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price ratios of whiskies from a single distillery. Because the evaporation rate of casked
whisky is known, | am able to use the uppeund and observed retail prices to estimate
the minimum discount rate of twenrtyur distilleries. | am also able to use the lower
bound to calculate maximum discount rates and, for several instances, the minimum
marginal bottling costs of distilleries. | find that the minimum discount rates foy ma
distilleries are actually quite high, and that maximum discount rates are illogically low.
This suggests that the single malt Scotch whisky industry is not perfectly competitive, in
spite of the presence of so many active distilleries.

| also perfooma anal ysis of distilleries’ produ
product characteristics, distillery size, and the presence of a parent firm affects product
variety. These analyses find several crucial elements that define the market for single
maltScoc h. First, distillery size does not 1 mj
whiskies of a particular age. However, distilleries in the Speyside regitesarikely to
producemost ages of whisky becausere is a high concentration of distilleriegtie
Speyside region who all produce a similar product. While every distillery is said to
produce a unique whisky, it appears that single malts are comparable enough by
consumers’ standards, such that fiinsms do n
too much competition. This is further reflected in the effects of sister distilleries on a
producer’s decision to offer a particular
company, each will offer products so that they are not close substib those of the
sister distillery. These results are generally only significant for sister distilleries in the
same region, however, which further supports the notion that not all single malt Scotches

are perfect substitutes for one another. Finatigrket concentration also has an effect on
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the total number of products a distillery is likely to offéthe distillery is owned by a

parent company with multiple distilleries, the distillery is likely to have a smaller product
line size were it indepeiently owned. Theefindings suggest that distilleries produce
multiple ages of whisky to capture a greater market share, but that the existence of close
substitutes from competing brands causes the distillery to decrease its overall product
variety.

Based on my analysis, it is extremely unlikely that the Scotch whisky industry is
perfectly competitive despite the almost one hundred distilleries active in Scotland.
Instead, consumers differentiate between many of the brands based on product
characterisgcs, which creates an opportunity foarket power Fi r ms '’ mar ket p
would then explain why distilleries produce multiple ages of whisky, and evidence based
on regional styles and parental ownership support this. Future work should consider
further deeloping a model with monopolistic competition, product quality, costs, and

consumer s utility maximization problem to
multiproduct firms using a structural approach; regrettably there is insufficient data as of
yet 0 do so. | als@xpectthat the aged spirits considered could likewise be broadened to

include other spirits, including Irish whiskey, bourbon, and even rum.
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APPENDIX A

Table Al. Regression ResultsDependent Variables are Balancing Prices

OLS Q(.25) Q(.5) Q(.75)
North
Wind -0.535** -0.611**+ -0.466**+ -0.411**+
NGprice 6.437** 4,953**+ 6.041**+ 7.226**+
Load 2.087** 1.287**+ 1.304**+ 1.380**+
Nuclear -3.365** -2.025**+ -2.163**+ -2.732**+
Intercept  -48.309** -29.471%*+ -29.245%*+ -28.124**+
Month*YR FE NO NO NO NO
Hour FE NO NO NO NO
Houston
Wind 0.043 -0.555**+ -0.372**+ -0.307**+
NGprice 7.713** 5.249**+ 6.435**+ 7.684**
Load 2.356** 1.309**+ 1.328**+ 1.416**+
Nuclear -4.706** -2.157**+ -2.417%+ -3.047**+
Intercept  -60.030** -31.198**+ -31.149**+ -30.424**+
Month*Yr. FE NO NO NO NO
Hour FE NO NO NO NO
South
Wind 0.347** -0.447**+ -0.316**+ -0.224**+
NGprice 7.607** 5.187**+ 6.321**+ 7.626**
Load 2.356** 1.265**+ 1.282**+ 1.365**+
Nuclear -4.013** -2.221**+ -2.353**+ -2.831**+
Intercept  -64.771** -29.940**+ -29.989**+ -30.423**+
Month*Yr. FE NO NO NO NO
Hour FE NO NO NO NO
West
Wind -1.567** -1.334**+ -0.770**+ -0.564**+
NGprice 5.564** 4.810**+ 5.920**+ 7.197**+
Load 2.109** 1.446**+ 1.348**+ 1.396**+
Nuclear -3.517** -1.496**+ -2.177%+ -2.749**+
Intercept  -41.254** -35.580**+ -29.404**+ -28.128**+
Month*Yr. FE NO NO NO NO
Hour FE NO NO NO NO

*Significant at the 5% level; **Significant at the 1% level
+Quantile coefficient isignificantly different than the corresponding OLS estimate at the 5% lev



Table A2. Regression ResultsDependent Variables are Balancing Prices

OLS Q(.25) Q(.5) Q(.75)
North
Wind -4.767** 1.481**+ -0.880**+ -2.913**+
NGprice 5.338** 4.281**+ 5.214*+ 6.007**+
Load 2.810** 1.689**+ 1.630**+ 1.793**+
Nuclear -3.456** -2.351**+ -1.993**+ -2.022**+
Intercept  -56.705** -38.242**+ -32.470%*+ -32.568**+
Month*YR FE YES YES YES YES
Hour FE NO NO NO NO
Houston
Wind -5.232** -1.620**+ -3.725**+ -4.924**
NGprice 4.663** 4.224%*+ 5.044**+ 5.755**+
Load 3.197** 1.724**+ 1.674**+ 1.853**+
Nuclear -4.968** -2.563**+ -2.362**+ -2.397**+
Intercept  -58.992** -35.109**+ -28.962**+ -30.380**+
Month*Yr. FE YES YES YES YES
Hour FE NO NO NO NO
South
Wind -0.942 -1.282** -2.840**+ -3.490**+
NGprice 4,138** 4,129** 4.925* 5.789**+
Load 3.169** 1.669**+ 1.611**+ 1.777**+
Nuclear -5.165** -2.598**+ -2.417%+ -2.347**+
Intercept  -59.883** -34.422**+ -27.900**+ -30.145**+
Month*Yr. FE YES YES YES YES
Hour FE NO NO NO NO
West
Wind -8.444** -0.065 -1.411%*+ -3.282**+
NGprice 5.116** 4.195**+ 5.120** 5.992**+
Load 2.717* 1.776**+ 1.662**+ 1.793**+
Nuclear -4.681** -2.830**+ -2.039**+ -2.055**+
Intercept  -44.462** -37.027**+ -32.251**+ -32.015**+
Month*Yr. FE YES YES YES YES
Hour FE NO NO NO NO

*Significant at the 5% level; **Significant at the 1% level

+Quantile coefficient is significantly different than the corresponding OLS estimate at the 5% le
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Table A3. Regression ResultsDependent Variables are Balancing Prices

OLS Q(.25) Q(.5) Q(.75)
North
Wind -0.487** -0.624**+ -0.440**+ -0.356**+
NGprice 6.467** 4.912**+ 6.054**+ 7.289**+
Load 1.934** 1.159**+ 1.214**+ 1.229**+
Nuclear -3.052** -1.159**+ -1.951**+ -2.384**+
Intercept  -41.165** -24.228**+ -24.934**+ -23.824**+
Month*YR FE NO NO NO NO
Hour FE YES YES YES YES
Houston
Wind 0.100* -0.556**+ -0.346**+ -0.247**+
NGprice 7.750** 5.241**+ 6.457**+ 7.734**
Load 2.172** 1.174**+ 1.218**+ 1.235**+
Nuclear -4,332** -1.174%+ -2.159**+ -2.648**+
Intercept  -51.390** -26.033**+ -26.564**+ -25.436**+
Month*Yr. FE NO NO NO NO
Hour FE YES YES YES YES
South
Wind 0.394** -0.444**+ -0.290**+ -0.158**+
NGprice 7.637** 5.175**+ 6.342**+ 7.676**
Load 2.206** 1.136**+ 1.183**+ 1.202**+
Nuclear -3.706** -1.800**+ -2.105**+ -2.463**+
Intercept  -55.886** -24.742%*+ -25.470%*+ -25.586**+
Month*Yr. FE NO NO NO NO
Hour FE YES YES YES YES
West
Wind -1.523** -1.333**+ -0.720**+ -0.518**+
NGprice 5.593** 4.675**+ 5.930**+ 7.253**+
Load 1.967** 1.272**+ 1.250**+ 1.247**+
Nuclear -3.227** -1.269**+ -1.913**+ -2.348**+
Intercept  -35.428** -27.212**+ -25.194**+ -23.969**+
Month*Yr. FE NO NO NO NO
Hour FE YES YES YES YES

*Significant at the 5% level; **Significant at the 1% level
+Quantile coefficient is significantly different than the corresponding OLS estimate at the 5% le
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Table A4.Wind and Price Volatilitff when Dependent Variables are Volatility
Measured, no month by year fixed effegts

OoLS Q(.25) Q(.5) Q(.75)
North
., 570.271** -0.450+ 2.521+ 38.993+
, 0.109** 0.057**+ 0.052**+ 0.117*
, 0.618** -0.037**+ 0.032+ 0.660**
Houston
, 1192.389** 1.712+ 9.847*+ 81.098**+
, 0.161** 0.073**+ 0.090**+ 0.189**
, 0.979** -0.032**+ 0.094+ 0.943**
South
., 1742.594** 1.219+ 9.813**+ 73.682**+
, 0.183** 0.082**+ 0.102**+ 0.195**
, 1.003** -0.039**+ 0.081 1.014**
West
, 507.986** 9.417**+ 37.141*+ 96.974**+
, 0.032 -0.007+ 0.009 0.066*
0.288* -0.032*+ 0.002+ 0.412*

*Significant at the 5% level; **Significant at the 1% level

+Quantile coefficient is significantly different than the corresponding OLS estimate at the 5% leve
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Table A5. Wind and Price Volatilityf when Dependent Variables are Volatility
Measured, no month by year fixed effegts

OLS Q(.25) Q(.5) Q(.75)
North
., 694.159** -0.559+ 0.734+ 64.769**+
., 0.006 0.002 0.004 0.010
, 0.573** -0.011+ 0.345**+ 1.220**+
Houston
., 1154.316** -0.380+ 2.282+ 106.489**+
, 0.010 0.009 0.004 0.009
, 0.797** 0.020 0.492**+ 1.748**+
South
, 1485.572** -0.308+ 1.689+ 107.868**+
., 0.006 0.005 -0.005 0.004
, 0.818** 0.037 0.515 1.735%*+
West
., 471.999** 2.203**+ 10.047**+ 73.056**+
., -0.025* -0.049**+ -0.020* -0.012
0.644** 0.230**+ 0.584** 1.203**+

*Significant at the 5% level; **Significant at the 1% level
+Quantile coefficient is significantlgifferent than the corresponding OLS estimate at the 5% level
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Table A6. Regression ResuktsDependent Variables are Ancillary Service Prices

OLS Q(.25) Q(.5) Q(.75)
Reg-Up
wind 0.190** 0.008+ 0.029+ 0.208**
NGprice 2.169** 0.786**+ 1.511%*+ 2.841%+
Load 0.507** 0.193**+ 0.308**+ 0.425**+
Nuclear -0.761** -0.707** -0.528**+ 0.030+
Intercept  -14.874** -2.157**+ -7.586**+ -16.881**+
Month*YR FE NO NO NO NO
Hour FE NO NO NO NO
Reg-Down
wind 0.398** 0.303**+ 0.339**+ 0.387**
NGprice 2.219** 1.211%*+ 1.726**+ 2.628**+
Load -0.270** -0.064**+ -0.119**+ -0.207**+
Nuclear 0.340** -0.184**+ 0.046 0.344**
Intercept 3.496** 0.230+ 0.488**+ 0.810*+
Month*Yr. FE NO NO NO NO
Hour FE NO NO NO NO
Resp. Res.
wind 0.718** 0.261**+ 0.352**+ 0.598**+
NGprice 2.665** 0.882**+ 1.791%*+ 3.183**+
Load 0.589** 0.176**+ 0.330**+ 0.494**+
Nuclear -0.648** -0.596** -0.436**+ -0.266**+
Intercept  -24.211** -4.475%%+ -12.288**+ -21.778%+
Month*Yr. FE NO NO NO NO
Hour FE NO NO NO NO
Non-Spinning
wind 3.080** 0.102**
NGprice 0.060 0.138**
Load 1.309** 0.354**
Nuclear -4.913** -0.908**
Intercept  -47.792** -5.451**
Month*Yr. FE NO NO NO NO
Hour FE NO NO NO NO

*Significant at the 5% level; **Significant at the 1%vel
+Quantile coefficient is significantly different than the corresponding OLS estimate at the 5% le



Table A7. Regression ResuktsDependent Variables are Ancillary Service Prices

OLS Q(.25) Q(.5) Q(.75)
Reg-Up
wind -3.511* -0.945**+ -1.964**+ -3.085**
NGprice 0.310** -0.021+ -0.037+ 0.091
Load 0.847** 0.345**+ 0.535**+ 0.734**+
Nuclear -1.429** -0.636**+ -0.816**+ -0.939**+
Intercept  -7.409** 0.375**+ -1.348**+ -3.011%*+
Month*YR FE YES YES YES YES
Hour FE NO NO NO NO
Reg-Down
wind -0.750 -0.663** -0.294 -0.279
NGprice 0.543** 0.236**+ 0.408**+ 0.808**+
Load -0.247** -0.030**+ -0.082**+ -0.159**+
Nuclear 0.563** -0.169+ 0.085+ 0.508**
Intercept 8.612** 5.113**+ 5.681**+ 5.811**+
Month*Yr. FE YES YES YES YES
Hour FE NO NO NO NO
Resp. Res.
wind -4.175** -0.616*+ -2.404**+ -3.592**
NGprice 1.894** 0.105*+ 0.309**+ 0.801**+
Load 0.927** 0.360**+ 0.554**+ 0.753**+
Nuclear -1.442** -0.806**+ -0.933**+ -1.182**
Intercept  -19.549** -3.152%*+ -5.127%%+ -7.055**+
Month*Yr. FE YES YES YES YES
Hour FE NO NO NO NO
Non-Spinning
wind -2.195 0.063
NGprice 2.061** 0.034
Load 1.957** 0.339**
Nuclear -1.489** -0.167
Intercept  -66.843** -4.870**
Month*Yr. FE YES YES YES YES
Hour FE NO NO NO NO

*Significant at the 5% level; **Significant at the 1% level

+Quantile coefficient is significantly different than the corresponding OLS estimate at the 5% le
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Table A8. Regression ResultsDependent Variables are Ancillary Service Prices

OLS Q(.25) Q(.5) Q(.75)
Reg-Up
wind 0.219** 0.044**+ 0.088**+ 0.210**
NGprice 2.188** 0.773**+ 1.482**+ 2.540%*+
Load 0.413** 0.073**+ 0.146**+ 0.259**+
Nuclear -0.568** -0.504** -0.262**+ 0.138+
Intercept  -13.723** -0.304**+ -5.625**+ -11.865**+
Month*YR FE NO NO NO NO
Hour FE YES YES YES YES
Reg-Down
wind 0.378** 0.285**+ 0.338**+ 0.352**
NGprice 2.206** 1.192**+ 1.700**+ 2.415%*+
Load -0.208** -0.074**+ -0.108**+ -0.129**+
Nuclear 0.214** -0.121%*+ 0.038+ 0.257**
Intercept 1.097* -0.329*+ -0.877** -1.416**+
Month*Yr. FE NO NO NO NO
Hour FE YES YES YES YES
Resp. Res.
wind 0.754** 0.287**+ 0.415**+ 0.633**+
NGprice 2.688** 0.896**+ 1.837**+ 3.182**+
Load 0.473** 0.061**+ 0.173**+ 0.265**+
Nuclear -0.411** -0.385** -0.193**+ 0.046+
Intercept  -22.432** -2.778%+ -0.981**+ -17.751%+
Month*Yr. FE NO NO NO NO
Hour FE YES YES YES YES
Non-Spinning
wind 3.268** 0.110**
NGprice 0.100 0.087**
Load 0.939** 0.245**
Nuclear -3.981** -0.562**
Intercept  -47.679** -4.289**
Month*Yr. FE NO NO NO NO
Hour FE YES YES YES YES

*Significant at the 5% level; **Significant at the 1% level
+Quantile coefficient is significantly different than the corresponding OLS estimate at the 5% le
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