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Chapter 1

Introduction to Quantum Computation and Quantum Simulation

1.1 Church-Turing Thesis and Classical Computers

The key assumption from the modern theory of classical computation can be summarized by the Church-Turing thesis: \textit{Any algorithmic process can be efficiently simulated using a Turing Machine}. A Turing Machine is a device that consists of a tape, a read-write head, and a set of instructions from an alphabet. The tape is divided into cells and each cell carries one symbol from the alphabet. The read-write head moves along the tape according to a given set of instructions and changes symbols on the tape as it moves. The output of the Turing Machine are the contents of the tape when the instructions have been completed.

Alan Turing proposed the Church-Turing thesis in a seminal 1936 paper. This thesis cannot be proven, but is supported by empirical evidence. This thesis essentially claims that what we think of as algorithms can be \textit{completely captured}...
by a Turing Machine. Intuitively, an algorithm is simply a set of steps to be carried out for any given input in order to get a desired output. At the same time Turing's thesis advisor Alonzo Church introduced a universal model of computation called the lambda calculus. He and Turing then showed that the Turing machine and the lambda calculus were equivalent in their capabilities [3].

Not long after Turing's paper, the first computers constructed from electronic components were developed. John von Neumann developed a simple theoretical model for putting together in a practical fashion all the components required for a computer to be fully capable as a Turing Machine [4]. Although the early computers were slow and bulky by today's standards, after the development of the transistor by John Bardeen, Walter Brattain, and Will Shockley in 1947 [5,6], computer hardware began a long process of becoming faster and more powerful. Computer power has grown at an amazing pace ever since, so much so that this growth was codified by Gordon Moore in 1965 in what is now known as Moore's law. This "law" states that computer power will double for constant cost every 18 months. Today, a small hand-held cell phone has much more computing power than all but the fastest computers of a few decades ago.

It is clear, however, that we cannot make computing devices arbitrarily small without altering the physical basis of computation. Traditional or so-called classical computers are based on Boolean or classical logic. As computer hardware is made even smaller, quantum effects can become significant. The classical physics that we use in the macroscopic world starts to break down. For example, in quantum physics, a system may not have a definite classical state. For example, one may
not be able to say whether an electron has a spin up, corresponding to a classical 0 (say), or spin down corresponding to a classical 1 (say). That is, an electron spin, which is a simple quantum system, can be in a superposition of both up and down at the same time, and if one measures the spin, the results 0 or 1 are obtained with equal probability.

Not only that, there is a limit to how many transistors can be fabricated within a given planar area. The Intel Core i7 processors of today have more than $2.2 \times 10^9$ transistors. This type of computation requires energy, and hence, with many components operating at high computing speeds, one has to start considering the dissipation of energy \[7\]. This can be characterized by Landauer’s principle which states that for every bit of information erased, an entropy $S = k_B \ln 2$ is generated, where $k_B$ is Boltzmann’s constant \[8\]. The power density of modern day computers is around 130 W cm$^{-2}$. For comparison, the power density at the surface of the sun is around 6000 W cm$^{-2}$ \[9\]. But the temperature at the surface of the sun is around 5778 K. A computer on the other hand, needs to be maintained at room temperature. This suggests that this type of computers cannot be made arbitrarily fast.

One potential solution to these problems may be offered by quantum computation, which as the name suggests, uses quantum logic. Quantum computation is reversible in principle, and seems to offer exponential speedup over classical computers. However, as Richard Feynman pointed out in 1982 \[10\], typical quantum systems cannot be simulated by classical computers using efficient algorithms. Roughly speaking, an efficient algorithm is one which runs in time polynomial in the “size” of
the input. In contrast, an inefficient algorithm typically requires exponential time. One well-known example from mathematics is the problem of factoring a number into its prime factors. The fastest known classical algorithms require a time for obtaining the factor, that is exponential in the number of bits in the binary representation of the input. In contrast, there are some quantum algorithms that are much faster than their classical counterparts \cite{11} including Grover’s search algorithm and Shor’s factoring algorithm. Grover’s search algorithm \cite{12} can search for an entry in an unsorted database consisting of $N$ elements in $O(\sqrt{N})$ time, while Shor’s factoring algorithm \cite{13} can factorize a number $N$ in time $\text{poly}(\log N)$.

However, despite these successes, it is not clear for what general class of problems quantum algorithms can perform better than their classical counterparts. It should also be kept in mind that many problems can be solved today by classical computers, as efficiently as they could be solved by a quantum computer, if it existed.

### 1.2 Universal Quantum Computation

In classical computation there are various Boolean operations like $\text{AND}$, $\text{NOT}$, $\text{OR}$, $\text{NAND}$ etc. However, a two-bit gate such as $\text{AND}$ or $\text{OR}$ and a single-bit gate such as $\text{NOT}$ are sufficient to perform all classical logic operations \cite{14}. We call a set of such gates *universal*. An analogous result holds for universal quantum computation. In order to do universal quantum computation, it is sufficient to be able to perform all single-qubit gates and the controlled-not two-qubit gate \cite{15,16}. All unitary operations on arbitrarily many qubits can then be constructed from a
polynomial number of these gates.

One approach to universal Quantum Information Processing (QIP) which I will discuss more in the first part of the thesis, involves the use of single photons. An advantage of using single photons to do QIP is that many critical techniques are well developed in quantum optics. Also, photons interact weakly with the surroundings resulting in slow decoherence, which is essential for quantum computing. Optical photons, for instance, can be experimented with at room temperature, unlike, say ion traps, which require low temperatures for best operation [17]. However, one of the major obstacles to using single photons for QIP is that two photons will not interact with each other unless they are in a nonlinear medium. This makes it difficult to implement two-qubit gates using photons. Reliably producing single photons on demand and detecting them also remains a major challenge [18].

A single-qubit gate is a unitary operator $U$ that acts on a single-qubit state $|\Psi\rangle = \alpha |0\rangle_q + \beta |1\rangle_q \in \mathcal{H}$, where $\alpha$ and $\beta$ are arbitrary complex numbers on the unit circle and $|0\rangle_q$ and $|1\rangle_q$ are logical basis states of the Hilbert space $\mathcal{H}$. In principle, in a photon system any single-qubit gate can be created using linear optical elements such as beam-splitters and phase-shifters. More precisely, any unitary operator $U$ acting on a single qubit can be decomposed into rotations about the $Z$ and $Y$ axes on the Bloch Sphere [1] modulo a phase factor. That is:

$$U = e^{i\alpha} R_z(\beta) R_y(\gamma) R_z(\delta). \quad (1.1)$$

Here the rotation operators are $R_z(\beta) = e^{-i\beta/2 \sigma_z}$ and $R_y(\gamma) = e^{-i\gamma/2 \sigma_y}$ with $\sigma_y$ and $\sigma_z$ being the Pauli matrices. A rotation by angle $\theta$ about the $X$ axis can be written
as \( R_x(\theta) = R_z(\frac{\pi}{2}) R_y(-\theta) R_z(-\frac{\pi}{2}) \). Thus one can perform arbitrary rotations about the \( X, Y, \) or \( Z \) axes, and one can perform any arbitrary single-qubit operation.

To understand how to build two-qubit optical gates, I next consider the dual rail basis with \( |0\rangle_q \equiv |01\rangle \) and \( |1\rangle_q = |10\rangle \), where a single photon can be in one of two modes \([1]\). Let us analyze the effect of a \( \phi \) phase shift. Consider a qubit state \( |\Psi\rangle = \alpha |0\rangle_q + \beta |1\rangle_q \) that transforms to

\[
\alpha |0\rangle + \beta e^{i\phi} |10\rangle \\
= e^{i\phi} (e^{-i\phi} \alpha |01\rangle + e^{i\phi} \beta |10\rangle) \\
= e^{i\phi} e^{-i\frac{\phi}{2}} (\alpha |0\rangle_q + \beta |1\rangle_q) \\
= e^{i\phi} R_Z(\phi) (\alpha |0\rangle_q + \beta |1\rangle_q) \\
= e^{i\phi} R_Z(\phi) |\Psi\rangle 
\]  

(1.2)

One can see that up to a global phase, this phase shift is equivalent to a rotation about the \( Z \) axis.

In a similar manner one can show that rotations of \(-2\theta\) about the \( Y \) axis can be achieved by using a beam splitter tilted at angle \( \theta \). In general, an ideal lossless beam splitter can be represented by a unitary transformation \([1]\)

\[
U(\theta, \phi) = \begin{pmatrix} 
\cos \theta & -e^{i\phi} \sin \theta \\
\sin \theta & \cos \theta 
\end{pmatrix} 
\]  

(1.3)

The input and output modes are related by \( \hat{a}_l^\dagger \to \sum_m U_{ml} \hat{a}_m^\dagger \) with \( l, m \in \{1, 2\} \) representing the two modes of the beam splitter. Using this relation one can show that a beam splitter with \( \phi = 0 \) will convert an incident state \( |\Psi\rangle \) according to

\[
|\Psi\rangle = \alpha |0\rangle_q + \beta |1\rangle_q \to R_Y(-2\theta)(\alpha |0\rangle_q + \beta |1\rangle_q) = R_Y(-2\theta) |\Psi\rangle . 
\]  

(1.4)
Since an arbitrary single-qubit rotation can be decomposed into rotations about the $Y$ and $Z$ axes, this implies that all single-qubit operations can be achieved by linear optics alone.

A two-qubit gate is a unitary operation which acts on a state $|\Psi\rangle$ of two qubits. An example of a two-qubit gate is a controlled-not (CNOT) gate [1]. A CNOT gate performs the following operation on the basis states $\{|00\rangle, |01\rangle, |10\rangle, |11\rangle\}$ of two qubits:

$$
|00\rangle \rightarrow |00\rangle, \quad |01\rangle \rightarrow |01\rangle, \quad |10\rangle \rightarrow |11\rangle, \quad |11\rangle \rightarrow |10\rangle.
$$

(1.5)

Another example of a two-qubit gate is the controlled-phase (CP) gate [1] which implements a controlled $\pi$ phase shift:

$$
|00\rangle \rightarrow |00\rangle, \quad |01\rangle \rightarrow |01\rangle, \quad |10\rangle \rightarrow |10\rangle, \quad |11\rangle \rightarrow e^{i\pi}|11\rangle.
$$

(1.6)

As noted earlier, it is not possible to perform these gates using linear optics alone. Nevertheless, one of the first proposals for quantum computation in this modality was the quantum optical Fredkin gate [19]. The gate used single-photon optics and the Kerr effect, which occurs in media with an intensity dependent refractive index [20]. A Fredkin gate is a three-qubit gate which can be used to do controlled-swap operations. The first qubit is the control qubit and the second and third are target qubits respectively.

The Hamiltonian for the Kerr effect is [21]

$$
H_I = -\hbar \chi \hat{a}_1^\dagger \hat{a}_1 \hat{a}_2^\dagger \hat{a}_2,
$$

(1.7)

where $\chi$ is a coupling constant that depends on the third-order nonlinear suscepti-
bility of the material. Here, $\hat{a}_1$ and $\hat{a}_2$ are the annihilation operators corresponding to two input modes of light entering a Mach-Zender interferometer. By using a Mach-Zender interferometer with a nonlinear medium in either arm, one can implement the Fredkin gate. However, in practice there are two major problems with this approach. The nonlinearities at the single-photon level in optical systems are too small to create a large phase ($\pi$), and crystals with high nonlinearities exhibit appreciable absorption.

Although there has been tremendous progress on both theoretical and experimental fronts, the subject of quantum information processing remains an active area of research. Besides photons, many other physical systems have been considered for the physical realization of quantum computers including ions in a trap [22], quantum dots [23], nitrogen vacancy (NV) centers in diamond [24], and superconducting devices [25]. Each system has its own advantages and drawbacks. David DiVincenzo suggested that a successful physical implementation of a quantum computer must satisfy certain criteria. The ones that are important for superconducting qubits can be summarized as [26]:

1. A scalable physical system with well characterized qubits.

2. The ability to initialize the state of the qubits to a simple fiducial state like $|000\ldots\rangle$.

3. Decoherence times which are much longer than the gate operation times.

I have already remarked that quantum systems cannot be efficiently simulated by classical computers. It can even be a difficult problem to study quantum systems with a few tens of particles. Because a system of $N$ spin-half particles has a Hilbert space of dimension $2^N$, for $N = 40$, a 4 TB classical memory register is needed to store the elements of the Hamiltonian matrix. For $N = 300$, the dimension of the Hilbert space is more than the number of particles in the entire observable universe! This exponential explosion is unavoidable unless approximation methods are used, or the system contains symmetries that can be exploited. However, good approximations are not always available and are not always reliable.

Feynman proposed a possible way around this problem by using the features of quantum mechanics. I quote Feynman [10]: “Let the computer itself be built of quantum mechanical elements which obey quantum mechanical laws.” Quantum systems have the capacity to contain an exponentially large amount of information without using an exponentially large amount of physical resources, thus making it a natural tool to perform quantum simulation. The storage capacity of $N$ qubits, for example, is exponentially larger than that of $N$ classical bits. As was shown by Seth Lloyd more than a decade after Feynman’s proposal, a quantum computer can indeed act as a universal quantum simulator [27].

To simulate a given quantum system with a Hamiltonian $H_{sys}$, one can con-
Figure 1.1: Schematic representation of a quantum system and a corresponding quantum simulator.

Construct another quantum system which can be accurately initialized and controlled with a Hamiltonian $H_{\text{sim}}$. The initial quantum state $|\phi(0)\rangle$ evolves to $|\phi(t)\rangle$ via the unitary transformation $U = e^{-iH_{\text{sys}}t}$. The quantum simulator evolves from the prepared state $|\psi(0)\rangle$ to $|\psi(t)\rangle$ via $U = e^{-iH_{\text{sym}}t}$. The simulator is designed such that there is a mapping between the simulator and the simulated system, in particular, the mappings $|\phi(0)\rangle \leftrightarrow |\psi(0)\rangle$, $|\phi(t)\rangle \leftrightarrow |\psi(t)\rangle$, and $U \leftrightarrow U'$, and is assumed to be controllable, as depicted by the colored arrows in Figure 1.1. The controllability of the quantum simulator is very important. The information about the quantum system can only be extracted through measurements of the quantum simulator. Although the basic idea underlying a quantum simulator is very simple, implementation of a universal quantum simulator remains highly non-trivial.
Outlook and Overview of Thesis

The importance of making advancements in the field of quantum science to harness its many potentials cannot be overstated. In this thesis, I will explore some problems in quantum computation and quantum simulation, dealing mainly with hybrid quantum systems. Hybrid systems, as the name suggests, are systems which are constructed from a combination of subsystems, sometimes with widely different properties \[29\]. Hybrid systems take advantage of the desirable features of each subsystem. For example, microwave photons in a cavity or in a transmission line coupled to superconducting qubits comprise a hybrid quantum system \[30\], and so do trapped-ions coupled to superconducting qubits. Similarly, nanomechanical resonators magnetically coupled to electron spins also form a hybrid system \[31\].

In the following chapter, I review the basic physics of superconducting circuits and circuit quantization. In the third chapter, I will show how strong two-photon nonlinearities have been attained by coupling photons in the microwave domain to superconducting circuits. These nonlinearites will then be used to create two-photon CP gates in the dual-rail basis. In the fourth chapter I construct a parent Hamiltonian with excitations that exhibit many interesting properties, and in the fifth chapter I propose an architecture to emulate a chemical potential for light. In the sixth chapter, I investigate the potential of coupling trapped-ions to superconducting circuits. Finally, in the seventh chapter I briefly conclude by summarizing my main findings. The eighth chapter includes the appendices.
Chapter 2

Superconducting Circuits and Quantized Hamiltonians

2.1 Introduction

Superconductivity was discovered in 1911 by H. Kamerlingh Onnes only three years after he liquefied helium which gave him the refrigeration technique required for cooling to a few degrees Kelvin. He observed that, when cooled, the electrical resistance of metals such as mercury, lead, and tin vanished completely in a small temperature range at some critical temperature $T_c$, which is characteristic of the material. Once a current was set up in a superconducting ring for instance, the currents were observed to flow without measurable decrease for an entire year.

However, for decades, a fundamental understanding of this phenomenon was absent, until Ginzburg and Landau introduced a phenomenological theory now known as the Ginzburg-Landau (GL) theory of superconductivity in 1950. This theory concentrated entirely on the superconducting electrons rather than the
quasi-particle excitations in the system. In particular, they proposed a complex pseudowave-function $\psi$ as an order parameter within Landau’s general theory of second-order phase transitions, with the local density of superconducting electrons $n_s$ given by $n_s = |\psi(x)|^2$.

A microscopic theory of superconductivity came seven years later in 1957 when Bardeen, Cooper and Schrieffer proposed what is now known as the BCS theory \cite{35}. Their basic idea was that the interaction between electrons resulting from virtual exchange of phonons is attractive when the energy difference between the electron states involved is less than the phonon energy. This leads to the formation of bound states of electrons called Cooper pairs when the thermal energy $k_B T$ is less than an energy scale $2\Delta$, which is typically on the order of $10^{-3}$ eV for conventional low-$T_c$ superconductors. The Cooper pairs are responsible for conductivity without dissipation.

### 2.2 Isolated Josephson Junction

In 1962, Josephson made the remarkable prediction \cite{36} that a zero-voltage supercurrent can flow between two superconducting electrodes (S) separated by a thin insulating (I) barrier. This type of structure is now called a Josephson junction. If the insulating layer is thin enough, Cooper pairs have a small but nonvanishing probability ($p \sim 10^{-5} – 10^{-3}$) of penetrating from one electrode to another via quantum tunneling through the energy barrier created by the insulator \cite{37}. The Cooper pairs in the superconducting electrodes have no net spin, and a
Figure 2.1: An SIS junction with phases $\chi_1$ and $\chi_2$ on the two electrodes.

pair, therefore, obeys Bose-Einstein statistics.

For typical insulators in use currently, when the thickness $d$ of the insulating layer is roughly ($d \sim 10^{-9}$m), the net current $I$ flowing through the contact —the Josephson junction —contains a significant supercurrent $I_S$ [37]. The supercurrent is a direct function of the phase difference

$$
\phi = \chi_1 - \chi_2,
$$

where $\chi_1$ and $\chi_2$ are the phases of the condenstate wavefunctions inside the two superconducting electrodes. This function is $2\pi$-periodic, and in the simplest case, is sinusoidal [37]. That is

$$
I \equiv I_S = I_c \sin \phi.
$$

Here, the critical current $I_c$ is a constant that is determined by the shape and structure of the Josephson junction. It is the maximum current that can flow in the superconducting state. When a voltage $V$ is applied across the junction, the phase $\phi$ evolves according to the ac Josephson relation [37]

$$
\frac{d\phi}{dt} = \frac{2eV}{\hbar}.
$$
One can define an effective inductance of a junction $L_J$ from the relation

$$V = L_J \frac{dI}{dt}.$$  \hspace{1cm} (2.4)

From (2.2) the rate of change of current is

$$\frac{dI}{dt} = (I_c \cos \phi) \dot{\phi} = I_c \cos \phi \frac{2eV}{\hbar}.$$  \hspace{1cm} (2.5)

Combining (2.4) and (2.5) one gets

$$L_J = \frac{\hbar}{2eI_c \cos \phi} = \frac{\Phi_0}{2\pi I_c \cos \phi},$$  \hspace{1cm} (2.6)

where $\Phi_0 = \hbar/(2e)$ is the superconducting flux quantum. One can see that $L_J$ becomes arbitrarily large as $\phi \to \pi/2$. The corresponding energy $U_J$ stored in the junction by virtue of its nonlinear inductance can be found as follows:

$$U_J = \int_{\phi_0}^{\phi} I_c \sin \phi \frac{\hbar}{2e} \, d\phi$$

$$= \frac{\hbar I_c}{2e} (\cos \phi_0 - \cos \phi)$$

$$= -\frac{\Phi_0 I_c}{2\pi} \cos \phi.$$  \hspace{1cm} (2.7)

From this result, I can define the Josephson energy $E_J$ by

$$E_J = \frac{\Phi_0 I_c}{2\pi}.$$  \hspace{1cm} (2.8)

Ignoring the constant term in (2.7), one gets $U_J = -E_J \cos \phi$.

A real Josephson junction will have a capacitance $C_J$ between its electrodes and an associated charging energy defined as $E_C = (2e)^2/(2C_J)$. This is the energy required for a Cooper-pair to tunnel through the junction.
2.3 Quantum Description of an Isolated Junction

When the quantum fluctuation of the junction is large compared to thermal fluctuations, which occurs when $k_B T \leq \hbar \omega$, with $\omega$ the characteristic frequency of the junction, and $T$ the temperature, a quantum description is required. One characteristic frequency of the junction is the plasma frequency $\omega_p$ given by

$$\omega_p = \sqrt{\frac{2eI_c}{\hbar C_J}} = \sqrt{\frac{2E_C E_J}{\hbar}}.$$  \hspace{1cm} (2.9)

The basic principles of quantum mechanics state that variables like $\phi$, $V$, and $I$ that describe the junction classically, cannot simultaneously be known quantum mechanically. Therefore, in the quantum regime, one needs to introduce non-commuting conjugate pairs. One pair is given by $\hat{N} = \hat{Q}/(2e)$ and $\hat{\phi}$, with the commutation relation $[\hat{\phi}, \hat{N}] = i$. Here, $\hat{N}$ describes the number of Cooper pairs tunneling through the junction and $\hat{\phi}$ is the phase of the junction. The commutation relation implies that $\Delta \hat{\phi} \Delta \hat{N} \geq 1/2$. The Hamiltonian of the junction can then be written as

$$H = \frac{\hat{Q}^2}{2C_J} - E_J \cos \hat{\phi} = E_C \hat{N}^2 - E_J \cos \hat{\phi}.$$  \hspace{1cm} (2.10)

Note that sometimes the charging energy is defined as $E_C = e^2/(2C_J)$ so that the kinetic term becomes $4E_C \hat{N}^2$. In the coordinate or phase representation $\hat{\phi} = \phi$ and $\hat{N} = -i\partial/\partial \phi$. This leads to

$$H = -E_C \frac{\partial^2}{\partial \phi^2} - E_J \cos \phi.$$  \hspace{1cm} (2.11)

In the limit $\hbar \omega_p \ll E_J$, the energy levels of the system are localized at the bottom of the cosine well. The minima of the potential occur at $\phi_n = 2n\pi$ where
\( n \in \mathbb{Z} \). One can explore quantum fluctuations \( \tilde{\phi} = \phi - \phi_n \) around this minima so that

\[
U = -E_J \left( 1 - \frac{\tilde{\phi}^2}{2} \right).
\]  

(2.12)

The Hamiltonian is reduced to that of a harmonic oscillator with frequency \( \omega_p \).

Thus, the lowest energy levels of the junction become approximately linear and are given by

\[
E_n = \left( n + \frac{1}{2} \right) \hbar \omega_p.
\]  

(2.13)

### 2.4 Josephson Junctions Connected to External Circuits

So far I have only discussed an isolated junction. However, one can realize many different architectures by connecting Josephson junctions to external circuits. These externally shunted junctions can have very different properties, but they all have one property in common. That is, these systems can exhibit large nonlinearities depending on the choice of parameters. The nonlinearities in the junctions enable one to approximate some circuits as a qubit or two-level system, while others can be treated as a harmonic oscillator with a moderate or large anharmonicity. The various regimes in which a shunted junction operate are outlined in Table 2.1. The ratio \( E_J/E_L \) is approximately equal to the number of minima in the potential landscape, while the ratio \( E_J/E_C \) is roughly equal to the number of energy levels per well around each minima. This is outlined in a “Mendeleev” table of superconducting circuits in Figure 2.2 [25].
<table>
<thead>
<tr>
<th>Regime</th>
<th>Energy Relationships</th>
</tr>
</thead>
<tbody>
<tr>
<td>Phase</td>
<td>$E_C \ll E_L &lt; E_J$</td>
</tr>
<tr>
<td>Fluxonium</td>
<td>$E_L &lt; E_C &lt; E_J$</td>
</tr>
<tr>
<td>Flux</td>
<td>$E_C &lt; E_L &lt; E_J$</td>
</tr>
<tr>
<td>Hybrid</td>
<td>$E_C &lt; E_L \sim E_J$</td>
</tr>
<tr>
<td>Transmon</td>
<td>$E_C \ll E_J$</td>
</tr>
<tr>
<td>Charge</td>
<td>$E_J \ll E_C$</td>
</tr>
</tbody>
</table>

Table 2.1: The various regimes in which a shunted Josephson junction can operate.

2.4 Charge Qubit

The first such architecture, a Cooper pair box, is an example of a charge qubit (Figure 2.3). A Josephson junction with Josephson energy $E_J$ and a capacitance $C_J$ is connected to a gate voltage $V_g$ through a gate capacitance $C_g$. The Cooper pair box (CPB) is made of an electrode of the Josephson junction and an electrode of the gate capacitor and the superconducting lead connecting them.

The Lagrangian $L$ of the system is

$$L = \frac{1}{2} C_J V_J^2 + \frac{1}{2} C_g (V_g - V_J)^2 + E_J \cos \phi.$$  \hspace{1cm} (2.14)

Recall the relation

$$V_J = -\frac{\hbar}{2e} \dot{\phi}.$$  \hspace{1cm} (2.15)
The kinetic energy is

$$T = \frac{1}{2} \left( \frac{\hbar}{2e} \right)^2 C_J \dot{\phi}^2 + \frac{1}{2} C_g \left( V_g + \frac{\hbar}{2e} \dot{\phi} \right)^2$$

$$= \frac{1}{2} (C_J + C_g) \left( \frac{\hbar}{2e} \right)^2 \dot{\phi}^2 + \frac{\hbar}{2e} C_g V_g \dot{\phi}, \quad (2.16)$$

where the constant term $C_g V_g^2 / 2$ has been dropped. The conjugate momentum is

$$\pi = \frac{\partial L}{\partial \dot{\phi}} = \left( \frac{\hbar}{2e} \right)^2 (C_J + C_g) \dot{\phi} + \frac{\hbar}{2e} C_g V_g. \quad (2.17)$$

The Hamiltonian is

$$H = \pi \dot{\phi} - L$$

$$= \frac{1}{2} \frac{(2e)^2}{C_J + C_g} (N - N_g)^2 - E_J \cos \phi, \quad (2.18)$$

where $N_g = C_g V_g / (2e)$, and $Q = -2eN$ is the number of Cooper pairs on the island.
Figure 2.3: Schematic of a Cooper pair box. The parts inside the dashed box comprises the Cooper pair island whose excess charge corresponds to the qubit degree of freedom. $I_g$ is the current flowing through the circuit.

Let $E_C = (2e)^2/(C_g + C_J)$. Then the quantum Hamiltonian is

$$H = \frac{1}{2}E_C (\hat{N} - N_g)^2 - E_J \cos \hat{\phi}. \quad (2.19)$$

The charge qubit operates in the regime where $E_C \gg E_J$. This means physically that the tunneling between states with different $N$ is suppressed and $N$ is therefore a good quantum number. This assumption breaks down when $N \sim N_g$ where the tunneling energy dominates over the Coulomb energy.

From the commutation relation $[\hat{\phi}, \hat{N}] = i$, one gets $\phi = i \partial / \partial N$, and $e^{\pm i \phi} |N\rangle = |N \pm 1\rangle$. Therefore, the Hamiltonian in the $\{|N\rangle\}$ basis can be written as

$$H = \sum_{N \in \mathbb{Z}} \frac{E_C}{2} (N - N_g)^2 |N\rangle \langle N| - \frac{E_J}{2} (|N\rangle \langle N + 1| + |N + 1\rangle \langle N|). \quad (2.20)$$

$N_g$ is a controllable parameter. If $N_g$ is set in the vicinity of $(N + 1/2)$ with $N \in \mathbb{N}$, then states $|N\rangle$ and $|N + 1\rangle$ have almost degenerate energies. All other states have
Figure 2.4: Energy levels of a Cooper pair box for $\omega_C/\omega_J = 10$. The ellipse denotes the region where the ground and the first excited state are nearly degenerate, at $N_g = 1/2$. These states form a qubit.

higher energies and can be ignored. Then

$$H = \frac{E_C}{2} \left[ N_g^2 |N\rangle \langle N| + (1 - N_g)^2 |N + 1\rangle \langle N + 1|\right]$$

$$- \frac{E_J}{2} \left[ |N\rangle \langle N + 1| + |N + 1\rangle \langle N|\right]$$

$$= -\frac{1}{2} B_z \sigma_z - \frac{1}{2} B_x \sigma_x,$$  \hspace{1cm} (2.21)

where $B_z = E_C/2(1 - 2N_g)$, $B_x = E_J$, and I have ignored the constant terms. $\sigma_x$ and $\sigma_z$ are the familiar Pauli matrices. Note that because of the discrete nature of $N$, $\phi$ is compact and the wavefunction $\psi(\phi)$ is the same as $\psi(\phi + 2n\pi)$ for $n \in \mathbb{Z}$.

2.4 Flux Qubit

The simplest flux qubit is an rf-SQUID. It consists of a Josephson junction connected by a superconducting loop with inductance $L$ as depicted in Figure 2.5.
The Hamiltonian of a flux qubit in the $\phi$ representation is

$$H = -E_C \frac{\partial^2}{\partial \phi^2} - E_J \cos \phi + \frac{1}{2}E_L(\phi + \phi_x)^2,$$

(2.22)

with $E_C = (2e)^2/(2C_J)$.

In contrast to the Cooper pair box, $\phi$ is now non-compact and is defined on all of $\mathbb{R}$. This is because $N = q/(2e)$ is no longer discrete as the presence of the inductive loop allows continuous charge to move from one side of the junction to the other. In the limit where $E_J > E_C > E_L$, the device is called a fluxonium. Similarly, if $E_J < E_L$ and there is only one minimum in the potential, it is called a hybrid superconducting circuit. Figure 2.6 shows the energy levels of inductively shunted junction for various energy regimes. If $E_L \gg E_J$, the potential can be well approximated around the minima by a harmonic well. Then the circuit can be regarded as a harmonic oscillator with a nonlinear perturbation.

In experiments the noise characteristics of superconducting circuits have to be taken into account. Qubits are characterized by two times denoted $T_1$ and $T_2$. The relaxation time $T_1$ is the time required for the qubit to relax from the first excited state to the ground state. This process involves energy loss. The dephasing
time $T_2$ is the time over which the phase difference between two eigenstates become randomized. Both relaxation and dephasing can be theoretically described using a model where the system is weakly coupled to the quantum noise produced by the environment [38,39]. This approach predicts that energy relaxation from the excited to the ground state occurs due to the spectral density of the noise at the frequency difference of the two states. The dephasing rate, by contrast, has two contributions so that

$$\frac{1}{T_2} = \frac{1}{2T_1} + \frac{1}{T_\phi}.$$  \hspace{1cm} (2.23)

The first contribution arises from relaxation processes whereas the second contribution, also called pure dephasing arises from other energy-conserving processes. One can distinguish the dephasing time $T_2$, which is an intrinsic timescale for decoherence of a single qubit, from another timescale $T_2^*$, which is the result of measurements on an ensemble of such qubits [40]. It is the case that $T_2^* < T_2$.

At the present time, Cooper pair boxes discussed above suffers from excessive charge noise. By decreasing the ratio of $E_C$ to $E_J$ one can form a so called transmon which is much less sensitive to charge noise [41]. Similarly, flux noise has an adverse effect on flux qubits [42,43]. However, over the past decade, clever engineering as well as the understanding of sources of noise [44,45] has led to improvement in qubit lifetimes by almost six orders of magnitude [25,46].
2.5 Circuit-QED

Circuit Quantum Electrodynamics (circuit-QED) [47] borrows techniques from the field of atomic cavity Quantum Electrodynamics (QED), which investigates the interaction of matter with light at the quantum scale [48]. When confined to a cavity, the radiative properties of an atom differ fundamentally from the atom’s radiative properties in free space [49]. Spontaneous emission is inhibited if the cavity has characteristic dimensions which are small compared to the radiation wavelength, and enhanced if the cavity is resonant. Surprisingly, superconducting circuits which are macroscopic entities containing billions of atoms can behave very much like a single atom, albeit with more tunable properties. They can be used to reach the so called strong coupling regime where the coupling between the excitations in the circuit and light in the cavity exceed the corresponding decay rates, leading to a coherent periodic exchange of a single photon on resonance [30].

In the preceding sections, I wrote down the quantum or circuit-QED Hamiltonian for various shunted Josephson junctions. In this section, I provide a prescription for deriving such Hamiltonians. The reader can refer to [50] for an introductory treatment of circuit quantization. For a more advanced treatment, especially of circuits involving mutual inductances, the reader is advised to consult [51].

To derive a quantum Hamiltonian for a circuit, I first derive the classical Hamiltonian in the lumped element limit. This limit is appropriate when the circuit components are much smaller than the electromagnetic wavelengths in the frequencies of interest. I will assume that each circuit component has two terminals,
although it can have more. Every two terminal component $b$ has a voltage $v_b(t)$ across it and a current $i_b(t)$ through it. In the classical case, these two variables are used to describe a circuit. However, for the purpose of circuit quantization, one can define the flux and charge variables,

$$\Phi_b(t) = \int_{-\infty}^{t} v_b(t') \, dt', \quad (2.24)$$

$$q_b(t) = \int_{-\infty}^{t} i_b(t') \, dt'. \quad (2.25)$$

One can assume that at $t = -\infty$ all voltages and currents are zero, and that any static bias fields such as magnetic fluxes imposed on the inductors are assumed to be switched on adiabatically from $t = -\infty$ to $t = 0$.

One can work with two types of components. The first is of the capacitive type which satisfies a general (possibly nonlinear) relation

$$v_b = f(q_b). \quad (2.26)$$

The second is of the inductive type which satisfies

$$i_b = g(\Phi_b). \quad (2.27)$$

A Josephson junction, for example, would satisfy a nonlinear equation of the inductive type.

Every circuit can be regarded as a graph with the terminals being represented by the nodes of the graph and the elements connected across the terminals by the edges. A spanning tree of a graph is a union of edges of the graph that contains all the nodes but does not contain any loops. The branches of the spanning tree are called tree branches. All other branches are called chords. Each chord is associated
with a unique loop that is formed when it is added to a tree. With these basic ideas, one can follow a series of steps that leads to a classical Hamiltonian of a circuit. The steps are as follows:

1. Represent the circuit as a network or graph of two-terminal capacitors and inductors.

2. It is helpful to simplify the circuit using the standard rules of series and parallel components.

3. Choose the ground node of the circuit. The remaining nodes of the graph are called active nodes.

4. Choose a spanning tree $T$ of the graph that contains all the capacitors and as few inductors as possible.

5. Introduce a node flux for each active node $n$ as the time integral of the voltage along a path on $T$ from the node to the ground. That is,

$$\phi_n(t) = \sum_b S_{nb} \Phi_b = \sum_b S_{nb} \int_{-\infty}^{t} v_b(t') \, dt'.$$

(2.28)

$S_{nb}$ is 0 if the path on $T$ from the ground to $n$ does not pass through $b$. Otherwise it is $\pm 1$ depending on the orientation of the path.

6. Write the kinetic $T$ and potential energy $V$ of the components in terms of the node fluxes, and their time derivatives. For a branch $b$ connecting two nodes $n$ and $n'$, the branch voltage $v_b$ is the time derivative of the branch flux $\Phi_b$, i.e. $v_b = \dot{\Phi}_b$. The branch flux is $\Phi_b = \phi_n - \phi_{n'} + \tilde{\Phi}_{l(b)}$, with $\tilde{\Phi}_{l(b)} = 0$ for $b \in T$. 
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Otherwise, $\Phi_{l(b)}$ is the externally-applied magnetic flux through the loop $l(b)$ that is produced by adding $b$ to $T$, i.e. the unique loop associated with the chord $b$.

7. Form the Lagrangian

$$L = T(\phi_1, \dot{\phi}_1, \ldots, \phi_N, \dot{\phi}_N) = T - V. \quad (2.29)$$

8. Define the canonical momenta

$$q_n = \frac{\partial L}{\partial \dot{\phi}_n}. \quad (2.30)$$

9. Perform the Legendre transformation to get the Hamiltonian

$$H(\phi_1, q_1, \ldots, \phi_n, q_n) = \sum_{i=1}^{N} q_i \dot{\phi}_i - L. \quad (2.31)$$

10. To quantize the circuit, promote the canonical variables to operators that satisfy

$$[\hat{\phi}_i, \hat{q}_j] = i\hbar\delta_{ij}. \quad (2.32)$$

For an introductory example, I consider a simple LC circuit driven by a possibly time-dependent external flux $\Phi_x(t)$ as depicted in Figure 2.7. The ground node (black dot) has flux $\phi_g$ and the only active node (red dot) has flux $\phi$. I denote the flux of the branch comprising the inductor by $\Phi_L$, and for the branch comprising the capacitor by $\Phi_C$. The tree (in green) is chosen so that it includes the inductor. One can let $\phi_g = 0$ since the ground flux is arbitrary. According to the sixth rule

$$\Phi_L = \phi, \quad (2.33)$$

$$\Phi_C = \phi + \Phi_x(t). \quad (2.34)$$
The kinetic and potential energies $T$ and $V$ are

$$T = \frac{1}{2}C\dot{\phi}^2 = \frac{1}{2}C(\dot{\phi} + \dot{\Phi}_x(t))^2, \quad (2.35)$$

$$V = \frac{\phi^2}{2L}. \quad (2.36)$$

From this, one can construct the classical Lagrangian

$$\mathcal{L} = T - V = \frac{1}{2}C(\dot{\phi} + \dot{\Phi}_x(t))^2 - \frac{\phi^2}{2L}. \quad (2.37)$$

The canonical momentum is

$$q = \frac{\partial \mathcal{L}}{\partial \dot{\phi}} = C(\dot{\phi} + \dot{\Phi}_x(t)) \implies \dot{\phi} = \frac{q}{C} - \dot{\Phi}_x(t). \quad (2.38)$$

The classical Hamiltonian is then obtained by a Legendre transformation giving

$$\mathcal{H} = q\dot{\phi} - \mathcal{L} = \frac{q^2}{2C} + \frac{\phi^2}{2L} - q\dot{\Phi}_x(t). \quad (2.39)$$

The Hamiltonian can be quantized by promoting $q \rightarrow \hat{q}$ and $\phi \rightarrow \hat{\phi}$ with $[\hat{\phi}, \hat{q}] = i\hbar$.

### 2.6 Conclusions and Outlook

Superconducting circuits with Josephson junctions possess an intrinsic nonlinearity which enables the creation of qubits or anharmonic oscillators. In this chapter I showed that they can have widely varying properties. The rapidly improving lifetimes of superconducting circuits has advanced their potential use for large scale quantum information processing. In this chapter, I also showed a general prescription for obtaining quantum Hamiltonians with linear elements. This will pave the way for the derivation of quantum Hamiltonians of nonlinear circuits.
Figure 2.6: The first few energy levels for $\phi_x = 0.1$ of (a) a hybrid circuit with $\omega_J/\omega_C = 5$, $\omega_L/\omega_C = 10$, (b) fluxonium with $\omega_J/\omega_C = 10$, $\omega_L/\omega_C = 0.05$, and (c) flux qubit with $\omega_J/\omega_C = 15$, $\omega_L/\omega_C = 2$. 
An LC circuit with only one active node (red dot). The spanning tree is in green.
Chapter 3

Nonlinear Optics Quantum Computing with Circuit-QED

3.1 Motivation

In Chapter 1, I introduced universal quantum computation with photons. Specifically, linear optics quantum computing (LOQC) has proven to be one of the conceptually simplest approaches to building novel quantum states and proving the possibility of quantum information processing. This approach relies on the robustness of linear optical elements, but implicitly requires an optical nonlinearity as linear optics alone is insufficient to implement universal quantum gates. Unfortunately, progress towards larger scale systems remains challenging due to the limits to optical nonlinearities, as well as the measurement of single photons.

In this chapter I explore how recent advances in circuit-QED in which optical and atomic-like systems in the microwave domain are explored for their novel quantum properties, provides a new paradigm for quantum computing with
photons, which, in contrast to LOQC, is deterministic. Specifically, using superconducting nonlinearities in the form of Josephson junctions and the related quantum devices such as flux and phase qubits, key elements of my approach have been realized: the creation of microwave photon Fock states, controllable beam splitters, and single microwave photon detection. In many cases, the photons stored in a transmission line-based resonator or inductor-capacitor resonator have much better coherence times than the attached superconducting qubits. This suggests that the main impediment to photon based quantum computing is the realization of appropriate photon nonlinearities to enable two-qubit gates like two-photon phase gates, which are sufficient for universal quantum computation.

The key element of a two-photon phase gate is a two-photon nonlinear phase shifter. It imparts a π phase on any state consisting of two photons, while leaving single photon and vacuum states unaffected. A deterministic approach to achieve such photon nonlinearity is based on the Kerr effect. In the context of circuit-QED, a four level scheme using a coplanar waveguide resonator and a Cooper pair box is used to arrange for EIT to generate large Kerr nonlinearities. In this chapter I demonstrate a different approach to photon nonlinearity. I explore the possibility of using a dc-SQUID to implement a nonlinear coupling between qubit and resonator, which, through an adiabatic scheme, enables a high fidelity, deterministic two-photon nonlinear phase shift in the microwave domain. Along with the nonlinearity, I envision using dynamically controlled cavity coupling to implement a 50/50 beam splitter operation to construct a two-photon
Figure 3.1: Use of two nonlinear phase shifters (NL), combined with 50/50 beam splitters, leads to a deterministic two photon phase gate using dual rail logic. The two photons in the dual rail basis $|0\rangle_L |1\rangle_L = |01\rangle_1 |10\rangle_2$ of the two qubits become bunched into a single mode after passing through the first beam splitter, and then receive a $\pi$ phase from one of the two phase shifters. Storage cavities are represented by blue lines.

phase gate using so-called dual rail photon qubits [1, 59], in which the logical basis $\{ |0\rangle_L = |01\rangle, |1\rangle_L = |10\rangle \}$ corresponds to the existence of a single photon in one of two resonator modes (Figure 3.1). My approach takes best advantage of the relatively long coherence times for microwave photons in resonators, and couples only virtually to superconducting quantum bit devices, minimizing noise and loss due to errors in such devices. When combined with the aforementioned techniques for Fock state generation and detection, along with dynamically controlled beam splitters, this provides the final element for nonlinear optics quantum computing in
the microwave domain.

3.2 Outline of Approach

I now outline the approach. I consider photons stored in a high-impedance microwave resonator [76] coupled inductively with strength $0 < \chi < 1$ to a flux superconducting qubit (SQ) in a dc-SQUID configuration (Figure 3.2). The resonator loops around the dc-SQUID which results in a nonlinear cosine dependent interaction between the resonator and qubit. In this configuration, I get an effective coupling of the form $V \sim E J \cos(\hat{\phi} + \phi'_x) \cos \hat{\phi}_L$, where an external flux $\phi'_x = 2\pi \chi \Phi'_x/\Phi_0$ is applied to the resonator which consequently threads the smaller loop of the dc-SQUID, $\Phi_0$ being the superconducting flux quantum. The qubit phase variable and the resonator flux are denoted by $\hat{\phi}$ and $\hat{\phi}_L = 2\pi \hat{\Phi}_L/\Phi_0$ respectively. For $\phi'_x \sim \pi/2$, one immediately sees a nonlinear coupling between the qubit and resonator: $V \sim E J \hat{\phi} \hat{\phi}_L^2$, where two resonator photons can be annihilated to produce one qubit excitation, analogous to parametric up conversion in $\chi^{(2)}$ systems. This causes the two-photon state of the resonator to couple to the first excited state of the SQ with strength $g_2$ (Figure 3.3(a)). In essence, in this region, the two-photon state with detuning $\delta$ from the qubit, becomes slightly qubit-like and acquires some nonlinearity. However, the single-photon state, inspite of its coupling to the first excitation of the SQ with strength $g_1$, remains mostly photon-like because it is far detuned by $\Delta$ from this qubit excitation (Figure 3.3(b)). At the end of the procedure, this leads to an additional phase for the two-photon initial state. The coupling
Figure 3.2: (a) Implementation of a high-impedance coiled resonator (blue) coupled to a dc-SQUID (red) with an inductive outer loop. The flux bias lines are in black. (b) A simple circuit model of the physical implementation.

of the two-photon state to other modes arises via linear coupling at $O(g_1)$ and is assumed to be far detuned.

The noise in the SQ, with a decay rate $\gamma$ of its first excited state, may slightly limit the nonlinear phase shift operation. Although the overall system will mostly be in the photon-like regime with decay rate $\kappa$, there will be an additional probability for it to decay due to its coupling to the lossy qubit. In the limit where $|\delta| \gg |g_2|$ and $|\Delta| \gg |g_1|$ with $|\Delta| > |\delta|$, the two-photon nonlinearity goes like $g_2^2/\delta$, and the two-photon state decays approximately at a rate $\gamma g_1^2/\Delta^2 + \gamma g_2^2/\delta^2$. Thus, the losses due to the qubit go like $\gamma/\delta$ provided one allows $g_1$ to become close to $g_2$, which is possible by controlling $\phi'_x$. Hence, at large detuning, one will then be limited only by $\kappa$. In contrast, a Kerr nonlinearity scales like $g_1^4/\delta^3$ and the noise scales like $\gamma g_1^2/\delta^2$, leading to more loss due to the qubit for large detuning.
Figure 3.3: (a) Energy levels of the resonator and qubit system along with the relevant couplings. (b) Top: The suggested flux bias pulse $\phi_x$ to implement the nonlinear phase shift; a fast but adiabatic sweep and then a very slow variation of the pulse near the avoided crossing. Bottom: The coupling $g_2$ between the two photon state and the first qubit excited state leads to a sizeable avoided crossing.

### 3.3 The Circuit Model and Hamiltonian

First I derive the Hamiltonian of the system using a circuit model. The circuit model comprising of an LC circuit coupled inductively with strength $0 < \chi < 1$ to a dc-SQUID configuration is shown in Figure 3.4. The inductance and capacitance of the LC circuit are denoted by $L$ and $C$ respectively. The SQUID consists of two junctions with Josephson energies $E_{J1}$ and $E_{J2}$ respectively, along with capacitances.
and inductances $C_{J1}$, $L_{J1}$ and $C_{J2}$, $L_{J2}$. The terms $\Phi_L$ and $\Phi$ represent the node fluxes with the corresponding trees shown in green. The branch fluxes in the LC circuit are denoted in blue by $\Phi_1$ and $\Phi_2$ while the branch fluxes in the qubit are represented in red by the terms $\Phi_{11}$, $\Phi_{12}$, $\Phi_{21}$, $\Phi_{22}$, and $\Phi_3$. The outer loop is threaded by an external flux $\Phi_x$ while the loop in the LC circuit has a flux $\Phi'_x$ through it. This in turn threads the smaller SQUID loop, along with the resonator flux $\Phi_L$, giving rise to the inductive coupling.

Following the guidelines on circuit quantization, the branch fluxes can be written as

$$
\Phi_1 = \Phi_L + \Phi'_x, \quad \text{(3.1)}
$$

$$
\Phi_2 = \Phi_L, \quad \text{(3.2)}
$$

$$
\Phi_{11} = \Phi + \chi \Phi_L + \chi \Phi'_x = \Phi_{12}, \quad \text{(3.3)}
$$

$$
\Phi_{21} = \Phi = \Phi_{22}, \quad \text{(3.4)}
$$

$$
\Phi_3 = \Phi + \Phi_x. \quad \text{(3.5)}
$$
The kinetic energy term $T$ is

$$
T = \frac{1}{2} C\dot{\Phi}^2 + \frac{1}{2} C_{J1} \dot{\Phi}_1^2 + \frac{1}{2} C_{J2} \dot{\Phi}_2^2 \\
= \frac{1}{2} C(\dot{\Phi}_L + \dot{\Phi}_x')^2 + \frac{1}{2} C_{J1}(\dot{\Phi} + \chi \dot{\Phi}_L + \chi \dot{\Phi}_x)^2 + \frac{1}{2} C_{J2} \dot{\Phi}_2^2 \\
\approx \frac{1}{2} C\dot{\Phi}_L^2 + \frac{1}{2} C_{J1}(\dot{\Phi} + \chi \dot{\Phi}_L)^2 + \frac{1}{2} C_{J2} \dot{\Phi}_2^2, 
$$

(3.6)

where I ignore the time derivative of external fluxes in the adiabatic limit. The potential energy term is

$$
V = \frac{\Phi_L^2}{2L} - E_{J1} \cos(\phi + \chi \phi_L + \phi_x') - E_{J2} \cos \phi + \frac{1}{2} E_L (\phi + \phi_x)^2.
$$

(3.7)

I have written $V$ in terms of

$$
\phi_x = \frac{2\pi \Phi_x}{\Phi_0}, 
$$

(3.8)

$$
\phi_x' = \frac{2\pi \chi \Phi_x'}{\Phi_0}, 
$$

(3.9)

$$
\phi_L = \frac{2\pi \Phi_L}{\Phi_0}, 
$$

(3.10)

$$
E_L = \frac{\Phi_0^2}{4\pi^2 L_1}. 
$$

(3.11)

The Lagrangian of the system is $\mathcal{L} = T - V$. The canonical momenta of the system denoted by $q_L$ and $q$ are

$$
q_L = \frac{\partial \mathcal{L}}{\partial \dot{\Phi}_L} \quad \text{and} \quad q = \frac{\partial \mathcal{L}}{\partial \dot{\Phi}}.
$$

(3.12)

From the Lagrangian

$$
q = (C_{J1} + C_{J2}) \dot{\Phi} + \chi C_{J1} \dot{\Phi}_L, 
$$

(3.13)

$$
q_L = \chi C_{J1} \dot{\Phi} + (C + \chi^2 C_{J1}) \dot{\Phi}_L.
$$

(3.14)
Solving these equations for $\dot{\Phi}$ and $\dot{\Phi}_L$ I get

$$\dot{\Phi} = \frac{qC - \chi C J_1 qL - \chi q}{C(C J_1 + C J_2) + \chi^2 C J_1 C J_2},$$  \hspace{1cm} (3.15)$$

$$\dot{\Phi}_L = \frac{qL(C J_1 + C J_2) - \chi q C J_1}{C(C J_1 + C J_2) + \chi^2 C J_1 C J_2}. \hspace{1cm} (3.16)$$

Using these results I can write the Hamiltonian $H = q \dot{\Phi} + q_L \dot{\Phi}_L - L$. The quantum Hamiltonian is then

$$H = \left[ \frac{\hat{\Phi}_L^2}{2L} + \frac{\hat{q}_L^2}{2C} \right] + \left[ \frac{q^2}{2C J_1} - E J_1 \cos(\phi + \chi \hat{\Phi}_L + \phi'_x) - E J_2 \cos \phi + \frac{1}{2} E L(\phi + \phi_x)^2 \right]$$

$$- \left( \frac{\chi C J_1}{C(C J_1 + C J_2) + \chi^2 C J_1 C J_2} \right) \hat{q}^2,$$  \hspace{1cm} (3.17)

where the effective resonator and junction capacitances are

$$\tilde{C} = \frac{C(C J_1 + C J_2) + \chi^2 C J_1 C J_2}{C J_1 + C J_2} \overset{\chi \to 0}{\longrightarrow} C,$$  \hspace{1cm} (3.18)$$

$$\tilde{C}_J = \frac{C(C J_1 + C J_2) + \chi^2 C J_1 C J_2}{C + \chi^2 C J_1} \overset{\chi \to 0}{\longrightarrow} C J_1 + C J_2. \hspace{1cm} (3.19)$$

Let the dressed resonator frequency be $\omega = 1/\sqrt{LC}$ and $\Phi_L^{(0)} = \sqrt{L \omega \hbar / 2}$ be the width of quantum fluctuations in the resonator flux. Introduce the dimensionless parameter $\mu = 2\pi \Phi_L^{(0)} / \Phi_0$. In terms of the quantum of conductance $G_0 = 2e^2 / h$ and the characteristic impedance of the resonator $Z = \sqrt{L / \tilde{C}}$, I can write $\mu = 2\pi G_0 Z$.

Since $\mu \ll 1$, one can expand $V$ in powers of $\chi \hat{\Phi}_L \propto \mu$. Performing a series expansion of the term in $V$ proportional to $E J_1$ to second order in $\chi \hat{\Phi}_L$ I get

$$- \cos(\phi + \chi \hat{\Phi}_L + \phi'_x)$$

$$= - \cos(\phi + \phi'_x) + \chi \sin(\phi + \phi'_x) \hat{\Phi}_L + \frac{\chi^2}{2} \cos(\phi + \phi'_x) \hat{\Phi}_L^2 + O(\hat{\Phi}_L^3). \hspace{1cm} (3.20)$$
This gives the resonator, qubit, and interaction Hamiltonians

\[ H_r = \frac{q^2}{2C} + \frac{\hat{q}_L^2}{2L}, \]  
(3.21)

\[ H_q = \frac{q^2}{2C_J} - E_{J1} \cos(\phi + \phi_x') - E_{J2} \cos \phi + \frac{1}{2} E_L (\phi + \phi_x)^2, \]  
(3.22)

\[ V_I = \chi E_{J1} \sin(\phi + \phi_x') \hat{q}_L + \chi^2 \frac{E_{J1}}{2} \cos(\phi + \phi_x') \hat{q}_L^2 - \frac{\chi C_{J1}}{C(C_{J1} + C_{J2})} \hat{q}_L \hat{q}_L. \]  
(3.23)

For simplicity I assume that the junctions are identical with capacitances \( C_J \) and Josephson energies \( E_J \). Then I get

\[ \tilde{C} = C + \frac{\chi^2}{2} C_J, \]  
(3.24)

\[ \tilde{C}_J = \frac{2CC_J + \chi^2 C_J^2}{C + \chi^2 C_J}, \]  
(3.25)

along with the simplified terms

\[ H_r = \frac{q^2}{2C} + \frac{\hat{q}_L^2}{2L}, \]  
(3.26)

\[ H_q = \frac{q^2}{2C_J} - E_J \cos(\phi + \phi_x') - E_J \cos \phi + \frac{1}{2} E_L (\phi + \phi_x)^2, \]  
(3.27)

\[ V_I = \chi E_J \sin(\phi + \phi_x') \hat{q}_L + \frac{\chi^2}{2} E_J \cos(\phi + \phi_x') \hat{q}_L^2 - \frac{\chi}{2C} \hat{q}_L \hat{q}_L. \]  
(3.28)

### 3.4 Linearization and Quantization

In the limit where \( E_L \gg E_J > 2E_C \), one can linearize the potential

\[ V(\phi, \phi_L) = \left( \frac{\Phi_0}{2\pi} \right)^2 \frac{q^2}{2L} - E_J \cos(\phi + \chi \phi_L + \phi_x') - E_J \cos \phi + \frac{1}{2} E_L (\phi + \phi_x)^2, \]  
(3.29)

about the classical minima \( \phi_c \) and \( \phi_{Lc} \) of the qubit phase and resonator flux respectively. Thus, in the following, I let curly brackets \( \{f(\phi, \phi_L)\} \) denote its evaluation at the classical minima \( \phi = \phi_c \) and \( \phi_L = \phi_{Lc} \). Hence,

\[ V(\phi, \phi_L) \rightarrow V(\phi_c, \phi_L + \phi_{Lc}), \]  
(3.30)
where the hats denote quantum fluctuations. I let

\begin{align*}
V_0 &= V(\phi_c, \phi_L), \\
V_1 &= \left\{ \frac{\partial V}{\partial \phi} \right\} \hat{\phi} + \left\{ \frac{\partial V}{\partial \phi_L} \right\} \hat{\phi}_L. 
\end{align*}

Using a Taylor series expansion of $V$ about the classical minima, I get

\begin{align*}
V(\hat{\phi} + \phi_c, \hat{\phi}_L + \phi_Lc) \\
&= V_0 + V_1 + \frac{1}{2!} \left\{ \frac{\partial^2 V}{\partial \phi^2} \right\} \hat{\phi}^2 + 2 \left\{ \frac{\partial^2 V}{\partial \phi \partial \phi_L} \right\} \hat{\phi} \hat{\phi}_L + \left\{ \frac{\partial^2 V}{\partial \phi_L^2} \right\} \hat{\phi}_L^2 + O(\hat{\phi}^3). 
\end{align*}

I set the terms

\begin{align*}
\frac{\partial V(\phi, \phi_L)}{\partial \phi} = \frac{\partial V(\phi, \phi_L)}{\partial \phi_L} = 0, 
\end{align*}

and solve for the approximate classical values $\phi_c$ and $\phi_Lc$. Letting $\tilde{\chi} = \frac{2\pi}{\Phi_0}$,

\begin{align*}
\phi_c(\phi_x, \phi'_x) &= -\phi_x + \frac{E_J \sin \phi_x + E_J \sin(\phi_x - \phi'_x - \chi \phi_Lc)}{E_L + E_J \cos \phi_x + E_J \cos(\phi_x - \phi'_x - \chi \phi_Lc)}, \\
\phi_Lc(\phi_x, \phi'_x) &= \left( \frac{2\pi}{\Phi_0} \right) \frac{E_J L \tilde{\chi} \sin(\phi_x - \phi'_x)}{1 + E_J L \tilde{\chi}^2 \cos(\phi_x - \phi'_x)}. 
\end{align*}

Explicitly, the linearized potential is

\begin{align*}
V_2 &= \frac{1}{2} \left[ E_L + E_J \cos \phi_c + E_J \cos(\phi_c + \phi'_x + \chi \phi_Lc) \right] \hat{\phi}^2 \\
&\quad + \frac{1}{2} \left[ \left( \frac{\Phi_0}{2\pi} \right)^2 \frac{1}{L} + \chi^2 E_J \cos(\phi_c + \phi'_x + \chi \phi_Lc) \right] \hat{\phi}_L^2 \\
&\quad + \chi E_J \cos(\phi_c + \phi'_x + \chi \phi_Lc) \hat{\phi} \hat{\phi}_L. 
\end{align*}

The nonlinear correction to the potential has the form

\begin{align*}
V_3 &= \frac{1}{3!} \left\{ \frac{\partial^3 V}{\partial \hat{\phi}^3} \right\} \hat{\phi}^3 + 3 \left\{ \frac{\partial^3 V}{\partial \hat{\phi}^2 \partial \phi_L} \right\} \hat{\phi}^2 \hat{\phi}_L + 3 \left\{ \frac{\partial^3 V}{\partial \phi \partial \phi_L^2} \right\} \hat{\phi} \hat{\phi}_L^2 + \left\{ \frac{\partial^3 V}{\partial \phi_L^3} \right\} \hat{\phi}_L^3. 
\end{align*}
where the derivatives are given by

\[
\frac{\partial^3 V}{\partial \phi^3} = -E_J \sin \phi_c - E_J \sin(\phi_c + \phi'_x + \chi \phi_{Lc}),
\]
(3.39)

\[
\frac{\partial^3 V}{\partial \phi^2 \partial \phi_L} = -\chi E_J \sin(\phi_c + \phi'_x + \chi \phi_{Lc}),
\]
(3.40)

\[
\frac{\partial^3 V}{\partial \phi \partial \phi^2_L} = -\chi^2 E_J \sin(\phi_c + \phi'_x + \chi \phi_{Lc}),
\]
(3.41)

\[
\frac{\partial^3 V}{\partial \phi^3_L} = -\chi^3 E_J \sin(\phi_c + \phi'_x + \chi \phi_{Lc}).
\]
(3.42)

The coupling I am interested in is

\[
\frac{1}{2} \left\{ \frac{\partial^3 V}{\partial \phi \partial \phi^2_L} \right\} \hat{\phi} \hat{\phi}^2_L = -\frac{\chi^2}{2} E_J \sin(\phi_c + \phi'_x + \chi \phi_{Lc}) \hat{\phi} \hat{\phi}^2_L,
\]
(3.43)

which annihilates two resonator quanta in exchange for a single qubit excitation.

For conciseness of notation I let

\[
u(\phi_x, \phi'_x) \equiv \cos(\phi_c + \phi'_x + \chi \phi_{Lc}),
\]
(3.44)

\[
s(\phi_x, \phi'_x) \equiv \sin(\phi_c + \phi'_x + \chi \phi_{Lc}),
\]
(3.45)

\[
r(\phi_x, \phi'_x) \equiv \sin \phi_c,
\]
(3.46)

\[
t(\phi_x, \phi'_x) \equiv \cos \phi_c.
\]
(3.47)

Define the parameters

\[
\tilde{L}^{-1} = \left[ \frac{1}{L} + \chi^2 E_J \cos(\phi_c + \phi'_x + \chi \phi_{Lc}) \right] = \left[ \frac{1}{L} + \tilde{\chi}^2 E_J u \right],
\]
(3.48)

\[
\omega = \frac{1}{\sqrt{\tilde{L}C}},
\]
(3.49)

\[
\omega_q = \sqrt{\omega_C [\omega_L + (t + u) \omega_J]}.
\]
(3.50)

Let \( \hat{N} = \hat{q}/(2e) \) be the number of Cooper pairs tunneling through the junction with an effective charging energy \( \tilde{E}_C = (2e)^2/\tilde{C}_J \). The Hamiltonian of the system is
\[ \hat{H}_l = \hat{H}_{rl} + \hat{H}_{ql} + \hat{V}_I \]

where

\[ \hat{H}_{rl} = \frac{\hat{q}_L^2}{2C} + \frac{\hat{\Phi}_L^2}{2C} + \frac{1}{2} \bar{C} \omega^2 \hat{\Phi}_L^2, \quad (3.51) \]
\[ \hat{H}_{ql} = \frac{\bar{E}_C}{2} \hat{N}^2 + \frac{1}{2} [E_L + E_J(t + u)] \hat{\phi}^2, \quad (3.52) \]
\[ \hat{H}_I = -\frac{\chi}{2C} \hat{q} \hat{q} + \bar{\chi} u E_J \hat{\phi} \hat{\Phi}_L - \frac{\bar{\chi}^2}{2} s E_J \hat{\phi} \hat{\Phi}_L, \quad (3.53) \]

I now introduce the operators \{\hat{a}, \hat{a}^\dagger, \hat{b}, \hat{b}^\dagger\} satisfying \[ [\hat{a}, \hat{a}^\dagger] = 1 = [\hat{b}, \hat{b}^\dagger]. \]

Let

\[ \hat{\Phi}_L = \sqrt{\tilde{L} \omega} \frac{\hbar}{2} (\hat{a} + \hat{a}^\dagger), \quad (3.54) \]
\[ \hat{q}_L = -i \sqrt{\frac{\hbar}{2L \omega}} (\hat{a} - \hat{a}^\dagger), \quad (3.55) \]
\[ \hat{\phi} = \sqrt{\frac{\omega_C}{2\omega_q}} (\hat{b} + \hat{b}^\dagger), \quad (3.56) \]
\[ \hat{N} = -i \sqrt{\frac{\omega_L}{2\omega_C}} (\hat{b} - \hat{b}^\dagger). \quad (3.57) \]

The newly defined operators preserve the commutations relations \[[\hat{\phi}, \hat{N}] = i\] and \[[\hat{\Phi}, \hat{q}] = i\hbar.\] This leads to the quantized Hamiltonians \( \hat{H}_{rl} = \omega \hat{a}^\dagger \hat{a} \) and \( \hat{H}_{ql} = \omega \hat{b}^\dagger \hat{b}. \)

The linear part of the Hamiltonian is

\[ \hat{H}_L = \hat{H}_{rl} + \hat{H}_{ql} - \frac{\chi}{2C} \hat{q} \hat{q} + \bar{\chi} u E_J \hat{\phi} \hat{\Phi}_L. \quad (3.58) \]

The quantized nonlinear interaction term is

\[ \hat{V}_{nl} = -\frac{\bar{\chi}^2}{2} s E_J \hat{\phi} \hat{\Phi}_L^2. \quad (3.59) \]

Recall the dimensionless parameter \( \mu = 2\pi \Phi_0^0/\Phi_0 \approx 2\pi/\Phi_0 \sqrt{\tilde{L} \omega \hbar}/2. \) I then define the energies

\[ \eta_1 = \chi E_J \mu, \quad (3.60) \]
\[ \eta_2 = \frac{\chi^2}{2} E_J \mu^2 = \frac{\eta_1^2}{2E_J}, \quad (3.61) \]
\[ \eta_3 = \frac{\chi e}{C} \sqrt{\frac{\hbar}{2L \omega}} = \eta_1 \frac{\hbar \omega}{2E_J}. \quad (3.62) \]
In terms of the creation and annihilation operators, the linear interaction term is

\[ \hat{V}_l = -\frac{\chi}{2C} \hat{q}_L \hat{q}_L + \tilde{\chi} u E_J \hat{\Phi}_L \]

\[ = -\frac{\chi}{2C} (2e) \hat{N} \hat{q}_L + \tilde{\chi} u E_J \hat{\Phi}_L \]

\[ = \eta_3 \sqrt{\omega_q} (\hat{a} - \hat{a}^\dagger)(\hat{b} - \hat{b}^\dagger) + \eta_1 u \sqrt{\frac{\omega_C}{2\omega_q}} (\hat{a} + \hat{a}^\dagger)(\hat{b} + \hat{b}^\dagger). \] (3.63)

I then make a rotating wave approximation to get

\[ \hat{V}_l^{(RWA)} = g_1 (\hat{a} \hat{b}^\dagger + \hat{a}^\dagger \hat{b}), \] (3.64)

where the linear coupling is

\[ g_1 = \eta_1 u \sqrt{\frac{\omega_C}{2\omega_q}} - \eta_3 \sqrt{\frac{\omega_q}{2\omega_C}}. \] (3.65)

Later it will be seen that the nonlinear phase shift operation will require \( g_1 \) to vanish. This is only possible if it changes sign. The term \( u \) varies as a function of the external fluxes but |\( u \)| ≤ 1. \( g_1 \) vanishes when

\[ \eta_1 u \sqrt{\frac{\omega_C}{2\omega_q}} = \eta_3 \sqrt{\frac{\omega_q}{2\omega_C}} \implies u \sqrt{\frac{\omega_C}{2\omega_q}} = \frac{\hbar \omega}{2E_J} \sqrt{\frac{\omega_q}{2\omega_C}}. \] (3.66)

Since |\( u \)| ≤ 1, for \( g_1 \) to change sign, I require \( \tilde{\omega}_C \leq \omega_q \omega/(2\omega_J) \). Note that \( \omega_q \) also depends on the external fluxes. The non-linear coupling in terms of these operators is

\[ \hat{V}_{nl} = -\eta_2 s \sqrt{\frac{\omega_C}{2\omega_q}} (\hat{a} + \hat{a}^\dagger)^2 (\hat{b} + \hat{b}^\dagger) \xrightarrow{RWA} -\eta_2 s \sqrt{\frac{\omega_C}{2\omega_q}} (\hat{a} \hat{b}^\dagger + \hat{b}^\dagger \hat{a}). \] (3.67)

### 3.5 Diagonalization of Linear Hamiltonian

I had the linear Hamiltonian

\[ \mathcal{H}_L = \omega \hat{a}^\dagger \hat{a} + \omega_q \hat{b}^\dagger \hat{b} + g_1 (\hat{a} \hat{b}^\dagger + \hat{a}^\dagger \hat{b}). \] (3.68)
To diagonalize $\hat{H}_L$ I define new operators $\hat{c}$ and $\hat{d}$ with

$$\hat{a} = \mu_1 \hat{c} + \nu_1 \hat{d}, \quad (3.69)$$

$$\hat{b} = \mu_2 \hat{c} + \nu_2 \hat{d}, \quad (3.70)$$

such that $[\hat{c}, \hat{c}^\dagger] = 1 = [\hat{d}, \hat{d}^\dagger]$ and $[\hat{c}, \hat{d}^\dagger] = 0 = [\hat{c}, \hat{d}]$. This requires the conditions

$$|\mu_1|^2 + |\nu_1|^2 = 1 = |\mu_2|^2 + |\nu_2|^2, \quad (3.71)$$

$$\mu_1 \mu_2^* + \nu_1 \nu_2^* = 0. \quad (3.72)$$

The parametrization $\mu_1 = \cos \theta$, $\nu_1 = -\sin \theta$, $\mu_2 = \sin \theta$, $\nu_2 = \cos \theta$ satisfies the constraints (3.71), (3.72). Substituting the relations into $\hat{H}_L$ and setting the diagonal terms to zero, I get a new Hamiltonian in the normal mode coordinates given by

$$\hat{H}_N = \Omega_1 \hat{c}^\dagger \hat{c} + \Omega_2 \hat{d}^\dagger \hat{d}. \quad (3.73)$$

The dressed frequencies are

$$\Omega_1 = \omega + \frac{\Delta}{2} \left( 1 - \sqrt{1 + \frac{4g_1^2}{\Delta^2}} \right), \quad (3.74)$$

$$\Omega_2 = \omega + \frac{\Delta}{2} \left( 1 + \sqrt{1 + \frac{4g_1^2}{\Delta^2}} \right). \quad (3.75)$$

The detuning $\Delta = \omega_q - \omega$ is assumed to be positive. Note that for $\Delta \gg |g_1|$, $\Omega_1 \to \omega$, and $\Omega_2 \to \omega_q$.

In the following discussion, I denote the basis states of the resonator and qubit system by $|m\rangle \otimes |n\rangle \equiv |m \ n\rangle$, where the first and second labels refer to the quantum number of the resonator and qubit respectively. The eigenstates of the Hamiltonian in the new basis are number excitations of the $\hat{c}^\dagger \hat{c}$ and $\hat{d}^\dagger \hat{d}$ operators. Denoting these
kets as $|\bar{C}\bar{D}\rangle$,

$$
|\bar{1}\bar{0}\rangle = \cos\theta |10\rangle + \sin\theta |01\rangle, \quad (3.76)
$$

$$
|\bar{0}\bar{1}\rangle = -\sin\theta |10\rangle + \cos\theta |01\rangle, \quad (3.77)
$$

$$
|\bar{2}\bar{0}\rangle = \cos^2\theta |20\rangle + \sqrt{2} \cos\theta \sin\theta |11\rangle + \sin^2\theta |02\rangle, \quad (3.78)
$$

$$
|\bar{1}\bar{1}\rangle = -\sqrt{2} \cos\theta \sin\theta |20\rangle + \cos 2\theta |11\rangle + \sqrt{2} \cos\theta \sin\theta |02\rangle, \quad (3.79)
$$

$$
|\bar{0}\bar{2}\rangle = \sin^2\theta |20\rangle - \sqrt{2} \cos\theta \sin\theta |11\rangle + \cos^2\theta |02\rangle. \quad (3.80)
$$

Explicitly, the sines and cosines are

$$
\sin\theta = \frac{1}{\sqrt{2}} \sqrt{1 - \frac{\Delta}{\sqrt{4g_1^2 + \Delta^2}}}, \quad (3.81)
$$

$$
\cos\theta = \frac{1}{\sqrt{2}} \sqrt{1 + \frac{\Delta}{\sqrt{4g_1^2 + \Delta^2}}}. \quad (3.82)
$$

The parameter $\theta$ is also given by $\tan 2\theta = 2g_1 \Delta^{-1}$. When $\Delta \gg |g_1|$, $\tan 2\theta \to 0$ or $\theta \to 0$. So $\sin\theta \to 0$ and $\cos\theta \to 1$. Thus, $|\bar{1}\bar{0}\rangle \to |10\rangle$, $|\bar{0}\bar{1}\rangle \to |01\rangle$, $|\bar{2}\bar{0}\rangle \to |20\rangle$, $|\bar{0}\bar{2}\rangle \to |02\rangle$. Similarly, when $\Delta \to 0$, $\theta \to \pi/4$. Hence, $\cos\theta \to 1/\sqrt{2}$ and $\sin\theta \to 1/\sqrt{2}$.

In terms of the normal mode operators,

$$
\hat{V}_{nl} = \eta'_2 (\cos^2\theta \sin\theta \hat{c}^{\dagger 2} \hat{c} - \cos^3\theta \hat{c}^{\dagger 2} \hat{d} - 2 \cos\theta \sin^2\theta \hat{c}^{\dagger} \hat{d}^{\dagger} + 2 \cos^2\theta \sin\theta \hat{c}^{\dagger} \hat{d}^{\dagger} \hat{d} + \sin^3\theta \hat{c} \hat{d}^{\dagger} - \sin^2\theta \cos\theta \hat{d}^{\dagger} \hat{d} + h.c.), \quad (3.83)
$$

where I have defined $\eta'_2 \equiv \eta_2 s \sqrt{\frac{\omega_C}{2\omega_q}}$. 
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### 3.6 Subspace Hamiltonian and Two-Photon Nonlinearity

I will work in the subspace spanned by the states \( \{ |0\rangle \equiv |00\rangle , |a\rangle \equiv |10\rangle , |b\rangle \equiv |0\rangle , |c\rangle \equiv |01\rangle \} \). The Hamiltonian is

\[
H = \begin{pmatrix}
0 & 0 & 0 & 0 \\
0 & \Omega_1 & \lambda_1 & 0 \\
0 & \lambda_1 & 2\Omega_1 & \lambda_2 \\
0 & 0 & \lambda_2 & \Omega_2
\end{pmatrix}. \tag{3.84}
\]

The parameters \( \lambda_1 = (\sqrt{2}\cos^2 \theta \sin \theta)\eta'_2 \equiv r_1\eta'_2 \) and \( \lambda_2 = (-\sqrt{2}\cos^3 \theta)\eta'_2 \equiv r_2\eta'_2 \).

One can use a Schrieffer-Wolf transformation (Appendix A) to find an effective Hamiltonian

\[
\tilde{H} = \begin{pmatrix}
0 & 0 & 0 & 0 \\
0 & \Omega_1 - \frac{r_1^2\eta'_2}{\Omega_1} + O(\eta'^3_2) & O(\eta'^3_2) & O(\eta'^3_2) \\
0 & O(\eta'^3_2) & 2\Omega_1 + \frac{r_1^2\eta'_2}{\Omega_1} + O(\eta'^3_2) & r_2\eta'_2 + O(\eta'^3_2) \\
0 & O(\eta'^3_2) & r_2\eta'_2 + O(\eta'^3_2) & \Omega_2 + O(\eta'^3_2)
\end{pmatrix}. \tag{3.85}
\]

One can use this Hamiltonian to calculate the two-photon nonlinearity \( N_{i} \). With \( \delta' = \Omega_2 - 2\Omega_1 > 0 \), I have

\[
N_{i} = \eta'^2_2 \left( \frac{3r^2_1}{\Omega_1} - \frac{r^2_2}{\delta'} \right) \approx -\frac{\eta'^2_2 r^2_2}{\delta'} = -\frac{g^2_2}{\delta'}, \tag{3.86}
\]

where I have identified \( \eta'_2 r_2 \) with \( g_2 \). With this nonlinearity and standard parameters, the two-photon \( \pi \) phase shift protocol can be implemented in a few hundred ns.
3.7 Numerical Results

In addition to my analytical model, I also diagonalize the Hamiltonian of the system numerically by working in the tensor product space $H = H_r \otimes H_q$ of the resonator and qubit. A basis state of $H$ is written as $|n\rangle \otimes |q\rangle \equiv |n\; q\rangle$, a tensor product of the bases for the resonator and qubit spaces. The basis states in the resonator space are the number excitations $|n\rangle$ which are eigenstates of the number operator $\hat{n} = \hat{a}^\dagger \hat{a}$. The qubit space is written in the basis of qubit wavefunctions $\psi_q(\phi) = \langle \phi | q \rangle$. For this purpose, I start with the non-linearized Hamiltonians

$$H_r = \frac{q_L^2}{2C} + \frac{\hat{q}_{L}^2}{2L},$$

$$H_q = \frac{\tilde{q}_{L}^2}{2C_J} - E_J \cos(\tilde{\phi} + \phi'_x) - E_J \cos \hat{\phi} + \frac{1}{2} E_L (\hat{\phi} + \phi_{x})^2,$$

$$V_I = \chi E_J \sin(\tilde{\phi} + \phi'_x) \hat{\phi}_L + \frac{\chi^2}{2} E_J \cos(\tilde{\phi} + \phi'_x) \hat{\phi}_L^2 - \frac{\chi}{2C} \hat{q}_L \hat{q}_L.$$

Then I introduce creation and annihilation operators only for the resonator,

$$\hat{\Phi}_L = \sqrt{\frac{L\omega \hbar}{2}} (\hat{a} + \hat{a}^\dagger),$$

$$\hat{q}_L = -i \sqrt{\frac{\hbar}{2L\omega}} (\hat{a} - \hat{a}^\dagger).$$

In terms of these operators, the three interaction terms can be written as

$$V_1 = \eta_1 (\hat{a} + \hat{a}^\dagger) \sin(\tilde{\phi} + \phi'_x),$$

$$V_2 = \eta_2 (\hat{a} + \hat{a}^\dagger)^2 \cos(\tilde{\phi} + \phi'_x),$$

$$V_3 = i \eta_3 (\hat{a} - \hat{a}^\dagger) \hat{N}.$$

From the potential $V_2$, the nonlinear coupling $g_2$ is seen to be

$$g_2 = \eta_2 \langle 20 | (\hat{a} + \hat{a}^\dagger)^2 \cos(\tilde{\phi} + \phi'_x) | 01 \rangle = \sqrt{2} \eta_2 \langle 0q | \cos(\tilde{\phi} + \phi'_x) | 1q \rangle.$$
For my numerical analysis, I first remark that the dressed parameters like
\(\tilde{\omega}_C\) and \(\tilde{C}\) are nearly equal to their corresponding bare counterparts \(\omega_C\) and \(C\). I let \(\hbar = 1\) and choose \(\omega_C/(2\pi) = 1\) GHz, \(\omega_J/(2\pi) = 5\) GHz, \(\omega_L = 3\omega_J\), and \(\omega/(2\pi) = 2.225\) GHz. The characteristic impedance \(Z \approx 449\) Ω. I choose a \(\chi = 0.17\), representing an easily achievable mutual inductance, from which follow \(\eta_1/(2\pi) = 400\) MHz, \(\eta_2/(2\pi) = 16\) MHz, and \(\eta_3/(2\pi) = 89\) MHz.

I first plot \(g_1\), \(g_2\) and other parameters of the system as a function of the fluxes \(\phi_x\) and \(\phi'_x\). The red marker in Figure 3.5 represents the starting point where the system is in the photon-like state and the green marker represents the parking point of the qubit. The starting point is chosen such that \(g_1\) vanishes. The parking point is chosen so that the two-photon nonlinearity is still appreciable (at least a few MHz) but not to close to the avoided crossing (see more below). At this point, the system is still mostly photon-like and only marginally qubit-like. The detuning \(\delta = \omega_q - 2\omega\) at this parking point is expected to be much larger than \(g_2\).

I also plot the dressed energy levels of the system, along with the two-photon nonlinearity in Figure 3.7. Finally, I compare my numerical results with the analytical results derived previously. First, I test the accuracy of the nonlinear coupling \(\eta_2 r_2\) which I associate with the numerical value derived from the expression \(g_2 = \sqrt{2}\eta_2 \langle 0_q | \cos(\hat{\phi} + \phi'_x) | 1_q \rangle\). I also compare the analytical and numerical values of \(g_1 = \eta_1 \langle 0_q | \sin(\hat{\phi} + \phi'_x) | 1_q \rangle\) in Figure 3.9. One can see that they are in good agreement.
3.8 Adiabatic and Non-Adiabatic Loss

Now I discuss the effect of loss on the gate. Throughout the operation of the gate the system remains mostly photon-like. Hence, loss is dominated by the cavity decay at a rate $\kappa$. Apart from $\kappa$, for the photon-like state $|\bar{2}\bar{0}\rangle$, there are two other decay channels due to the cavity-qubit coupling. In the limit $\Delta \gg |g_1|$, the linear coupling $g_1$ leads to a loss that is approximately

$$\gamma_1 \equiv \frac{\gamma g_1^2}{|\Delta|^2} = \frac{\gamma g_1^2}{(\delta + \omega)^2}. \quad (3.96)$$

Similarly, for $|\delta| \gg |g_2|$, the nonlinear coupling leads to a loss

$$\gamma_2 \equiv \frac{\gamma g_2^2}{\delta^2}. \quad (3.97)$$

Including the cavity decay rate $\kappa$, the total decay rate of the two-photon-like state becomes

$$\Gamma(\delta) = \kappa + \gamma_1 + \gamma_2. \quad (3.98)$$

Assuming that $g_2$ is time independent for simplicity, adiabaticity of the state $|\bar{2}\bar{0}\rangle$ requires

$$g_2^2|\delta|^2(\delta^2 + 4g_2^2)^{-3} \ll 1. \quad (3.99)$$

One can set this equal to some $\epsilon^2 \ll 1$ and solve for

$$\tau_h(\delta_m) = -\frac{1}{\epsilon} \int_{\delta_i}^{\delta_m} \frac{|g_2|}{(\delta^2 + 4g_2^2)^{\frac{3}{2}}} d\delta_i \quad (3.100)$$

which is the time taken to go from $|\delta_i| \gg |g_2|$ at $t = 0$ to smaller values of detuning with a minimum $\delta_m$. The total dynamic loss during the process is given by

$$L_d(\delta_m) = \frac{2}{\epsilon} \int_{\delta_m}^{\delta_i} \Gamma(\delta) \frac{|g_2|}{(\delta^2 + 4g_2^2)^{\frac{3}{2}}} d\delta. \quad (3.101)$$
When the detuning is held at $\delta_m$ for a time $\tau_s = \pi \delta_m / g_2^2$, the static loss $L_s(\delta_m) = \tau_s \Gamma(\delta_m)$. Thus,

$$L_s(\delta_m) = \pi \left[ \frac{\kappa \delta_m}{g_2^2} + \frac{\gamma \delta_m}{(\delta_m + \omega)^2} \left( \frac{g_1}{g_2} \right)^2 + \frac{\gamma}{\delta_m} \right],$$

(3.102)

and the total time of the protocol is $\tau_g = 2\tau_h + \tau_s$. Assuming $\delta_m \ll \omega$, $L_s(\delta_m)$ is minimized when $\delta_m \approx g_2 \sqrt{\gamma / \kappa}$. However, the on-off ratio of the photon nonlinearity goes like $|\delta_i/\delta_m|$, and a value of $\delta_m$ that makes this ratio at least a hundred is desirable. For $\delta \sim \omega$, one can make $g_1 \approx g_2$ so that $L_s(\delta) < \kappa \delta / g_2^2 + 2\gamma / \delta$. In this regime $L_s$ is limited by $\kappa$, as can be verified from Figure 3.11b. Thus, I optimize my protocol so that the loss $L = L_d + L_s \ll 1$. Note that one can minimize the static loss by increasing $g_1$, which has the effect of increasing $g_2$. However, to retrieve the photons with high fidelity, $g_1$ should vanish or be comparable to $g_2$ at large detuning. I note that my protection is only against qubit noise and loss, and comes at the cost of increased reliance on the cavity quality factor.

The protocol might also be limited by dephasing of the qubit due to flux noise [42,43,77]. The average slopes of the single and two-photon energy levels with respect to the reduced flux $\phi_x$ are approximately 50 MHz and 100 MHz respectively, while the slope of the qubit energy level is at most 1 GHz for the parameters chosen. However, the exact loss due to dephasing depends on the flux noise amplitude [46,78].

### 3.9 Conclusions and Outlook

In conclusion, I have demonstrated that by appropriately tuning two control fluxes, the nonlinear coupling in a system composed of photons in a resonator...
coupled to a superconducting circuit enables a two-photon nonlinear phase shift operation, with loss at large detuning limited only by the cavity quality factor. The loss at large detuning can be further suppressed by increasing the strength of the linear coupling $g_1$, while at the same time assuring that it vanishes for large detuning. This is highly desirable compared to the self-Kerr nonlinearity which leads to more photon loss due to the noisy qubit at large detunings. Furthermore, my approach may be adaptable to recent ultra-high quality factor resonators enabling nonlinear optics quantum computing in a fully engineered system \cite{70}.

In the following chapter I consider the problem of simulating a system of bosons in a lattice in the presence of an artificial magnetic field and three-body on-site interactions. Again, I make use of the nonlinear nature of superconducting circuits to achieve this goal.
Figure 3.5: (a) Contour plot of $g_1$, and (b) $g_2$ as a function of the external fluxes.
Figure 3.6: Variation of $g_1$ and $g_2$ along the trajectory defined by the arrows in Figure 3.5. Note that the starting point denoted by the red cross is chosen so that $g_1$ is close to zero.
Figure 3.7: (a) The dressed energy levels of the coupled system. (b) The two-photon nonlinearity. The detuning on the horizontal axis is the detuning along the arrows from the red to the green markers. The minimum detuning $\delta_m$ is around $-41$ MHz.
Figure 3.8: (a) The detuning $\delta = \omega_q - 2\omega$ with $\omega_{q1} \equiv \omega_q$. (b) The qubit nonlinearity $\omega_q - 2\omega_{q1}$. 
Figure 3.9: Comparison of the analytical (dashed) and numerical (solid) results. (a) Plot of \( g_1 = \eta_1 \langle 0_q | \sin(\hat{\phi} + \phi'_x) | 1_q \rangle \) and the analytical value of the same coupling from (3.65). (b) Plot of \( g_2 = \sqrt{2} \eta_2 \langle 0_q | \cos(\hat{\phi} + \phi'_x) | 1_q \rangle \) and \( \eta'_2 r_2 \) from (3.86).
Figure 3.10: The frequencies (in GHz) $2\omega$ in blue, and $\omega_q$ in red, with the analytical (dashed) expressions derived from (3.49) and (3.50) respectively.
Figure 3.11: (a) A plot of the dimensionless dynamic loss $L_d$ for $\kappa = 1$ kHZ, $\gamma = 100\kappa$ and $\epsilon^2 = 0.01$. The detuning $-536$ MHz $\leq \delta_m \leq -41$ MHz. (b) The total static loss $L_s$ in green, and the static loss without the effect of the cavity decay rate $\kappa$ in purple.
Chapter 4

Circuit-QED Implementation of the Pfaffian State

Parent Hamiltonian

4.1 Introduction

In nature fundamental particles are indistinguishable. For instance, all electrons in the universe are identical in all respects. One cannot put labels on different electrons to distinguish one electron from another. Therefore, exchanging any two identical particles in a system should leave all observables in the system invariant. If a system has $n$ identical particles with positions $r_1, \ldots, r_N$ and is described by a wavefunction $\psi(r_1, \ldots, r_k, \ldots, r_l, \ldots, r_N)$ (ignoring spin for now), exchanging particles at positions $r_l$ and $r_k$ should give

$$|\psi(r_1, \ldots, r_k, \ldots, r_l, \ldots, r_N)|^2 = |\psi(r_1, \ldots, r_l, \ldots, r_k, \ldots, r_N)|^2.$$  \hfill (4.1)

Hence, the wavefunctions can differ at most by an exchange phase,

$$\psi(r_1, \ldots, r_l, \ldots, r_k, \ldots, r_N) = e^{i\phi} \psi(r_1, \ldots, r_k, \ldots, r_l, \ldots, r_N).$$  \hfill (4.2)
It is taught in introductory quantum mechanics courses that the only allowable cases are $e^{i\phi} = \pm 1$, which refer to bosons and fermions respectively. But this is a naive viewpoint. While this is true in three and higher dimensions, in two dimensions, one can have any complex phase. This is because the topology of two dimensions is very different from that of higher dimensions. Exchanging two particles twice is equivalent to moving one around another in a closed loop and in three and higher dimensions, this loop can be deformed continuously to a point without ever crossing the stationary particle. However, in two dimensions it is not possible to do this without crossing the stationary particle. This leads to particle statistics which are neither bosonic, nor fermionic. Frank Wilczek coined the term “anyons” to refer to particles exhibiting these novel statistics [79].

Anyons exist as excitations in some condensed matter systems [80]. Such systems have highly non-trivial groundstates that are described as having topological order. The best studied example is the so called Laughlin state in the fractional quantum Hall system at filling factor $\nu = 1/3$ [81]. The filling factor $\nu = N/N\phi$ is the ratio of the number of particles to the number of flux quanta in the system. It carries Abelian anyons with exchange phase $\phi = \pi/3$ and electric charge $\pm 1/3$. At filling factor $\nu = 1/5$, a different kind of state is observed. This state, also known as the Moore-Read state which has the form of a Pfaffian wave function [82] admits non-Abelian anyons with charge $\pm 1/4$. A good practical reason for interest in detecting and manipulating anyons is for their potential use in realization of quantum memory that is protected from decoherence. Furthermore, as shown by Freedman et al. [83] and Kitaev [84], certain types of non-Abelian anyons can be
manipulated for the purpose of universal quantum computation, also referred to as topological quantum computation.

Greiter et al. proposed a parent Hamiltonian with three-body interactions which yields the so-called Pfaffian state as its ground state, and excitations that are anyons with charge $1/4$ and statistical parameter $\phi = \pi/8$. Specifically, they considered fermions in a magnetic field with repulsive three-body contact interactions of the form

$$V_{i,j,k} = \sum_{\text{triples}} \delta^{(2)}(z_i - z_j)\delta^{(2)}(z_i - z_k), \quad (4.3)$$

where $z_i = x_i + iy_i$ is the complex representation of the position of particle $i$ in two dimensions. Although the fractional quantum Hall effect occurs for fermions, bosonic systems with repulsive interactions can exhibit similar behaviors.

There have been several efforts to generate such Hamiltonians, using ultracold atomic systems, see for instance refs. [89, 90]. However, the elimination of two-body interactions while preserving the bosonic nature of excitations remains challenging [91–95], as expected for perturbatively generated three-body terms [96].

In this chapter, I propose a scheme that uses superconducting circuits to achieve this goal. In particular, I demonstrate how to engineer a three-body interaction and the synthetic magnetic field required to implement the parent Hamiltonian of Greiter et al. [85] on a lattice.
4.2 Parent Hamiltonian for the Pfaffian State

The parent Hamiltonian can be simulated on a discrete lattice [94]. An important question to ask is how the transition from the continuum to the discrete case modifies the ground state properties of the system. For example, a charged particle moving in a magnetic field in two dimensions has energies separated into Landau levels each of which is highly degenerate. However, in the presence of a discrete lattice, the spectrum becomes the well known Hofstadter butterfly [97].

Specifically, I want to simulate the parent Hamiltonian

\[
H_p = -J \sum_{x,y} \left[ \hat{a}_{x+1,y} \hat{a}_{x,y} e^{-i\pi \alpha y} + \hat{a}_{x,y+1} \hat{a}_{x,y} e^{+i\pi \alpha x} + \text{h.c.} \right] + \sum_{x,y} \frac{U_3}{6} \hat{a}_{x,y}^\dagger \hat{a}_{x,y} \hat{a}_{x,y}\hat{a}_{x,y}^\dagger.
\] (4.4)

The indices \( x \) and \( y \) refer to different sites on a lattice where the bosons are located.

There are two main ingredients in \( H_p \). The first is the presence of the phase dependent hopping term analogous to that of a charged particle moving in a magnetic field. The flux acquired by a bosonic particle under the evolution of \( H_p \) in moving around a plaquette is \( \alpha \Phi_0 \) where \( \alpha \) is a dimensionless parameter and \( \Phi_0 \) is the superconducting flux quantum. One can equivalently say that the particle acquires a phase \( 2\pi \alpha \) when moving around a plaquette. The second main ingredient is the presence of a three-body repulsive on-site interaction of the form \( \hat{a}_{x,y}^\dagger \hat{a}_{x,y} \hat{a}_{x,y} \).

In the discrete lattice case, there are two relevant length scales. The first is the lattice spacing \( a \) and the second is the magnetic length \( l_B = \sqrt{\hbar/(qB)} \) in SI units, where \( q \) is the charge of the particle and \( B \) the magnetic field in the system.
Figure 4.1: Energy levels of the system in the presence of a two and a three-body interaction.

For an electron with charge $q = e$, this reduces to $l_B = 1/\sqrt{\pi \alpha}$. In the limit where $l_B \gg a$, which corresponds to weak magnetic fields, the system is weakly sensitive to the discrete nature of the lattice.

In [86] it was argued that fractional quantum Hall physics persists until $\alpha \lesssim 0.3$ for a system of atoms in optical lattices with a similar Hamiltonian as Eq. (4.4) but with on-site two-body interactions. Their approach was to calculate the overlap of the numerically calculated ground state of the discrete Hamiltonian with the Laughlin state [81]. However, as shown in [98] the topological order in these systems can be characterized by topological invariants such as the Chern numbers even in the regime where $\alpha$ is larger. The study of topological invariants and topological order in these systems is beyond the scope of this thesis. Nevertheless, with the understanding that these Hamiltonians constitute a lot of interesting and important physics, in the remainder of the chapter, I will focus exclusively on the simulation of $H_p$ [99].
4.3 Implementation of Magnetic Field

First I discuss the implementation of the magnetic hopping terms. There have been several proposals in the past to engineer such Hamiltonians in the context of circuit-QED systems \cite{100,101}, and also proposals without breaking time reversal symmetry in photonic systems \cite{102,103}. Here, I follow the approach of \cite{59}. I consider a lattice of three-body resonators coupled to each other using externally modulated squids, as depicted in Figure 4.2. The three-body resonators (to be discussed in the following section) are simply hybrid superconducting circuits biased appropriately, and with suitable parameters. The frequencies of the resonators are detuned from each other, the red denoting the one with lower frequency $\omega_r$ compared to the blue with frequency $\omega_b$. On the horizontal connections at ordinates $y$, the modulations have phase $\phi_p = 2\pi \alpha y$ whereas the vertical connections have no phase difference. The modulation takes place at a frequency $\omega_p = \omega_b - \omega_r$ and amplitude $\delta \phi \ll 1$. That is

$$\phi_x(t) = \delta \phi (\cos \omega_p t + \phi_p(y)).$$ (4.5)

In the rotating frame with the rotating wave approximation, this induces a hopping Hamiltonian between two modes $i$ and $j$ of the form $\hat{a}_i^\dagger \hat{a}_j e^{i\phi_p} + \hat{a}_j^\dagger \hat{a}_i e^{-i\phi_p}$. The difference between the present case and Ref. \cite{59} is that there the hopping was induced between two modes of the same waveguide, while here the hopping is induced between two modes of different sites.
4.4 Three-Body Resonators

I will now consider a model for the three-body resonators occupying each site \((x, y)\) in the lattice. Consider a Josephson junction with Josephson energy \(E_J\), and charging energy \(E_C = e^2/(2C_J)\), shunted by an inductance \(L\) in a superconducting loop as shown in Figure 4.3. This leads to an inductive energy \(E_L = \Phi_0^2/(4\pi^2 L)\). Here, \(\Phi_0 = h/(2e)\) is the superconducting flux quantum and \(h\) is Planck’s constant. An external flux \(\Phi_x \equiv \Phi_0/(2\pi)\phi_x\) threading through the superconducting loop can be used to control the energy levels of the system. The Hamiltonian of such an
inductively shunted Josephson junction can be written as

\[ H = 4E_C \hat{N}^2 - E_J \cos(\hat{\phi} + \phi_x) + \frac{1}{2}E_L \hat{\phi}^2. \]  

(4.6)

Here \( \hat{\phi} \) is the operator corresponding to the phase across the junction and \( \hat{N} \) is its conjugate momentum representing the number of Cooper pairs tunneling through the junction. They obey the commutation relation \([\hat{\phi}, \hat{N}] = i\). In the \( \phi \) representation, \( \hat{N} = -i\partial/\partial\phi \).

The regime considered in [104] with \( E_J > E_C \gg E_L \), the so called fluxonium regime, leads to a situation where the first energy transition is different from the second transition and higher. Such nonlinearity leads to the isolation of the first transition and the system forms a qubit. In contrast, I choose a regime where the first and the second transitions are degenerate, while the third one is different as shown in the second of Figure 4.1. This happens when \( E_L \approx E_J \gg E_C \), the so called hybrid regime [46].

If the Josephson term in Eq. (4.6) were ignored, one would simply have a
harmonic oscillator. A harmonic oscillator with frequency $\omega$ has a Hamiltonian

$$H = \hbar \omega \hat{c}^\dagger \hat{c}. \quad (4.7)$$

It has a linear spectrum of energy levels. However, the presence of the Josephson energy $E_J$ induces a nonlinearity. This nonlinearity can be adjusted by tuning the strength of $E_J$ relative to $E_L$. Depending on the ratio $E_J/E_L$, the potential well can have many minima like in the fluxonium regime. However, in the regime I am interested in, $E_L \approx E_J$ so that the potential has only one minimum. This is important since I want the first two excited states $E_1$ and $E_2$ to be linear and bosonic. Hence, the bottom of the potential cannot be too different from a harmonic potential.

In the presence of nonlinearity, the energy spectrum is no longer uniform. In the subspace consisting of the lowest states $\{|0\rangle, |1\rangle, |2\rangle, |3\rangle\}$, I define an operator $\hat{a}$ such that

$$\hat{a} |n\rangle = \sqrt{n} |n - 1\rangle, \quad n \in \{1, 2, 3\}, \quad (4.8)$$

$$\hat{a} |0\rangle = 0. \quad (4.9)$$

Similarly, $\hat{a}^\dagger$ is defined such that

$$\hat{a}^\dagger |n\rangle = \sqrt{n + 1} |n + 1\rangle, \quad n \in \{0, 1, 2, 3\}. \quad (4.10)$$

Then in this subspace $[\hat{a}, \hat{a}^\dagger] = 1$ and

$$H = \hbar \omega \hat{a}^\dagger \hat{a} + \frac{U_2}{2} \hat{a}^2 \hat{a}^2 + \frac{U_3}{6} \hat{a}^3 \hat{a}^3. \quad (4.11)$$

Alternately,

$$H = \hbar \omega \hat{n} + \frac{U_2}{2} \hat{n}(\hat{n} - 1) + \frac{U_3}{6} \hat{n}(\hat{n} - 1)(\hat{n} - 2), \quad (4.12)$$
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where \( \hat{n} = \hat{a}^\dagger \hat{a} \) and \( \hat{n} |n\rangle = n |n\rangle \). From this one can infer that the ground state energy \( E_0 = 0 \) and the energy of the first excited state is \( E_1 = \hbar \omega \). The energy of the anharmonic second and third excited states are \( E_2 = 2\hbar \omega + U_2 \) and \( E_3 = 3\hbar \omega + U_3 + 3U_2 \). This leads to the expressions for the nonlinearities

\[
U_2 = E_2 - 2E_1, \\
U_3 = E_3 - 3(E_2 - E_1).
\]

(4.13)
(4.14)

I emphasize that these properties of the subspace are consistent with the observed numerical results which will be derived in the following sections.

4.5 Optimization of Parameters

Since I am working in the non-perturbative regime where \( E_J \lesssim E_L \), optimization has to be done fully numerically. There are three external parameters available for tuning. The first two are the ratios \( \alpha \equiv E_C/E_J \) and \( \beta \equiv E_L/E_J \) which are fixed during fabrication. The third parameter is the external flux \( \phi_x \). I fix \( \alpha = 0.05 \) and vary \( \beta \) and \( \phi_x \). I then plot \( U_2 \) and \( U_3 \) as a function of these parameters in the regime where the potential of Eq. 4.6 has only a single well. The results are shown in Figure 4.4.

Recall that I am interested in a pure three-body interaction. Therefore, I seek points in these contours where \( U_2 \) vanishes. But due to numerical constraints arising from finite step size, I can only find those points for which \( U_2 < 5 \times 10^{-4} \). At first thought, it might seem that all these points are valid bias points for the construction of a bosonic three-body resonator. After all, these are points where \( U_3 \)
is significantly larger than \( U_2 \) which is close to zero. However, this is not sufficient. One still has to verify that the three lowest excitations behave bosonically. To do this, I adopt the following construction.

I couple two hybrid superconducting devices inductively with mutual inductance \( M \) as depicted in Figure 4.6. In the general case with devices corresponding to different parameters, the Hamiltonian of the system can be written as

\[
H_C = H_1 + H_2 + V_I, \tag{4.15}
\]

where for \( i \in \{1, 2\} \), in the \( \phi \) basis

\[
H_i = -4E_{Ci} \frac{\partial^2}{\partial \phi^2} - E_{Ji} \cos \phi_i + \frac{1}{2} E_{Li} \left( \phi_i + \frac{\chi \sum_{j \in \{1, 2\}} (1 - \delta_{ij}) \phi_{xj}}{2E_{Li}} \right)^2. \tag{4.16}
\]

The interaction term is

\[
V_I = \frac{1}{2} \chi \phi_1 \phi_2. \tag{4.17}
\]

The charging energy \( E_{Ci} = e^2/(2C_{Ji}) \). The inductive energies are given by \( E_{Li} = \Phi_0^2/(4\pi^2 L_i) \), where \( L_i \) are the loop inductances, and the fluxes through the loops are denoted by \( \phi_{xi} \). \( \chi \) is a coupling parameter with units of energy given by

\[
\chi = \left( \frac{\Phi_0}{2\pi} \right)^2 \frac{M}{L_1 L_2}. \tag{4.18}
\]

I let \( J = \chi/2 \) so that \( V_I = J \phi_1 \phi_2 \) and from now on, assume that the two circuits are identical.

I label the three lowest eigenstates of circuit \( i \) by \( \{|0_i\}, |1_i\}, |2_i\} \). The coupled Hamiltonian \( H_C \) can be written in the basis \( |m \ n\rangle \equiv |m_1 \ n_2\rangle \). The key idea is the following: if one initializes the system in the state \( |m \ n\rangle \) where \( m, n \in \{0, 1, 2\} \), then
the system evolves in such a way that $m$ and $n$ do not leak into the other excited manifolds $\{3, 4, \ldots\}$. To check this, I analyze the system in the sub-manifolds with $m + n \in \{0, 1, 2, 3\}$. The basis states in the sub-manifolds are $\{|00\rangle\}$, $\{|01\rangle, |10\rangle\}$, $\{|02\rangle, |11\rangle, |20\rangle\}$, and $\{|03\rangle, |12\rangle, |21\rangle, |30\rangle\}$.

If the parameters are optimum, the Hamiltonian in the subspaces must have the following form. For the single excitation subspace,

$$H_1 = \begin{pmatrix} \omega_{01} & \Omega \\ \Omega & \omega_{10} \end{pmatrix}. \quad (4.19)$$

Obviously, by symmetry $\omega_{01} = \omega_{10}$. In the subspace consisting of the states with two excitations one must have a Hamiltonian of the form

$$H_2 = \begin{pmatrix} \omega_{02} & g_1 & \epsilon_1 \\ g_1 & \omega_{11} & g_1 \\ \epsilon_1 & g_1 & \omega_{20} \end{pmatrix}, \quad (4.20)$$

where $\epsilon_1 \ll g_1$. For the subspaces to be highly linear and bosonic, one must have $\omega_{02} = \omega_{20} \approx \omega_{11}$ (since $U_2 \approx 0$) and $g_1 \approx \sqrt{2}\Omega$, with $\sqrt{2}$ being the usual bosonic enhancement factor. However, the third subspace must be nonlinear. In the basis $\{|03\rangle, |12\rangle, |21\rangle, |30\rangle\}$, its Hamiltonian should look like

$$H_3 = \begin{pmatrix} \omega_{03} & g_2 & \epsilon_2 & \epsilon_3 \\ g_2 & \omega_{12} & g_3 & \epsilon_2 \\ \epsilon_2 & g_3 & \omega_{21} & g_2 \\ \epsilon_3 & \epsilon_2 & g_2 & \omega_{30} \end{pmatrix}, \quad (4.21)$$

with $\epsilon_2, \epsilon_3 \ll g_2, g_3$. The couplings $g_2 \approx \sqrt{3}\Omega$ and $g_3 \approx \sqrt{4}\Omega = 2\Omega$ are also enhanced by the usual bosonic factors. By symmetry, the energies $\omega_{03} = \omega_{30}$ and $\omega_{12} = \omega_{21}$
but crucially $\omega_{30} \neq \omega_{21}$. This is the result of the three body term $U_3$. If the coupled circuits are in the subspaces with two or less total excitations, they remain in these subspaces. Thus, each hybrid circuit effectively has energy levels $\{|0\rangle, |1\rangle, |2\rangle\}$ with bosonic characteristics, but separated from $|3\rangle$ with a three-body interaction.

With these additional conditions, it is revealed that the minimum value of $\beta$ for which bosonic nature is retained is for $\beta = 1.4$ corresponding to $\phi_x \approx 2.683$ or $\phi_x/(2\pi) \approx 0.427$. Increasing $\beta$ has the advantage that $U_2$ is suppressed. But at the same time $U_3$ gets smaller. First, I plot the energy levels and wavefunctions of the system corresponding to these parameters in Figure 4.9.

I claim that the three lowest energy states $\{|0\rangle, |1\rangle, |2\rangle\}$ are very close to the three lowest states of a harmonic oscillator. I first check this by confirming the linearity of these levels. In Figure 4.10(a) I have plotted the first few energy levels of the system as a function of $\phi_x$. Then in Figure 4.10(b) I plot $U_2$ and $U_3$ as a function of $\phi_x$. It is clear that $U_2$ changes sign at two values of $\phi_x$ and at these points $U_3 \approx 15E_J$ is non-zero, the first of which corresponds to our point of operation.

I also plot the matrix elements $|\langle 0| \phi |2\rangle / \langle 0| \phi |1\rangle| \text{ and } |\langle 1| \phi |2\rangle / (\sqrt{2} \langle 0| \phi |1\rangle)|$ in Figure 4.11. Near the optimum point where $U_2 = 0$, the matrix elements are close to the matrix elements of the harmonic oscillator operator $\hat{a} + \hat{a}^\dagger$. Therefore, one can guess that

$$\phi = \sqrt{\frac{1}{2m\hbar\omega}}(\hat{a} + \hat{a}^\dagger), \quad (4.22)$$

for some effective mass $m$ and some frequency $\omega$. Now the effective mass of the oscillator can only come from the charging energy $E_C$ since it is the only energy
scale present in \( \partial^2 / \partial \phi^2 \). Therefore, one can equate

\[
- \frac{1}{2m} \frac{\partial^2}{\partial \phi^2} = -4E_C \frac{\partial^2}{\partial \phi^2}
\]

to get \( m = 1/(8E_C) \).

However, the variation of the frequency \( \omega \) as a function of the energy scales is much more involved. That is because \( V(\phi) \) is not necessarily quadratic at this point where \( U_2 \) vanishes. In fact, it has significant terms of \( O(\phi^8) \). So to find \( \omega \), I rely on the numerical results (see Figure 4.9), and it shows that \( \omega \approx 0.59 \) GHz. Therefore, one can guess that

\[
\phi = \sqrt{\frac{1}{2m\hbar\omega}} (\hat{a} + \hat{a}^\dagger) = 2\sqrt{\frac{\omega_C}{\omega}} (\hat{a} + \hat{a}^\dagger) \approx 0.58(\hat{a} + \hat{a}^\dagger),
\]

and so \( \langle 0 | \phi | 1 \rangle \approx 0.58 \). In Figure 4.12 I plot the matrix element \( \langle 0 | \phi | 1 \rangle \) around the optimum bias point. Therefore, in the subspace of the lowest three energy levels of the system, the operator \( \phi \) behaves like \( \hat{a} + \hat{a}^\dagger \).

Finally, I plot the wavefunctions for the states \( |0\rangle, |1\rangle, |2\rangle, \) and \( |3\rangle \) and compare them to the eigenfunctions of a harmonic oscillator with an effective mass \( m = 1/(8E_C) \) and frequency \( \omega \), but shifted to the left towards the minima of the potential \( V(\phi) \) at \( \phi_0 \approx -0.634 \). Letting \( \Lambda = \omega/(8\omega_C) \), the normalized harmonic oscillator eigenfunctions are given by

\[
\psi_n(\phi) = \frac{1}{\sqrt{2^n n!}} \left( \frac{\Lambda}{\pi} \right)^\frac{1}{4} e^{-\Lambda(\phi-\phi_0)^2} H_n \left[ \sqrt{\Lambda}(\phi - \phi_0) \right],
\]

where \( H_n \) are the usual Hermite polynomials. I find that the ground, first, and second excited states are closer to the harmonic oscillator eigenfunctions than the third excited state as shown in Figure 4.13.
I now let $J/E_J = 8 \times 10^{-4} \ll U_3/E_J$ and study the dynamics of two coupled circuits in the subspaces with one, two, and three excitations as depicted in Figure 4.14. If one initializes the system in the states $|01\rangle$, it oscillates at frequency $\Omega$ until $|10\rangle$ is occupied. A coherent exchange of excitations takes place. Similarly, initialization in the state $|02\rangle$ results in the occupation of states $|11\rangle$ and $|20\rangle$. However, in the subspace of three excitations, the initial state $|12\rangle$ evolves into the state $|21\rangle$, but crucially, the states $|03\rangle$ and $|30\rangle$ do not get populated. This is because of the presence of $U_3$. Hence, the manifold of states $\{|0\rangle,|1\rangle,|2\rangle,|3\rangle\}$ can be described by the Hamiltonian

$$H = \hbar \omega \hat{a}^\dagger \hat{a} + \frac{U_3}{6} \hat{a}^\dagger \hat{a}^3 \hat{a}^3.$$  \hfill (4.26)

### 4.6 Experimental Issues

Now I consider experimental issues involving the realization and detection of Pfaffian states in the proposed circuit-QED system. As discussed above the three-body interaction must be larger than the tunneling $J$. That is, one should make $U_3$ as large as possible and $J \ll U_3$. However, $U_3$ is bounded from above as a small fraction of the Josephson energy $E_J$. With a Josephson energy of tens of GHz, one can achieve $U_3$ of a few hundred MHz. Now $J/h$ determines the frequency $\Omega$ at which the coherent oscillations take place. Hence, $J/h \gg T_1^{-1},T_2^{-1}$ where $T_1$ and $T_2$ are the relaxation and decoherence times respectively. According to recent experiments, $T_1,T_2 \gg 10 \ \mu$s \cite{25}. Therefore, having $J/h \approx 10 \ \text{MHz}$ assures that many oscillations take place before coherence is lost.
The system is robust against charge noise. To understand the effect of charge noise in the system, I first plot the off diagonal matrix elements of $\hat{N}$ as a function of $\phi_x$. The largest matrix elements are those between adjacent levels, i.e. $\langle n | \hat{N} | n+1 \rangle$. The other matrix elements are non-zero but comparatively smaller. In fact, the matrix elements are not much more different that of a transmon as in Figure 7(a) of [41]. So one can expect the charge noise to be suppressed just as in the transmon. The diagonal matrix elements are suppressed significantly, which is expected since the eigenstates of the system are not eigenstates of $\hat{N}$ (or equivalently charge eigenstates). This is because $E_J \gg E_C$, i.e. one is not in the charge regime, and charge noise will not play a significant role.

The bias flux, however, needs to be controlled precisely. Recall the Hamiltonian in the two excitation subspace

$$H_2 = \begin{pmatrix} \omega_{02} & g_1 & \epsilon_1 \\ g_1 & \omega_{11} & g_1 \\ \epsilon_1 & g_1 & \omega_{20} \end{pmatrix}. \quad (4.27)$$

Preserving the bosonic nature of the system requires that $\epsilon_1 \ll g_1$. From further numerical analysis (not presented here), it is evident that $U_2$ being close to zero is not as strict a requirement as $\epsilon \ll g_1$. This second condition requires that one reduces $U_3$, which is possible by increasing $\beta$. However, as discussed before $J \ll U_3$ but $J/h \gg T_1^{-1}, T_2^{-1}$. Thus, either the flux has to be controlled precisely or the $T_1$ and $T_2$ times of the superconducting circuits have to be improved.

In experimental realizations, one needs to confirm that the system has non-linear interactions. For this, I suggest a correlation function measurement. Specifically,
when a single site with the Hamiltonian (4.11) is driven by a weak coherent field, $U_2$ and $U_3$ can be obtained from measuring the output correlation functions

\begin{align}
    g^{(2)} &= \frac{\langle \hat{a}^\dagger_2 \hat{a}^2 \rangle}{\langle \hat{a}^\dagger_2 \hat{a} \rangle^2}, \\
    g^{(3)} &= \frac{\langle \hat{a}^\dagger_3 \hat{a}^3 \rangle}{\langle \hat{a}^\dagger_3 \hat{a} \rangle^3},
\end{align}

respectively. The details are in Appendix B. Such correlation function measurements have been successfully achieved in the microwave domain using quadrature amplitude measurements \cite{105}. Alternatively, one can perform nonlinear spectroscopy to map out the anharmonicity in the energy levels \cite{106}.

### 4.7 Conclusions and Outlook

In conclusion, in this chapter I have demonstrated how one can implement the parent Hamiltonian for the Pfaffian state using a circuit-QED architecture. Specifically, I proposed techniques for implementation of magnetic hopping terms for bosons in a lattice, and the creation of strong pure three-body on-site interactions. This proposal for three-body interactions is notable for its simplicity, and I have argued that it is experimentally feasible.
Figure 4.4: A plot of (a) $|U_2|$, and (b) $U_3$ as a function of $\phi_x$ and $\beta$. 


Figure 4.5: Plot of $U_3$ for those points where $U_2$ is optimized to be less than $5 \times 10^{-4}$. The coordinates refer to the pair $(\phi_x, \beta)$ at these points. Note that the plot is not meant to be continuous.

Figure 4.6: Two identical hybrid superconducting circuits coupled with mutual inductance $M$. 
Figure 4.7: Contour plots of the norms of (a) $g_1/(\sqrt{2}\Omega)$, and (b) $\epsilon_1/g_1$. The first needs to be close to unity and the second needs to be much smaller than unity.
Figure 4.8: The first nine energy levels and modulus of the wavefunctions of the fluxonium circuit for $\alpha = 0.05$, $\beta = 1.4$, and $\phi_x \approx 2.683$. The purple curve represents the potential.

Figure 4.9: The first four energy levels and (unnormalized) wave functions.
Figure 4.10: (a) The first nine energy levels of the system as a function of $\phi_x$. (b) Variation of $U_2$ and $U_3$ with $\phi_x$. The vertical line represents the operating point where $U_2 \approx 0$ but $U_3 > 0$, at $\phi_x \approx 2.683$. 
Figure 4.11: (a) The ratios $\frac{|\langle 1|\phi |2 \rangle|}{(\sqrt{2} |\langle 0|\phi |1 \rangle|)}$, and (b) $\frac{|\langle 0|\phi |2 \rangle|}{|\langle 0|\phi |1 \rangle|}$. 
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Figure 4.12: The matrix element $\langle 0| \phi |1 \rangle$ whose value is close to the predicted value 0.58.

Figure 4.13: Comparison of the normalized eigenfunctions of the system (solid curves) with the harmonic oscillator eigenfunctions (dashed).
Figure 4.14: Dynamics of the (a) single, and (b) two excitation subspaces.
Figure 4.15: Oscillations in the three excitation manifold. Transition to $|03\rangle$ and $|30\rangle$ are suppressed due to the presence of $U_3$. This indicates the presence of a three-body interaction.

Figure 4.16: $\langle m| \hat{N} |n\rangle$ for $m \neq n$. 
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Figure 4.17: Plot of the first few diagonal matrix elements of $\hat{N}$ evaluated to machine precision.
Chapter 5

A Chemical Potential for Photons

5.1 Introduction

In statistical mechanics, a system of fixed volume $V$, which can exchange both energy and particles with a reservoir in equilibrium at temperature $T$ can be described using the grand canonical ensemble \([107]\). The constraint on the total number of particles in the system plus reservoir gives rise to a Lagrange multiplier which is defined as the chemical potential $\mu$. The partition function $Z$ in the grand canonical ensemble is

\[
Z(\mu, V, T) = \sum_{N=0}^{\infty} \sum_{j} e^{-\beta(E_j^{(N)} - \mu N)},
\]

where $E_j^{(N)}$ is the energy of a configuration of $N$ particles in state $j$ and $\beta = 1/k_B T$. In this system, the temperature and number of particles are independent variables. For an ideal Bose gas, this gives rise to an expected number of particles

\[
\langle N \rangle = \sum_{\epsilon} \frac{1}{e^{\beta(\epsilon - \mu)} - 1}.
\]

However, if one considers the thermodynamics of black-body radiation confined
in a cavity, one has

\[
\langle N \rangle = \sum_\epsilon \frac{1}{e^{\beta \epsilon} - 1},
\]

i.e. the chemical potential is non-existent. This is because black body radiation confined in a cavity does not have a fixed number of excitations (photons). The average particle number does not follow a given conservation law but adjusts itself to the available thermal energy. This is the essence of the Stefan-Boltzmann law, i.e. the internal energy of photons per unit volume is given by

\[
\frac{U}{V} = \frac{\pi^2}{15} \frac{(kT)^4}{(\hbar c)^3},
\]

and hence the specific heat is unbounded as \( T \to \infty \),

\[
c_V = \frac{\partial}{\partial T} \left( \frac{U}{V} \right) = \frac{4\pi^2 k^4 T^3}{15(\hbar c)^3}.
\]

As one lowers the temperature of the system, the number of photons decreases to zero, as they are absorbed by the walls of the confining cavity. Hence, no macroscopic occupation of the ground state takes place.

Later, it was understood that in the absence of absorbing walls, photons can acquire a non-zero chemical potential, e.g. photon emission in semiconductor diodes (LED) \(^{108}\). Thus the useful concept of chemical potential started to be applied to these systems \(^{109-111}\). More recently, it was shown that photons can thermalize with a non-zero chemical potential and form a Bose-Einstein condensate \(^{112-115}\) when interacting with a nonlinear medium. A Bose-Einstein condensate (BEC) \(^{116}\) is a state of matter where a system comprising of bosons all collapse to the ground state. This happens when the interparticle separation becomes comparable to the
De-Broglie wavelength of the particles, which begin to overlap. The system can then be described by a single coherent macroscopic wave function. This overlap of wavefunctions can only happen if the particle number is fixed, and so photons cannot form a BEC under these conditions. What is required then is an appropriate method to keep the photon number fixed, and hence generate a chemical potential.

There have been several theoretical proposals for generating chemical potential of photons [117–119]. Here, I develop a simpler approach than these theories. In particular, by parametrically coupling a photonic system to a thermal bath, I show that a photonic system can equilibrate to the temperature of the bath, with a chemical potential given by the frequency of the parametric coupling. Although it is possible to apply this scheme to both circuit-QED and optomechanical systems, I focus on the circuit-QED part.

5.2 General Idea

Consider a system of choice with Hamiltonian $H_S$ coupled via $\lambda H_{SB}$ to a bath with Hamiltonian $H_B$ and initial state $\rho_B \propto e^{-\beta H_B}$ [120]. I will follow this approach with one small modification. I replace the coupling $\lambda$ with a parametric coupling via $\lambda \rightarrow 2\lambda \cos \omega_p t$. That is, consider the Hamiltonian

$$H = H_S + 2\lambda \cos \omega_p t H_{SB} + H_B,$$

with initial conditions $\rho_B \propto e^{-\beta H_B}$. The parametric coupling will enable up and down-conversion of bath excitations to photons, which will lead to a controlled chemical potential.
To see this explicitly, I will assume that $H_{SB}$ is bi-linear, of the form

$$H_{SB} = \sum_j (\hat{a}_j + \hat{a}_j^\dagger) \hat{B}_j,$$  \hspace{1cm} (5.7)

where $\hat{B}_j$ is a bath operator and there exists $\hat{a}_j, \hat{n}_j$ such that $[\hat{a}_j, \hat{n}_j] = \hat{a}_j$, as occurs naturally for photons. This property defines particle numbers $\hat{n}_j$ and the total particle number $\hat{N} = \sum_j \hat{n}_j$.

I now consider what happens when the energy scales of the bath are small compared to $\omega_p$, but the energy scales of the system are comparable to it. To do this, let $H_S = H'_S + H_{S,\perp}$ where $H_{S,\perp}$ includes all terms in $H_S$ that do not commute with $\hat{N} = \sum_j \hat{n}_j$. In this regime, one can move to a rotating frame with the unitary transformation $U = e^{-it\omega_p\hat{N}}$. The transformed system Hamiltonian becomes

$$U^\dagger H_S U - i\hbar U^\dagger \frac{\partial U}{\partial t} \approx H'_S - \hbar \omega_p \hat{N},$$  \hspace{1cm} (5.8)

where I have neglected $U^\dagger H_{S,\perp} U$ by making the rotating wave approximation (RWA), requiring $\|H_{S,\perp}\| \ll \hbar \omega_p$.

Meanwhile, the bath Hamiltonian remains the same, while the system-bath coupling terms become

$$\left[ \hat{a}_j + \hat{a}_j^\dagger + (e^{-2i\omega_p t} \hat{a}_j + e^{2i\omega_p t} \hat{a}_j^\dagger) \right] \hat{B}_j \approx \left[ \hat{a}_j + \hat{a}_j^\dagger \right] \hat{B}_j.$$  \hspace{1cm} (5.9)

The key approximation is again the RWA to neglect $e^{-2i\omega_p t} \hat{a}_j$-type terms, consistent for a bath whose two-point correlation function $\langle \hat{B}_i(t + \tau) \hat{B}_j(t) \rangle$ has a cutoff frequency $\omega_c < \omega_p$. Thus, the system bath coupling in the RWA becomes

$$H'_{SB} = \sum_j [\hat{a}_j + \hat{a}_j^\dagger] \hat{B}_j.$$  \hspace{1cm} (5.10)
Through this set of transformations, and the rotating wave approximation, one has a new system-bath Hamiltonian which takes the traditional form

\[ H = H'_S - \mu \hat{N} + \lambda H'_{SB} + H_B, \]  

(5.11)

where one can identify \( \mu \equiv \hbar \omega_p \) as the chemical potential. For weak coupling \( \lambda \) and an infinite bath at inverse temperature \( \beta \), one can expect the system to thermalize in the long-time limit to a density matrix

\[ \rho \approx e^{-\beta (H'_S - \mu \hat{N})}. \]  

(5.12)

5.3 Circuit-QED Implementation of Parametric Hamiltonian

I now discuss a circuit-QED architecture to implement the Hamiltonian in (5.6). I model the thermal bath by a transmission line (TL) which is in thermal equilibrium at a temperature \( T \) by virtue of its interaction with some impedance \( Z(\omega) \) which can be modeled by a resistor. For simplicity, I model the photonic system as a single mode bosonic oscillator. To derive an effective chemical potential for photons, I couple the photons parametrically to the thermal bath. This allows photons to exchange energy with the bath.

The parametric coupler consists of a Wheatstone configuration that acts as the right circuit (Figure 5.1) of the TL. It consists of four identical Josephson junctions in a Wheatstone bridge configuration [121]. I first derive the Hamiltonian of the coupler. For this purpose, I assume that each junction of the coupler has a large
area, and hence, a large capacitance, so that its charging energy can be ignored. In
this approximation, the Hamiltonian of the Wheatstone bridge is

\[ H_w = -4E_J \left[ \cos \left( \frac{\Phi_x}{4\varphi_0} \right) \cos \left( \frac{\Psi_X}{2\varphi_0} \right) \cos \left( \frac{\Psi_Y}{2\varphi_0} \right) \cos \left( \frac{\Psi_Z}{2\varphi_0} \right) \right] \\
-4E_J \left[ \sin \left( \frac{\Phi_x}{4\varphi_0} \right) \sin \left( \frac{\Psi_X}{2\varphi_0} \right) \sin \left( \frac{\Psi_Y}{2\varphi_0} \right) \sin \left( \frac{\Psi_Z}{2\varphi_0} \right) \right]. \] (5.13)

Here \( \varphi_0 = \Phi_0/(2\pi) \), \( \Phi_0 = h/(2e) \) being the superconducting flux quantum. Let \( \Phi_x = \Phi_0/2 \) be the bias flux through the loop of the Wheatstone bridge. Furthermore, assume that the mode intensities \( \Psi_X, \Psi_Y, \Psi_Z \ll \Phi_0 \). Expanding \( H_w \) in \( \psi_i = \Psi_i/\Phi_0 \), \( i \in \{X, Y, Z\} \) to third order, one gets

\[ H_w = -2\sqrt{2}E_J + \mu \left( \psi_X^2 + \psi_Y^2 + \psi_Z^2 \right) + \lambda \psi_X \psi_Y \psi_Z. \] (5.14)

where \( \mu = \sqrt{2}E_J\pi^2 \) and \( \lambda = -2\sqrt{2}E_J\pi^3 \) have dimensions of energy.

I assume that the TL is coupled to the mode \( \Psi_X = \Phi_1 - \Phi_2 \) and the system is coupled to the mode \( \Psi_Y = \Phi_4 - \Phi_3 \). The driven mode is \( \Psi_Z = \Phi_1 - \Phi_3 + \Phi_2 - \Phi_4 \). The TL will be connected to an external impedance on the left at \( z = 0 \) via a capacitance \( C_L \). The external impedance is in thermal equilibrium at temperature \( T \).

The Lagrangian \( L_{tl} \) of the TL is derived in Appendix C. The mode \( \Psi_X \) can be written in terms of the TL modes as

\[ \Psi_X = \sum_\nu \xi_\nu \varphi_\nu \varphi_L, \] (5.15)

where I have let \( \varphi_\nu \varphi_L \equiv \varphi_\nu(z = L) \), \( i.e. \) the boundary term. The Lagrangian of the system is

\[ \mathcal{L} = \mathcal{L}_{tl} + \mathcal{L}_S - \mathcal{V}_C. \] (5.16)
Figure 5.1: A transmission line (blue) is coupled to the mode $\Psi_X$. The system comprising the $LC$ circuit is coupled to the mode $\Psi_Y$. The mode $\Psi_Z$ is driven harmonically at frequency $\omega_p$.

The individual terms are

$$\mathcal{L}_{\text{tl}} = \frac{1}{2} \sum_{\nu} \left[ \xi_{\nu}^2 - \omega_{\nu}^2 \xi_{\nu}^2 \right] - \frac{\mu}{\Phi_0^2} \Psi_X^2$$

$$= \frac{1}{2} \sum_{\nu} \left[ \xi_{\nu}^2 - \omega_{\nu}^2 \xi_{\nu}^2 \right] - \frac{\mu}{\Phi_0^2} \sum_{\mu,\nu} \xi_{\mu} \xi_{\nu} \varphi_{\mu \nu} \varphi_{\nu L}, \quad \text{(5.17)}$$

$$\mathcal{L}_S = \frac{1}{2} C \dot{\Psi}_Y^2 - \left( \frac{1}{2L} + \frac{\mu}{\Phi_0^2} \right) \Psi_Y^2, \quad \text{(5.18)}$$

$$\mathcal{V}_C = \frac{\lambda}{\Phi_0^3} \Psi_X \Psi_Y \Psi_Z. \quad \text{(5.19)}$$

I assume that $\psi_Z = \Psi_Z/\Phi_0 = A \cos \omega_p t$ is a classical drive. I define another canoni-
cally conjugate momentum

\[ q_Y = \frac{\partial L}{\partial \dot{\Psi}_Y} = C\dot{\Psi}_Y. \] (5.20)

Ignoring the coupling between different TLR modes, the system Hamiltonian is

\[ H = H_{tl} + H_S + V, \] (5.21)

where the individual Hamiltonians are

\[ H_{tl} = \sum_\nu \left[ \hat{b}_\nu^\dagger \hat{b}_\nu + \frac{1}{2} \right] \hbar \omega_\nu, \] (5.22)

\[ H_S = \left[ \frac{q_Y^2}{2C} + \left( \frac{1}{2\tilde{L}} + \frac{\mu}{\Phi_0^2} \right) \Psi_Y^2 \right] \rightarrow \left[ \hat{a}^\dagger \hat{a} + \frac{1}{2} \right] \hbar \omega_c, \] (5.23)

\[ V = \frac{\lambda A}{\Phi_0^2} \cos \omega_p t \sum_\nu F_\nu \psi_\nu \Psi_Y \rightarrow (A \cos \omega_p t) \sum_\nu g_\nu (\hat{b}_\nu + \hat{b}_\nu^\dagger) (\hat{a} + \hat{a}^\dagger). \] (5.24)

I have defined a coupling

\[ g_\nu = \frac{\hbar \lambda}{2\Phi_0^2} \frac{\varphi_\nu L}{\sqrt{C\omega_c\omega_\nu}}, \] (5.25)

which has dimensions of energy. I have also introduced quantum operators \( \hat{a} \) and \( \hat{a}^\dagger \) that satisfy \([\hat{a}, \hat{a}^\dagger] = 1\). In terms of these operators

\[ \Psi_Y = \sqrt{\frac{\hbar}{2C\omega_c}} (\hat{a} + \hat{a}^\dagger), \] (5.26)

\[ q_Y = -i \sqrt{\frac{C\omega_c\hbar}{2}} (\hat{a} - \hat{a}^\dagger), \] (5.27)

where \( \omega_c = 1/\sqrt{LC} \) with \( 1/\tilde{L} = 1/L + 2\mu/\Phi_0^2 \).

One can now perform a unitary transformation \( U = e^{-i\hat{a}^\dagger \hat{a} \omega_p t} \) to move into the frame moving at the pump frequency \( \omega_p \). The Hamiltonian then undergoes the
transformation

\[
\tilde{H} = U^\dagger HU - i\hbar U^\dagger \frac{\partial U}{\partial t} \\
= \sum_\nu \left[ \hat{b}_\nu^\dagger \hat{b}_\nu + \frac{1}{2} \right] \hbar \omega_\nu + \left[ \hat{a}^\dagger \hat{a} + \frac{1}{2} \right] \hbar \Delta \\
+ \frac{A}{2} (e^{i\omega_p t} + e^{-i\omega_p t}) \sum_\nu g_\nu (\hat{b}_\nu + \hat{b}_\nu^\dagger) (\hat{a} e^{-i\omega_p t} + \hat{a}^\dagger e^{i\omega_p t}),
\] (5.28)

where the detuning \( \Delta = \omega_c - \omega_p \). Ignoring terms oscillating rapidly with frequency \( \omega_p \) in the rotated frame, and letting \( G_\nu = A g_\nu / 2 \), I arrive at a time independent Hamiltonian

\[
\mathcal{H} = \sum_\nu \left[ \hat{b}_\nu^\dagger \hat{b}_\nu + \frac{1}{2} \right] \hbar \omega_\nu + \left[ \hat{a}^\dagger \hat{a} + \frac{1}{2} \right] \hbar \Delta + \sum_\nu G_\nu (\hat{b}_\nu + \hat{b}_\nu^\dagger) (\hat{a} + \hat{a}^\dagger). 
\] (5.29)

I note that this Hamiltonian has the same form as the Hamiltonian that arises in optomechanics where a one-sided cavity with a mechanical oscillator is driven with a classical field [122]. In that case, the coupling is to a single mechanical mode \( \mu \) so that

\[
\mathcal{H} = \sum_\nu \left[ \hat{b}_\nu^\dagger \hat{b}_\nu + \frac{1}{2} \right] \hbar \omega_\nu + \left[ \hat{a}^\dagger \hat{a} + \frac{1}{2} \right] \hbar \Delta + G_\mu (\hat{b}_\mu + \hat{b}_\mu^\dagger) (\hat{a} + \hat{a}^\dagger). 
\] (5.30)

### 5.4 Input-Output Formalism

Just as in the mechanical case, I assume coupling to a single TL mode \( \mu \), which is in turn coupled to a thermal bath. I also assume that the modes \( \hat{a} \) and \( \hat{b}_\mu \) have decay rates \( \Gamma = \kappa + \kappa_i \) and \( \gamma_\mu \). The additional decay rate \( \kappa \) of \( \hat{a} \) arises from coupling to the transmission line, while \( \kappa_i \) is the intrinsic decay rate due to other loss mechanisms in the absence of coupling to the transmission line. The decay rate
γμ arises from the coupling of the TL to the thermal bath. I now define the vectors
\[
v(t) = \begin{bmatrix}
\hat{b}_\mu(t) \\
\hat{b}_\mu^\dagger(t) \\
\hat{a}(t) \\
\hat{a}^\dagger(t)
\end{bmatrix},
\] (5.31)
and
\[
\xi_0(\omega) \equiv \xi_{in}(t = t_0, \omega) = \begin{bmatrix}
\hat{b}_\mu(t = t_0, \omega) \\
\hat{b}_\mu^\dagger(t = t_0, \omega) \\
\hat{a}(t = t_0, \omega) \\
\hat{a}^\dagger(t = t_0, \omega)
\end{bmatrix} \equiv \begin{bmatrix}
\hat{b}_{\mu 0}(\omega) \\
\hat{b}_{\mu 0}^\dagger(\omega) \\
\hat{a}_0(\omega) \\
\hat{a}_0^\dagger(\omega)
\end{bmatrix}.
\] (5.32)
I also define the matrices
\[
A = \begin{bmatrix}
-i\omega - \gamma/2 & 0 & -iG & -iG \\
0 & i\omega - \gamma/2 & iG & iG \\
-iG & -iG & -i\Delta - \Gamma/2 & 0 \\
iG & iG & 0 & i\Delta - \Gamma/2
\end{bmatrix},
\] (5.33)
\[
B = \begin{bmatrix}
\sqrt{\gamma} & 0 & 0 & 0 \\
0 & \sqrt{\gamma} & 0 & 0 \\
0 & 0 & \sqrt{\kappa} & 0 \\
0 & 0 & 0 & \sqrt{\kappa}
\end{bmatrix},
\] (5.34)
\[
C = \begin{bmatrix}
\sqrt{\gamma} & 0 & 0 & 0 \\
0 & \sqrt{\gamma} & 0 & 0 \\
0 & 0 & \Gamma/\sqrt{\kappa} & 0 \\
0 & 0 & 0 & \Gamma/\sqrt{\kappa}
\end{bmatrix}.
\] (5.35)
The Heisenberg equations of motion for the system with Hamiltonian $H_S$ can be written as

$$\frac{d}{dt}v(t) = Av(t) - B\xi_{in}(t). \quad (5.36)$$

Let the input field column vector be

$$\xi_{in}(t) = \begin{bmatrix} \hat{b}_{\mu,in}(t) \\ \hat{b}_{\mu,in}^\dagger(t) \\ \hat{a}_{in}(t) \\ \hat{a}_{in}^\dagger(t) \end{bmatrix} = \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{\infty} d\omega \ e^{-i\omega(t-t_0)} \xi_0(\omega), \quad (5.37)$$

where $t_0 < t$ is the initial time. This vector consists of components of the noise affecting the system. Define

$$\tilde{v}(\omega) = \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{\infty} e^{i\omega(t-t_0)} \ v(t) \ d\omega. \quad (5.38)$$

The corresponding inverse relation is given by

$$v(t) = \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{\infty} e^{-i\omega(t-t_0)} \ \tilde{v}(\omega) \ d\omega. \quad (5.39)$$

Equation (5.36) then becomes

$$\frac{1}{\sqrt{2\pi}} \int_{-\infty}^{\infty} (-i\omega) e^{-i\omega(t-t_0)} \ \tilde{v}(\omega) \ d\omega = \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{\infty} e^{-i\omega(t-t_0)} \ A\tilde{v}(\omega) \ d\omega - \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{\infty} e^{-i\omega(t-t_0)} \ B\xi_0(\omega) \ d\omega. \quad (5.40)$$

This implies that

$$\int_{-\infty}^{\infty} d\omega \ e^{-i\omega(t-t_0)} \ [(i\omega I + A)\tilde{v}(\omega) - B\xi_0(\omega)] = 0. \quad (5.41)$$

Thus, $(i\omega I + A)\tilde{v}(\omega) - B\xi_0(\omega) = 0$ or $\tilde{v}(\omega) = (i\omega I + A)^{-1}B\xi_0(\omega) \equiv MB\xi_0(\omega)$, where $M = (i\omega I + A)^{-1}$.
Let the output field column vector be

\[ \xi_{\text{out}}(t) = \begin{bmatrix} \hat{b}_{\mu,\text{out}}(t) \\ \hat{b}_{\mu,\text{out}}^\dagger(t) \\ \hat{a}_{\text{out}}(t) \\ \hat{a}_{\text{out}}^\dagger(t) \end{bmatrix} = \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{\infty} \tilde{\xi}_{\text{out}}(\omega)e^{-i\omega(t-t_0)}d\omega. \tag{5.42} \]

The input-output relations for \( \hat{a} \) and \( \hat{b}_\mu \) are

\[ \hat{a}_{\text{out}}(t) - \hat{a}_{\text{in}}(t) = \frac{\Gamma}{\sqrt{\kappa}} \hat{a}(t), \tag{5.43} \]
\[ \hat{b}_{\mu,\text{out}}(t) - \hat{b}_{\mu,\text{in}}(t) = \sqrt{\gamma_{\mu}} \hat{b}_\mu(t). \tag{5.44} \]

I therefore have the input output relations in matrix form as

\[ \tilde{\xi}_{\text{out}}(\omega) = \xi_0(\omega) + C\tilde{\nu}(\omega) = \xi_0(\omega) + \text{CMB}\xi_0(\omega) = (\text{I} + \text{CMB})\xi_0(\omega) \equiv S\xi_0(\omega). \tag{5.45} \]

Using this result, one can write the output operators \( \hat{a}_{\text{out}} \) and \( \hat{a}_{\text{out}}^\dagger \) as

\[ \begin{bmatrix} \hat{a}_{\text{out}}(\omega) \\ \hat{a}_{\text{out}}^\dagger(\omega) \end{bmatrix} = \begin{bmatrix} \tilde{\zeta}_\mu(\omega) & \tilde{\eta}_\mu(\omega) \\ \bar{\tilde{\eta}}_\mu(-\omega) & \tilde{\zeta}_\mu^*(-\omega) \end{bmatrix} \begin{bmatrix} \hat{b}_{\mu,0}(\omega) \\ \hat{b}_{\mu,0}^\dagger(\omega) \end{bmatrix} + \begin{bmatrix} \bar{\alpha}(\omega) & \bar{\beta}(\omega) \\ \bar{\beta}^*(\omega) & \bar{\alpha}^*(\omega) \end{bmatrix} \begin{bmatrix} \hat{a}_0(\omega) \\ \hat{a}_0^\dagger(\omega) \end{bmatrix}, \tag{5.46} \]
where the frequency dependent parameters are given by

\[
\tilde{\zeta}_\mu(\omega) = \frac{4G_\mu \sqrt{\gamma_\mu} (2(\omega + \omega_\mu) - i\gamma_\mu)(\Gamma + 2i(\Delta + \omega))}{D_1(\omega)},
\]

\[
\tilde{\eta}_\mu(\omega) = \frac{4G_\mu \sqrt{\gamma_\mu} (2(\omega - \omega_\mu) - i\gamma_\mu)(\Gamma + 2i(\Delta + \omega))}{D_1(\omega)},
\]

\[
\tilde{\alpha}(\omega) = -i\frac{4G_\mu^2 (2(\omega + \omega_\mu) + \gamma_\mu - 2i\Delta)}{D_1(\omega)},
\]

\[
\tilde{\beta}(\omega) = -\frac{32iG_\mu^2 \Gamma \omega_\mu}{D_2(\omega)},
\]

with \(D_1(\omega)\) and \(D_2(\omega)\) given by

\[
D_1(\omega) = \sqrt{\kappa}[(\gamma_\mu + 2i\omega)^2 (4\Delta^2 + (\Gamma + 2i\omega)^2) + 4\omega_\mu^2 (4\Delta^2 + (\Gamma + 2i\omega)^2)] - 64\Delta G_\mu^2 \omega_\mu,
\]

\[
D_2(\omega) = [4\Delta^2 + (\Gamma - 2i\omega)^2](\gamma_\mu - 2i\omega)^2 - 64G_\mu^2 \Delta \omega_\mu + 4\omega_\mu^2 [4\Delta^2 + (\Gamma - 2i\omega)^2].
\]

I am interested in the field inside the cavity and can write

\[
\begin{bmatrix}
\hat{a}(\omega) \\
\hat{a}^\dagger(\omega)
\end{bmatrix} = \begin{bmatrix}
\zeta_\mu(\omega) & \eta_\mu(\omega) \\
\eta_\mu^*(-\omega) & \zeta_\mu^*(-\omega)
\end{bmatrix} \begin{bmatrix}
\hat{b}_{\mu0}(\omega) \\
\hat{b}_{\mu0}^*(\omega)
\end{bmatrix} + \begin{bmatrix}
\alpha(\omega) & \beta(\omega) \\
\beta^*(-\omega) & \alpha^*(-\omega)
\end{bmatrix} \begin{bmatrix}
\hat{a}_0(\omega) \\
\hat{a}_0^*(\omega)
\end{bmatrix}.
\]

The corresponding frequency dependent parameters for the intracavity field are

\[
\zeta_\mu(\omega) = \frac{4G_\mu \sqrt{\gamma_\mu} [\Gamma - 2i(\Delta + \omega)][i\gamma_\mu + 2(\omega + \omega_\mu)]}{[4\Delta^2 + (\Gamma - 2i\omega)^2](\gamma_\mu - 2i\omega)^2 - 64G_\mu^2 \Delta \omega_\mu + 4\omega_\mu^2 [4\Delta^2 + (\Gamma - 2i\omega)^2]},
\]

\[
\eta_\mu(\omega) = \frac{4G_\mu \sqrt{\gamma_\mu} [\Gamma - 2i(\Delta + \omega)][i\gamma_\mu + 2(\omega - \omega_\mu)]}{[4\Delta^2 + (\Gamma - 2i\omega)^2](\gamma_\mu - 2i\omega)^2 - 64G_\mu^2 \Delta \omega_\mu + 4\omega_\mu^2 [4\Delta^2 + (\Gamma - 2i\omega)^2]}.
\]
Similarly,
\[
\alpha(\omega) = \frac{2i\sqrt{\kappa}[-16G_\mu^2\omega_\mu + (i\Gamma + 2(\Delta + \omega))(\gamma_\mu - 2i(\omega - \omega_\mu)(\gamma_\mu - 2i(\omega + \omega_\mu))]}{[4\Delta^2 + (\Gamma - 2i\omega)^2][\gamma_\mu - 2i\omega]^2 - 64G_\mu^2\Delta\omega_\mu + 4\omega_\mu^2[4\Delta^2 + (\Gamma - 2i\omega)^2]},
\]
\[
\beta(\omega) = \frac{32iG_\mu^2\sqrt{\kappa}\omega_\mu}{[4\Delta^2 + (\Gamma - 2i\omega)^2][\gamma_\mu - 2i\omega]^2 - 64G_\mu^2\Delta\omega_\mu + 4\omega_\mu^2[4\Delta^2 + (\Gamma - 2i\omega)^2]}.
\]

(5.52)

### 5.5 Correlation Functions and Thermal Spectrum

Now I calculate the correlation functions for the photon intracavity field. One can write the input field operators in terms of their Fourier components as
\[
\hat{a}_{in}(t) = \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{\infty} d\omega \ e^{-i\omega(t-t_0)}\hat{a}_0(\omega),
\]
\[
\hat{a}_{in}^\dagger(t) = \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{\infty} d\omega \ e^{-i\omega(t-t_0)}\hat{a}_0^\dagger(\omega) = \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{\infty} d\omega \ e^{i\omega(t-t_0)}\hat{a}_0^\dagger(-\omega).
\]

(5.53)

(5.54)

Note that
\[
[\hat{a}_0(-\omega)]^\dagger = \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{\infty} dt \ e^{i\omega(t-t_0)}\hat{a}_{in}(t) = \hat{a}_0^\dagger(\omega).
\]

(5.55)

The commutator \([\hat{a}_{in}(t), \hat{a}_{in}^\dagger(t')] = \delta(t-t')\) gives \([\hat{a}_0(\omega), \hat{a}_0^\dagger(-\omega')] = \delta(\omega-\omega').\) Hence, \(\hat{a}_0^\dagger(-\omega')\) and \(\hat{a}_0(\omega)\) are the relevant Bose operators. One can similarly define \(\hat{b}_{\mu0}(-\omega')\) and \(\hat{b}_{\mu0}(\omega)\).

One has the correlations
\[
\langle \hat{b}_{\mu0}^\dagger(-\omega')\hat{b}_{\mu0}(\omega) \rangle = \delta_{\mu\mu}\delta(\omega' - \omega)n_1(\hbar\omega'),
\]
\[
\langle \hat{b}_{\mu0}(-\omega')\hat{b}_{\mu0}^\dagger(\omega) \rangle = \delta_{\mu\mu}\delta(\omega' - \omega)(1 + n_1(\hbar\omega')),\]
\[
\langle \hat{a}_{\mu0}^\dagger(-\omega')\hat{a}_{\mu0}(\omega) \rangle = \delta(\omega' - \omega)n_2(\hbar\omega'),
\]
\[
\langle \hat{a}_0(-\omega')\hat{a}_0^\dagger(\omega) \rangle = \delta(\omega' - \omega)(1 + n_2(\hbar\omega')).\]

(5.56)
(5.57)
(5.58)
(5.59)
where $n_i(h\omega) = (e^{\beta_i h\omega} - 1)^{-1}$, $\beta_i = 1/k_B T_i$. All other commutators vanish. The spectrum for the intracavity field can then be calculated to be

$$\langle \hat{a}^\dagger(-\omega')\hat{a}(\omega) \rangle$$

$$= n_\mu^*(\omega')\eta_\mu(\omega)\langle \hat{b}_{\mu 0}(-\omega')\hat{b}_{\mu 0}(\omega) \rangle + n_\mu^*(\omega')\eta_\mu(\omega)\langle \hat{b}_{\mu 0}(-\omega')\hat{b}_{\mu 0}^\dagger(\omega) \rangle$$

$$+ \zeta_\mu^*(\omega')\zeta_\mu(\omega)\langle \hat{b}_{\mu 0}^\dagger(-\omega')\hat{b}_{\mu 0}(\omega) \rangle + \zeta_\mu^*(\omega')\eta_\mu(\omega)\langle \hat{b}_{\mu 0}(\omega)\hat{b}_{\mu 0}^\dagger(-\omega') \rangle$$

$$+ \beta^*(\omega')\alpha(\omega)\langle \hat{a}_0(-\omega')\hat{a}_0(\omega) \rangle + \beta^*(\omega')\beta(\omega)\langle \hat{a}_0(-\omega')\hat{a}_0^\dagger(\omega) \rangle$$

$$+ \alpha^*(\omega')\alpha(\omega)\langle \hat{a}_0^\dagger(-\omega')\hat{a}_0(\omega) \rangle + \alpha^*(\omega')\beta(\omega)\langle \hat{a}_0^\dagger(-\omega')\hat{a}_0^\dagger(\omega) \rangle.$$  \hspace{1cm} (5.60)

I will now assume that the noise influencing the system is at zero temperature so that $n_2 = 0$, \textit{i.e.} it is vacuum noise. Then

$$\langle \hat{a}^\dagger(-\omega')\hat{a}(\omega) \rangle$$

$$= n_\mu^*(\omega')\eta_\mu(\omega)\langle \hat{b}_{\mu 0}(-\omega')\hat{b}_{\mu 0}(\omega) \rangle + \zeta_\mu^*(\omega')\zeta_\mu(\omega)\langle \hat{b}_{\mu 0}^\dagger(-\omega')\hat{b}_{\mu 0}(\omega) \rangle$$

$$+ \beta^*(\omega')\beta(\omega)\langle \hat{a}_0(-\omega')\hat{a}_0^\dagger(\omega) \rangle$$

$$= n_\mu^*(\omega')\eta_\mu(\omega)\delta(\omega' - \omega)(1 + n_1(h\omega')) + \zeta_\mu^*(\omega')\zeta_\mu(\omega)\delta(\omega' - \omega)n_1(h\omega')$$

$$+ \beta^*(\omega')\beta(\omega)\delta(\omega' - \omega).$$  \hspace{1cm} (5.61)

Since one wants the system to be in thermal equilibrium with the bath in the steady state, this means that energy will have to be extracted from the bath by the system and vice versa. Note that the coupling in the Hamiltonian \[5.29\] has terms like $\hat{a}\hat{b}^\dagger + \hat{a}^\dagger\hat{b}$ and $\hat{a}\hat{b} + \hat{a}^\dagger\hat{b}^\dagger$. The first leads to energy exchange with the conservation of the total number of photons and phonons, while the second leads to squeezing. It is well known from optomechanics that if $\Delta = \omega_\mu$ for some $\mu$, the former interaction will dominate \[122\]. Note that my definition of $\Delta$ here is different.
from the definition in the literature in the sign. For frequencies \( \omega = \omega_\mu \pm \delta \) with \( \delta \ll \omega_\mu \), one can make further simplifications to \( \langle \hat{a}^\dagger (-\omega') \hat{a}(\omega) \rangle \). First, I impose the constraint that

\[
\left[ \frac{|\eta_\mu(\omega)|^2}{|\zeta_\mu(\omega)|^2} \right]_{\omega=\omega_\mu} = \frac{\gamma_\mu^2}{\gamma_\mu^2 + 16 \omega_\mu^2} \ll 1. \tag{5.62}
\]

Similarly, I require

\[
\left[ \frac{|\beta_\mu(\omega)|^2}{|\zeta_\mu(\omega)|^2} \right]_{\omega=\omega_\mu} = \frac{64 G_\mu^2 \kappa \omega_\mu^2}{(\Gamma^2 + 16 \omega_\mu^2)(\gamma_\mu^3 + 16 \gamma_\mu \omega_\mu^2)} \ll 1. \tag{5.63}
\]

Then in this limit, considering coupling to a single mode \( \mu \), I get

\[
\langle \hat{a}^\dagger (-\omega') \hat{a}(\omega) \rangle = \zeta_\mu^*(\omega') \zeta_\mu(\omega) \delta(\omega' - \omega) n_1(\hbar \omega'). \tag{5.64}
\]

In this regime, approximately

\[
\zeta_\mu(\omega) \approx \frac{4 i G_\mu \sqrt{\gamma_\mu}}{4 G_\mu^2 + [\Gamma + 2 i (\omega_\mu - \omega)] [\gamma_\mu - 2 i (\omega - \omega_\mu)]}, \quad \alpha(\omega) \approx -\frac{2 \sqrt{k}(\gamma - 2 i (\omega - \omega_\mu))}{4 G_\mu^2 + [\Gamma + 2 i (\omega_\mu - \omega)] [\gamma_\mu - 2 i (\omega - \omega_\mu)]}. \tag{5.65}
\]

The relevant quantity is \( |\zeta_\mu(\omega)|^2 \) which I plot in Figure 5.2 with the choice of parameters \( \omega_\mu/\kappa = 300, G_\mu/\kappa = 20, \kappa_i/\kappa = 0.1, \gamma_\mu/\kappa = 80 \). This is the regime where the constraints (5.62) and (5.63) are satisfied. There is a peak in the approximate value of \( |\zeta_\mu(\omega)|^2 \) at \( \omega = \omega_\mu \) as can be evaluated from (5.65), provided \( 8 G_\mu^2 < \gamma_\mu^2 + \Gamma^2 \) as depicted in Figure 5.3(a).

The approximate bandwidth \( B_\omega \) of \( |\zeta_\mu(\omega)|^2 \) is shown in Figure 5.4. Over this bandwidth, \( |\zeta_\mu(\omega)|^2 \) is approximately constant and

\[
\langle \hat{a}^\dagger (-\omega) \hat{a}(\omega) \rangle \approx \frac{16 G_\mu^2 \gamma_\mu}{(4 G_\mu^2 + \gamma_\mu \Gamma)^2} \left( \frac{1}{e^{\beta \hbar \omega} - 1} \right). \tag{5.66}
\]
Rotating back to the lab frame I get,

\[
\langle \hat{a}^\dagger (-\omega) \hat{a}(\omega) \rangle \approx \frac{16 G_\mu^2 \gamma_\mu}{(4 G_\mu^2 + \gamma_\mu \Gamma)^2} \left( \frac{1}{e^{\beta \hbar (\omega - \omega_p)} - 1} \right).
\]

(5.67)

Thus, the system has an effective chemical potential \( \mu = \hbar \omega_p \) over the bandwidth \( B_w \).

5.6 Conclusions and Outlook

In this chapter I showed that parametrically modulating the coupling between a generic system and a thermal bath leads to thermalization of the system. In particular, for a photonic system, this leads to thermalization with a chemical potential equal to the frequency of the parametric coupling. A similar analysis for photons coupled to an optomechanical system in thermal equilibrium leads to the same conclusions.
Figure 5.2: Plot of the logarithm of the spectral coefficients for $\Delta = \omega_{\mu} = 300\kappa$.
Figure 5.3: Plot of the approximate values (dotted) of $\log(|\zeta_\mu(\omega)|^2)$ and $\log(|\alpha(\omega)|^2)$ for $\Delta = \omega_\mu = 300\kappa$. For positive frequencies, the results are in good agreement.
Figure 5.4: Approximate bandwidth $B_w$ of $|\zeta_\mu(\omega)|^2$. 
Chapter 6

Dynamics of an Ion Coupled to a Superconducting Circuit

6.1 Introduction

We have already seen that superconducting circuits are promising candidates for the implementation of quantum information processing and the study of quantum phenomena. They have been used to demonstrate strong coupling to a single photon [30], for the realization of quantum error correction [123], and for the generation of single-photon Fock states [59] among others. They also form an important aspect of hybrid quantum systems. In Chapter 3 a flux qubit was used to generate two-photon nonlinearities for the construction of a two-qubit phase gate with microwave photons (see also [57]).

Similarly, atomic systems like ions traps have been used to generate and manipulate entanglement [124] and to implement multi-qubit gates [125]. It is therefore natural to attempt to construct hybrid systems comprising these two architectures.
Although the couplings of the dipoles generated by the motion of trapped ions to the electric field of an LC circuit can be several hundred kHz, this coupling is far off resonance. This is because the motional frequencies of ions are on the order of MHz whereas the superconducting circuits are in the GHz (microwave) regime. Therefore, implementation of a practical quantum device requires something additional.

Parametric processes are useful in this end, and they are common to many physical systems. In the field of quantum optics, they are widely used in the frequency conversion of photons using nonlinear media [21, 126]. In the realm of superconducting quantum devices, one class of parametric amplifiers called Josephson bifurcation amplifiers have been used to amplify signals, and also to perform very sensitive quantum measurements, while adding very little noise [127]. Parametric processes have also been used to generate controllable interactions between superconducting qubits and microwave resonators [128].

In [129] a successful attempt was made to generate a resonant coupling scheme between ions and LC circuits. The ion, confined in a trap with frequency $\omega_i$, was coupled to the driven sidebands of a high quality factor parametric LC circuit whose capacitance was modulated at frequency $\nu = \omega_{LC} - \omega_i$. This gave rise to a coupling strength $g/2\pi = 60$ kHz. Here I try a different approach. I drive a superconducting loop comprising a Josephson junction and a capacitor confining a trapped ion, using a time dependent external flux. This causes the system to act as a parametric oscillator with a tunable inductance, and hence a tunable resonant frequency. In the presence of a small nonlinearity in the junction, the parametric oscillator develops sidebands and the ion can be resonantly coupled to these sidebands. However, one
Figure 6.1: Depiction of an rf-SQUID with Josephson energy $E_J$ and junction capacitance $C_J$ driven by a time-dependent external flux $\Phi_x(t)$. The outer loop with inductance $L$ contributes an energy $E_L$. The rf-SQUID is connected in parallel to a capacitor $C$ that confines an ion (green).

will see that the coupling strength cannot be made very large.

### 6.2 Model and Hamiltonian

I consider an ion in an ion-trap that generates a harmonic potential with frequency $\omega_z$ along the $z$-direction. However, the confinement of an ion in a trap also leads to motion in the $x$ and $y$ directions. This is referred to as ion micromotion [130]. These motions correspond to a parametrically driven harmonic oscillator at parametric frequencies $\omega_x(t)$ and $\omega_y(t)$ respectively. I will ignore such $x$-$y$ micromotion here.

The ion motion in the $z$-direction interacts with the electric field of a capacitor
$C$ of a circuit containing an rf-SQUID (Fig. 6.1) [37, 75]. The SQUID is driven using a time-dependent magnetic flux $\Phi_x(t)$. I will show below that this SQUID and capacitor system will act as a parametric LC circuit. For the purpose of the following discussion, I define the dimensionless flux $\phi_x = 2\pi(\Phi_x/\Phi_0)$ and the phase $\phi = 2\pi(\Phi/\Phi_0)$, where $\Phi_0 = h/(2e)$ is the superconducting flux quantum.

I first construct the classical Lagrangian $L = T - V$ of the system [50], so that with the usual Legendre transformation prescription, one can determine the Hamiltonian. The kinetic energy of the system is

$$T = \frac{1}{2}(C + C_J)\dot{\Phi}^2 + \frac{1}{2}m\dot{z}^2,$$  \hfill (6.1)

where $\Phi$ denotes the node flux for the circuit and $z$ describes the longitudinal ion position. The potential energy is

$$V = -E_J\cos\phi + \frac{1}{2}E_L(\phi + \phi_x)^2 + \frac{1}{2}m\omega_z^2z^2 + V_I.$$  \hfill (6.2)

The parameters $E_J$ and $E_L = \Phi_0^2(4\pi^2L)^{-1}$ are the Josephson energy and the inductive energy of the rf-SQUID respectively. The interaction potential $V_I$ between the ion with charge $Q$ and the capacitor is given in the dipole approximation by

$$V_I = QE_I z = Q\frac{V}{d}z = -\frac{Q}{d}z\dot{\Phi}.$$  \hfill (6.3)

Let $C_\Sigma = C + C_J$. The canonical coordinates are

$$q = \frac{\partial L}{\partial \dot{\Phi}} = C_\Sigma\dot{\Phi} + \frac{Q}{d}z,$$  \hfill (6.4)

$$p_z = \frac{\partial L}{\partial \dot{z}} = m\dot{z}.$$  \hfill (6.5)

Let the effective ion harmonic frequency be

$$\omega_i = \left(\omega_z^2 + \frac{Q^2}{d^2C_\Sigma m}\right)^\frac{1}{2}.$$  \hfill (6.6)
The quantum Hamiltonian of the system can be written as

$$\hat{H}(t) = \hat{H}_{\text{ion}} + \hat{H}_q(t) + \hat{H}_I,$$  \hspace{1cm} (6.7)

corresponding to the ion, qubit, and interaction Hamiltonians respectively, where

$$\hat{H}_{\text{ion}} = \frac{\hat{p}_z^2}{2m} + \frac{1}{2}m\omega_i^2z^2 \to \left( \hat{b}^\dagger \hat{b} + \frac{1}{2} \right) \hbar \omega_i,$$  \hspace{1cm} (6.8)

$$\hat{H}_q(t) = \frac{\hat{q}^2}{2C_\Sigma} - E_J \cos \hat{\phi} + \frac{1}{2} E_L (\hat{\phi} + \phi_x(t))^2,$$  \hspace{1cm} (6.9)

$$\hat{H}_I = -Q \hat{q} \hat{z} \to -Q \frac{\hat{q}}{C_\Sigma} \left( \frac{z_p}{d} \right) \hat{q} (\hat{b} + \hat{b}^\dagger).$$  \hspace{1cm} (6.10)

Here I introduced ionic operators $\hat{b}$ and $\hat{b}^\dagger$ satisfying $[\hat{b}, \hat{b}^\dagger] = 1$ and zero-point fluctuations of the ion motion $z_p = \sqrt{\hbar/(2m\omega_i)}$. This ensures that $[\hat{z}, \hat{p}_z] = i\hbar$ with

$$\hat{z} = \sqrt{\frac{\hbar}{2m\omega_i}} (\hat{b} + \hat{b}^\dagger) \equiv z_p (\hat{b} + \hat{b}^\dagger),$$  \hspace{1cm} (6.11)

$$\hat{p}_z = -i \sqrt{\frac{m\omega_i\hbar}{2}} (\hat{b} - \hat{b}^\dagger).$$  \hspace{1cm} (6.12)

The canonical coordinates of the SQUID satisfy $[\hat{\phi}, \hat{q}] = 2ei$.

If $E_J$ and $\Phi_x(t)$ where zero, one could quantize the SQUID just like the ion motion, say with operators $\hat{a}$ and $\hat{a}^\dagger$ satisfying $[\hat{a}, \hat{a}^\dagger] = 1$. In that case, the interaction would be proportional to $(\hat{a} - \hat{a}^\dagger)(\hat{b} + \hat{b}^\dagger)$. However, in the frame rotating at the frequencies of the SQUID (say $\omega_0$) and ion ($\omega_i$), one would get something like

$$H_I = (\hat{a} e^{-i\omega_0 t} - \hat{a}^\dagger e^{i\omega_0 t})(\hat{b} e^{-i\omega_i t} + \hat{b}^\dagger e^{i\omega_i t}).$$  \hspace{1cm} (6.13)

One is interested in interactions of the form $\hat{a} \hat{b}^\dagger + \hat{a}^\dagger \hat{b}$ where a resonant exchange of energy takes place between the two systems. However, since $\omega_0 \gg \omega_i$, $\omega_0 - \omega_i$ is comparable to $\omega_0 + \omega_i$, and so a rotating-wave approximation is not possible in (6.13). My goal is then the following: by tuning $E_J$ and $\phi_x(t)$ adjust the spectrum of $\hat{q}(t)$ so that $\hat{a} \hat{b}^\dagger$ contains a time independent component, whereas $\hat{a} \hat{b}$ does not.
6.3 Linearization of the Parametric Oscillator

In the presence of $E_J$, $\hat{H}_q(t)$ is nonlinear and so $\hat{a}$ and $\hat{a}^\dagger$ are ill-defined. Therefore, the first task is to linearize $\hat{H}_q(t)$ and to find the operators corresponding to the superconducting charge and flux variables. I let $\eta = E_J/E_L$ denote the strength of nonlinearity. Linearization is possible in the regime where $\eta/(1 - \eta) \ll 1$ and when the quantum fluctuations of flux are much less than $\Phi_0$.

Let the time-dependent classical values of the reduced flux $\hat{\phi}$ and the charge $\hat{q}$ be denoted by $\phi_c(t)$ and $q_c(t)$ respectively. Recall that they satisfy the commutation relation $[\hat{\Phi}, \hat{q}] = i\hbar$ or $[\hat{\phi}, \hat{N}] = i$ with $\hat{q} = 2e\hat{N}$. Let the time-dependent generators of charge and flux translations be denoted by

\begin{equation}
U_1(t) = e^{-i\hat{\phi}_c(t)/\hbar},
\end{equation}

\begin{equation}
U_2(t) = e^{i\hat{\phi}_c(t)/\hbar},
\end{equation}

and let

\begin{equation}
\hat{V}_q(\hat{\phi}) = -E_J \cos \hat{\phi} + \frac{1}{2} E_L (\hat{\phi} + \phi_x)^2.
\end{equation}

Under $U_1(t)$ the Hamiltonian transforms to

\begin{equation}
\hat{H}_1 = U_1^\dagger \hat{H} U_1 - i\hbar U_1^\dagger \frac{\partial U_1}{\partial t}
= \hat{H}_{\text{ion}} + \frac{(\hat{q} - q_c)^2}{2C_\Sigma} + \hat{V}_q(\hat{\phi}) - \frac{Q}{dC_\Sigma} \hat{z}(\hat{q} - q_c)
- \hat{\Phi} \dot{q}_c.
\end{equation}
Now under $U_2(t)$, $H_1$ transforms to

$$
\hat{H}_2 = U_2^\dagger \hat{H}_1 U_2 - i \hbar U_2^\dagger \frac{\partial U_2}{\partial t}
$$

$$
= \hat{H}_{\text{ion}} + \left( \frac{\hat{q} - q_c}{2C_J} \right)^2 + \hat{V}_q(\hat{\phi} - \phi_c) - \frac{Q}{dC_\Sigma} \frac{\ddot{q}}{t} - (\hat{\Phi} - \Phi_c) \dot{q}_c + \dot{q} \Phi_c.
$$

(6.18)

I approximate

$$
\hat{V}_q(\hat{\phi} - \phi_c) \approx \hat{V}_q(-\phi_c) + \hat{V}_q'(-\phi_c) \hat{\phi} + \frac{\hat{V}_q''(-\phi_c)}{2} \dot{\phi}^2 + O(\dot{\phi}^3).
$$

(6.19)

One can then set the terms linear in $\hat{q}$ and $\hat{\phi}$ in $\hat{H}_2$ to be zero. This gives

$$
\dot{\phi}_c - \frac{2e}{\hbar C_J} q_c = 0; \quad \dot{V}_q'(-\phi_c) - \frac{\hbar}{2e} \dot{q}_c = 0.
$$

(6.20)

These can be solved for $\phi_c(t)$ and $q_c(t)$. Let the effective charging energy be $E_C = (2e)^2/(2C_\Sigma)$. The linearized Hamiltonian can then be written as

$$
\hat{H}_L = \hat{H}_{\text{ion}} + \left[ \frac{\hat{N}^2}{2M} + \frac{1}{2} M \hbar^2 \omega(t)^2 \dot{\phi}^2 \right] - \frac{Q}{dC_\Sigma} (\hat{q} - q_c),
$$

(6.21)

the interaction term being

$$
\hat{V}_L = -\frac{Q}{dC_\Sigma} (\hat{q} - q_c).
$$

(6.22)

The parametric frequency is denoted by $\omega(t)^2 = \omega_0^2(1 + \eta \cos \phi_c(t))$ with $\omega_0 = \sqrt{2E_LE_C}/\hbar$. I have also defined an effective mass $M \equiv 1/(2E_C)$. One can modulate $\phi_x(t)$ such that $\cos \phi_c(t) = \cos \omega_dt$ for some frequency $\omega_d$. For instance, this can be done by modulating $\phi_x(t)$ as a saw-tooth wave. With this approximation,

$$
\omega(t)^2 = \omega_0^2(1 + \eta \cos \omega_dt),
$$

(6.23)

and my stated goal is now achieved.
Figure 6.2: After linearization, the effective picture consists of an ion confined between the capacitance $C$ of an LC circuit with parametric inductance $L(t)$.

### 6.4 Time-Dependent Quantum Harmonic Oscillator

I now follow the approach in [131] to quantize the parametric Hamiltonian

$$\hat{H}_P = \frac{\hat{N}^2}{2M} + \frac{1}{2} M \hbar^2 \omega(t)^2 \hat{\phi}^2,$$

(6.24)

the details being provided in Appendix D. The parametric frequency $\omega(t)$ has period $\tau = 2\pi/\omega_d$. The classical equation of motion for $\phi$ is

$$\ddot{\phi}(t) + \omega(t)^2 \phi(t) = 0.$$

(6.25)

Suppose some function $f(t)$ is a solution of Equation (6.25). Then $f^*(t)$ is also a linearly independent solution. Since $f(t)$ is periodic, $f(t + \tau) = e^{i\varphi} f(t)$ for some real $\varphi$. It is helpful to write

$$f(t) = r(t)e^{i\xi(t)},$$

(6.26)
with \( r(t) > 0 \) and \( \theta(t) \) real-valued. The Wronskian corresponding to these solutions is

\[
W = \frac{1}{2i} \begin{vmatrix} f(t) & f^*(t) \\ \dot{f}(t) & \dot{f}^*(t) \end{vmatrix} = -r(t)^2 \dot{\theta}(t). \tag{6.27}
\]

However, it can be shown that the time derivative of the Wronskian is zero and so is a constant of the motion. Then apart from a time-dependent factor \( |f(t)|^{-2} \), the Hamiltonian (6.24) can be written as the Hamiltonian of a time-independent harmonic oscillator with frequency \( W \). One can write \( \hat{\phi} \) and \( \hat{N} \) in terms of creation and annihilation operators \( \hat{a}^\dagger \) and \( \hat{a} \) satisfying \([\hat{a}, \hat{a}^\dagger] = 1\) as

\[
\hat{\phi} = \sqrt{\frac{1}{2M\hbar W}} (\hat{a} + \hat{a}^\dagger), \tag{6.28}
\]
\[
\hat{N} = -i \sqrt{\frac{M\hbar W}{2}} (\hat{a} - \hat{a}^\dagger). \tag{6.29}
\]

and get a quantized Hamiltonian

\[
\hat{H}_P = \frac{1}{|f(t)|^2} \left( \hat{a}^\dagger \hat{a} + \frac{1}{2} \right) \hbar W
= \hbar \omega_a(t) \left( \hat{a}^\dagger \hat{a} + \frac{1}{2} \right), \tag{6.30}
\]

where \( \omega_a(t) = W/|f(t)|^2 = -\dot{\theta}(t) \) plays the role as a time-dependent oscillator frequency.

### 6.5 Classical Solutions

To find the classical solutions, one can transform (6.25) with the substitution

\[
2z = \omega_a t \text{ into}
\]

\[
\frac{d^2 \phi}{dz^2} + (a - 2q \cos 2z) \phi = 0, \tag{6.31}
\]
where \( a = \frac{4\omega_0^2}{\omega_d^2} \) and \( q = -\eta a/2 = -2\eta \omega_0^2/\omega_d^2 \). This equation is known as the Mathieu equation \[132\]. I am interested in solutions of Mathieu’s equation of the form \( f(z+\pi) = e^{i\mu\pi} f(z) \), where \( \mu \) is a real number. \( \mu \) can in general be complex, but that leads to solutions which decay in time, or to solutions which are unstable. If \( \mu \) is a rational or irrational, but positive number, then the Mathieu equation admits solutions of fractional order \[132\]. These are solutions which reduce to \( \sin \mu z \) or \( \cos \mu z \) when \( q = 0 \). They are

\[
\begin{align*}
ce_{\mu}(z, q) &= \cos \mu z + \sum_{i=1}^{\infty} q^i c_i(z), \\
se_{\mu}(z, q) &= \sin \mu z + \sum_{i=1}^{\infty} q^i s_i(z),
\end{align*}
\]

\[
a = \mu^2 + \sum_{i=1}^{\infty} \alpha_i q^i,
\]

where \( c_i(z), s_i(z) \) are functions to be determined, and \( \alpha_i \) are constants to be determined. The parameter \( a \) has the same value for both solutions for any \( q \). So (6.32) and (6.33) coexist and are linearly independent. Thus, the general solution to (6.31) with two arbitrary constants is

\[
\phi(z) = A \ce_{\mu}(z, q) + B \se_{\mu}(z, q).
\]

When \( \mu > 0 \) and \( q^2(\mu^2 - 1)/2 \ll \mu^2 \), one approximately has \( \mu^2 = a \). Additionally, if \( |q| \ll 1 \) one can ignore terms of \( O(q^2) \). Then I get

\[
\begin{align*}
\ce_{\mu}(z, q) &= \cos \mu z - \frac{q}{4} \left[ \frac{\cos(\mu + 2)z}{\mu + 1} - \frac{\cos(\mu - 2)z}{\mu - 1} \right], \\
\se_{\mu}(z, q) &= \sin \mu z - \frac{q}{4} \left[ \frac{\sin(\mu + 2)z}{\mu + 1} - \frac{\sin(\mu - 2)z}{\mu - 1} \right],
\end{align*}
\]

(6.36)

Switching back to the original notation with \( 2z = \omega_d t \), the linearly independent
solutions become

\[
\begin{align*}
  f_1(t) &= \cos \omega_0 t + \frac{\eta \omega_0^2}{2\omega_d} \left[ \frac{\cos(\omega_0 + \omega_d) t}{\omega_d + 2\omega_0} + \frac{\cos(\omega_0 - \omega_d) t}{\omega_d - 2\omega_0} \right], \\
  f_2(t) &= \sin \omega_0 t + \frac{\eta \omega_0^2}{2\omega_d} \left[ \frac{\sin(\omega_0 + \omega_d) t}{\omega_d + 2\omega_0} + \frac{\sin(\omega_0 - \omega_d) t}{\omega_d - 2\omega_0} \right].
\end{align*}
\] (6.37)

These solutions are valid when

\[
K_1 \equiv \frac{\eta^2 \omega_0^2}{2\omega_d^2} \left( \frac{4\omega_0^2}{\omega_d^2} - 1 \right) \ll 1.
\] (6.38)

The time-independent Wronskian corresponding to \( f_1(t) \) and \( f_2(t) \) is

\[
W = \omega_0 + O(\eta^2).
\] (6.39)

Note that the Wronskian acts as an effective frequency. The general solution can be written in terms of two real constants \( C \) and \( \varphi \) as

\[
f(t) = Ce^{-i(\omega_0 t + \varphi)} + \frac{C\eta \omega_0^2 e^{-i\varphi}}{2\omega_d} \left[ e^{-i(\omega_0 + \omega_d) t} + \frac{e^{-i(\omega_0 - \omega_d) t}}{\omega_d + 2\omega_0 + \omega_d - 2\omega_0} \right].
\] (6.40)

### 6.6 Derivation of the Interaction

As shown before, the time derivative of the Wronskian is zero and the only time dependence is in \( f(t) \), the classical solution. Once again following the approach in [131], one can show that the interaction potential (6.22) of the linearized Hamiltonian under the relevant unitary transformations becomes

\[
H_I = -2Qe^{\frac{N}{dC_{\Sigma}}} \left( \frac{N}{|f(t)|} - 2\chi |f(t)| - N_c(t) \right),
\]

where \( \chi \) is a dimensionless parameters that satisfies

\[
\chi = -\frac{\hbar M}{4} \frac{d}{dt} \ln |f|^2.
\] (6.41)
Define the energies

\[ \Omega_1(t) = \alpha \frac{d|f(t)|}{dt} = \hbar \alpha \dot{r}(t), \]  
\[ \Omega_2(t) = \beta \frac{1}{|f(t)|} = \frac{\beta}{r(t)}, \]  
\[ \Lambda(t) = \frac{2Qe}{dC\Sigma} z_p N_c(t), \]

with the parameters

\[ \alpha = -\sqrt{2} \frac{Qe}{C\Sigma} \left( \frac{z_p}{d} \right) \sqrt{\frac{M}{\hbar W}}, \]  
\[ \beta = \sqrt{2} \frac{Qe}{C\Sigma} \left( \frac{z_p}{d} \right) \sqrt{M \hbar W}, \]

where \( \alpha \) is dimensionless and \( \beta \) has units of energy. The full quantized Hamiltonian is \( \hat{H} = \hat{H}_0 + \hat{V} \), where

\[ \hat{H}_0 = \hbar \omega_a(t) \hat{a}^\dagger \hat{a} + \hbar \omega_i \hat{b}^\dagger \hat{b}, \]  
\[ \hat{V} = (\Omega(t) \hat{a} + \Omega^*(t) \hat{a}^\dagger) (\hat{b} + \hat{b}^\dagger) + \Lambda(t)(\hat{b} + \hat{b}^\dagger), \]

with coupling \( \Omega(t) = \Omega_1(t) + i\Omega_2(t) \).

### 6.7 Sideband Coupling

I now examine the coupling to the ion motion in the z-direction. Coupling to the ion micromotion can be done in a similar manner albeit much more involved.

Define the unitary operator

\[ U = \exp \left[ -i \left( G_a(t) \hat{a}^\dagger \hat{a} + \omega_i t \hat{b}^\dagger \hat{b} \right) \right] \]

where

\[ G_a(t) = \int_0^t dt' \omega_a(t'), = -\int_0^t dt' \dot{\theta}(t') = -\theta(t). \]
Under this transformation, the original Hamiltonian

\[ \hat{H} \rightarrow \left[ \Omega(t) \hat{a} \hat{e}^{i\theta(t)} + \Omega^*(t) \hat{a}^\dag \hat{e}^{-i\theta(t)} \right] \left( \hat{b} e^{-i\omega_d t} + \hat{b}^\dag e^{i\omega_d t} \right) \]

\[ + \Lambda(t) \left( \hat{b} e^{-i\omega_d t} + \hat{b}^\dag e^{i\omega_d t} \right). \tag{6.51} \]

To find the coupling to the ion motion in the \(z\)-direction, one first needs to evaluate the coefficient of \(\hat{a} \hat{b}\) which is \(\Omega(t) e^{i\theta(t)} e^{-i\omega_d t}\). Similarly, the coefficient of \(\hat{a} \hat{b}^\dag\) is \(\Omega(t) e^{i\theta(t)} e^{i\omega_d t}\). Note that

\[ \frac{df(t)}{dt} = \frac{d}{dt} (r(t) e^{i\theta(t)}) = i\dot{r}(t) e^{i\theta(t)} + i\dot{\theta}(t) r(t) e^{i\theta(t)}. \tag{6.52} \]

Then,

\[ \Omega_1(t) e^{i\theta(t)} = \hbar \dot{r}(t) e^{i\theta(t)} \]

\[ = \hbar \alpha \frac{df(t)}{dt} - i\hbar \dot{\theta}(t) r(t) e^{i\theta(t)} \]

\[ = \hbar \alpha \frac{df(t)}{dt} + i\hbar \frac{W}{r(t)} e^{i\theta(t)}, \tag{6.53} \]

\[ i\Omega_2(t) e^{i\theta(t)} = i \frac{\beta}{r(t)} e^{i\theta(t)} \]

\[ = -i\hbar \frac{W}{r(t)} e^{i\theta(t)}. \tag{6.54} \]

Therefore,

\[ \Omega e^{i\theta(t)} = (\Omega_1(t) + i\Omega_2(t)) e^{i\theta(t)} = \hbar \alpha \frac{df(t)}{dt}. \tag{6.55} \]

Let \(C = 1\) and \(\varphi = 0\) for simplicity. The time derivative of \(f(t)\) is

\[ \frac{df(t)}{dt} = -i\omega_0 e^{-i\omega_d t} - \frac{i\eta \omega_0^2}{2\omega_d} \left[ \frac{(\omega_0 + \omega_d) e^{-i(\omega_0 + \omega_d) t}}{\omega_d + 2\omega_0} + \frac{(\omega_0 - \omega_d) e^{-i(\omega_0 - \omega_d) t}}{\omega_d - 2\omega_0} \right]. \tag{6.56} \]

Therefore, the time dependent coefficient of \(\hat{a} \hat{b}\) is

\[ -i\omega_0 e^{-i(\omega_0 + \omega_d) t} - \frac{i\eta \omega_0^2}{2\omega_d} \left[ \frac{(\omega_0 + \omega_d) e^{-i(\omega_0 + \omega_d + \omega_\eta) t}}{\omega_d + 2\omega_0} + \frac{(\omega_0 - \omega_d) e^{-i(\omega_0 - \omega_d + \omega_\eta) t}}{\omega_d - 2\omega_0} \right]. \tag{6.57} \]
Similarly the coefficient of $\hat{a}^\dagger \hat{b}^\dagger$ is

$$-i\omega_0 e^{-i(\omega_0 - \omega_i)t} - \frac{i\eta\omega_0^2}{2\omega_d} \left[ \frac{\omega_0 + \omega_d}{\omega_d + 2\omega_0} e^{-i(\omega_0 + \omega_d - \omega_i)t} + \frac{\omega_0 - \omega_d}{\omega_d - 2\omega_0} e^{-i(\omega_0 - \omega_d - \omega_i)t} \right].$$ (6.58)

If one assumes that $\omega_d = \omega_0 - \omega_i$, then only $\hat{a}^\dagger \hat{b}^\dagger$ has a time independent term given by

$$\lambda = \hbar \alpha \left( -\frac{i\eta\omega_0^2}{2\omega_d} \frac{\omega_0 - \omega_i}{\omega_d - 2\omega_0} = \hbar \alpha \left( \frac{i\eta\omega_0^2}{2} \right) \frac{\omega_i}{(\omega_0 + \omega_i)(\omega_0 - \omega_i)} \approx \frac{i\hbar \eta}{2} \omega_i.\right)$$ (6.59)

where the approximation arises from the fact that $\omega_0 \gg \omega_i$.

Ignoring all the coupling terms which oscillate rapidly compared to time scales of the ion motion leads to a resonant coupling

$$\hat{V}_R = \lambda (\hat{a}^\dagger \hat{b}^\dagger + \hat{a}^\dagger \hat{b}).$$ (6.60)

Linearization requires $\eta \ll 1$, and the quantum fluctuations in $\hat{\phi}$

$$\hat{\phi}_{zp} = \frac{1}{\sqrt{2M\hbar W}} \ll 1.$$(6.61)

Since $W \approx \omega_0$,

$$\alpha = -\sqrt{2}Qe \frac{z_p}{C_\Sigma} \frac{1}{\sqrt{\hbar W}} \approx -\sqrt{2}Qe \frac{z_p}{C_\Sigma} \frac{1}{(2E_C)^{\frac{1}{2}}E_L^{\frac{1}{2}}}.\right)$$ (6.62)

Because the parameters $\eta$ and $\alpha$ are small, $\lambda$ is also small. With these constraints, the coupling strength $\lambda$ is much smaller than even a kHz.

### 6.8 Conclusions and Outlook

My analysis reveals that coupling a single trapped ion to a superconducting circuit resonantly has limitations. It is the geometry which creates a severe limiting factor, and not the dynamics. Therefore, a novel approach is required. Early
proposals for realizing a hybrid system comprising atoms or trapped ions coupled to solid state systems include \[133\] and \[134\] respectively. However, these proposals have yet to be realized experimentally. Other approaches involve coupling solid state systems to an ensemble of polar molecules with large dipole moments to enhance the coupling as proposed in \[135\], or using Rydberg atoms with large dipole moments \[136\].
Chapter 7

Conclusions

Superconducting circuits may be used to implement many other interesting Hamiltonians, and are an integral part of hybrid quantum systems. In this thesis I showed how to generate two-photon nonlinearities by coupling microwave photons to a flux superconducting circuit. I also considered the implementation of a parent Hamiltonian for the Pfaffian state using circuit-QED. Then I described a Hamiltonian that can emulate a chemical potential for light. I believe that these proposals can be implemented experimentally, although the quantum control of these systems will present challenges. Superconducting systems combined with other architectures have already been used to demonstrate strong coupling to a single photon \[30\], and to implement quantum error correcting codes \[123\]. They have also been used to generate Fock states of photons \[64\], and in the creation of low noise amplifiers \[127\]. The lifetime and quality of superconducting quantum circuits have increased by many orders of magnitude over the past decade and the trend continues \[25\]. Therefore, it is reasonable to hope that they may eventually form scalable quantum simulation and quantum information architectures in the future. As I discussed in the introduc-
tion, classical computation will encounter increasing challenges due to fundamental laws of nature. By stepping into a domain where quantum processes occur, one can cross these barriers \[137\].
Chapter 8

Appendix

8.1 Appendix A

In this appendix, I present a derivation of the effective Hamiltonian (3.85) using a unitary transformation. I will ignore the state \( |0\rangle \equiv |\bar{0}\bar{0}\rangle \) and focus on the nontrivial subspace for this part. The starting Hamiltonian is

\[
H = \begin{pmatrix}
\Omega_1 & \lambda_1 & 0 \\
\lambda_1 & 2\Omega_1 & \lambda_2 \\
0 & \lambda_2 & \Omega_2
\end{pmatrix}.
\] (8.1)

Let \( P = |b\rangle \langle b| + |c\rangle \langle c| \) denote the projector onto the two-dimensional subspace and \( Q = |a\rangle \langle a| \) be the projector onto the one dimensional subspace. I will find a Hermitian matrix \( S \) such that the unitary transformation \( U = e^{iS} \) generated by \( S \), renders \( H \) block diagonal in the respective subspaces \( P \) and \( Q \) \([138]\). That is

\[
\tilde{H} \equiv UHU^\dagger = P \oplus Q.
\] (8.2)
Let $S$ have the most general form

$$S = \begin{pmatrix} d_1 & q & r \\ q^* & d_2 & u \\ r^* & u^* & d_3 \end{pmatrix}.$$  \hfill (8.3)

One can impose the constraints, $PSP = QSQ = 0$ \cite{138}. This implies that $d_1 = d_2 = d_3 = u = u^* = 0$. Thus, $S$ reduces to

$$S = \begin{pmatrix} 0 & q & r \\ q^* & 0 & 0 \\ r^* & 0 & 0 \end{pmatrix}. \hfill (8.4)$$

$S$ can be diagonalized with the unitary transformation

$$W = \frac{1}{\sqrt{|q|^2 + |r|^2}} \begin{pmatrix} 0 & \frac{\sqrt{|q|^2 + |r|^2}}{\sqrt{2}} & \frac{\sqrt{|q|^2 + |r|^2}}{\sqrt{2}} \\ -r & q^* & q^* \\ q & \frac{\sqrt{2}}{2} & \frac{\sqrt{2}}{2} \end{pmatrix}, \hfill (8.5)$$

to a matrix $S_d = W^\dagger SW = \text{Diagonal}(0, -\sqrt{|q|^2 + |r|^2}, \sqrt{|q|^2 + |r|^2})$. $W$ simply consists of normalized eigenvectors of $S$ as its columns.

After finding $S$ one needs to evaluate $U = e^{iS}$ which can be expanded as

$$U = e^{iS} = \sum_{n=0}^{\infty} \frac{(iS)^n}{n!}. \hfill (8.6)$$

One can apply $W$ to $U$ to get

$$W^\dagger UW = \sum_{n=0}^{\infty} \frac{(i)^n}{n!} W^\dagger S^n W = \sum_{n=0}^{\infty} \frac{(i)^n}{n!} (W^\dagger SW)^n = \sum_{n=0}^{\infty} \frac{(i)^n}{n!} (S_d)^n, \hfill (8.7)$$
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since \(W^\dagger W = WW^\dagger = 1\). Define the matrices
\[
M_1 = \begin{pmatrix} 0 & 0 & 0 \\ 0 & -1 & 0 \\ 0 & 0 & 1 \end{pmatrix} \quad ; \quad M_2 = \begin{pmatrix} 0 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{pmatrix},
\]
(8.8)
and let \(z = \sqrt{|q|^2 + |r|^2}\). Therefore,
\[
W^\dagger UW = \sum_{n=0}^{\infty} \frac{(i)^n}{n!} (S_d)^n
= I + \sum_{n=1}^{\infty} \frac{(i)^n}{n!} (z M_1)^n
= I + M_1 \sum_{n=1,3,...} \frac{(iz)^n}{n!} + M_2 \sum_{n=2,4,...} \frac{(iz)^n}{n!}
= I + iM_1 \sum_{n=0}^{\infty} (-1)^n \frac{z^{2n+1}}{(2n+1)!} + M_2 \sum_{n=1}^{\infty} (-1)^n \frac{z^{2n}}{(2n)!}
= I + iM_1 \sum_{n=0}^{\infty} (-1)^n \frac{z^{2n+1}}{(2n+1)!} + M_2 \left[ -1 + \sum_{n=0}^{\infty} (-1)^n \frac{z^{2n}}{(2n)!} \right]
= I + iM_1 \sin z - M_2 (1 - \cos z).
\]
(8.9)

Hence,
\[
U = I + iWM_1W^\dagger \sin z - WM_2W^\dagger (1 - \cos z).
\]
(8.10)

One can find the elements of the matrix \(S\) and that of \(U\) perturbatively in \(\eta'_2\) by
ensuring that \(\tilde{H}_{12} = \tilde{H}_{13} = 0\). One then gets the effective Hamiltonian
\[
\tilde{H} = UHU^\dagger = \begin{pmatrix}
\Omega_1 - \frac{r_1^2 \eta_2^2}{\Omega_1} + O(\eta_2^3) & O(\eta_2^3) & O(\eta_2^3) \\
O(\eta_2^3) & 2\Omega_1 + \frac{r_1^2 \eta_2^2}{\Omega_1} + O(\eta_2^3) & r_2 \eta'_2 + O(\eta_2^3) \\
O(\eta_2^3) & r_2 \eta'_2 + O(\eta_2^3) & \Omega_2 + O(\eta_2^3)
\end{pmatrix}.
\]
(8.11)
8.2 Appendix B

I briefly review the method to measure $U_2$ and $U_3$ using correlation functions.

I start with the system Hamiltonian $\hat{H}$ and input-output equations for a one-sided driven system with a loss rate $\kappa$ in a frame rotating at a frequency $\omega_L$ of the input field $\hat{b}_{in} = \mathcal{E}e^{-i\omega_L t}$.

$$\hat{H} = \left(\Delta - i\frac{\kappa}{2}\right)\hat{a}^{\dagger}\hat{a} + \left(\frac{U_2}{2}\hat{a}^{\dagger}\hat{a}\hat{a}^{\dagger}\hat{a} + \frac{U_3}{6}\hat{a}^{\dagger}\hat{a}\hat{a}^{\dagger}\hat{a}\right) - i\sqrt{\kappa}(\mathcal{E}\hat{a}^{\dagger} - \mathcal{E}^{*}\hat{a}).$$

$$\hat{b}_{out} = \hat{b}_{in} + \sqrt{\kappa}\hat{a}.\hspace{1cm} (8.13)$$

I will assume that the field is on resonance, that is $\Delta = \omega - \omega_L = 0$ and $\beta = \mathcal{E}/\sqrt{\kappa} \ll 1$. For numerical analysis, I let $\kappa = 10$ MHz and $\Delta = 0$.

I want to solve for $|\psi\rangle$ in

$$i\frac{\partial |\psi\rangle}{\partial t} = \hat{H} |\psi\rangle.\hspace{1cm} (8.14)$$
I start with the ansatz $|\psi\rangle = c_0 |0\rangle + c_1 |1\rangle + c_2 |2\rangle + c_3 |3\rangle + O(\beta^4)$, where I assume that $c_0$ is $O(1)$ and $c_i$ is of $O(\beta^i)$. I want to solve for the steady state of the system and calculate the correlation functions. One can show that the second order correlation function is

$$g^{(2)}(0) = \frac{\langle \hat{a}^\dagger \hat{a}^\dagger \hat{a} \hat{a} \rangle}{\langle \hat{a}^\dagger \hat{a} \rangle^2} \approx \frac{2|c_2|^2}{|c_1|^4} = \frac{4\Delta^2 + \kappa^2}{(U_2 + 2\Delta)^2 + \kappa^2} \xrightarrow{\Delta=0} \frac{\kappa^2}{U_2^2 + \kappa^2}, \quad (8.15)$$

where the mean is taken in the steady state $|\psi\rangle$. When $U_2 = 0$, one has $g^{(2)}(0) \approx 1$. However, in the presence of $U_2$, $g_2(0) < 1$. Similarly, in the presence of both $U_2$ and $U_3$, one can show that the third order correlation function is

$$g^{(3)}(0) = \frac{\langle \hat{a}^\dagger \hat{a}^\dagger \hat{a}^\dagger \hat{a} \hat{a}\rangle}{\langle \hat{a}^\dagger \hat{a} \rangle^3} \approx \frac{6|c_3|^2}{|c_1|^6} = \frac{9(4\Delta^2 + \kappa^2)^2}{[(U_2 + 2\Delta)^2 + \kappa^2][4(3U_2 + U_3 + 3\Delta)^2 + 9\kappa^2]} \xrightarrow{\Delta=0} \frac{9\kappa^4}{(U_2^2 + \kappa^2)[4(3U_2 + U_3)^2 + 9\kappa^2]]. \quad (8.16)$$

Note that when both $U_2, U_3 \to 0$, $g^{(3)}(0) \to 1$. The result is plotted in Figure 8.1.

### 8.3 Appendix C

In this appendix, I derive the Hamiltonian of a transmission line coupled to external circuits following the approach in [100]. I assume that the left end of the TL is connected to a left circuit via a capacitor $C_L$, and the right end of the TL is connected to a right circuit via an inductor $L_1$. I also assume that the energies associated with the capacitive coupling to the right Wheatstone circuit is small compared to other energies in the system, and can be ignored.
Figure 8.2: A schematic of a transmission line. A left circuit is connected to its left end via a capacitor $C_L$, and a right circuit is connected to its right end via an inductor $L_1$.

In the discrete case where the TL is modeled by a series of inductors and capacitors (Figure 8.2). The TL Lagrangian is

$$L_{tl} = \frac{1}{2} C_L \dot{\eta}_1^2 + \frac{1}{2} \sum_{i=1}^{N} (cdz) \dot{\eta}_i^2 - \frac{1}{2} \sum_{i=2}^{N} (l dz) (\eta_i - \eta_{i-1})^2 + \frac{\eta_N^2}{2L_1}. \quad (8.17)$$

I define a column vector $\eta$ as $\tilde{\eta} = (\eta_1, \ldots, \eta_N) = \eta^T$. The Lagrangian can then be written as

$$L_d = T - V = \frac{1}{2} \tilde{\eta} T \tilde{\eta} - \frac{1}{2} \tilde{\eta} V \tilde{\eta}. \quad (8.18)$$

where the kinetic energy matrix $T$ has components

$$T_{ij} = \delta_{ij} (cdz + C_L \delta_{i1}). \quad (8.19)$$
The potential energy matrix is

$$
V = \frac{1}{ldz} \begin{pmatrix}
1 & -1 & 0 & 0 & \ldots & 0 \\
-1 & 2 & -1 & 0 & \ldots & 0 \\
0 & -1 & 2 & -1 & \ldots & 0 \\
\vdots & \vdots & \vdots & \ddots & \ddots & \vdots \\
0 & 0 & 0 & -1 & 2 & -1 \\
0 & 0 & 0 & 0 & -1 & 1 - \frac{ldz}{L_1}
\end{pmatrix} .
$$  \quad (8.20)

In the continuum limit, the flux along the TL can be represented by a function $\eta(z)$ with $0 \leq z \leq L$. In terms of the eigenmodes $\varphi_{\nu}(z) = 0, 1, \ldots$ of the TL,

$$
\eta(z) = \sum_{\nu} \xi_{\nu} \varphi_{\nu}(z) ,
$$  \quad (8.21)

where the coefficients $\xi_{\nu}$ satisfy

$$
\ddot{\xi}_{\nu} + \omega_{\nu}^2 \xi_{\nu} = 0 .
$$  \quad (8.22)

The functions $\varphi_{\nu}(z)$ satisfy

$$
\frac{\partial^2 \varphi_{\nu}(z)}{\partial z^2} = - (\omega_{\nu} \sqrt{lc} )^2 \varphi_{\nu}(z) .
$$  \quad (8.23)

It has the solution

$$
\varphi_{\nu}(z) = A_{\nu} \cos(\omega_{\nu} \sqrt{lc} z) + B_{\nu} \sin(\omega_{\nu} \sqrt{lc} z) .
$$  \quad (8.24)

Letting $k_{\nu} = \omega_{\nu} \sqrt{lc}$, the solution can also be written as

$$
\varphi_{\nu}(z) = C_{\nu} \cos(k_{\nu} z + \phi_{\nu}) = \Re[C_{\nu} e^{i(k_{\nu} z + \phi_{\nu})}] .
$$  \quad (8.25)

On the left, there is a boundary condition,

$$
- \left[ \frac{\partial \varphi_{\nu}(z)}{\partial z} \right]_{z=0} = lC_{L} \omega_{\nu}^2 [\varphi_{\nu}(z)]_{z=0} .
$$  \quad (8.26)
and on the right, there is a boundary condition
\[
\left[ \frac{\partial \varphi_\nu(z)}{\partial z} \right]_{z=L} = -\frac{l}{L_1} [\varphi_\nu(z)]_{z=L} .
\]

(8.27)

In the discrete picture, the orthonormalization condition is
\[
(cdz + C_L)\varphi_\nu(z_1)\varphi_\mu(z_1) + cdz\varphi_\nu(z_2)\varphi_\mu(z_2) + \cdots + cdz\varphi_\nu(z_{N-1})\varphi_\mu(z_{N-1}) + cdz\varphi_\nu(z_N)\varphi_\mu(z_N) = \delta_{\mu\nu}.
\]

(8.28)

In the continuum limit, this becomes
\[
C_L [\varphi_\nu(z)\varphi_\mu(z)]_{z=0} + c \int_0^L dz \varphi_\nu(z)\varphi_\mu(z) = \delta_{\mu\nu}.
\]

(8.29)

Note that the normal modes \( \varphi_\nu(z) \) have units of \( 1/\sqrt{C} \) where \( C \) has units of capacitance. With these results,
\[
\mathcal{L}_{tl} = \frac{1}{2} \sum_{\mu,\nu} \left[ \dot{\xi}_\mu \xi_\nu \varphi_\mu^* T \varphi_\nu - \dot{\xi}_\mu \xi_\nu \varphi_\mu^* V \varphi_\nu \right]
\]
\[
= \frac{1}{2} \sum_{\mu,\nu} \left[ \dot{\xi}_\mu \xi_\nu \varphi_\mu^* T \varphi_\nu - \xi_\mu \xi_\nu \varphi_\mu^* \omega_\nu^2 T \varphi_\nu \right]
\]
\[
= \frac{1}{2} \sum_{\mu,\nu} \left[ \dot{\xi}_\mu \xi_\nu - \omega_\nu^2 \xi_\mu \xi_\nu \right] \varphi_\mu^* T \varphi_\nu \delta_{\mu\nu}
\]
\[
= \frac{1}{2} \sum_{\nu} \left[ \dot{\xi}_\nu^2 - \omega_\nu^2 \xi_\nu^2 \right] .
\]

(8.30)

For convenience, one can let \( \xi_\nu = \sqrt{C_{tl} F_\nu} \) with \( C_{tl} = cL \), and \( F_\nu \) has units of flux. One can also define the dimensionless \( \psi_\nu = \sqrt{C_{tl}} \varphi_\nu \). The canonically conjugate momentum is
\[
q_\nu = \frac{\partial \mathcal{L}}{\partial \dot{F}_\nu} .
\]

(8.31)

The Hamiltonian is then
\[
\mathcal{H}_{tl} = \sum_\nu \left[ \frac{q_\nu^2}{2C_{tl}} + \frac{1}{2} C_{tl} \omega_\nu^2 F_\nu^2 \right] .
\]

(8.32)
Introducing quantum operators $\hat{b}_\nu$ that satisfy $[\hat{b}_\mu, \hat{b}_\nu^\dagger] = \delta_{\mu\nu}$, and letting

$$F_\nu = \sqrt{\frac{\hbar}{2C_t\omega_\nu}} (\hat{b}_\nu + \hat{b}_\nu^\dagger),$$  

$$q_\nu = -i \sqrt{\frac{C_t\omega_\nu \hbar}{2}} (\hat{b}_\nu - \hat{b}_\nu^\dagger),$$

one gets a quantized Hamiltonian

$$H = \sum_\nu \left[ \hat{b}_\nu^\dagger \hat{b}_\nu + \frac{1}{2} \right] \hbar \omega_\nu.$$  

(8.35)

The flux along the TL is

$$\eta(z) = \sum_\nu F_\nu \psi_\nu(z) = \sum_\nu \sqrt{\frac{\hbar}{2Lc\omega_\nu}} (\hat{b}_\nu + \hat{b}_\nu^\dagger) \psi_\nu(z).$$  

(8.36)

The time dependence of this flux comes from the normal mode operators $\hat{b}_\nu$ and $\hat{b}_\nu^\dagger$.

Hence,

$$\eta(z, t) = \sum_\nu F_\nu \psi_\nu(z) = \sum_\nu \sqrt{\frac{\hbar}{2Lc\omega_\nu}} (\hat{b}_\nu e^{-i\omega_\nu t} + \hat{b}_\nu^\dagger e^{i\omega_\nu t}) \psi_\nu(z).$$  

(8.37)

Hence, the voltage $V(z, t) = -\dot{\eta}(z, t)$ along the TL is

$$V(z, t) = i \sqrt{\frac{1}{2Lc}} \sum_\nu \sqrt{\hbar\omega_\nu} (\hat{b}_\nu e^{-i\omega_\nu t} - \hat{b}_\nu^\dagger e^{i\omega_\nu t}) \psi_\nu(z).$$  

(8.38)

Alternately,

$$V(z, t) = \frac{i}{\sqrt{2}} \sum_\nu \sqrt{\hbar\omega_\nu} (\hat{b}_\nu e^{-i\omega_\nu t} - \hat{b}_\nu^\dagger e^{i\omega_\nu t}) \varphi_\nu(z),$$

$$= \frac{i}{\sqrt{2}} \sum_\nu \sqrt{\hbar\omega_\nu} (\hat{b}_\nu e^{-i\omega_\nu t} - \hat{b}_\nu^\dagger e^{i\omega_\nu t}) \Re [C_\nu e^{i(k_\nu z + \phi_\nu)}].$$  

(8.39)

One can decompose $V(z, t)$ into left and right moving components

$$V^{\leftarrow}(z, t) = \frac{1}{\sqrt{2}} \sum_\nu \sqrt{\hbar\omega_\nu} \hat{b}_\nu^\dagger C_\nu e^{i(k_\nu z + \omega_\nu t + \phi_\nu - \pi/2)},$$  

$$V^{\rightarrow}(z, t) = \frac{1}{\sqrt{2}} \sum_\nu \sqrt{\hbar\omega_\nu} \hat{b}_\nu C_\nu e^{i(k_\nu z - \omega_\nu t + \phi_\nu + \pi/2)},$$  

(8.40)

so that $V(z, t) = V^{\rightarrow}(z, t) + V^{\leftarrow}(z, t)$.  
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In this appendix, I show in more detail how one can quantize a time-dependent harmonic oscillator, following the approach of \[131\]. The Hamiltonian of a particle in a Paul trap is given by

\[ H(t) = \frac{p^2}{2m} + \frac{1}{2}k(t)q^2. \] (8.42)

The parameter \( k(t) \) has period \( \tau \). In experiments \( k(t) = a + b\cos(2\pi t/\tau) \). But in general, \( k(t + \tau) = k(t) \). The classical equation of motion is

\[ m\ddot{q}(t) + k(t)q(t) = 0. \] (8.43)

Suppose some function \( f(t) \) is a solution to the classical equation. Since \( f(t) \) is periodic, \( f(t + \tau) = e^{i\theta}f(t) \). Note that \( f^*(t) \) is also a linearly independent solution. The Wronskian is

\[ W = \begin{vmatrix} f(t) & f^*(t) \\ \dot{f}(t) & \dot{f}^*(t) \end{vmatrix}. \] (8.44)

The time derivative of the Wronskian is zero. That is

\[ \frac{d}{dt}W = \frac{d}{dt} \left[ (f\dot{f}^* - f^*\dot{f}) \right] = (\dot{f}\dot{f}^* + f\ddot{f}^*) - (f^*\dot{f} + f\ddot{f}^*) \]
\[ = f\dddot{f}^* - f^*\dddot{f} \]
\[ = -\frac{k}{m}ff^* + \frac{k}{m}f^*f \]
\[ = 0. \] (8.45)

Henceforth, I will let \( (f\dot{f}^* - f^*\dot{f}) = 2iW \) with \( W > 0 \).
Let

$$\chi(t) = -\frac{m}{4} \left( \dot{f} f - f^* \dot{f}^* \right) = -\frac{m}{4} \frac{d}{dt} \ln |f|^2. \quad (8.46)$$

In a new basis $|\Psi'\rangle = U_1 |\Psi\rangle$ with $U_1 = e^{-i\chi(t)q^2}$, the coordinate and momentum transform as

$$q \rightarrow U_1^\dagger q U_1 = q, \quad (8.47)$$

$$p \rightarrow U_1^\dagger p U_1 = p + i\chi[q^2, p] + \frac{i^2 \chi^2}{2!} [q^2, [q^2, p]] + \ldots = p - 2\chi q. \quad (8.48)$$

I have used the commutation relation $[q^2, p] = i \partial q^2 / \partial q = 2iq$. Under $U_1$ the Hamiltonian transforms as $H \rightarrow \tilde{H}$ where

$$H = U_1^\dagger H U_1 - iU_1^\dagger \frac{dU_1}{dt},$$

$$= \frac{(p - 2\chi q)^2}{2m} + \frac{1}{2} k(t)q^2 - \chi(t)q^2,$$

$$= \frac{p^2}{2m} - \frac{\chi}{m}(qp + pq) + \frac{2\chi^2 q^2}{m} + \frac{1}{2} k(t)q^2 - \chi(t)q^2. \quad (8.49)$$

Now

$$\dot{\chi} = -\frac{m}{4} \left( \dot{f} \frac{\dot{f}}{f} - \frac{\dot{f}^*}{f^*} \frac{\dot{f}^*}{f^*} \right)$$

$$= -\frac{m}{4} \left( \frac{\dot{f}}{f} \frac{\dot{f}}{f} + \frac{\dot{f}^*}{f^*} \frac{\dot{f}^*}{f^*} \right)$$

$$= -\frac{m}{4} \left( -\frac{2k}{m} \right) + \frac{m}{4} \left( \frac{\dot{f}^2}{f^2} + \frac{\dot{f}^*}{f^*} \frac{\dot{f}^*}{f^*} \right)$$

$$= \frac{k}{2} + \frac{m}{4} \left( \frac{\dot{f}^2}{f^2} + \frac{\dot{f}^*}{f^*} \frac{\dot{f}^*}{f^*} \right). \quad (8.50)$$

There is also the relation

$$\left( \frac{\dot{f}^2}{f^2} + \frac{\dot{f}^*}{f^*} \frac{\dot{f}^*}{f^*} \right) = 2 \frac{\dot{f}^2}{|f|^2} - 4W^2 \quad (8.51)$$
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So,

\[ \dot{\chi} = \frac{k}{2} + \frac{m}{4} \left( 2 \frac{|\dot{f}|^2}{|f|^2} - \frac{4W^2}{|f|^4} \right) \]

\[ = \frac{k}{2} + \frac{m}{2} \frac{|\dot{f}|^2}{|f|^2} - \frac{mW^2}{|f|^4}. \tag{8.52} \]

Thus,

\[ \frac{1}{2} k q^2 - \dot{\chi} q^2 = -\frac{m}{2} \frac{|\dot{f}|^2}{|f|^2} q^2 + \frac{mW^2}{|f|^4}. \tag{8.53} \]

There is one final term. That is

\[ \frac{2\chi^2 q^2}{m} = \frac{2m^2}{m} \left( \frac{\dot{f}}{f} + \frac{\dot{f}^*}{f^*} \right)^2 q^2 \]

\[ = \frac{m^2}{8} \left( \left| \frac{\dot{f}}{f} \right|^2 + 2 \left| \frac{\dot{f}}{f} \right| + \left| \frac{\dot{f}^*}{f^*} \right|^2 \right) q^2 \]

\[ = \frac{m^2 q^2}{8} \left[ 4 \left| \frac{\dot{f}}{f} \right|^2 - 4 \frac{W^2}{|f|^4} \right] \]

\[ = \frac{m q^2}{2} \left| \frac{\dot{f}}{f} \right|^2 - \frac{m q^2 W^2}{2 |f|^4}. \tag{8.54} \]

Adding all three terms together, one gets

\[ \frac{2\chi^2 q^2}{m} + \frac{1}{2} k q^2 - \dot{\chi} q^2 = \frac{mW^2}{2 |f|^4} q^2. \tag{8.55} \]

Thus, the transformed Hamiltonian is

\[ \tilde{H} = \frac{p^2}{2m} - \frac{\chi}{m} (pq + qp) + \frac{mW^2}{2 |f|^4} q^2. \tag{8.56} \]

Now let \( \lambda = \ln |f|^2/4, \) and \( U_2 = e^{-i\lambda (pq + qp)}. \) Using the commutation relations

\[ [pq + qp, p] = 2i p, \ [pq + qp, q] = -2i q \]

\[ U_2^\dagger p U_2 = p \sum_{n=0}^{\infty} \frac{(2i)^n (i\lambda)^n}{n!} = pe^{(2i)(i\lambda)} = pe^{-2\lambda} = pe^{-\ln |f|} = \frac{p}{|f|}, \tag{8.57} \]

\[ U_2^\dagger q U_2 = q \sum_{n=0}^{\infty} \frac{(-2i)^n (i\lambda)^n}{n!} = qe^{(-2i)(i\lambda)} = qe^{2\lambda} = pe^{\ln |f|} = |f| q. \tag{8.58} \]
Note that $\chi = -m\dot{\lambda}$. Then the Hamiltonian $\tilde{H}$ transforms again as

$$
\tilde{H} = \frac{1}{|f|^2} \frac{p^2}{2m} - \frac{\chi}{m}(pq + qp) + \frac{mW^2}{2|f|^2} q^2 - i(-i\dot{\lambda})(pq + qp)
$$

$$
= \frac{1}{|f|^2} \frac{p^2}{2m} + \dot{\lambda}(pq + qp) + \frac{mW^2}{2|f|^2} q^2 - \dot{\lambda}(pq + qp)
$$

$$
= \frac{1}{|f|^2} \frac{p^2}{2m} + \frac{mW^2}{2|f|^2} q^2
$$

$$
= \frac{1}{|f|^2} \left( \frac{p^2}{2m} + \frac{1}{2} mW q^2 \right). \tag{8.59}
$$

Apart from a time dependent factor $|f(t)|^{-2}$ one now has a simple harmonic oscillator Hamiltonian with frequency $W$. One can finally write $q$ and $p$ in terms of the usual creation and annihilation operators $\hat{a}^\dagger$ and $\hat{a}$ to get

$$
H = \frac{1}{|f(t)|^2} \left( \hat{a}^\dagger \hat{a} + \frac{1}{2} \right) W. \tag{8.60}
$$


