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Chapter 1:  Introduction

Fire-induced flows are a substantial and relevant part of fire protection engineering.
Theseflows govern the growth of the fire and heat tranafedalso affect everything

from detection to tenability. Understanding these buoyanwen flows isan
important factorin designing safe buildings in the event of a fir€he ability to

predict these flowss especially helpful in the design of automatic sprinkler and
smoke detection systems, where ceiling layer temperatures and velocities are crucial
Furthermore,accurately prediatg enclosure smoke fillings important in designing

smoke management systems to maintain a clear height above the heads of occupants

and allow safe egress.

Many empirical and theoretical equations have been developed by ‘Alpert
Heskestat', and others to predict these properties of the smoke layer. In addition,
CFD tools such as the Fire Dynamics Simulator have been created to allow further
analysis of what may occur infise. Physical sale modelings alsoa premier tol in

the prediction of fire behaviorFull-scale tests have beessedto produce data for
smoke filling of enclosuresand have shown that theoretical and empirical

correlations hold true to thedry/:

When using enclosures that have odd featureshaps, it becomedifficult to use
correlations that were designed sampler,typically rectangulavolumes Saltwater
modelingis available as relatively cheap way of measuring smoke filldhghamics
as well asperforming very detailed measuremewfsother phenomena related to

buoyancyinduced flow. It has previously been used to model detector response
1



time<, smoke movement along beamed ceillngsd flow in multicompartmented
environments. However, there has been a lack of validation clatheater model

for use in predicting enclosure smoke filling. Also, testing in all previous works was
performed measuring salt concentration and velocity separaislpart of a grant on
scale modeling of fires funded by the U.S. Department of Jughisgroject aimed

to validate salivater modeling as a viable predictor of smoke filling in an enclpsure
develop a technique for combining particle image velocimetry (PIV) and planar laser
induced fluorescence (PLIF) to allow for simultaneous condémrtrand velocity
measurementsandexpandon the existing PIV & PLIF measurement techniqtees

produce more accurate results

Two saltwater test configurations were usegdthese experimentan unconfined
plume set in the center of the large tank, armbrined plume set in a rectangular
enclosure. Unconfined plume tests were used to evaieaterline plume dynamics
mass entrainment, arsibgrid scale mixing The confined plume tests focused on
smoke filling and smoke layer dynamics, withpotentid applications including
response times of smoke detectors and fire sprinklers. Many experiments have
studied smoke layer kinematics, but few have had the ability to simultaneously
measure velocity and density differeratea very high resolution. In thistudy, the
observed phenomena will be explored in detail in theveatier model while applying

scaling laws and dimensionless parameters identified to be important in these flows.



1.1 Literature Review

Physical scale modeling of fire has been a wesgful tool in all engineering fields,
allowing inexpensive representation of otherwise large or complex scenarios. Many
researchers have developed tools for evaluating physical scale modeling to allow
various fire sizes and room geometries to be scaldd@match with fubscale fire

data, with all the data collapsing. Quinti€rdeveloped the techniques for Froude
scaling in fire studies, where the governing equations aredmoensionalized and

the convective processes are emphasized. These satmmetere used by Y&o

to establish the analog modeling betweenwater flow and fireinduced flow.

In addition to general scaling laws, many other correlations have been developed to
predict more specific firinduced flows. Heskestéddeveloped cortations for
maximum ceiling jet temperature and velocity based on alcohol-fpeotests
performed in the 1950s. He also published a gapeoviding relations for flame
heights, temperatures, velocities, concentrations of combustion products, and
entranment rates, as well as some other discussion of fire plumes. Bef
published a paper providing expressions for plume and ceiling jet flows, including the
equations given by Heskestad and Zukoski. Of particular relevance to these
experiments are Zk o s“kcori@lations for mean centerline temperature difference
and velocity as a function of height above a point source plume. These correlations
were used as one of the primary metrics for evaluating the accuracy of thatealt

modeling results.



Faet hos report for t he Uu. S. Depart ment
impingement on a horizontal ceiling, and has measurements of and equations for
flame heights, impinging flame lengths, ceiling heat flux, and mean temperature
distribution!® Ceiling jet behavior is an important factor in designing automatic
suppression and detection systems. There has been a large amount of work in testing
ceiling jet flows, using fullscale experiments as well as computer modeling and hand
calculations. Alpeft has done a lot of work in this field, the results of which are
discussed in hi€eiling Jet Flowschapter of the SFPE Handbook. He has developed
correlations for ceiling jet temperatures and velocities based on fire strength and room
height, as well as prading equations for heat transfer to the ceiling. This project
developed a technigue to measure various properties of ceiling jet and smoke layer

flows in high detalil.

A number of experimental tests have been run to validate computer models of smoke
filling as well as theoretical equations. ZukUsksed a masbased approach to
smoke filling with thermodynamic control volumes to develop a theoretical
relationship between smoke layer height and time. Haglwedformed a number

of smoke filling tests ofan enclosure, measuring smoke layer height and other
properties. Hurled) used a computer model to estimate ceiling layer temperatures
and smoke | ayer elevation to Hagglundods

filling test in an abandoned Nike milgssilo, with accurate results.

Cooper et af’ performed fuliscale tests, investigating the smoke layers forming in a
fire room and attached corridor to generate data for verification of mathematical
models. Vertical arrays of thermocouples and photersewere used and interface
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location was reported over time. Zukoski and Kuffodeveloped a zone model for
smoke movement in a building, predicting motion of the interface between the layers

as well as the density of the layers as a function of time.

The saltwater modeling technique has been in use for some time, using both
qualitative and quantitative methods. Thomas éf ekplored the use of vents for
removing smoke from enclosures, Tangren éf aked it as a way to model smoke
layer migration ina ventilated compartment, and Zukdskised it to predict smoke
movement within tall buildings. Steckler et?lestablished the use of hydraulic
analog scaling in salvater modeling for comparison to fireduced flows, and used

it to model flows throuly a scale model of a navy ship. This project evaluated salt
water modeling in multiple configurations, to further the diagnostic techniques of

blue dye smoke filling experiments as well as PIV and PLIF.

Jankiewic8 used PLIF to measure ceiling layer concentrations and flows through a
multi-compartmented enclosure, in order to study detector response times. His work
was compared to fubcale testof the same nature, and concluded that\sater
modeling accurately predicts front arrival time at various locations, and that front
arrival time and detector activation lag time are better predictors of detector response
than gas temperature and smokenaentration. Cha&h conducted sakvater
modeling tests and compared ceiling layer flows in a complex beamed ceiling to full
scale fire tests, usgy PLIF and PIV, and confirmed that salater modeling can be

used for predicting front arrival times and detector response by using an activation lag

time. Yao'' measuredsaltwater tests in an unconfined and impinging plume

configuration and compared t?’hfiees @umeme as ur e r

5



temperature measur ement s, poi®haeilingjetur c e
analysis. Young useda setup with a blower to measure plume dispersion near a

building in a crosglow environment.

Previous studies unrelated to saliter modeling have combined PLIF and PIV
experiments to provide velocity and scalar measurements simultaneously. \&ebster
al®®. used simultaneous PLIF and particle tracking velocimetry in order to measure
velocity and concentration fields in a turbulent jet. It was concluded that the
technique is effective for measuring mean velocity, turbulent stresses, mean
concentration ad variance, and turbulent flux. Limt al! performed simultaneous
PLIF and PIV on a turbulent shear flow as a test to validate CFD subgrid mixing
models. Mixing was evaluated based on the destruction of Rhodamine WT dye by a
mixture of hydrogen peroge and ferrous ion, which destroys the flurophore in the

Rhodamine. Shimurat al®?

performed simultaneous duallane PLIF and stereo
PIV on a premixed methane flame, and were able to measure the flame front in three
dimensions. 3D flame structures weneasured and compared to structures shown

by previous 3D direct numerical simulations of turbulent premixed flames.

Experiments have been conducted that evaluate the fluctuation of fully developed fire
plumes though measuring a normalized standard deviafi@imensionless density
difference along the centerline. Yaameasured the fluctuations of dimensionless
density difference, and found a stiand deviation of the mean value at the centerline.
Shabbir and Geordédeveloped a correlation predicting a mean turbulence intensity,
and George et al? Nakagome & Hiratd® Papanicolaou & List® and Kotsovino¥

performed similar measurements.

p |



1.2 ResearclObjectives

A primary focus of this research wao further establish saltvater modeling as a
legitimate technique for predicting smoke filling of enclosures, and to diseoeas
suitable for refinement in future experimentsThis was performed using dar
diagnostics in combination with a scale model enclosure. Also, advanced
measurement techniques were developed that allow simultaneous measurement of
density difference and velocity within the salater flow by combining PLIF and

PIV measurements. Ug these techniques, analysis was given to flow structures

within the ceiling layerplume masgntrainmentate and turbulent mixing intensity.

The specific objectives of this reseabreto:
-Compare saltvater smoke filling measurements wittxperimental and
theoretical data
-Refine current techniques for achieving accurate PIV and PLIF data
-Develop a technique for performing simultaneous PIV and PLIF
measurements
-Develop a technique for taking PIV measurements in flow with a wide range
of velocities
-Validate measurements by comparing plume dynamics with theory
-Evaluate smoke layer and ceiling jet velocity and density difference
-Develop a guideline for a maximum fire size for comparison inveatér
modeling
-Measure turbulent intensithitough PLIF measurements and compare results

to previous fulscale data



Chapter 2:  Approach

A series of tests were performed to measpitene dynamics, enclosuremoke
filling, smoke layer dynamics, and sgbid scale mixing. These tests were
performed ina large tank at the University of Maryland Department of Fire
Protection Engineering laboratory, where an unconfined-wsair plume and
confined plume in an enclosure were evaluated usargpus techniques.Planar
LaserInduced Fluorescend®LIF) wasused to measure salt concentratiBarticle
Image Velocimetry (PIVWwas used to measure velocities, and blue dye was used for
plume and ceiling layer visualization The sukgrid scale mixing results were
evaluated using only PLIF, as velocitie®re not important in theresolution scale
analysis. A number of smoke filling tests were performed with only blue dye, as the
scope of those tests was to visualize smoke layer height and provide clear images of
the smoke filling behaviorAll other tests were muusing combined PIV and PLIF, to

provide instantaneous concentrations as well as velocities ttoottge flow field.

2.1  Analvytical Techniques

These saltvate experiments are a valid scalkepresentation of physical flows and
provide velocity and concentran measurements with very high resolution,
something not achievable using a {fslale fireor physical scale modeind similar
measurement techniques. Scaling of thewater plumeusesdimensionless analysis
on the governing conservation equation®imensionless groups are press
between the scalmodel and full-scale plumes Yao derived these scaling

relationships by nowlimensionalizing the governing equations and using



dimensionless parameters.Although it is impossible to preserve all ofeth
dimensionlesgroups the keygroupsare preserved By maintaining turbulent flow
in both fullkscale and scalmodels, the Reynolds number is preserved withantng
to be scaled as long ageference velocity is definedimensionless quantities al

Ywor k

easy comparison between various source strengths, spaces, andftimesd s *
provides the derivation of these equations in detail, andrdkelting terms are

summarized below.

Conservation equationsifthe fire plume:

Momentum:

o — - — 230 2.1
Energy:

: 6" — , — 0 2.2
Smoke mass species:

5 J 0 2.3



Dimensionlesserms for the fire plume are:

a — YQ 0 2.4
0i - 25
Yo - 2.6
o0y 1 0" 2.7
Oy ( 2.8
0 I 0" @Q o) 2.9
6 6w “a* T 2.10
ooy Yy § 2.11
—= o YOrXd ©O0° ) 2.12
T pryY 2.1
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Conservation eguationsifthesaltwaterplume:

Momentum:

Dimensionless terms for the salater plume are:

N€) — YQ a°

W IO

a1 a7 o!
6 6w ~a T
= I O a° J

[

11

2.14

215

2.16

2.17

2.18

219

2.20

2.2

2.2

2.23



Paststudies have shown that scalthg key groups provides a good approximation of
the full-scale behavidf®®, Dimensionless parameters related to molecular diffusion
can be neglected, since tmeolecular diffusion is relatively small compared to
turbulent mixing. Good agreement has been shown betweenatatt and fullscale
fires when the Grashof number is larger thahdd is large enough for flow to be

turbulent in bothunconfined and confinecbnfigurations.

2.2 Configurations

Two configurations were used in these experiments: an unconfinedataft plume
injected into a large freslater tank, and a confined plume injected incaarylic
enclosure witha small amount foleakage. The unconfined plume was used for
measuringcenterline plume dynamics arsdibgrid scalemixing, and the confined
plume was used to analyze ceiling layer dynamics and smoke filling. Combined
PLIF/PIV images were taken fdaoth configuratiors, and a number of varying salt
water flows were introduced in order to find the best salt mass fraction, dye

concentrathn, and seeding concentration.

The large frestwater tank hagnerdimensiors of 2.375 x 0.79 x 0.85 m high, large
enough to fita reasonably sized modahd to allowturbulent flow {Q p 1),

using a maximum field of view of approximately 700 mm. Before taking
experimental images, the tank was cleaned and filled with filtered fresh water, using a

cotton filter cartridge ratedt 0.5 microns.

12



For unconfined plume experiments, a wall was placed in the model adjacent to the
plume to suppress natural flows of the ambient water in the tank. Preliminary
unconfined plume tests resulted in leaning of the plume to one side. Sindeoiio

the plume is buoyanegriven, this leaning behavior was independent of source
injector alignment and was an issue of natural flows within the tank. The addition of

this wall was found to eliminate the leaning behavior.

The enclosure model had dinsgons of 95.5«x 20 x 26 cm high, with two % inch
holes drilled near the bottom of the two ends to account for leakiage&al smoke
filling testing found thai small amounteakage was necessary to achieve accurate
results. A number of other holes were drilled in the model to accommodate a future
need for more leakage, but were sealed for these experimélhtsther areas were
sealed except for 2 cmgap on both sides of the injectior allow balancing of the

mass withinthe model

A gravity-driven source tank was used to pump-saiter into the injector. The
source tank consisted of two-gallonHDPEtanks A pump was used to flow water

from the bottom tank to the top, and an elevated drain in the top tank kepttéts w
level constant in order to provide a constant pressure at the injector. It also kept the
dye and seeding particles mixeflince Rhodamine 6G is sensitive to light, each tank
was covered with a black trash bag to prevent light from enteridechloinating

agent was added to the source, as the Rhodamine dye is broken down by chlorine
from the tap water. Without the agent, dye concentration was found to noticeably

change over a matter of hours.

13



Flow from the sarce tank was regulated using thré&elL/min maximumflow
rotameters connected in parallel. The flowtht®ugh each wasalibrated based on
saltwaterandwasfound to betrue to the markings/hile flowing saltwater, despite
the differencein viscosity betweersalt and frestwater. With the available source
pressure,ite maximum possibl#owrate out of the combined injectors was found to
be 16 L/min, well above the flowratehosen for the experiment$he flowrate used

were 0.180.36 and 1.0L/min for thevarious tests

The firstinjector used was 3x3 square arrayf 5.6 mm inner diameter stainless steel
tubes which converged within a funnel to a 13x13 mm square opefiihgs injector

was used for initial tests, including PLdnly and blue dye experimentlthough
these experiments as well as thosedhar! had success using this injectdater
testing experiencedn issuewith bubblesforming at the injectorwhich severely
affected flow and mixing, allowing fresh water to né& within the injector.
Injector dye concentration was found to ba the order of 50% of the salt water in
the source The change in dimensionless density difference as a function of height
also disagreedignificantly with the theoreticalt5/3 power law Despite efforts to
prevent bublds from forming, the problem was persistent anddhgeinjector was

not used for the combined PLIF+PIV test&urthermore, with such a high mass flow
rate of salt, the difference in optical density between the salt water and fresh water
was causing imges to blur for confined testand resulting in less accuracy,

especially for PIV results

A singular 5.6 mm stainless tube was ufmdthe combined PIV/PLIF testsThis
injector wasidentical tothose used byao and Jankiewigzwhich was known to

14



prodwe clean flow with no bubblesBefore each test, the injector was purged of

fresh water and air, and was quickly inserted into position for recording.

Figure 1 shows a schematic of the source setapdFigure 2 showsa photo otthe test

setup. Table 1below describes the setup parameters for each test in this project.

Table 1, Test matrix faaltwater modeling experiments.

Test Matrix

Diagnostics Blue Dye | PLIF PIV+PLIF PIV+PLIF PIV+PLIF
Number of Cases Measure( 4 | 300 frames 300 frames 3 3
Configuration Confined | Unconfined| Unconfined Confined Confined
Ceiling Height [mm] 257 N/A N/A 257 257

13x13 mm| 13x13 mm
Injector Square Square | 5.6 mm Tubular| 5.6 mm Tubular| 5.6 mm Tubular
FOV [mm] 1000 250 350 500 500

Canon Imager Imager ProX 4M Imager ProX 4M| Imager ProX 4M
Camera 40D ProX 4M / Imagerintense | / Imagerintense | / Imagerintense

50 mm 60 mm f2.8| 60 mm 2.8 / 60 mm 2.8/ 60 mm 2.8/
Lens 1.8 35 mm f2.0 35 mm f2.0 35 mm 2.0
Exposure [s] 1/125 0.008 0.008 0.008 0.008
Laser Intervatt [ms] N/A N/A 5500 9000 6000
Volumetric Flow Rate [Lpm] 1 1 0.18 0.18 0.36
Injection Velocity [mm/s] 99 99 122 122 244
Salt Mass Fraction 0.1 0.1 0.07 0.07 0.07
Characteristic Length Scale 2.9 2.9 1.2 1.2 1.6
D [mm]
Virtual Origin (theta) [mm] -40 -40 -0.008 -0.013 -0.011
Virtual Origin (&) [mm] N/A N/A 0.018 -0.008 0.009
Characteristic Velocity, §J 18.7 23.6
[mm/s]
i~ aila/s] 1.8 1.8 0.22 0.22 0.44
M o [x107 12.8 N/A N/A 1.25 25
Re 1488 1488 679 679 1358
Rey N/A N/A N/A 7.2x10 7.2x10
Gli,source N/A N/A N/A 8.93x10° 8.93x10°

15



Gravity Feed

5.6 mm Injector Salt-Water Supply

with Traverse

Rotameters (3)

Pump

Figure 1, Schematic of theource and injector

Figure 2, Test setup: (1) Source tank with salater, (2) Injector above freshater tank, (3)
Nd:Yag Laser, (4) Lasesomputerand power supply, (5) CCD cameras
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2.3 Diagnostics

2.3.1 Camera Setup

Two cameras were usefbr these experimers. Combined experiments used a
separatecamera for PIV measurements and for PLIF measuremenite highest
resolution of the two was chosen for PIV measurements, since the results of PIV post
processing are morgensitive toimage quality and resolution than those for PLIF

images.

The camera usefr combinedPIV and for singleframe PLIF testsvasa LaVision
ProX4M CCD camera with a resolution of 2048048 pixels (4 megapixel), and an
individual pixel size of7.4x 7.4* & . The sensor siz&#as15.6 x 15.3 mmand he
max imaging frequency was 14.7 Hz, allowing the doditailme PIV images to be
taken at a maximum rate of 7 Hhough data transfer rates on the hardware limited
this to 5 Hz when takingombined experimentsA Nikon 60 mm prime 1:2.8 lens
and FOV of350 mm for the unconfined plume, and a FOV of 500 mm for the
confined plume The lens waschosen based oiis manually adjustable apertyure
which was set to wide open for better light inplrhage sharpness and depth of field

were not found to be impacted by having the aperture set teopieie

The camera used faombinedPLIF was a LaVision Imagerintense CCD camera

with a resolution ofLl376(w)x 1040(h) pixelsand an individual pixel s&of 6.45x

6.45° & . Thec a me max dnaging frequency was 10 Hz. The sest# was 8.9

x6.7mm small er than the ProX camerads senso.l
to achieve the same field of viewA Canon EF 35 mm /2.0 lens was ugednatch
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the horizontal field of view of the ProX with the 60 mm len84atching the
horizontal field of view was prioritized over the vertical field of view because the

enclosure modefaswider than itwastall.

2.3.2 Laser Setup

The laser used was a 30 adublepulse 532 nm Nd/YAG laser. tiad two separate
lasersfiring at a set frequency with a short offgetset by the user For PIV, he
camera recordsne image per pulse, amdth a known time between pulses, particle
movement can be tracked to exdt flow velocities. This time between pulses is
referred to as thdt and has a profound effect on the quality of PIV measurements, as
discussed laterFor PLIF, only one pulse is necessamjth the camera recording on
the first pulse only.The lasehad two lenses attached, oadjusting the thickness of

the laser sheet and otieat spreads the circular beam into a planar sheet.

The laser was positioned as far away from the model as possible to reduce the
difference in light intensity from the centef the beam to its top and bottom.
Although the intensity distribution is corrected in ppsebcessing using the sheet
correction, discussed later, it is important to minimize these corrections in order to
reduce error. The laser was adjusted to propelk intensity in the center of the
field of view. The optimal angle was found to be approximately 15 degrees above
horizontal, appearing to point above the center of the field of view and indicating that
the laser mayhave beerdue for servicing or theptics were not perfectly aligned

with the beam.
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2.3.3 Planar Lasetnduced Fluorescend®LIF)

Concentratiorbased planar lasénduced fluorescenogses a laser sheet to illuminate

a dye tracer in a fluid, with a camera recording the light intemsitittedfrom the

dye. The intensity is linearly proportional to the concentration of the dye in the
liquid. Rhodamine 6Glye was the optimum choice for salt water PLIF experiments
due to its peak absorption and emission near the 532 nm wavelength of the Nd:YAG
laser, as well as its resistance to photobleathiagd minimal sensitivity to
temperature.Because of the dual camera setup, a filter was used as part of the PLIF
camera optics to block32 nmlight. This blocked the light reflected off the PIV
seeding prticlesas well as other reflective surfacegich otherwise would ruin the

measurements

PLIF imageswere calibrated by first recording a background image with the laser
turned off to provide a meThs Daviesofowhre t he ¢ a|
measures light intensity in termsfofc ount s, 6 and the average deé
to be approximately 45 counts for both camer@kis average number of counts was

subtracted from allecordedmages. To account for tgaussiarnintensity profileof

the laser sheet, 21 x  2cllibration 3aakwas placed into the water and filled

with 0.01 mg/Lof dye,enough to provide mesaurablamount of light intensity but

low enough that attenuation of the laser light over the lengtitheftank was

negligible. A sheet image was then recorded by which the software creates a
multiplier for each individual pixel and applies it to future images. This multiplier

normalizes the recorded intensity based on the laser intensity distribupaovide a

uniform profile.
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Because the recorded data is multiplied by a value determined by the sheet image,
imperfections in the sheet image can be a significant source of error. It was important
to ensure the sheet image had no streaks, reflectiomsis,der other visible
imperfections Common sources of streaks and imperfections were the side of the
tank, the waterds meniscus at the walls o
objects behind the tank within the field of view. The laser shastmasked off to
prevent it from crossinthe meniscus, the tank wall was thoroughly polished, and the
back of the tank was covered by a white shétdwever, reflections were not able to

be eliminated, so there were still some imperfections in the ghage as well as
recorded imagesThe model also has a hole for leakage along its centerline, so some
streaks where the laser passes through the hole on the side were unavolelatole
experiments will be necessary to find a way to eliminate reflestiand should

construct a new enclosure without holes in the path of the laser

The final step in calibrating the system was to calculate a linear function relating dye
concentration to light intensity. The light intensity emitted from thedghone 6G

increases linearly with dye concentration, so the slope was calculated by attaching a
funnel to the injector and pouring salt water from the source directly into the injector.
With the dark current s ub,the slopd vallhagfam om t he
intercept at the origin, so it is only necessary to take a measurement at one
concentratiomas well as a background measuremeno verify the linearity of the

dye intensity, reasurements were taken at four concentrations, diluting the source

water ly half for each measurementThe calibration showed excellent linearity

between concentrations Figure 3 shows theresults of the dye concentration
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calibration for the unconfined plume testo test the sheet correction, images were
recorded flowing source water with the injector at varioustions. Variation

between locationwereno more than 5%, which was acceptable.

1200 \\\II\\IIIII\III\\III

1000

(o]
o
o

400

Intensity (counts)
()]
3

200

0\\L|I\\|III|\III\\III
0 0.02 0.04 006 0.08 0.1

Sample Concentration (mg/L)

Figure 3, Linear curve of intensity vs. concentration for Rhodamine 6G dye.

Dye concentration in the source was set such that the intensitg atjélstor was
slightly less than the maximum intensity of the camera. A dye concentration of 0.25

mg/ L achieved this when | aser power was
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high power modePreliminary PIV testingdiscussed in the next secti@howed that
using the laser on high power produced improvement in data over low power at
100%, and a final power of 30% was chosege concentration was also kept low
enough that light attenuation across the injector was less thanViith. the small
injector, no attenuation was noticed, though it was more noticeable with the large

injector.

With a known injector dye concentration, salt concentration, and gray level, the salt
mass fraction corresponding to light intensity can be calcul&iest, a calilbation

coefficient relates gray level to dye mass concentration:

w 0) 6 zZpmmm 2.24

The mass concentration of the dye can be calculated,

0 w0 2.25

And the mass concentration of the salt, as defined by,

0 ® 2.26

” p8-[ T (:) ” 227
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A calibration constant relating dye mass concentration to salt mass concentration is

found,

©w 0 76 2.28

Substituting the salt water density and mass concentrat salt into the equation for

mass concentration of the dye,

# A9 p8L [ 9 m 2.29

Substituting in the equation relating gray level to dye mass concentration,

Solving for saltmassfraction,

9 2.31

2.3.4 Particle Image Velocimetry (PI1V)

A second camera was used fmarticle image velocimetry, where small neutrally
buoyant seeding particlasithin the flow aretracked over a time interval using a
doublepulse laser. Velocities are found by trackingaverage displacementof
particles throughouad number ofinterrogationwindows over the interval between
laser pulseslt is an accurate and namtrusive quantitative method for instantaneous

flow visualization. Figure 4 shows the PIV setup, including the laser, light sheet, and
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seeded flow.A filter was used for these tests to allow 532 nm light through and block

other wavelengths.

light sheet

sheet
optics

—

field of
sl View

iInterrogation
window

Figure 4, PIV setup diagram.

The LaVision DaVis software calculates particle velocities using a number of
parameters set by the usefhe software starts with a ppeocessing routine that
normalizes théntensity of the seeding particles and subtracts a sliding background to
provide better contrast After preprocessinga crosscorrelation method is used to
track particle locations across pairs of images. A large interrogation window is
initially set and the image is divided into a number of eggsiakd windows.Particle
locations are defined by the peak intensity of each particle image and are tracked
across the time differenadt between frames.An initial velocity vector is found

using the averagearticle displacement over thdt. This vectoris thenused to
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provide guidance for increasingly smaller interrogation windtves provide better

accuracy and resolution of the flow fieldkigure 5 shows this process for double

frame crosscorrelation using a decreasing window size. Other options are available

that use a constant size interrogation window or only a single frame with a double
exposue, but these provide less accuraddditional information on the PIV cross
correlation method can be f oBantdelimage Adr i an

Velocimetry*

Frame 1 Frame 2 Resulting Vector
- -
- -
- -
» »
. »
- .
- -
- -

Figure5, vector calculation concept with multiple passéslecreasing size

PIV experimerg must be designedith the posfprocessing in mind and must satisfy

a number oflesign ruleso achieve accurate result€eane and Adriatt used Monte
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Carlo simulation with varying parameters and found a set of desigs for taking

optimal PIV measurements. Those rules are as follows:
The number of particles in the interrogation region shall be greater than 10:
O pTm

The particle image displacement shall be less than % the width of the interrogation

region:

o p,
s ;Q

The outof-plane displacement shall kess tharv the thickness of the light sheet:

9

s TBy(;(

Local variation of displacemenshall be less than 1/2@he size of the interrogation

region
0 YoyYorQ mart v

Preliminary testing was performed in order to define setup parameters such that these
rules were followed. Annitial interrogation region of 32x32 was set in order to
provide good spatial resolution while avoiding large relative variation i

displacemerstwithin eachregion. Larger interrogation regions sacrifice detail at the
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pl ume edges and other areas with turbul

the average velocity within that region.

Seedingparticle type and densityas determined ¢ Polyamide seeding particles

with an average diameter of &0 were used for seeding. These particles were
chosen based on successful use in previous salt water modeling experiments by
Char® and Yound®. They are an excellent candidate for salt water PIV due to neutral
buoyancy, good reflectivity, and a velocity response time smaller than the
Kolmogorov time scale The seeding density should be enough to provide the most
particles per interrogation rigg before reaching a point called the speckle regime.

At that point,constructive and destructiveterference between light waves reflected

off the particles causes the appearance of particles that do not actually exist. Once the
speckle regime is rehed, increasing the particle density is not noticeable, and

individual particle locations are no longer being measured

Initial testing was performed to determine the optimum seeding density. Seeding was
added incrementally to the flow and images werenato measure the difference.

The flow field was fully saturated with particles at a seeding density of 60 mg/L.
Beyond this point, increases in seeding density produced a diminishing effect,
indicating that the speckle regime was near. The sourcengedelnsity was then set

to 60 mg/L for the experiments. In order to limit attenuation of light due to high
amounts of seeding in the water, the fresh water seeding was set to 1/3 that of the salt

water, 20 mg/L.
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The seeding and camera should be set up that the apparent size of the seeding

particles in each image is approximately 2 pixels. Basedntarpolatedpeak

intensity between pixels, the software can determine the particle location accurate to

within 0.1 pixels. If the particlenage islessthan or equal to one pixel, the software

wi || encounter a fApeak Il ockingo effect, w
displacement of pixels between franagsinteger values. Apparent pixel size can be

estimated using:

Q 0Q Q 2.32
Where:
o —- 2.33

Qi QQOD D QO@IIQN & ‘A douth @

Q ¢ WU p_ 2.34

‘Mi s t he "@namberroa dcal ratio, or the focal length divided by the

diameter of tk entrance pupil on the lens.

_is the wavelength of light incident on the particle, in meters.

Calculations produced a theoretical particle size of 2 pixXEhss calculation was just
an estimate, and the actual images taken had an average appaielat fiag of
roughly double the value calculateat 45 pixels The discrepancy was most likely
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due to the fact that the equation does not take into account the intensity of the laser
light or glare Using a laser power of 30% on the high power settapparent

particle size wafound to beéndependent from changes to the field of view and lens.

The peak locking effect is calculated by the LaVision software using a histogram of
velocities, which cuts off the integer value and leaves the decimal. B&orpéx
velocities of 2.13 and 0.13 px would register as a sign of peak lockingalu& of

less than 0.10 is considered acceptaoieording to the user manual. The peak lock
measured for the unconfined plume was 0.09 for PIV and 0.005 for Plvs&nes.

The peak lock for the plume in the confined experiments was an average of 0.003 for

PIV and 0.005 for PIV timeeries data in the rest of the enclosure.

Once the seeding was determined, the time between frames was set such that the
maximum particle imge displacement was less than ¥ the size of the interrogation
region. Images were taken with variods values and were processed. The
maximum velocity of the resulting vectors increased until faeticle image
displacement was 1f6the width of the interrogation window, or 6 pixels. At that
point, lower values ofdt produced no noticeable change in maximum velocity.
Maximum velocity was used as the metric for determimingjnce it is set in order to
eliminate dropout of vectorsyhich causes lower apparent velocities. e Bptimum
displacement of 1/6 the window size wamallerthan the suggested displacement of

Ya, i ndicating t halsanlk bestrused as a basefingd and that @ 5

important to test these paramstér new experiments
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A problem with using PIV to track the buoyandgven saktwater flow is the large
range of velocities seen across the field of view. There is no valuk tfoat allows

all particle displacements toe within the required rangep & choiceis typically
made as to what flows are most importa@han used a higtit (50 ms)to capture the
flows along the beamed ceilings, but sacrificed the plume behavior as @®.result
Another option is to set thdt for the maximum flow observed, and sacrifice fidelity
in slow moving flow. This is a reasonable compromise, because thecoroskation
processing can still provide vectors lwid semblance of accuracy for slow moving
flow with a shortdt, but it cannot produce any realistic vectors for fast moving flow
with a longdt. To resolve both fast and slow flowssing normal PIY two
experiments must be made with sepadatealues and then combinethis technique

is discussed in the next section.

2.3.5 PIV Time-Series

Normal PIV processing was combined with PIV tiseries processing talow for
two dt values to be useat once The PIV timeseries method tracks particles &so
two separate pairs of images, as opposed to the two frames in ond lpaiit for
time-series is the time between pairs of images, and was set to the makitdam

(dt= 200ms), limited bythe ability of the hardware to record three images at a time

The unconfined experimendt value was 5.5 ms and resulted in a theoretical velocity
range 0f3.20 mm/s t0256 mm/s across the 350 mm field of view. The tisegies

velocity range for the same field of view w8087 mm/s to 7.03 mm/s. The
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confined expement velocity range, with dt of 9000 ms and field of view of 500

mm, was 2.71 mm/s to 217 mm/s. The corresponding-dignies range wag.122

mm/s to 9.77 mm/s. Because there was good overlap in the ranges of velocity
between normal PIV and PIV tirsies, data sets were able to be combined based
on a thresholdgpeedabove the minimum PIV velocity but below the maximum time
series velocity Vectors in the PIV data with a speed less than the threshold are

replaced with the same point from the PIV tisezies data.

MATLAB was used to perform these measurements, and an outline of the threshold
was added when plotting in Tecplot to visualize what data was replaced. It was found
that, for theconfined experiments, dahresholdof 9 mm/s, or ailUgy of 0.375,was
optimal. Lower values were more susceptible to noise in thevédacity regions of

the PIV data. The value of 9 mm/s was high enough to replace all the low velocity
data without replacing vectors within the plumieéor combining mean PIV and PIV
timeseries images, a threshotd 3 mm/s was more appropriatas noise was

minimizedby time-averaging the data

Figure 6a and b showthe difference between a short and latigor a confined

plume and ceiling layer The short9 ms dt in part a clearly resolves the plume
behavior but is very noisy elsewhere,esmas the lon@00 msdt in partb results in

false vectors in the plume regiobut accurate ambient and ceiling layer flowhe
ambient flow is trusted to be accurate because it follows the same rules as found for
the normal PIV processing, with no mottean 6 pixel displacement of particles
between frames. Since the PIV and PIV tisegies processing algorithms are
practically identical, the same rules apply even for flow velocities on a different order
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of magnitude.Figure 6¢ shows the combined PIV and PIV tirseries result for the
confined plume, with a white outline separating vectors above and bAlw0.375

Vector length is uniform. Thplume velocities can be seen clearly, as well as the

much slower entrainment into it, with seamless flow across the threshold.
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Figure6, Comparison of PIV results with differentwlues (a) 5.5 ms, (b)200 ms, (¢) combined, H=257 nyn01024
m/s, t*=4.8. The white outline separates values at a velocity cutoff of 0.009 m¢sLBUb).
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Chapter 3:  Results and Discussion

Saltwater modeling experiments were performed in a variety of couafligms, with

the goal of advancing the current diagnostic techniques. Previous PLIF and PIV
measurement techniques were expanded to provide a greater range of accuracy in
measurements and to take simultaneous concentration and velocityl besa.
techngues were exploregind analyzed from the perspective of their applicability to

variety of fireinduced flow scenarios

3.1 Virtual Origin and Centerline Data

The unconfined plume was analyzed for a number of centerline plume characteristics.
PIVand PLIFimmges were processed to find the
centerline data that measdreow well the salwater plume conforms to theoand
previous experimentsFigure 7 and Figure 8 show instantaneous and mean PLIF
images of the unconfined plumé&lo abnormalitiesvereseen in these imageshere
pasttests showed some leaning of the plume, a steep intensity greldestat light
attenuationacross the injector, and nois@ heseissues were resolvdaly following

the setup parameters discussed in Chapter 2
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Figure 7, Instantaneous PLIF imageunconfined plume.
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Figure 8, Timeaveraged PLIF imagé unconfined plume.
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Figure 9 andFigure 10 show instantaneous and mean PIV images of the unconfined
plume. Mean centerline velocitiesiere vertical, but the fafield velocities in the
fresh waterwere not as expected. Typically,ede vectorsare expected tde
perpendicular to the plume, bwere measured to be a number oflirections This

was likely caused btoo shortof a period between mixing the seeding patrticles in the
fresh water and running the experimentith a wall bordering both sides of the
plume, it is less likely that this was a result of natural flows within the taiilese
particles are moving slowly, and were overlooked during the test setup as the PIV
setup process focusetimostentirely on the normal PI\ests, which do not measure
these slowmoving particles.Future experiments should include running preliminary
PIV timeseries tests to ensure background flesv quiescent as well as to

characterize the natural currents flowing through the.tank

Figure9, Instantaneous PIV imageunconfined plume.
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