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Understanding the transition to turbulence is a long-lasting problem in fluid dynamics, particularly in the case of simple flows in which the base laminar flow does not become linearly unstable. For flows at a low Reynolds number, all initial conditions decay to the laminar profile. At higher Reynolds numbers, above a critical value, turbulence is observed, often in the form of a chaotic saddle. The magnitude of the perturbation that disrupts the laminar flow into the turbulent region depends on the Reynolds number and on the direction of the perturbation. In Chapter 2, we investigate the robustness of the laminar attractor to perturbations in a 9-dimensional sinusoidal shear flow model. We examine the geometry of the ‘edge of chaos’, where the edge denotes the boundary of the chaotic saddle, which is embedded in the basin of attraction of the laminar state, and is accessible from that state.

For a smooth dynamical system $x_{n+1} = F(C, x_n)$ (depending on a parameter C), there may be infinitely many periodic windows, that is, intervals in C having a region of stable periodic behavior. However, the smaller of these windows are easily destroyed with tiny perturbations, so that only finitely many of the windows can
be detected for a given level of noise. For a fixed perturbation size $\epsilon$, we consider the system behavior in the presence of noise. In this Chapter, we look at the “$\epsilon$-robust windows”, that is, those periodic windows such that for the superstable parameter value $C$ in that window, the general periodic behavior persists despite noise of amplitude $\leq \epsilon$. We focus on the quadratic map, and numerically compute the number of periodic windows that are $\epsilon$-robust. In Chapter 3, we obtain a robustness-exponent $\alpha \approx .51 \pm .03$, which characterizes the robustness of periodic windows in the presence of noise.

The character of the time-asymptotic evolution of physical systems can have complex, singular behavior with variation of a system parameter, particularly when chaos is involved. A perturbation of the parameter by a small amount $\epsilon$ can convert an attractor from chaotic to non-chaotic or vice-versa. We call a parameter value where this can happen $\epsilon$-uncertain. The probability that a random choice of the parameter is $\epsilon$-uncertain commonly scales like a power law in $\epsilon$. Surprisingly, two seemingly similar ways of defining this scaling, both of physical interest, yield different numerical values for the scaling exponent. In Chapter 4, we show why this happens and present a quantitative analysis of this phenomenon.

Many dynamical systems reach a level of maximum topological entropy as the system parameter is increased followed by a decrease to zero entropy. In Chapter 5, we give an example such that the number of cascades continues to increase for arbitrarily large values of the parameter. We investigate the map $S_\mu : [0, 1] \to [0, 1)$ defined by $S_\mu(x) := \mu \sin(2\pi x) \mod 1$. For this map, the entropy increases without bound as $\mu \to \infty$, and the system has an ever-increasing number of solitary cascades.
for $\mu \in [0, m]$ as $m$ is increased to higher and higher integer values. Specifically, we calculate the number of period-$k$ cascades of the map, for $k > 1$, for positive integer values of $\mu \in [0, m]$, where $m \in \mathbb{N}$. 
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Chapter 1: Introduction

1.1 Background

Physical systems often have uncertainties in the values of their parameters which can lead to changes in the asymptotic behavior of the system. For a dynamical system \( x_{n+1} = f_C(x_n) \), there is often a complex mix of regions (basins) of periodic attractors and regions of chaotic attractors. A small change in \( x, C \) can make the difference between being in a chaotic region or in a periodic region. Thus, even if the model and its parameter dependence is precisely known, the accuracy about the prediction of asymptotic behavior becomes an important question.

Chapter 2 addresses this question in the context of a laminar fixed-point attractor in a sinusoidal shear flow. Chapters 3 deals with the stability of periodic windows in general, or period-doubling cascades. Chapter 4 discusses uncertainty exponents, which quantitatively characterize how often a small change in parameter \( C \) affects the asymptotic stability of the system. Chapter 5 investigates an atypical system we have found, which shows an unbounded increase in the number of period-doubling cascades, as the system parameter is increased. A brief overview of each of the Chapters is as follows.
1.2 Structure of the thesis - Chapters Two to Five

Chapter 2. Chapter 2 deals with the fluid dynamics problem of transition to turbulence in a sinusoidal shear flow. We study a 9 dimensional model, wherein the laminar state is linearly stable for all Reynolds numbers. At a low Reynolds number, all initial conditions decay to the laminar profile. At higher Reynolds numbers, above a critical value, perturbations of the flow can lead to turbulent states. The magnitude of the perturbation that disrupts the laminar flow depends on the Reynolds number as well as on the direction of the perturbation.

In the model that we study, the turbulent state is transient and is a part of a chaotic saddle (a non-attracting chaotic set). On choosing any initial condition lying in the basin of the laminar attractor, and moving along any direction, one almost always encounters turbulent behavior, and this turbulent behavior is preceded by a discontinuity in the lifetimes (where the lifetime is the time taken for a given trajectory to reach within a specified distance from the laminar attractor). We say that such a point of discontinuity lies in the ‘edge of chaos’. The distance of the edge from the laminar attractor indicates the minimum perturbation that would destabilize the laminar attracting state. We examine the geometry of the edge to study the stability of the laminar state as a function of the Reynolds number.

Chapter 3. For a smooth dynamical system $x_{n+1} = F(C, x_n)$ (depending on a parameter $C$), a periodic window of period $k$ is a region in parameter space that starts with an attracting period-$k$ orbit, and undergoes a sequence of period-doubling bifurcations as the parameter is increased, resulting in a chaotic attractor
with many pieces, which then merge into a k-piece chaotic attractor, and eventually merge into a 1-piece chaotic attractor at a boundary crisis. There may be infinitely many periodic windows. However, the smaller of these windows are destroyed if a tiny disturbance is introduced in the state-space or in the parameter space of the system. In Chapter 3, we consider the quadratic map \( x_{n+1} = C - x_n^2 \), in the presence of a disturbance of magnitude \( \leq \epsilon \). We numerically compute the “\( \epsilon \)-robust windows”, that is, those periodic windows such that for the superstable parameter value \( C \) in that window, the general periodic behavior persists in the presence of a disturbance of magnitude \( \leq \epsilon \). We obtain a corresponding robustness-exponent.

**Chapter 4.** For a dynamical system \( x_{n+1} = f_C(x_n) \) depending on a parameter \( C \), we say that a point \((x, C)\) is \( \epsilon \)-uncertain if the trajectory starting from that point is asymptotic to a periodic attractor, and there exists a point \((x', C')\) whose trajectory is asymptotic to a chaotic attractor, where \(|(x, C) - (x', C')| \leq \epsilon\). The fractal-like chaotic/periodic interweaving structure has been quantitatively characterized via scaling exponents. Different studies on the quadratic map have addressed the scaling in different ways and obtained significantly different values of the scaling exponent. In Chapter 4, we establish a relationship between the scaling exponents, by examining the locations of \( \epsilon \)-uncertain points in terms of the fractal structure of periodic-windows.

**Chapter 5.** Many dynamical systems, such as the forced damped pendulum or the quadratic map, reach a level of maximum topological entropy, and there are no new period-doubling cascades created beyond a certain parameter value. In this Chapter, we investigate the map \( S_\mu : [0, 1] \rightarrow [0, 1] \) defined by
$S_\mu(x) := \mu \sin(2\pi x) \mod 1$. For this system, however, we show that the entropy increases without bound as $\mu \to \infty$ and the map has a progressively increasing number of solitary cascades for $\mu \in [0, m]$ as $m$ is increased to higher and higher integer values. We also enumerate the number of cascades in the system at a given value of $\mu$.

The chapters two to five of this thesis are written as stand-alone articles, intended for publication in peer-reviewed journals. Hence, each of them can be read as an independent work, though their topics are heavily inter-related.
Chapter 2: Basin boundary analysis in a low-dimensional turbulent shear flow model

In this chapter, we investigate the geometry of the edge of chaos for a 9-dimensional sinusoidal shear flow model. We numerically compute the scaling, with respect to Reynolds number, of the minimum perturbation required to drive the laminar attracting state into the turbulent region.

2.1 Introduction

Understanding the transition to turbulence is a long-lasting problem in fluid dynamics, particularly in the case of simple flows in which the base flow does not become linearly unstable. This applies to the Hagen-Poiseuille or pipe flow which is stable for all Reynolds numbers $Re$ or the plane Couette flow [2].

For those flows at a low Reynolds number, all initial conditions decay to the laminar profile. At higher Reynolds numbers, above a critical value, perturbations of the flow obtained by e.g. placing obstacles or making boundaries of the pipe or the plates rough enough can lead to turbulent states, which may last for a long time. As the Reynolds number increases, smaller perturbations are required to destabilize the laminar flow. The magnitude of the perturbation that disrupts the laminar flow
depends not only on the Reynolds number, but also on the direction of the perturbation. Here, direction refers to direction in infinite dimensional state space. Thus, some directions will require a much larger magnitude perturbation to destabilize the laminar flow to turbulent states, as compared to others. Low-dimensional models, based on the Galerkin method, have been used to better understand the turbulent behavior [3–8]. Depending on the model, and on the Reynolds number, when the system exhibits turbulence, the turbulent state can either be transient or sustained.

Models and experiments for Plane Couette flow [8–11] and for pipe flow [9, 12–17] have been studied such that for lower Reynolds numbers, the turbulent state is transient. In the transient turbulence region, the system exhibits an exponential distribution of lifetimes (where the lifetime is the time taken for a given trajectory to reach a specified distance from the laminar attractor). This exponential distribution is indicative of a chaotic saddle (non-attracting chaotic invariant set). A transition of turbulence from a chaotic saddle to a chaotic attractor would require a boundary crisis [18], and would result in the average lifetime of a trajectory diverging. Ref. [9–17] show that the median lifetime varies as $1/(Re_c - Re)$ where $Re_c$ denotes the critical Reynolds number, beyond which the system exhibits sustained turbulence, that is, the turbulent state is a chaotic attractor. Other studies ( [3,19,20]) suggest that the average lifetime of a trajectory increases rapidly with Reynolds number, but does not diverge, and present evidence that it increases exponentially, so that the turbulent state is transient for all Reynolds numbers. Hof et al. [21] have shown that no critical point for the transition exists. More recently, experiments and extensive numerical simulations have revealed that there is a transition between the laminar
and the turbulent state for higher Reynolds numbers \((Re > 2300)\) [22,23]. Moreover, the trajectories for high Reynolds numbers possess a memory expressed by a super-exponential scaling with the Reynolds number. The explanation of this transition is based on the existence of spatially localized turbulent structures, so-called puffs, which become more frequent at higher Reynolds numbers. This finding suggests that the transition to turbulence is not only due to a more complex temporal structure of the flow field but that spatial aspects need to be taken into account.

Since the laminar state is linearly stable, irrespective of whether the turbulent state is a chaotic saddle or a chaotic attractor, infinitesimal perturbations will always decay. Evidence of the one or the other scenario can only be obtained using finite size perturbations. While transient turbulent states are related to finite though possibly very long decay times, permanent turbulence will be reached by perturbations which never decay.

For the purpose of our study, we investigate the 9-dimensional sinusoidal shear flow model examined in [1,3,24]. For \(335 < Re < 515\), the system has a symmetric pair of stable ‘non-trivial’ attractors associated with sustained turbulence, besides the laminar attractor. For \(Re < 335\) and \(515 < Re < 1000\), the only attractor in the system is the laminar attractor, and the turbulent state represents a chaotic saddle.

Choosing any initial condition lying in the basin of the laminar attractor, and moving along any direction in the 9-dimensional space, one almost always encounters turbulent behavior, and this turbulent behavior is preceded by a discontinuity in the lifetimes. Such a point of discontinuity is said to lie in the ‘edge of chaos’ [25]. While the particular notion of the edge is slightly different depending on whether
turbulence is transient or sustained, its procedure of identification is very similar.

The edge denotes the accessible part of the boundary, where a path in a basin might terminate. Most points of a fractal boundary are surrounded by infinitely many layers of boundary and these are not in the edge. In case of a transient turbulent state, the edge denotes the “boundary” of the chaotic saddle which is embedded in the basin of attraction of the laminar state and is accessible from that state. In case of bistability with the coexistence of a laminar and a turbulent state, the edge is considered to be the boundary of the basin of attraction. This boundary has been shown to be the stable manifold of a periodic saddle or of a chaotic saddle embedded in the basin boundary [8,24,26]. The distance of the edge of chaos from the laminar attractor indicates the minimum perturbation that would destabilize the laminar attracting state. This is referred to as the critical amplitude.

Several methods have been developed to search for the critical amplitude in the bistable case, where the turbulent state is an attractor [27–30]. This minimal perturbation, corresponding to the minimal distance to the basin boundary, has been computed in terms of the minimal energy needed to perturb the system. This minimal energy has been found to scale with the Reynolds number as \( \sim Re^{-2} \) in [28] and \( \sim Re^{-2.7} \) in [30]. Different exponents relating the scaling of critical amplitude to the Reynolds number have been computed. Ref. [4] studies a 19-dimensional Galerkin approximation to a parallel shear flow, and suggests that the critical amplitude scales as \( Re^{-1} \). Ref. [31] studies a numerical model of pipe flow and computes an exponent of -1.5. Ref. [32] studies a numerical model of pipe flow and finds a dependence of the critical amplitude on the type of perturbation.
with exponents ranging from -1 to -1.5. Ref. [26,33] compute an exponent of -1. Ref. [34,35] conduct an experimental investigation of a pipe flow and report that the critical amplitude scales as $Re^{-1}$. Ref. [36] study experimentally the pipe flow and found an exponent of -1 or -2/3 depending on wavenumbers, to cause transition. Ref. [37] which conducts an experimental investigation of a pipe flow and [38] which conducts numerical simulations of the Hagen-Poiseuille flow show a dependence of the exponent on the type of perturbation, and compute exponents ranging from -1 to -1.5. Ref. [13,17] study experimentally the Hagen-Poiseuille flow and find an exponent of -1. The Hagen-Poiseuille flow is examined numerically by [39] and [40] which compute an exponent of -1 and -1.5 respectively. Ref. [41] studies experimentally the Plane-Poiseuille Flow and computes an exponent of -1.5.

For the 9-dimensional sinusoidal shear flow model in [1,3,24], we address the dependence on Reynolds number of the minimum perturbation required to drive the laminar attracting state into the turbulent region.

Our goal is to gain greater understanding of the geometry of the edge of chaos, particularly emphasizing on the edge of chaos points that are closest to the laminar attractor and hence correspond to those directions, which start from the laminar attractor and require relatively small perturbations to create transient chaos. We examine the geometry of the edge of chaos to see how the distance of the edge from the laminar attractor, and consequently ‘the stability of the laminar attractor’, varies as a function of Reynolds number.

We start with a description of the model, then discuss some basic definitions and elucidate the method to follow the edge of chaos in a high-dimensional phase...
space. We then discuss our results related to the dependence of lifetimes and the geometry of the edge on Reynolds number, and compare them with previous findings.

2.2 The model of the Sinusoidal Shear Flow

Recognizing the great difficulty of conducting such studies for the full partial differential equations for the fluid flow, we examine, instead, a 9-dimensional model of sinusoidal shear flow in [1,3,24] that is a generalization of the model in [42].

In the model, the fluid between two free-slip walls experiences a sinusoidal body force. The coordinate system is such that x points downstream, y in the direction of the shear, and z in the spanwise direction. \( d \) is the distance between the walls and \( \rho \) is the fluid density, and \( \nu \) is the kinematic viscosity. The characteristic velocity \( U_0 \) is the laminar velocity that arises due to the forcing at a distance \( d/4 \) from the top wall. The Reynolds number is defined as \( Re = \frac{U_0 d}{\nu} \). The lengths are non-dimensionalized in units of \( d/2 \), velocities in units of \( U_0 \), time in units of \( (d/2)/U_0 \), and pressure in units of \( \rho U_0^2 \). Then, the evolution equation is

\[
\frac{\partial u}{\partial t} = -(u \cdot \nabla)u - \nabla p + \frac{\nabla^2 u}{Re} + F(y)
\]

As the fluid is incompressible, \( \nabla \cdot u = 0 \). There are free-slip boundary conditions at the walls at \( y = \pm 1 \), hence,

\[
u_y \bigg|_{y=\pm 1} = 0, \quad \frac{\partial u_x}{\partial y} \bigg|_{y=\pm 1} = \frac{\partial u_z}{\partial y} \bigg|_{y=\pm 1} = 0.
\]

It is assumed that the flow is periodic in the streamwise and spanwise directions, with lengths \( L_x \) and \( L_z \), respectively. Ref. [1,3,24] analyze the flow for a domain
with $L_x = 4\pi, L_z = 2\pi$ (which corresponds to the optimal domain size for a plane Couette flow to obtain the formation of stationary coherent structures), as well as for a narrower domain with $L_x = 1.75\pi, L_z = 1.2\pi$ (which corresponds to the minimum domain size that can sustain turbulence for plane Couette flow). We focus on the latter case $L_x = 1.75\pi, L_z = 1.2\pi$.

![Laminar profile diagram](image)

**Figure 2.1:** The laminar profile for the sinusoidal shear flow is shown. The figure is taken from [1].

The non-dimensionalized volume force is

$$ F(y) = \frac{\sqrt{2}\pi^2}{4Re} \sin(\pi y/2) \hat{e}_x $$

This gives the laminar profile,

$$ U(y) = \sqrt{2} \sin(\pi y/2) \hat{e}_x $$

The laminar profile is shown in Fig. 2.1, which is taken from [1].

Let $\alpha = 2\pi/L_x, \beta = \pi/2, \gamma = 2\pi/L_z$. The domain is $0 \leq x \leq L_x, -1 \leq y \leq
1, 0 ≤ z ≤ L_z. The nine modes for the model are, the basic profile,

\[ u_1 = \begin{pmatrix} \sqrt{2} \sin(\pi y/2) \\ 0 \\ 0 \end{pmatrix} \]

a streak mode, capturing spanwise variation of the streamwise velocity,

\[ u_2 = \begin{pmatrix} \frac{4}{\sqrt{3}} \cos^2(\pi y/2) \cos(\gamma z) \\ 0 \\ 0 \end{pmatrix} \]

a downstream vortex mode,

\[ u_3 = \frac{2}{\sqrt{4\gamma^2 + \pi^2}} \begin{pmatrix} 0 \\ 2\gamma \cos(\pi y/2) \cos(\gamma z) \\ \pi \sin(\pi y/2) \sin(\gamma z) \end{pmatrix} \]

modes for spanwise flows,

\[ u_4 = \begin{pmatrix} 0 \\ 0 \\ \frac{4}{\sqrt{3}} \cos(\alpha x) \cos^2(\pi y/2) \end{pmatrix} \]

\[ u_5 = \begin{pmatrix} 0 \\ 0 \\ 2 \sin(\alpha x) \sin(\pi y/2) \end{pmatrix} \]

the normal vortex modes,

\[ u_6 = \frac{4\sqrt{2}}{\sqrt{3}(\alpha^2 + \gamma^2)} \begin{pmatrix} -\gamma \cos(\alpha x) \cos^2(\pi y/2) \sin(\gamma z) \\ 0 \\ \alpha \sin(\alpha x) \cos^2(\pi y/2) \cos(\gamma z) \end{pmatrix} \]
\[ u_7 = \frac{2\sqrt{2}}{\sqrt{\alpha^2 + \gamma^2}} \begin{pmatrix} \gamma \sin(\alpha x) \sin(\pi y/2) \sin(\gamma z) \\ 0 \\ \alpha \cos(\alpha x) \sin(\pi y/2) \cos(\gamma z) \end{pmatrix} \]

the fully three-dimensional mode,

\[ u_8 = N_8 \begin{pmatrix} \pi \alpha \sin(\alpha x) \sin(\pi y/2) \sin(\gamma z) \\ 2(\alpha^2 + \gamma^2) \cos(\alpha x) \cos(\pi y/2) \sin(\gamma z) \\ -\pi \gamma \cos(\alpha x) \sin(\pi y/2) \cos(\gamma z) \end{pmatrix} \]

where the normalization constant

\[ N_8 = \frac{2\sqrt{2}}{\sqrt{(\alpha^2 + \gamma^2)(4\alpha^2 + 4\gamma^2 + \pi^2)}} \]

and the modification of the basic profile,

\[ u_9 = \begin{pmatrix} \sqrt{2} \sin(3\pi y/2) \\ 0 \\ 0 \end{pmatrix} \]

The domain is denoted by \( \Omega \). The 9 modes are orthogonal and normalized so that,

\[ \int \int \int _{\Omega} u_n \cdot u_m d^3x = 2(2\pi/\alpha)(2\pi/\gamma)\delta_{nm} \]

Each mode individually satisfies the incompressibility and free-slip boundary conditions at the walls. Then, the fluid velocity is

\[ u(x, y, t) = \sum_{m=1}^{m=9} a_m(t) u_m(x, y) \]

Using Galerkin projection as described in [1, 3], the amplitude equations have the general form

\[ \frac{da_i}{dt} = \frac{\beta_i^2}{Re_\delta} \delta_{i,1} - \frac{d_i}{Re} a_i + \sum_{j,k} N_{i,j,k} a_j a_k \]
where $N_{i,j,k}$ are constants for $i, j, k = 1, 2, \ldots, 9$. The Kronecker-delta in the first term reflects the fact that only the first mode is driven. All modes have a viscous damping rate $-d_i/Re$.

Thus, for the given system, the following ordinary differential equations are obtained,

\[
\frac{da_1}{dt} = \frac{\beta^2}{Re} - \frac{\beta^2}{Re}a_1 - \sqrt{\frac{3}{2}} \frac{\beta \gamma}{\kappa_{\alpha \beta \gamma}} a_6 a_8 + \sqrt{\frac{3}{2}} \frac{\beta \gamma}{\kappa_{\beta \gamma}} a_2 a_3
\]

\[
\frac{da_2}{dt} = -\left(\frac{4\beta^2}{3} + \gamma^2\right) a_2 \frac{\alpha \beta \gamma}{6\kappa_{\alpha \gamma}} - \frac{5\sqrt{2} \gamma^2}{3 \sqrt{3} \kappa_{\alpha \gamma}} a_4 a_6 - \frac{\gamma^2}{6 \kappa_{\alpha \gamma}} a_5 a_7 - \frac{\alpha \beta \gamma}{\sqrt{6} \kappa_{\alpha \gamma} \kappa_{\beta \gamma}} a_5 a_8
\]

\[
-\sqrt{\frac{3}{2}} \frac{\beta \gamma}{\kappa_{\beta \gamma}} a_1 a_3 - \sqrt{\frac{3}{2}} \frac{\beta \gamma}{\kappa_{\beta \gamma}} a_3 a_9
\]

\[
\frac{da_3}{dt} = -\frac{\beta^2 + \gamma^2}{Re} a_3 + \frac{2 \alpha \beta \gamma}{\sqrt{6} \kappa_{\alpha \gamma} \kappa_{\beta \gamma}} (a_4 a_7 + a_5 a_6) + \frac{\beta^2 (3 \alpha^2 + \gamma^2) - 3 \gamma^2 (\alpha^2 + \gamma^2)}{\sqrt{6} \kappa_{\alpha \gamma} \kappa_{\beta \gamma} \kappa_{\alpha \beta \gamma}} a_4 a_8
\]

\[
\frac{da_4}{dt} = -\frac{3 \alpha^2 + 4 \beta^2}{3 Re} a_4 - \frac{\alpha}{\sqrt{6}} a_1 a_5 - \frac{10 \alpha^2}{3 \sqrt{6} \kappa_{\alpha \gamma}} a_2 a_6 - \frac{\sqrt{3}}{2 \kappa_{\alpha \gamma} \kappa_{\beta \gamma}} a_3 a_7
\]

\[
-\sqrt{\frac{3}{2}} \frac{\alpha^2 \beta^2}{\kappa_{\alpha \gamma} \kappa_{\beta \gamma} \kappa_{\alpha \beta \gamma}} a_3 a_8 - \frac{\alpha}{\sqrt{6}} a_5 a_9
\]

\[
\frac{da_5}{dt} = -\frac{\alpha^2 + \beta^2}{Re} a_5 + \frac{\alpha}{\sqrt{6}} a_1 a_4 + \frac{\alpha^2}{\sqrt{6} \kappa_{\alpha \gamma}} a_2 a_7 - \frac{\alpha \beta \gamma}{\sqrt{6} \kappa_{\alpha \gamma} \kappa_{\beta \gamma}} a_2 a_8 + \frac{\alpha}{\sqrt{6}} a_4 a_9
\]

\[
+ \frac{2 \alpha \beta \gamma}{\sqrt{6} \kappa_{\alpha \gamma} \kappa_{\beta \gamma}} a_3 a_6
\]

\[
\frac{da_6}{dt} = -\frac{3 \alpha^2 + 4 \beta^2 + 3 \gamma^2}{3 Re} a_6 + \frac{\alpha}{\sqrt{6}} a_1 a_7 + \frac{\sqrt{3}}{2 \kappa_{\alpha \beta \gamma}} a_1 a_8 + \frac{10 \alpha^2 - \gamma^2}{3 \sqrt{6} \kappa_{\alpha \gamma}} a_2 a_4
\]

\[
-2 \sqrt{\frac{2}{3}} \frac{\alpha \beta \gamma}{\kappa_{\alpha \gamma} \kappa_{\beta \gamma} \kappa_{\alpha \beta \gamma}} a_3 a_5 + \frac{\alpha}{\sqrt{6}} a_7 a_9 + \sqrt{\frac{3}{2}} \frac{\beta \gamma}{\kappa_{\alpha \gamma}} a_8 a_9
\]
\[
\frac{da_7}{dt} = -\frac{\alpha^2 + \beta^2 + \gamma^2}{Re} a_7 - \frac{\alpha}{\sqrt{6}} (a_1 a_6 + a_6 a_9) + \frac{1}{\sqrt{6}} \frac{\gamma^2 - \alpha^2}{\kappa_{\alpha \gamma}} a_2 a_5 + \frac{1}{\sqrt{6}} \frac{\alpha \beta \gamma}{\kappa_{\alpha \gamma} \kappa_{\beta \gamma}} a_3 a_4
\]

\[
\frac{da_8}{dt} = -\frac{\alpha^2 + \beta^2 + \gamma^2}{Re} a_8 + 2 \frac{\alpha \beta \gamma}{\sqrt{6} \kappa_{\alpha \gamma} \kappa_{\alpha \beta \gamma}} a_2 a_5 + \frac{\gamma^2 (3\alpha^2 - \beta^2 + 3\gamma^2)}{\sqrt{6} \kappa_{\alpha \gamma} \kappa_{\beta \gamma} \kappa_{\alpha \beta \gamma}} a_3 a_4
\]

\[
\frac{da_9}{dt} = -\frac{9 \beta^2}{Re} a_9 + \sqrt{\frac{3}{2}} \frac{\beta \gamma}{\kappa_{\beta \gamma}} a_2 a_3 - \sqrt{\frac{3}{2}} \frac{\beta \gamma}{\kappa_{\alpha \beta \gamma}} a_6 a_8
\]

where

\[
\kappa_{\alpha \gamma} = \sqrt{\alpha^2 + \gamma^2}, \quad \kappa_{\beta \gamma} = \sqrt{\beta^2 + \gamma^2}, \quad \kappa_{\alpha \beta \gamma} = \sqrt{\alpha^2 + \beta^2 + \gamma^2}
\]

A detailed discussion of the modes and their interaction is given in [3].

The laminar state of the model, which is linearly stable for all Reynolds numbers, corresponds to a fixed point

\[
a_1 = 1, a_2 = a_3 = \ldots = a_9 = 0.
\]

2.3 The edge of chaos

Let us first give some definitions related to our study.

**Lifetime.** The lifetime associated to a given point is defined as the time it takes for the trajectory starting from that point to reach a specified distance from the laminar attractor. This specified distance is implemented as a small ball around the fixed point corresponding to the laminar state.
The Edge of Chaos. As one travels along a direction through state space, starting from any point in the basin of the laminar attractor, the edge is the locus of the first point which is encountered where the lifetime goes to infinity.

Although the lifetime approaches infinity along the edge, the turbulent region beyond the edge is unstable, and hence has finite, though possibly very long lifetimes. The edge of chaos is a measure 0 set, and hence it is numerically impossible to encounter the points along the edge, with arbitrarily large lifetimes.

In Fig. 2.2, the histogram plots the distance of the edge from the laminar attractor for 100000 randomly chosen directions in the 9-dimensional state space, at $Re = 400$.

![Histogram showing distance of edge from laminar attractor](image)

Figure 2.2: The histogram shows the distance of the edge from the laminar attractor for 100000 randomly chosen directions in the 9-dimensional state space, at $Re = 400$. The bin size is 0.0003.

2.4 Following the edge of chaos

To follow the edge of chaos we use the technique in [43]. Choosing a direction from the laminar attractor towards the edge, an initial condition on the path before the edge point is reached, has a trajectory, whose amplitude remains small as it
relaxes to the laminar state. However, an initial condition chosen beyond the edge generates a trajectory that would have a chaotic transient that typically contains at least one large amplitude excursion before decaying. A threshold value of amplitude can be chosen based on the maximum amplitude of trajectories starting from initial conditions beyond and before the edge. An initial condition can be classified as being either on the high-side or the low-side based on whether the maximum amplitude of its trajectory is above or below this threshold value. Thus, one can start with a low-side point near the laminar attractor and a high-side point that displays a chaotic transient. A path that connects these two points must intersect the edge. By repeated bisection, the distance between the high-low pair can be reduced to accurately approximate the edge point that lies between them. This distance is reduced within the required tolerance, say $\epsilon$, to get a new high-low pair. As the edge is unstable, a trajectory starting from any point close to the edge diverges away from the edge. Trajectories are started from the 2 initial conditions corresponding to the new high-low pair, and are followed till time, say $T$, after which the distance between them exceeds $2\epsilon$. The edge trajectory is approximated as the pointwise average on the time interval $[0, T]$. Thereby, the bisection procedure is repeated to reduce the distance between the points to within $\epsilon$. This process can be continued indefinitely, producing a numerical approximation to an edge trajectory to within $2\epsilon$. We follow the edge trajectory starting from a randomly chosen direction, for Reynolds numbers from 200 to 2000. Our computations indicate that in each case, the trajectory converges to a periodic orbit on the edge. In Fig. 2.3, the distance of the periodic orbit on the edge from the laminar attractor, is plotted as a function of
Reynolds no., for $Re = 200, 300, \ldots, 1000, 1500, 2000$. The distance of the periodic orbit from the laminar attractor scales as $\approx Re^{-1}$. (See Fig. 2.3.)

![Graph showing the distance of the periodic orbit from the laminar attractor vs Reynolds number](image)

Figure 2.3: The distance of the periodic orbit on the edge from the laminar attractor on the y-axis vs Reynolds number on the x-axis is plotted, for $Re = 200, 300, \ldots, 1000, 1500, 2000$.

2.5 The geometry of the edge of chaos

2.5.1 Contour graphs for three orthogonal vectors.

To examine the edge of chaos, we choose three mutually orthogonal vectors starting from the laminar attractor, namely, $v_1 = [1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1]$, $v_2 = [-1, 1, 2, 0, 1, 0, -1, 0, -2]$ and $v_3 = [1, -1, 0, 1, 0, -1, -2, 2, 0]$. We look at two different planes: plane 1 formed by vectors $v_1$ and $v_2$, and plane 2 formed by vectors $v_1$ and $v_3$. Fig. 2.4a, 2.4c and 2.4e show the contour plots for the lifetimes in plane 1, for Reynolds number 200, 400 and 1000 respectively. Fig. 2.4b, 2.4d and 2.4f show the contour plots for the lifetimes in plane 2, for Reynolds number 200, 400 and 1000 respectively. The figure is shifted so that the origin corresponds to the laminar attractor. In each of the plots, the dark red region indicates those points
with lifetimes exceeding the maximum value indicated by the color bar.

2.5.2 Lifetime distribution.

For $335 < Re < 515$, the system has a symmetric pair of stable ‘non-trivial’ attractors, besides the laminar attractor. For $Re < 335$ and $515 < Re < 1000$, the laminar state is the only attractor. Ref. [3] observes an exponential distribution of lifetimes for those values of Reynolds number for which the laminar attractor is the only attractor, indicative of the turbulent state being a chaotic saddle. This was also observed by us. This exponential distribution can be used to compute the average lifetime $\tau$ of the transients at those Reynolds numbers for which the laminar attractor is the only attracting state. Hence, we use $Re = 200, 300, 600, 700, 800, 900, 1000, 1500, 2000$ to study the distribution of the average lifetimes. In Fig. 2.5, $1/\tau$ is plotted as a function of the Reynolds no., where $\tau$ denotes the average lifetime. The figure indicates that $\tau \sim Re^{4.51}$. 
Figure 2.4: Fig. 2.4a, 2.4c and 2.4e show the contour plots for the lifetimes, in the plane 1 formed using orthogonal vectors $v_1$ and $v_2$, for Reynolds number 200, 400 and 1000 respectively. Fig. 2.4b, 2.4d and 2.4f show the contour plots for the lifetimes, in the plane 2, formed using orthogonal vectors $v_1$ and $v_3$, for Reynolds number 200, 400 and 1000 respectively. In each of the plots, the dark red region indicates those points with lifetimes exceeding the maximum value indicated by the color bar. The figure is shifted so that the origin corresponds to the laminar attractor.
For $Re = 600$, we compute the lifetimes for points in Plane 1 starting from the laminar attractor till radius values of 0.05 (similar to Fig. 2.4a, 2.4c, 2.4e). We observe that points that lie within the edge with trajectories converging quickly to the laminar attractor have lifetimes $< 2900$, and a sudden jump in lifetimes is observed for points lying on the other side of the edge, which exhibit turbulent behavior before reaching the laminar attractor. For points having lifetimes exceeding 2900, Fig. 2.6 plots the radial distance on the x-axis vs lifetime on the y-axis. Observe that in this transient turbulence region, the distribution of lifetimes is largely independent of radial distance.
Figure 2.6: For $Re$ 600, we compute the lifetimes for points in Plane 1 starting from the laminar attractor till radius values of 0.05. The figure considers those points lying in the turbulent region, and plots the corresponding radial distance on the x-axis vs lifetime on the y-axis. Observe that in the transient turbulence region, the distribution of lifetimes is largely independent of radial distance.

2.5.3 Non-trivial attracting orbits

The system has a symmetric pair of stable ‘non-trivial’ attractors associated with sustained turbulence, apart from the laminar attractor, for $335 < Re < 515$. We investigate the symmetric pair of non-trivial attracting orbits at $Re = 425$. For this, we choose a point on one of the non-trivial attracting orbits (we call this point $P_{att}$) and the corresponding point on the symmetric attracting orbit (we call this point $P_{att,sym}$). We choose $P_{att}$ such that $a_1 = 0.129992, a_2 = -0.0655929, a_3 = 0.0475706, a_4 = 0.0329967, a_5 = 0.0753854, a_6 = -0.00325098, a_7 = -0.042364, a_8 = -0.019685, a_9 = -0.101453$, so that for $P_{att,sym}$, $a_1 = 0.129992, a_2 = 0.0655929, a_3 = -0.0475706, a_4 = -0.0329967, a_5 = -0.0753854, a_6 = -0.00325098, a_7 = -0.042364, a_8 = -0.019685, a_9 = -0.101453$. We look at a plane containing the laminar attractor and the points $P_{att}$ and $P_{att,sym}$. Say the vector directed from the laminar attractor to
$P_{att}$ is called $V_{att}$ and the vector directed from the laminar attractor to $P_{att,sym}$ is called $V_{att,sym}$. Then the vectors $V_{att} + V_{att,sym}$ and $V_{att} - V_{att,sym}$ are orthogonal. In Fig. 2.7 and Fig. 2.8, the x axis is along $V_{att} + V_{att,sym}$ and the y-axis is along $V_{att} - V_{att,sym}$.

![Figure 2.7](image)

Figure 2.7: The basin of attraction corresponding to $P_{att}$ is plotted in red, where $P_{att} \approx (0.877, 0.115)$. The black rectangle denotes the region zoomed in on, in Fig. 2.8.

The figures are shifted so that the origin corresponds to the laminar attractor. The x and y coordinates corresponding to $P_{att}$ in the x-y plane are $\approx (0.877, 0.115)$ and the coordinates corresponding to $P_{att,sym}$ are $\approx (0.877, -0.115)$. In this plane, Fig. 2.7 shows the basin of attraction corresponding to $P_{att}$ in red, for $x \in [0, 1.5], y \in [-0.3, 0.3]$. For Fig. 2.8a, 2.8b and 2.8c, we zoom in on the region close to $P_{att}$ denoted by the black rectangle in Fig. 2.7. Fig. 2.8a shows the basin of attraction corresponding to $P_{att}$ in red. Fig. 2.8b shows the basin of attraction corresponding to $P_{att,sym}$ in black. Fig. 2.8c shows the basin of attraction corresponding to the laminar attractor in blue. We can see from Fig. 2.8a that the open neighborhood around $P_{att}$ containing points lying in the basin of attraction corresponding to $P_{att}$
is small. Most of the state space is filled with transient chaos and the basins of
attraction of the attractors are well-mixed.

To study the properties of the edge, we choose 10000 directions randomly
in the 9 dimensional state space, starting from the laminar attractor. For these
10000 directions, we plot various basin properties as a function of Reynolds no.,
for the edge close to $P_{\text{att}}$. Figure 2.7: Figure 2.8a, 2.8b and 2.8c plot the basins of attraction
corresponding to $P_{\text{att}}$ in red, to $P_{\text{attsym}}$ in black and to the laminar attractor in blue.

2.5.4 Properties of the edge as a function of Reynolds number.

Figure 2.8: Figure 2.8a, 2.8b and 2.8c zoom in on the black rectangle shown in
the figure 2.7.
$Re = 200, 300, \ldots, 1000, 1500, 2000$. 

Fig. 2.9, 2.10 and 2.11 plot the minimum boundary distance, average boundary distance and maximum boundary distance respectively, as a function of Reynolds number.

Figure 2.9: For 10000 randomly chosen vectors, the minimum boundary distance vs Reynolds number is plotted, for $Re = 200, 300, \ldots, 1000, 1500, 2000$.

Figure 2.10: For 10000 randomly chosen vectors, the average boundary distance vs Reynolds number is plotted, for $Re = 200, 300, \ldots, 1000, 1500, 2000$. 

Figure 2.11: For 10000 randomly chosen vectors, the maximum boundary distance vs Reynolds number is plotted, for $Re = 200, 300, \ldots, 1000, 1500, 2000$. 

Figure 2.11: For 10000 randomly chosen vectors, the maximum boundary distance vs Reynolds number is plotted, for $Re = 200, 300, \ldots, 1000, 1500, 2000$. We believe that the deviation from the scaling of the maximum boundary distance is caused by the bending of the long tendril-like structures seen in Fig. 2.4a to 2.4f. This deviation from the scaling does not feature in the Fig. 2.10 (which plots the average boundary distance vs Reynolds no.), as there are few points on the edge which have a large distance from the laminar attractor. (See the histogram in Fig. 2.2.)

2.6 Discussion

In all of our investigations, we find that the distance of the periodic orbit on the edge from the laminar attractor scales as $\approx Re^{-1}$ (Fig. 2.3). As per [24], the average energy of the periodic orbit on the edge scales as $Re^{-2}$ where the energy $E = (1 - a_1)^2 + \sum_{j=2}^{9} a_j^2$. This implies that the average distance of the periodic orbit on the edge from the laminar attractor would scale as $Re^{-1}$, which agrees with our computations. We find that the edge of chaos is a stable manifold of a periodic saddle orbit. This is in line with the observation in [24] which study the same system, and also with [8] which studies a 9-dimensional system of Plane-Couette flow. For $Re = 200, 300, 600, 700, 800, 900, 1000, 1500, 2000$, we observe an exponential scaling of lifetimes in agreement with the suggestion that the turbulent
state represents a chaotic saddle \([8–11, 25, 44]\). On examining Reynolds numbers from 200 to 2000, we find that the nearest point on the edge of chaos to the laminar attractor (and thus the critical amplitude of the perturbation beyond which the laminar attractor becomes unstable), has a distance proportional to \(\approx Re^{-2}\) (Fig. 2.9). Thus, the critical amplitude of perturbation \(A_c\) that can be added to the laminar attractor beyond which the laminar attractor would fall into the turbulent region scales as \(A_c \sim Re^\alpha\) with \(\alpha = -2\). Ref. [24] calculates the probability that an initial condition with a given energy will lead to chaotic behavior by choosing uniformly distributed initial conditions, and shows that the periodic orbit on the edge lies in the region corresponding to the energy with 96-97 percent probability of transient chaos. This indicates that the distance of the periodic orbit on the edge from the laminar attractor is significantly higher than the average edge distance from the laminar attractor, which agrees with the equations in Fig. 2.3 and 2.10. The average distance to the edge of chaos scales like \(\approx Re^{-1.8}\) (Fig. 2.10), the maximum distance to the edge of chaos scales like \(\approx Re^{-1.23}\) (Fig. 2.11) and turbulent bursts in the transient turbulence region persist for an average lifetime of \(\approx Re^{4.51}\) (Fig. 2.5). Thus, the average lifetime increases rapidly with Reynolds number but it does not appear that the lifetime would diverge for higher Reynolds numbers. This is in line with the observations in [3, 19–21].
Chapter 3: Robustness of periodic orbits in the presence of noise

For a smooth dynamical system \( x_{n+1} = F(C, x_n) \) (depending on a parameter \( C \)), there may be infinitely many periodic windows, that is, intervals in \( C \) having a region of stable periodic behavior. However, the smaller of these windows are easily destroyed with tiny perturbations, so that only finitely many of the windows can be detected for a given level of noise. For a fixed perturbation size \( \epsilon \), we consider the system behavior in the presence of noise. We look at the “\( \epsilon \)-robust windows”, that is, those periodic windows such that for the superstable parameter value \( C \) in that window, the general periodic behavior persists despite noise of amplitude \( \leq \epsilon \). We focus on the quadratic map, and numerically compute the number of periodic windows that are \( \epsilon \)-robust. We obtain a robustness-exponent \( \alpha = 0.51 \pm 0.03 \), which characterizes the robustness of periodic windows in the presence of noise.

3.1 Introduction

For the map \( f \) on \( R \) given by

\[
x_{n+1} = f(C, x_n)
\]

we choose a parameter \( C \) for which the map has an attracting periodic orbit.

Most of these orbits can be disrupted with tiny perturbations. For \( \epsilon > 0 \), we
ask how common are periodic orbits that cannot be destroyed by $\epsilon$ perturbations. Let $x_0$ be a point of a period-k attracting orbit of Eq. 3.1. We investigate noisy trajectories starting at $x_0$,

$$\tilde{x}_{n+1} = f(C, \bar{x}_n) + \delta_n$$

for $n = 0, 1, 2, \ldots$ where $\tilde{x}_0 = x_0$ and $|\delta_n| \leq \epsilon$  

(3.2)

We say that $x_0$ is $\epsilon$-robust if for every choice of the sequence $\delta_n$ such that $|\delta_n| \leq \epsilon$, the distance $|\tilde{x}_n - x_n|$ remains small for all $n$. (We would be more precise later.) Every periodic attractor persists for small changes in $C$, so in such a family, we focus on the particular orbits that are most stable, and ask if it is $\epsilon$-robust. Sometimes we instead ask if that orbit is $\epsilon$-robust when we allow only one $\delta_n$ to be nonzero. (See Section 3.5.)

For the quadratic map

$$x_{n+1} = C - x_n^2$$

(3.3)

we find that the number $N(\epsilon)$ of $\epsilon$-robust super-stable periodic orbits satisfies

$$N(\epsilon) \sim \epsilon^{-\alpha}$$

where $\alpha \approx 0.51$.

There is a fractal nature to periodic orbits for $C - x^2$, and we investigate two problems which can be shown theoretically to have the same exponent.

We believe that the behavior of periodic orbits for many processes is very similar to those of the quadratic map (3.3). However there are special properties of (3.3) that are extremely convenient for finding periodic orbits. The studies we report here are currently only feasible for quadratic maps, so that is all we investigate. We believe these findings will provide insight into a much larger class of higher dimensional processes. From here onward, we restrict attention to (3.3).
Let \( C \) be a parameter value for which there is a stable period-\( k \) orbit \((x_i)^k\), i.e., \( x_{i+1} = f(x_i) \) except \( x_1 = f(x_k) \). The basin of attraction \( B \) for this orbit is the set of initial points \( x \) whose trajectory \((f^m(x))_{m=1}^\infty\) converges to this orbit. We define the **interval basin** for each attracting periodic point \( x_i \), to be the largest interval \((a_i, b_i)\) in \( B \), containing \( x_i \). Note that the points \( a_i, b_i \) are not in \( B \). In particular, for all \( x \in (a_i, b_i) \), \( \lim_{n \to \infty} f^{nk}(x) = x_i \).

Let one of the points of the stable period-\( k \) orbit \( x_i \), for some \( i \in (1, 2, \cdots, k) \) be the starting point of the trajectory of Eq. 3.2. The trajectory ‘remains in phase’ with the stable period-\( k \) orbit if \( f^n(C, x_i) \) and \((\tilde{x}_n)\) are in the same interval basin for all \( n = 1, 2, \cdots \). The trajectory is said to go **out of phase** if it does not remain in phase.

**Goal.** A sequence of disturbances \((\delta_0, \delta_1, \cdots)\) is said to be an \( \epsilon \)-**bounded sequence** if \( |\delta_m| < \epsilon \), for \( m = 0, 1, \cdots \). For each \( C \), the map \((3.3)\) has at most one attracting periodic orbit. Given \( C, x \) where \( x \) is an attracting periodic point, the parameter \( C \) is said to be \( \epsilon \)-**robust**, if, for every \( \epsilon \)-bounded sequence of disturbances, the perturbed trajectory given by Eq. 3.2 remains in phase with the attracting orbit starting from \( x_0 \). A periodic window of period-\( k \) is an interval of the parameter, \( C_*^{(k)} \leq C \leq C_x^{(k)} \), such that at the beginning of the window, as \( C \) increases through \( C_*^{(k)} \), there is a bifurcation from a chaotic attractor to a periodic attracting orbit of period \( k \), followed by a period-doubling cascade to chaos, followed by a sequence of band-mergings in each of which \( 2^m k \) separate pieces (\( x \)-intervals) of the chaotic attractor pairwise merge into a \( 2^{m-1} k \)-piece chaotic attractor, eventually forming a
$k$-piece chaotic attractor, which subsequently terminates at the end of the window $(C = C_x^{(k)})$ through an interior crisis transition [45] to a larger chaotic attractor that is similar in size to the larger chaotic attractor just before the beginning of the window at $C = C_s^{(k)}$. We say that a period-$k$ window is $\epsilon$-robust if its superstable parameter value is $\epsilon$-robust. For a given window, we let $\epsilon_{max}$ be the largest $\epsilon$ for which the window is $\epsilon$-robust.

Only finitely many periodic windows of $f$ are $\epsilon$-robust. Given $\epsilon$, our goal is to determine the number of $\epsilon$-robust periodic windows of the perturbed system, and how the number depends on $\epsilon$ as $\epsilon \to 0$.

In this work, we compute the location of the “primary” periodic windows of the quadratic map of periods not exceeding 25. We investigate $N(\epsilon)$, the number of windows with width $> \epsilon$, and find

$$N(\epsilon) \sim \epsilon^{-\alpha} \text{ where } \alpha = 0.51 \pm 0.03.$$  

We show that our exponent $\alpha$ is closely related conceptually to an “uncertainty exponent” of [46]. We use our exponent to study $\epsilon$-robust windows for the general case in Eq. 3.2 (for $f = C - x^2$), where a disturbance can be added at each iterate of the system, as well as the special case where a single disruptive perturbation is added to the system, and compute the maximum permissible disturbance bound in both the cases, beyond which, the perturbed trajectory would go out of phase. We conclude that although the maximum permissible $\epsilon$-value is higher for the case of a single pulse as compared to the general case, the scaling is the same in the two cases. Statistically, the maximum permissible $\epsilon$-value for the single pulse case scales
as a constant multiple of the corresponding value for the general case.

The layout of the paper is as follows. Section 4.4 introduces definitions and terminology pertaining to the problem. Section 3.3 gives the results and the robustness exponent. Section 3.4 describes the method used in determining the maximum permissible noise-bound beyond which the trajectory can be knocked out of its interval basin. Section 3.5 discusses the special case of a single disruptive perturbation destabilizing the attracting orbit. Section 3.6 compares our robustness exponent to the uncertainty exponents defined previously [46–48]. The Appendix discusses our method for computing the sequence of periodic windows. It is based on kneading theory [49].

3.2 Environment of a period-k point

The map can have infinitely many periodic windows in a range of parameter values. Fig. 3.1 shows the period-3 window of the quadratic map in black. The map has a unique attractor for each $C \in [-0.25, 2]$. Let parameter $C$ lie in a period-k window. According to extensive numerics, for the quadratic map, the robustness of the window to perturbations is largest for the superstable period-k orbit. Hence, to study window-robustness, we consider the superstable orbit.

**x-width of the window.** We define the *x-width of the period-k window* to be the width of the smallest of the $k$ interval basins when $C$ equals the superstable parameter value of the window. Fig. 3.2b shows the x-width of the period-3 window.

**C-width of the window.** For a given period-k window, the interior-crisis point corresponds to that value of parameter $C$ for which the interval basin has
Figure 3.1: The bifurcation diagram for the period-3 window of the quadratic map. The bifurcation diagram shows the period-3 window of the quadratic map in Eq. 3.3. The saddle-node bifurcation, where the window is created occurs at $C = 1.75$. The interior-crisis occurs at $C \approx 1.790327$. The $C$-width of the window is shown. The attracting orbits of the window are shown in black. The boundaries of the interval basin are denoted by red and blue. The boundary in red is the unstable period-3 orbit created at the saddle-node bifurcation, and collides with the attractor at the interior crisis value of $C$. The superstable orbit points are shown as small circles. As $C$ increases beyond the period-doubling bifurcation value, the attractor widens, and the distance of the orbit from the red and blue curves decreases.
Figure 3.2: The \textbf{x-width of the period-3 window}. Fig. 3.2a shows the three times iterated map $f^3(x)$ vs. $x$ when $C \approx 1.754877$, which is the superstable parameter value of the period-3 window. The dotted line is the diagonal. Fig. 3.2b zooms in on Fig. 3.2a to show the x-width of the period-3 window, which equals the size of the smallest interval basin of the window at the superstable value of parameter $C$. The dotted line is the diagonal $y = x$.

an unstable period-$k$ point on its boundary [45]. The \textbf{C-width of the periodic window} is defined as the parameter difference between the interior-crisis value of $C$ for the window and the saddle-node bifurcation value of $C$.

\textbf{Adding a disturbance.} We choose a \((C^*, x_0^*)\) where $C^*$ corresponds to the superstable parameter value of the periodic window, and $x_0^*$ is a point of the attracting orbit. The perturbed system is represented as (3.2). We are interested in finding if every $\epsilon$-perturbed trajectory which starts from \((C^*, x_0^*)\) remains in phase.

\textbf{Parameter value} $C_{\text{odd}}$. Let $C_{\text{odd}} \approx 1.543689$ denote the largest parameter value before which there are no periodic windows of odd periods other than the period-1 window. To study the distribution of C-widths of the periodic windows, we consider the parameter range $C_{\text{odd}} \leq C \leq 2$. 
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Number of primary windows of periods $\leq P$. Ref. [50] states that the periodic windows are dense in the interval $C_{odd} \leq C \leq 2$ and for large periods $k$, the number of period-$k$ windows increases exponentially with the period. In order to characterize all the windows of periods $\leq P$, we determine the sequence in which these windows appear in the map, as the parameter $C$ is increased. Appendix B describes the method used to determine the sequence, which is based on kneading theory [49]. There are 1402957 windows with periods $\leq 25$. For the general case in (3.2) and for the special case of a single disruptive perturbation, we attempt to characterize how the total number of $\epsilon$-robust windows scales in relation with $\epsilon$.

3.3 Results

Fig. 3.3 shows the distribution of window C-widths for periods up to $P = 13, 15, 17, 19, 23, 25$. As higher and higher values of $P$ were considered, the graph behavior approximated the straight line $\log_{10}[N(\epsilon)] = (-0.51 \pm 0.03) \log_{10}[\epsilon] - 0.876$ where $N(\epsilon)$ denotes the number of primary windows whose C-width exceeds $\epsilon$. Thus, $N(\epsilon) = Ke^{-\alpha}$ where $K = 0.133, \alpha = 0.51 \pm 0.03$. We have uploaded the data for the 1402957 primary periodic windows of periods $\leq 25$ lying in $C_{odd} \leq C \leq 2$ in [51].
Figure 3.3: $N(\epsilon)$ vs $\epsilon$. A curve is plotted for $P = 13, 15, 17, 19, 21, 23, 25$. The curve for each value of $P$ includes all the periodic windows of periods not exceeding $P$ lying in the parameter-range $C \in [C^{odd}, 2]$. In this log-log plot, as $P$ increases, the curves appear to asymptote to the straight line shown in red, with the equation $\log_{10} N(\epsilon) = -0.51 \log_{10} \epsilon - 0.876$. Thus, $N(\epsilon) = 0.133\epsilon^{-\alpha}$ where $\alpha = 0.51 \pm 0.03$.

**Robustness-Exponent.** We define the robustness-exponent as

$$\alpha = \lim_{\epsilon \to 0} \frac{\log N(\epsilon)}{\log \epsilon}$$

where $N(\epsilon)$ is the number of primary windows, whose C-width exceeds $\epsilon$. Our computations give us a robustness-exponent $\alpha = 0.51$ based on the distribution of window C-widths.

3.4 Determining the maximum permissible disturbance bound.

Computing the maximum permissible disturbance bound $\epsilon_{max}$ for a window such that the window is $\epsilon$-robust depends on the position of the superstable orbit in the interval basin. Recall $C*$ denotes the superstable $C$ of any window under
discussion. Compute the periodic trajectory \((x_n)\) of the superstable orbit, starting from \(x_0 = 0\), which is a superstable periodic point. To find \(\epsilon_{\text{max}}\), we consider the worst case scenario, wherein each \(\delta_n\) in Eq. (3.2) is either \(\epsilon\) or \(-\epsilon\). For fixed \(\epsilon\), the perturbed trajectory, denoted \((\tilde{x}_n)\) with \(\tilde{x}_0 = \pm \epsilon\), diverges from the superstable orbit, when \(\delta_n = \delta_n^*\) is chosen as follows, for \(n = 1, 2, \cdots\)

\[
\delta_n^* = \begin{cases} 
-\epsilon, & \text{if } f(\tilde{x}_{n-1}) \leq x_n \\
+\epsilon, & \text{if } f(\tilde{x}_{n-1}) > x_n 
\end{cases}
\]

Note that \(f(\tilde{x}_0 = \pm \epsilon) = C - \epsilon^2\), independent of choice of sign. Having defined \(\delta_n^*\), let \(\tilde{X}_k(x)\) be the \(k^{th}\) iterate of (3.2) starting from initial point \(x\) so that

\[
\tilde{X}_{n+1} = f(\tilde{X}_n) + \delta_n^* 
\]

(3.4)

See Fig. 3.4 for period \(k = 3\).
Figure 3.4: **Determining the maximum admissible perturbation** $\epsilon_{\text{max}}$. Here we illustrate how to find $\epsilon_{\text{max}}$ via the example of a period-3 window, where the superstable $C$ is $C^* \approx 1.754877$. The blue curve is $f^3(x)$ vs $x$ near $x = 0$. The red curve is the graph of $\tilde{X}_3(x)$, where $\epsilon = \epsilon_{\text{max}} \approx .002111934$ is chosen so that there is a tangency. The dashed line is the diagonal.

In general, on adding tiny perturbations, up to a threshold, to each iterate of a trajectory starting from the attractor, the perturbed trajectory eventually settles down to an orbit close to the original attracting orbit. For a disturbance exceeding $\epsilon_{\text{max}}$, the perturbed attracting orbit is no longer confined so that its $k$ attracting points lie respectively in their original interval basins. Thus $\epsilon_{\text{max}}$ corresponds to the saddle-node bifurcation value of the perturbed attracting orbit, as in Fig. 3.4. Consequently, on adding $\pm \epsilon_{\text{max}}$, as in Eq. 3.4, the slope of the $k$-times-iterated map, at the $x$ values corresponding to the perturbed attracting orbit, equals 1.

**An Example.** For the period-3 window, the superstable parameter value is $C^* \approx 1.754877$. Thus, the orbit of the window at the superstable value is $\{x_1 = \ldots\}$.
0, x_2 \approx 1.754877, x_3 \approx -1.324717\}$. To compute the maximum permissible $\epsilon$, namely $\epsilon_{\text{max}}$, let $\tilde{x}_1$ denote the perturbed value chosen around $x_1 = 0$. The quadratic map is symmetric about the y-axis and has a single hump at $x = 0$, so $f(\tilde{x}_1) < x_2$, irrespective of whether $\tilde{x}_1$ is greater than or less than 0. Thus $\tilde{x}_2 = f(\tilde{x}_1) - \epsilon$ and correspondingly, $\tilde{x}_3 = f(\tilde{x}_2) + \epsilon$, and $\tilde{x}_4 = f(\tilde{x}_3) + \epsilon$, so that for the attracting orbit, $\tilde{x}_4 = \tilde{x}_1 = f(f(f(\tilde{x}_1) - \epsilon) + \epsilon) + \epsilon$.

To solve for $\epsilon_{\text{max}}$, we use the Newton’s method in $\tilde{x}$ and $\epsilon$, with $(\epsilon = 0, \tilde{x} = 0)$ as the initial approximation, and the equations

$$\tilde{x}_{k+1} = \tilde{x}_1, \quad \frac{\partial \tilde{f}^k(\tilde{x}, \epsilon)}{\partial \tilde{x}} = 1$$

to compute $\epsilon_{\text{max}}$ at the superstable parameter value of the period-k window, and also the perturbed attracting orbit at $\epsilon_{\text{max}}$.

### 3.5 The case of a single disruptive perturbation

For the quadratic map at the superstable parameter value of a period-k window, we have looked at the case where a perturbation can be added at each iterate of the system, as given by Eq. 3.2 so as to destabilize the trajectory. Here, we look at a special case of Eq. 3.2, where a single pulse of disturbance at a single iteration is added to the trajectory. When large enough, a single perturbation can knock the trajectory out of phase with the attracting orbit. Here we determine the upper-bound on perturbation $\epsilon$ such that the perturbed trajectory continues to remain in phase with the attracting orbit. For a fixed $\epsilon$ and some choice of $(C, x_0)$ as in section 3.1, say a perturbation ‘d’ is added at the $m^{th}$ iterate of the system, such that $|d| \leq \epsilon$. 
The corresponding perturbed trajectory is defined as the \( \epsilon \)-perturbed trajectory. Let \((x_n)_{n=0}^{\infty}\) represent the original trajectory where \(x_{n+1} = f(x_n)\). The \( \epsilon \)-perturbed trajectory \((\tilde{x}_n)_{n=0}^{\infty}\) is given by the equation,

\[
\tilde{x}_{n+1} = f(C, \tilde{x}_n) + \delta_{n,m} \text{ where } \tilde{x}_0 = x_0,
\]

\[
\delta_{n,m} = \begin{cases} 
  d \text{ where } |d| \leq \epsilon, & \text{if } n = m \\
  0 & \text{if } n \neq m.
\end{cases}
\]

We want to determine if an \( \epsilon \)-perturbed trajectory can be kicked out of the interval basin.

Figure 3.5: The number of periodic windows whose C-width exceeds \( \epsilon \), and the number of periodic windows whose maximum permissible noise-bound exceeds \( \epsilon \), plotted as a function of \( \epsilon \). The blue curve is almost a horizontal shift of the black curve. The blue curve is a plot of the number of periodic windows whose C-width exceeds \( \epsilon \), as a function of \( \epsilon \), using all periodic windows of periods not exceeding 25, lying in the parameter-range \( C \in [C^{\text{odd}}, 2] \). For the same set of periodic windows, the black curve is a plot of the number of periodic windows whose maximum permissible noise-bound exceeds \( \epsilon \), as a function of \( \epsilon \).

As defined in section 3.1, \( k \) interval basins exist for a period-\( k \) window. To
understand the effects of a one-time disturbance, we need to determine which of the periodic points is closest to its interval basin’s boundary and what that distance is. In particular, in order to ensure that the perturbed trajectory cannot be kicked out of any of the interval basins, it is enough to ensure that it cannot be kicked out of the smallest interval basin. We numerically observe that the maximum depth of the smallest basin occurs when $C$ equals the superstable parameter value $C^*$ of the periodic window. Hence, we consider trajectories starting from $(C^*, x_0^*)$ for various periodic windows, where $x_0^*$ lies on the attractor corresponding to the smallest interval basin.

The relation between the x-width and C-width. For the quadratic map (3.3), if there is an attracting periodic orbit, then $x = 0$ is always in one of the interval basins [52]. Say this is the central interval basin. Ref. [46] studies (3.3) using a linear approximation to the map for the $(k - 1)$ non-central interval basins and defines $\Lambda_k$ as $\Lambda_k = \lambda_1 \lambda_2 \cdots \lambda_{k-1}$ which is the product of the map-slopes at the attracting points in these $(k - 1)$ interval basins, evaluated at the superstable value of parameter $C$. As per Ref. [46], the C-width of a window, given by $\Delta C_k$, scales as $\Delta C_k \sim \frac{9}{4} \Lambda_k^{-2}$ and the width of the central interval basin scales as $\Lambda_k^{-1}$. The central interval basin contains $x = 0$, where the map has slope 0, and this central interval basin maps to the rightmost interval basin. Hence, the rightmost interval basin is the smallest of the $k$ interval basins, and the x-width corresponds to this interval basin. Since the map, when applied $k - 1$ times at the superstable value of $C$, stretches the x-width by a factor of $\Lambda_k$, it appears that the x-width scales as $\Lambda_k^{-2}$.
and hence the x-width and C-width are related by a constant. This relationship was also observed by us numerically. Hence, to have a statistical understanding of the effects of noise added to one of the iterates of the map, it is enough to consider the distribution of C-widths of the periodic windows.

The relation between C-width and the maximum permissible disturbance bound. It can be observed from the histogram in Fig. 3.6 that for most of the periodic windows considered, the maximum permissible noise $\epsilon_{\text{max}}$ that can be added at each iterate at the superstable parameter value (so that the trajectory starting from an attracting orbit remains in phase) is directly proportional to the C-width of the periodic window. For a period-k window, consider the k-times-iterated map $f^k(x)$ at the superstable parameter value of the window. Each of the k regions around the period-k attracting orbit can be approximated by a quadratic map [52]. In particular, the map corresponding to the period-k attracting point $x_i$ would be of the form $x_i - A_i(x - x_i)^2$ where $A_i$ depends on $x_i$, for $i = 1, 2, \ldots, k$. Each of these k quadratic approximations has a different value of $\max |f^k(x) - x|$. Since the disturbance can be added at any iterate of the map, and we want to find the bound on the maximum disturbance that can be added so that the perturbed trajectory remains in phase, we consider the quadratic approximation from amongst the k quadratic approximations that has the minimum value of $\max |f^k(x) - x|$. For most of the periodic windows, this occurs at the rightmost period-k point (as the rightmost interval basin is typically the smallest of the k interval basins). This corresponds to the quadratic approximation around $x = C^*, y = C^*$, which is, $C^* - A^*(x - C^*)^2$.
for some constant $A^*$. Since $C^*$ corresponds to the superstable parameter value of the map, $\max |f^k(x) - x|$ can be approximated as being proportional to $\frac{1}{4A^*}$ and the x-width $\approx \frac{2}{A^*}$, thus the maximum permissible disturbance bound is roughly proportional to the x-width. Since x-width can be approximated as being directly proportional to the C-width, the C-width and the maximum permissible disturbance bound are approximately in direct proportion.

Figure 3.6: The histogram of the ratio of the C-width to the maximum permissible single pulse. For each periodic window of period not exceeding 25, lying in the parameter-range $C \in [C_{\text{odd}}, 2]$, we compute the ratio of the C-width to the maximum permissible single pulse. We use 100 bins for ratio values between 15 and 25 and plot the number of windows whose ratio lies in each interval. The histogram has a peak for ratios in the bin $[18, 18.1)$.

3.6 Comparing exponents.

An uncertainty exponent has been defined previously to study the distribution of chaos [46–48]. We compare our robustness-exponent to that obtained in [46–48].

**Exponent according to Hunt and Ott [46].** In Ref. [46], $S_c$ represents
the set of parameter values of the quadratic map leading to a chaotic attractor. For a given value of maximum noise $\epsilon$, $\delta$ is chosen randomly with uniform probability density from the interval $-\epsilon \leq \delta \leq \epsilon$ and $c \in S_c$ is chosen randomly. If $S_c(\epsilon)$ denotes the set created by fattening the set $S_c$ by the amount $\epsilon$, [46] defines the uncertainty exponent as,

$$\alpha^* = \lim_{\epsilon \to 0} \frac{\log V[S_c(\epsilon) - S_c]}{\log(\epsilon)}$$

where $V$ denotes Lebesgue measure. [46] studies the distribution of primary window widths of the quadratic map, and computes $\alpha^* = 0.51 \pm 0.03$. The uncertainty exponent in [46] can be derived using our computations. To derive this, assume that for each primary period-k window, the fraction of the periodic window from the saddle-node bifurcation value (where the period-k attractor emerges) to the Feigenbaum point occupies a fixed fraction of the C-width of the window. Denote this fraction by $\phi$. Assume that periodic windows with C-width exceeding $2\epsilon/\phi$ contribute $2\epsilon$ to $V[S_c(\epsilon) - S_c]$ (only the edges of the windows are filled by $\epsilon$-fattening, see Fig. 4.6). Periodic windows with C-width less than $2\epsilon/\phi$ are entirely filled by the $\epsilon$-fattening and hence contribute, to $V[S_c(\epsilon) - S_c]$, an amount equal to the $\phi \times$ C-width of the window (see Fig. 4.6). Assume $N(\epsilon) = 0.133\epsilon^{-\alpha}$ where $N(\epsilon)$ is the net number of primary windows, the C-width of which exceeds $\epsilon$ (see Fig. 3.3). Thus, $V[S_c(\epsilon) - S_c] \sim \int_0^{2\epsilon} x (-dN(x)) + 2\epsilon N(2\epsilon)$ where the negative sign preceding $dN(x)$ follows from the fact that $dN(x) < 0$. Then,

$$V[S_c(\epsilon) - S_c] = \frac{0.133 \times 0.51 \times (2\epsilon)^{1-\alpha}}{1 - 0.51} + 2\epsilon \times 0.133 \times (2\epsilon)^{-\alpha}$$

so that $\alpha^* = \lim_{\epsilon \to 0} \frac{\log V[S_c(\epsilon) - S_c]}{\log(\epsilon)} = 1 - \alpha = 0.49$. This is in close approximation with
the value \( \alpha^* = 0.51 \pm 0.03 \) computed in [46].

\[
\alpha^* = 0.51 \pm 0.03
\]

Figure 3.7: The relation between the C-width of the window and its contribution to \( V[S_c(\epsilon) - S_c]\). The red rectangle indicates that smaller periodic windows (of C-width \(< 2\epsilon/\phi\)) are entirely filled up by the \( \epsilon \)-fattening, where \( \phi \) is defined in the text. The blue rectangles indicate that for large periodic windows (of C-width \( > 2\epsilon/\phi \)), only the edges are filled up by the \( \epsilon \)-fattening. Note that the blue and red rectangles each have width \( \epsilon \).

**Exponent according to Grebogi, McDonald, Ott, Yorke [47].** Ref. [47] which discusses fat fractals computes the fat fractal dimension as per Eq. 3.5 by perturbing C values in \( S_c \) by \( \pm \epsilon \). This gives \( \beta^* \cong 0.41 \). The difference between the numerical values of this exponent and the one obtained in [46] both of which use Eq. 3.5 stems from the fact that Hunt and Ott compute their exponent taking into account only primary windows whereas [47] takes into account windows of all orders. Thus, [46] takes into account only “large chaotic attractors”, that is, chaotic attractors not contained in any windows, as opposed to [47]. This will be discussed in a future paper.

**Exponent according to Farmer [48].** In Ref. [48], Farmer defines the
fatness exponent in terms of widths of primary periodic windows of the map. His computations are based on his assumption that it is possible to arrange the MSS sequences in a binary tree, such that sequences lower down in the tree “generally” have smaller stable intervals. Farmer promised more details in a future paper, which has not appeared. His assumption implies that the maximum C-width of a period-n orbit is smaller than the maximum C-width of a period-(n - 1) orbit. Fig. 3.8 shows the C-width of the largest window, that is, the window with maximum C-width of a given period, as a function of period. The figure shows that there are frequent exceptions to the assumption in [48] at several places.

Figure 3.8: The C-width of the largest period-k window as a function of k. The plot shows the C-width of the largest window of a given period as a function of the period. The circles indicate those values for which the largest period-p window has C-width greater than the largest period-(p-1) window.

For the given value of $\epsilon$, Farmer considers those periodic windows for which the width of the periodic attractor region within the window exceeds $\epsilon$. He defines
\( h(\epsilon) \) as the total width of the periodic attractor regions of those periodic windows, and \( \mu(\epsilon) = 1 - h(\epsilon) \). The uncertainty exponent, called the **fatness exponent** is defined as,

\[
\beta = \lim_{\epsilon \to 0} \frac{\log[\mu(\epsilon) - \mu(0)]}{\log(\epsilon)}.
\]

which he asserts gives \( \beta = 0.45 \pm 0.04 \).

### 3.7 Discussion

We have obtained a robustness exponent based on the scaling of the C-widths of the periodic windows of the quadratic map, which can be used to characterize the stability of periodic windows in the presence of bounded-perturbations. We computed maximum permissible disturbance bounds, for a general case (3.2) where a perturbation can be added to each iterate of the system, and a special case where a single perturbation is used to drive the attracting trajectory out of phase. We conclude that the maximum permissible \( \epsilon \) bounds for the two cases are statistically related by a constant (see Fig. 3.6) and thus the scaling is the same in the two cases. Although we have examined \( \epsilon \)-robustness for the case of the quadratic map, we expect to get the same scaling for other one-dimensional maps with one parameter having a single quadratic maximum.
Chapter 4: How Certain Can We be That a System Has a Chaotic Attractor: The Scaling of Chaos vs Periodicity.

The character of the time-asymptotic evolution of physical systems can have complex, singular behavior with variation of a system parameter, particularly when chaos is involved. A perturbation of the parameter by a small amount $\epsilon$ can convert an attractor from chaotic to non-chaotic or vice-versa. We call a parameter value where this can happen $\epsilon$-uncertain. The probability that a random choice of the parameter is $\epsilon$-uncertain commonly scales like a power law in $\epsilon$. Surprisingly, two seemingly similar ways of defining this scaling, both of physical interest, yield different numerical values for the scaling exponent. We show why this happens and present a quantitative analysis of this phenomenon.

While low-dimensional chaotic attractors are common and fundamental in a vast range of physical phenomenon, it is typically the case that chaotic motions in such systems are ‘structurally unstable’, meaning that an arbitrarily small change of a system parameter can always be found that results in periodic behavior [53]. (Note that despite this structural instability, chaotic attractors are still experimentally observable because (see below) they occur with positive probability as parameters are varied.) Physical models displaying chaotic attractors that are structurally unstable
arise very often, e.g., in studies of plasma dynamics [54], Josephson junctions [55], chemical reactions [56] and many others. We also note that even the simple example of the one-dimensional quadratic map,

\[ x_{n+1} = C - x_n^2, \]  

(4.1)
displays this phenomenon, and, in this paper we will study this example as a convenient paradigm for such situations in general.

One reason for concern with this type of behavior is that physical systems often have uncertainties in the values of their parameters, and one might therefore ask how confident one can be about the prediction of chaotic behavior from a model calculation (even when the model and its parameter dependence are precisely known and there is no noise). Despite the fundamental importance of this question, very little study has been done to quantitatively address it [46–48]. It is the purpose of this paper to re-address this general issue, and, in particular, to resolve a long-standing puzzle. This puzzle has to do with the scaling characterization of the fractal-like chaotic/periodic interweaving structure of parameter dependence associated with structural instability. In particular, studies on the quadratic map Eq.(4.1) have addressed scaling in two slightly different ways and obtained significantly different estimates of the scaling exponent [46–48]. The reason for this surprising discrepancy has remained unresolved. In one of the two ways of addressing scaling, attention was restricted to what might seem to be the most obvious source of uncertainty, namely, when a large (to be defined subsequently) chaotic attractor suddenly turns into a periodic attractor, as a parameter is varied. However, we find such transitions far
too rare [46, 48] to account for the observed uncertainty, applicable when all chaotic attractors of any size are considered [47], and this observation is at the heart of the resolution of the above-mentioned puzzle.

\( \epsilon \)-uncertainty. Consider a dynamical system depending on a parameter \( C \), and an attractor \( A(C) \) that, as \( C \) varies continuously in some range, can be uniquely associated with \( C \). We say that a particular value of \( C \) is \( \epsilon \)-uncertain with respect to chaos if \( A(C) \) is chaotic while either \( A(C + \epsilon) \) or \( A(C - \epsilon) \) or both are not chaotic. For example, for the case of the quadratic map, to which we henceforth restrict our considerations, it has been found that a random choice of \( C \) with uniform probability density yields \( \epsilon \)-uncertainty with respect to chaos with a probability \( \bar{F}(\epsilon) \) that scales like a power of \( \epsilon \) for small \( \epsilon \) [47], \( \bar{F}(\epsilon) \sim \epsilon^\beta \). Thus, we define \( \beta \) as

\[
\beta = \lim_{\epsilon \to 0} \frac{\log \bar{F}(\epsilon)}{\log \epsilon}.
\] (4.2)

As a result of the fine-scaled interweaving of \( C \) values for which \( A(C) \) is chaotic and intervals of \( C \) values for which \( A(C) \) is periodic, the power law exponent \( \beta \) turns out to be less than 1, and the set of \( C \) values with \( A(C) \) chaotic has been called a "fat-fractal" [47, 48] (more precisely, it is a Cantor set with positive Lebesgue measure [57]). We have repeated the numerical determination of \( \bar{F}(\epsilon) \) (Fig. 4.1) and find that for small \( \epsilon \),

\[
\bar{F}(\epsilon) \sim \epsilon^\beta \text{ with } \beta = 0.392 \pm 0.037.
\] (4.3)

In performing this calculation we estimate \( \bar{F}(\epsilon) \) by first randomly choosing many \( C \) values with uniform probability in the range where the quadratic map has a unique bounded attractor, \(-1/4 \leq C \leq 2\). For each such \( C \) value we then compute the
Lyapunov exponents for $C$, $C + \epsilon$ and $C - \epsilon$, judging the corresponding attractors to be chaotic or not depending on whether the computed Lyapunov exponent is positive. We then estimate $\bar{F}(\epsilon)$ as the fraction of those randomly chosen $C$-values that are computed to be $\epsilon$-uncertain with respect to chaos. Reference [47] obtains a slightly larger $\beta$ value of $\beta \approx 0.41$ using an $\epsilon$-range with larger $\epsilon$-values. We agree with their result in the range they tested, but, by pushing to small $\epsilon$, obtain the result in Eq. (4.3) (See Fig. 4.1.)

We comment that Eq. (4.3) can be interpreted as implying a type of ‘probabilistic stability’ for chaos. That is, while chaos occurring at some parameter value $C$ may be structurally unstable in the sense that a chaos-destroying perturbation $C \rightarrow C + \delta C$, can always be found with $|\delta C| \leq \bar{\epsilon}$ for any given $\bar{\epsilon}$; chaos is still stable in the sense that, for $\bar{\epsilon}$ small, such a chaos-destroying $\delta C$ may have to be very carefully chosen, and the probability that a random choice of $\delta C$ in $|\delta C| \leq \bar{\epsilon}$ destroys chaos approaches zero as $\bar{\epsilon}$ is made smaller and smaller [58] (Eq. (4.3)). (Incidentally, we note that quasiperiodicity appears to have this same type of structural-instability /
probabilistic stability [47].)

We now recall the concept of a periodic window. A $p$-periodic window is an interval of the parameter, $C_*^{(p)} \leq C \leq C_{x}^{(p)}$, such that at the beginning of the window, as $C$ increases through $C_*^{(p)}$, there is a bifurcation from a chaotic attractor to a periodic orbit attractor of period $p$, followed by a period-doubling cascade to chaos, followed by a sequence of band-mergings in each of which $2^m p$ separate pieces ($x$-intervals) of the chaotic attractor pairwise merge into a $2^{m-1} p$-piece chaotic attractor, eventually forming a ‘small’ $p$-piece chaotic attractor, which subsequently terminates (‘explodes’) at the end of the window ($C = C_{x}^{(p)}$) through a crisis transition [18] to a larger chaotic attractor that is similar in size to the larger chaotic attractor just before the beginning of the window at $C = C_*^{(p)}$. Thus, as is evident from viewing a bifurcation diagram for the quadratic map, ‘small’ chaotic attractors occur within windows only, and we call a chaotic attractor that is not contained in any window a ‘large chaotic attractor’.

Now, instead of considering $\epsilon$-uncertainty with respect to chaos, we consider $\epsilon$-uncertainty with respect to the occurrence of large chaotic attractors. That is, we consider $C$ to be $\epsilon$-uncertain if $A(C)$ is a large chaotic attractor while either $A(C + \epsilon)$ or $A(C - \epsilon)$ or both are not large chaotic attractors. Reference [46] gives a detailed consideration and analysis of the scaling of $\epsilon$ uncertainty with respect to the occurrence of large chaotic attractors for Eq. (4.1) obtaining for the probability $F_0(\epsilon)$ of $\epsilon$-uncertainty

$$F_0(\epsilon) \sim \epsilon^{\alpha^*} \text{ with } \alpha^* = 0.51 \pm 0.03. \quad (4.4)$$
Thus, there are evidently two distinct scaling exponents, the $\beta$ and $\alpha^*$ of Eqs. (4.3) and (4.4). We conjecture that the values of these exponents are universal for one-dimensional maps with a quadratic maximum. For example, they would apply to physical situations like those in the plasma example in Ref. [54] and the chemical example in Ref. [56], where strong phase-space attraction leads to dynamics closely approximated by a one-dimensional map.

Since $\epsilon^{0.39} \gg \epsilon^{0.51}$ for small $\epsilon$, the results (4.3) and (4.4) imply that for small $\epsilon$ most of the parameter values that are $\epsilon$-uncertain with respect to chaos lie in windows, and, in fact, as we will demonstrate, for a randomly chosen parameter value $\tilde{C}$ that is $\epsilon$-uncertain with respect to chaos, the expectation value of the order of the lowest order window containing $\tilde{C}$ approaches $\infty$ as $\epsilon \to 0$.

4.1 The order of a window.

This brings us to the question of where the $C$ value that is $\epsilon$-uncertain with respect to chaos lies. We say a periodic-window is of order 1 if it is not contained
Figure 4.3: (a) shows a bifurcation diagram for the quadratic map for $-0.25 \leq C \leq 2$. (b) shows a blow-up of the bifurcation diagram in the period-3 window in the region near $x = 0$.

in any other periodic window. We also call a window of order 1 a primary window. We say a window is of order $r > 1$, if it is contained within a window of order $(r - 1)$, but it is not contained within a window of order $(r + 1)$. Fig. 4.2 shows a case where $r = 2$, wherein the attracting periodic orbit lies in a period 5 window that lies in a period 3 window. Note that if a $C$ value is not contained within a primary window, then it is not contained in any window (as is the case for a large chaotic attractor). Say $C$ is $\epsilon$-uncertain and $C + \epsilon$ results in periodic attracting behavior. Say $C + \epsilon$ lies in a window of highest order $r$. Then the value of $r$ can be determined based on the sequence of points of the attracting periodic orbit at the given value of $C + \epsilon$. Let $p_k$ denote the period of the $k^{th}$ order window containing $C + \epsilon$, where $k \in 1, 2, \ldots, r$. The sequence of points of the attracting periodic orbit
at $C + \epsilon$ can be used to determine the periods $p_k$. This follows from the fact that
the sequence in which attracting periodic orbits appear in a periodic window of any
order as the parameter $C$ varies, is the same for all windows. This sequence can be
uniquely determined based on Kneading Theory [49]. The kneading sequence of the
quadratic map monotonically decreases as the parameter $C$ is increased [49], hence
a given kneading sequence cannot occur twice as $C$ varies.

For later reference, we define $N_r(\Delta)$ to be the number of windows of order
$r$ whose widths are greater than $\Delta$ and we write this quantity for $r = 1$ (primary
windows) as

$$N_1(\Delta) = \sum_{i=1}^{\infty} U(\Delta_i - \Delta), \quad (4.5)$$

where $\Delta_1 \geq \Delta_2 \geq \Delta_3 \geq \ldots$ denote the widths of the primary windows, and $U$
denotes the unit step function ($U(z) = 1$ for $z > 0$, $U(z) = 0$ for $z < 0$). If we
consider all the windows of any order, then the number of these windows whose
widths exceed $\Delta$ is

$$\bar{N}(\Delta) = \sum_{r=1}^{\infty} N_r(\Delta). \quad (4.6)$$

Preliminary to our analysis of the relationship between the exponents $\alpha^*$ and
$\beta$, we need the following two results:

(i) **Self-similarity of windows:** Reference [52] shows that the bifurcation structure
and dynamics in windows of various orders and periods are self-similar. That
is, considering $x$ near 0, by use of uniform linear stretchings (magnification)
in $x$ and $C$, the $p$-times iterated map with the parameter ranging through the
interval corresponding to a period-$p$ window, $C^*(p) \leq C \leq C_x^*(p)$, very closely
quantitatively replicates the behavior of the map in its full range, \(-\frac{1}{4} \leq C \leq 2\). Furthermore, this self-similarity approximation is already extremely good even for the period-3 primary window, and becomes better and better for most \(r\)-order windows as \(r\) is increased. This is illustrated in Fig. 4.3, where we see that the bifurcation diagram in the full range \(-\frac{1}{4} \leq C \leq 2\) in Fig. 4.3a is virtually identical to a properly magnified, inverted \((x \rightarrow -x)\) version of the bifurcation diagram for the period-3 window, \(C_{x}^{(3)} \leq C \leq C_{x}^{(3)}\), blown up in the region near \(x = 0\) (Fig. 4.3b).

**Assumption.** We assume that all the periodic windows of all orders are exactly self-similar. Thus, we assume that for each window, the ratio of the length from the saddle-node bifurcation value to the Feigenbaum value of the window to the window-width is a constant. Denote this constant by \(\phi\). Thus,

\[
\phi = \frac{C_{\text{Feigenbaum}} - C_{\text{Saddlenode}}}{C_{\text{crisis}} - C_{\text{Saddlenode}}} \quad (4.7)
\]

where \(C_{\text{Feigenbaum}}, C_{\text{Saddlenode}}, C_{\text{crisis}}\) correspond to the Feigenbaum parameter value, the saddle-node bifurcation parameter value and the interior crisis parameter value of a window respectively.

(ii) \(\epsilon\)-uncertainty / window-width scaling equivalence: It is shown in Appendix C that, for small window widths \(\Delta\), the scalings of \(\bar{N}(\Delta)\) and \(N_1(\Delta)\) are related to the small \(\epsilon\) scalings of \(\bar{F}(\epsilon)\) and \(F_0(\epsilon)\):

\[
\bar{F}(\epsilon) \sim \epsilon \bar{N}(\epsilon) \quad \text{and} \quad F_0(\epsilon) \sim \epsilon N_1(\epsilon). \quad (4.8)
\]
Thus, from Eqs. (4.3) and (4.4), Eq. (4.8) yields

\[ \bar{N}(\Delta) \sim \frac{1}{\Delta^{1-\beta}} \text{ and } N_1(\Delta) \sim \frac{1}{\Delta^{1-\alpha^*}}. \] (4.9)

Note that based on Eq. 4.9, \( \alpha^* \) can be defined as

\[ \alpha^* = \lim_{\Delta \to 0} \frac{\log N_1(\Delta)}{\log \Delta} + 1 = \lim_{\Delta \to 0} \frac{\log \sum_{i=1}^{\infty} U(\delta_i - \Delta)}{\log \Delta} + 1 \]

where \( \delta_i \) for \( i = 1, 2, \ldots \) denote the C-widths of the primary windows.

4.2 Results.

The main propositions in the paper are as follows.

- **Proposition 1.** The exponent \( \beta \) (as given by Eq. 4.2) is given by \( \sum_{i=1}^{\infty} \delta_i^\gamma = 1 \)
  where \( \gamma = 1 - \beta \) and \( \delta_i \) for \( i = 1, 2, \ldots \) denote the C-widths of the primary windows. We use this equation to compute the value of \( \beta \).

- **Proposition 2.** For a randomly chosen \( \epsilon \)-uncertain point \( a \), let \( r \) denote the order of the highest order window containing \( a \). Then, for each positive integer \( n \),
  \[ \text{Prob}(r > n) \to 1 \text{ as } \epsilon \to 0 \]
  that is,
  \[ \lim_{\epsilon \to 0} \text{Prob } (r > n) = 1 \]
  Thus, for small \( \epsilon \) values, most uncertain points lie in an \( N^{th} \) order window (a window within a window within a window \ldots \( N \) times), where \( N \) is a large positive integer.
4.3 Proof of Proposition 1.

By using Eq. (4.9), we reduce our analysis of the $\epsilon$-uncertainty exponents $\alpha^*$ and $\beta$ to an analysis of the scaling of the distribution of window-widths. Now, using the self-similarity of windows, we can express $N_{r+1}(\Delta)$ in terms of $N_r(\Delta)$,

$$N_{r+1}(\Delta) = \int_{\Delta}^{9/4} \left( -\frac{dN_r(\Delta')}{d\Delta'} \right) N_1 \left( \frac{9\Delta/4}{\Delta'} \right) d\Delta', \quad (4.10)$$

where $9/4 = 2 - (-1/4)$ is the width of the C-range for the quadratic map. In Eq. (4.10), we have used the window self-similarity result to write the number of $r + 1$ order windows of width $\Delta$ that are contained in windows of width $\Delta'$ as $N_1 \left( \frac{9\Delta/4}{\Delta'} \right)$.

Letting $u = \ln(9/(4\Delta))$ and $M_r(u) = N_r(\Delta)$, Eq. (4.10) becomes,

$$M_{r+1}(u) = \int_0^u M_1(u - u') \frac{dM_r(u')}{du'} du'. \quad (4.11)$$

Equation (4.11) is a convolution. It is therefore convenient to introduce the Laplace transform, $\hat{M}_r(s) = \int_0^\infty M_r(u)e^{-su}du$, in terms of which Eq. (4.6) becomes $\hat{M}_{r+1}(s) = s\hat{M}_1(s)\hat{M}_r(s)$ (where we have made use of $M_r(0) = N_r(9/4) = 0$). Iterating this result, we obtain $\hat{M}_r(s)$ in terms of $\hat{M}_1(s)$,

$$\hat{M}_r(s) = \frac{(s\hat{M}_1(s))^r}{s}. \quad (4.12)$$

Introducing the Laplace transform $\hat{M}(s)$ of $\tilde{M}(u) = \tilde{N}(\Delta)$, we have from Eq. (4.6) that $\hat{M}(s) = \sum_{r=1}^\infty \hat{M}_r(s)$, which using Eq. (4.12) gives, upon summing the resultant geometric series,

$$\hat{M}(s) = \frac{\hat{M}_1(s)}{1 - s\hat{M}_1(s)}. \quad (4.13)$$
This expression is singular at values of $s$ for which $s\hat{M}_1(s) = 1$. From Eq. (4.5), $M_1(u) = \sum_{i=1}^{\infty} U(u - u_i)$, where $u_i = \ln(9/(4\Delta_i))$. Thus, $\hat{M}_1(s) = s^{-1} \sum_{i=1}^{\infty} e^{-su_i} = \sum_{i=1}^{\infty} (4\Delta_i/9)^s$ and we have that singularities of $\hat{M}(s)$ occur at $s$ values satisfying $1 = \sum_{i=1}^{\infty} \delta_i^s$, where $\delta_i = (4\Delta_i/9)$ are the normalized widths of the primary windows.

Now consider the inverse Laplace transform [59] of $\hat{M}(s)$ for large $u$ (i.e., small $\Delta$); we see that $\tilde{M}(u) \sim e^{\gamma u}$ where $\gamma$ is the solution for $s$ of $1 = \sum_i \delta_i^s$ with the largest real part. It can be shown that this solution is real. Thus we obtain for $\tilde{N}(\Delta)$ at small $\Delta$, $\tilde{N}(\Delta) \sim \Delta^{-\gamma}$, which when compared with the first part of our result Eq. (4.9) shows that $\gamma = 1 - \beta$. We conclude that we can obtain the exponent $\beta$ as the real positive root of

$$\sum_{i=1}^{\infty} \delta_i^\gamma = 1, \quad \gamma = 1 - \beta. \quad (4.14)$$

Note that based on our model of exact self-similarity of windows, if we compute the fraction of $\epsilon$-uncertain values of $C$, we get the same exponent $\alpha^*$ as in Eq. 4.4 if we restrict the $\epsilon$-uncertain $C$ values to lie in a window of highest order $k$, for any positive integer $k$. It is only as $k$ approaches $\infty$ that there is a sudden change in the exponent to $\beta$ in Eq. 4.3.

### 4.3.1 Computing $\beta$.

We now use Eq. (4.14) to investigate the relationship of the exponents $\alpha^*$ and $\beta$ to the widths of the primary windows. Writing Eq. (4.14) as $\sum_{i=1}^{I-1} \delta_i^\gamma + \sum_{i=I}^{\infty} \delta_i^\gamma = 1$, for sufficiently large $I$, we can approximate the second summation by

$$\sum_{i=I}^{\infty} \delta_i^\gamma \approx \int_{0}^{\delta I} \left(-dN_1(\delta)/d\delta\right)\delta^\gamma d\delta. \quad (4.15)$$
Since $N_1(\delta) \sim \delta^{-(1-\alpha^*)}$, the integrand is proportional to $\delta^{\gamma+\alpha^*-2}$, and the integral diverges unless $\gamma + \alpha^* > 1$. Thus, the summation in (4.14) is infinity unless $\gamma > (1 - \alpha^*)$, and, since each term in the sum decreases monotonically with increasing $\gamma$, we conclude that as $\gamma$ increases past $(1 - \alpha^*)$, the sum in (4.14) decreases monotonically.

For $\gamma = 1$, the sum is the normalized total length of all windows, which, by definition, is less than 1. We conclude that Eq. (4.14) has a single root for $\gamma$ and that this root satisfies $\gamma < (1 - \alpha^*)$. Thus, for $\gamma = 1 - \beta$, we must have that $\alpha^* > \beta$, in agreement with the numerical results $\alpha^* \approx 0.51, \beta \approx 0.39$. Taking $N_1(\delta_1) = I(\delta_1/\delta)^{1-\alpha^*}$ and performing the integration in (4.15), we obtain

\[ \sum_{i=1}^{I-1} \delta_i^{1-\beta} + \frac{1-\alpha^*}{\alpha^* - \beta} I \delta_1^{1-\beta} = 1. \]  

(4.16)

For example, assuming availability of an estimate of $\alpha^*$, one can use (4.16) to estimate $\beta$ given numerical determinations of $(\delta_1, \delta_2, \ldots, \delta_I)$. (Note that the second term in (4.16) becomes smaller and smaller as $I$ is increased and can be omitted for very large $I$.)

Figure 4.4 shows a plot of the estimated value of $\beta$ obtained from (4.16) as a function of $I$ for $\alpha^* = 0.51$. The result from Fig. 4.4 is $\beta = 0.39$ in good agreement with the estimate from Fig. 4.1.

4.4 Environment of a period-k point

We define the following to prove Proposition 2.

**C-width of the window.** For a given period-k window, the interior-crisis point corresponds to that value of parameter C for which the interval basin has

\[ \sum_{i=1}^{I-1} \delta_i^{1-\beta} + \frac{1-\alpha^*}{\alpha^* - \beta} I \delta_1^{1-\beta} = 1. \]  

(4.16)
an unstable period-k point on its boundary [45, 60]. We define the \textit{C-width of the periodic window} as the parameter difference between the interior-crisis value of \( C \) for the window and the saddle-node bifurcation value of \( C \).

**Parameter value** \( C_{\text{odd}} \). Let \( C_{\text{odd}} \approx 1.543689 \) denote the parameter value before which there are no periodic windows of odd periods other than the period-1 window. To study the distribution of C-widths of the periodic windows, we consider the parameter range \( C_{\text{odd}} \leq C \leq 2 \).

**Maximum period** \( P \). The periodic windows are dense in the interval \( C_{\text{odd}} \leq C \leq 2 \) [50] and for large period \( k \), the number of windows of period \( k \) is given by \( N_k \approx \frac{2^{k-2}}{2k} \). The value is exact when \( k \) is prime and the precise value is not hard to compute otherwise [61]. Thus, the number of period-\( k \) windows increases exponentially with the period. Hence, we consider a maximum period \( P \), and try to characterize all the periodic windows of periods not exceeding \( P \). In order to characterize all the windows of periods till \( P \), we determine the sequence in which
these windows appear in the map, as the parameter C is increased. This method is based on kneading theory [49].

The C-width exponent. We define the C-width exponent as

$$\alpha = \lim_{\epsilon \to 0} \frac{\log N_1(\epsilon)}{\log \epsilon}$$

where $N_1(\epsilon)$ is the net number of primary windows, the C-width of which exceeds $\epsilon$. The C-width exponent characterizes the scaling of C-widths of primary windows. Our data looks at the primary windows of periods up to 25 for the quadratic map. There are 1402957 such windows. Fig. 4.5 shows the distribution of window widths for $P = 13, 15, 17, 19, 23, 25$. As higher and higher values of P were considered, the graph behavior approximated the straight line $\log_{10}[N_1(\epsilon)] = (-0.51 \pm 0.03)\log_{10}[\epsilon] - 0.876$. In our computations based on these windows, it appears that if all the periods were to be considered, $N_1(\epsilon)$ satisfies the following for all small values of $\epsilon$,

$$N_1(\epsilon) \approx K \epsilon^{-\alpha}$$

(4.17)

where, $K \approx 0.133$ and $\alpha = 0.51 \pm 0.03$. See Fig. 4.5 over the range of $\epsilon$ given by $\epsilon \in (10^{-8}, 10^{-5})$. Let us order the primary windows in the descending order with respect to their C-width, where $\delta_n$ denotes the C-width of the $n^{th}$ largest primary window. Then, $N_1(\epsilon)^{-\frac{1}{\alpha}} \approx K^{-\frac{1}{\alpha}} \epsilon$ and hence, Eq. 4.17 implies,

$$\delta_n \approx \frac{K_0}{n^{\frac{1}{\alpha}}} \text{ where } K_0 = K^{\frac{1}{\alpha}} \text{ and } n = 1, 2, \ldots$$

(4.18)

Deriving the exponent $\alpha^*$ in [46] from $\alpha$. The uncertainty exponent in [46] can be derived using our computations. To derive this, assume that a fixed fraction of each periodic window lies in the region before the Feigenbaum point. To derive this, assume that for each primary window, the fraction of the periodic
Figure 4.5: $N(\epsilon)$ vs $\epsilon$. A curve is plotted for $P = 13, 15, 17, 19, 21, 23, 25$. The curve for each value of $P$ includes all the periodic windows of periods not exceeding $P$ lying in the parameter-range $C \in [C^{odd}, 2]$. In this log-log plot, as $P$ increases, the curves appear to asymptote to the straight line shown in red, with the equation $\log_{10} N(\epsilon) = (-0.51 \pm 0.03) \log_{10} \epsilon - 0.876$. Thus, $N(\epsilon) = 0.133 \epsilon^{-\alpha}$ where $\alpha = 0.51 \pm 0.03$.

window from the saddle-node bifurcation value (the starting point of the window) to the Feigenbaum point occupies a fixed fraction of the C-width of the window. Denote this fraction by $\phi$. Assume that periodic windows with C-width exceeding $2\epsilon/\phi$ contribute $2\epsilon$ to $V[S_c(\epsilon) - S_c]$ (only the edges of the windows are filled by $\epsilon$-fattening, see Fig. 4.6). Periodic windows with C-width less than $2\epsilon/\phi$ are entirely filled by the $\epsilon$-fattening and hence contribute, to $V[S_c(\epsilon) - S_c]$, an amount equal to the $\phi \times$ C-width of the window (see Fig. 4.6). Thus, $V[S_c(\epsilon) - S_c] \sim \int_{2\epsilon}^{0} x \, dN(x) + 2\epsilon N(2\epsilon)$ where $N(\epsilon)$ is the net number of windows, the C-width of which exceeds $\epsilon$.

Assuming $N(\epsilon) = 0.133 \epsilon^{-\alpha}$ (see Fig. 4.5), $V[S_c(\epsilon) - S_c] = 0.133 \times 0.51 \times (2\epsilon)^{1-\alpha}/(1 - 0.51) + 2\epsilon \times 0.133 \times (2\epsilon)^{-\alpha}$ so that $\alpha^* = \lim_{\epsilon \to 0} \frac{\log V[S_c(\epsilon) - S_c]}{\log(\epsilon)} = 1 - \alpha = 0.49$. This is
in close approximation with the value $\alpha^* = 0.51 \pm 0.03$ computed in [46].

![Figure 4.6: The relation between the C-width of the window and its contribution to $V[S_c(\epsilon) - S_c]$. The red rectangle indicates that smaller periodic windows (of C-width $< 2\epsilon/\phi$) are entirely filled up by the $\epsilon$-fattening. The blue rectangles indicate that for large periodic windows (of C-width $> 2\epsilon/\phi$), only the edges are filled up by the $\epsilon$-fattening.](image)

4.5 Proof of Proposition 2.

**Size-distribution of (k+1)-order windows in terms of k-order windows.**

Based on self-similarity, $N_{k+1}(\epsilon)$ such that the (k+1)-order windows lie in $\Delta_{i_1i_2...i_k}$ is given by $K(L\epsilon)^{-\alpha}$ where $\frac{\epsilon L}{\delta} \geq M$.

In general, for the $k^{th}$ order window to have a $(k+1)$-order window of C-width at least $\epsilon$, the minimum C-width of the $k^{th}$ order window can be approximated by $\frac{L\epsilon}{M}$.

The C-widths of the primary windows range from 0 to M. Similarly, the C-widths of secondary windows range from 0 to $\frac{M^2}{L}$. In general, the C-widths of $k^{th}$ order windows range from 0 to $\frac{M^k}{L^{k-1}}$. Let $dN_k(\delta)$ denote the number of $k^{th}$ order windows...
with C-widths lying in $[\delta, \delta + d\delta]$. Thus, $N_{k+1}(\epsilon)$ is given by,

$$N_{k+1}(\epsilon) \approx \int_{L\epsilon/M}^{M^{k}L^{1-k}} K\left(\frac{L\epsilon}{\delta}\right)^{-\alpha} dN_k(\delta)$$

(4.19)

Note that $N_{k+1}(\epsilon)$ has to be an integer and the $\approx$ sign in the above expression denotes the nearest integer.

**Lemma 1:** For $k \geq 2$,

$$N_k(\epsilon) \approx A(k)\epsilon^{-\alpha} P_{k-1}(u_{k-1}(\epsilon))$$

(4.20)

where $A(k) = K^k\alpha L^{-(k-1)\alpha}$, $u_{k-1}(\epsilon) = \log\left(\frac{M^k}{\epsilon L^{k-1}}\right)$ and $P_{k-1}(u_{k-1}(\epsilon))$ is a $(k-1)$-order polynomial in $u_{k-1}(\epsilon)$ such that the constant term of the polynomial equals 0.

**Proof of Lemma 1:**

We use an inductive argument to show that Eq.4.20 holds.

For $k = 1$,

$$N_1(\delta) \approx K\delta^{-\alpha}, \text{ so, } dN_1(\delta) \approx -K\alpha\delta^{-\alpha-1}d\delta$$

Note that the negative sign follows from the fact that for each $k$, $N_k(\delta)$ is a decreasing function of $\delta$. Hence, for the purpose of computation, we use $|dN_1(\delta)| \approx K\alpha\delta^{-\alpha-1}d\delta$.

Now, for $k = 2$, based on Eq. 4.19,

$$N_2(\epsilon) \approx \int_{L\epsilon/M}^{M} K\left(\frac{L\epsilon}{\delta}\right)^{-\alpha} K\alpha\delta^{-\alpha-1} d\delta \approx K^2\alpha L^{-\alpha}\epsilon^{-\alpha} \log\left(\frac{M^2}{\epsilon L}\right)$$

(4.21)

This is of the form $N_2(\epsilon) \approx A(2)\epsilon^{-\alpha} P_1(u_1(\epsilon))$. Thus, Eq. 4.20 holds when $k = 2$.

In general, let us assume that for some $k \geq 2$, Eq. 4.20 holds, that is,

$$N_k(\epsilon) \approx A(k)\epsilon^{-\alpha} P_{k-1}(u_{k-1}(\epsilon))$$
We will then prove that Eq. 4.20 holds when \( k \) is replaced by \( k+1 \).

Assuming Eq. 4.20 holds, say,

\[
\{ p_{m,k} \} \quad m = k - 1
\]

are the \( (k-1) \) coefficients of the polynomial \( P_{k-1}(u_{k-1}(\epsilon)) \). Now,

\[
d N_k(\epsilon) \approx A(k) \left[ -\alpha \epsilon^{-\alpha-1} P_{k-1}(u_{k-1}(\epsilon)) d\epsilon + \epsilon^{-\alpha} P'_{k-1}(u_{k-1}(\epsilon)) \left( \frac{1}{\epsilon} \right) d\epsilon \right]
\]

Thus,

\[
|d N_k(\epsilon)| \approx A(k) \left[ \alpha \epsilon^{-\alpha-1} P_{k-1}(u_{k-1}(\epsilon)) + \epsilon^{-\alpha} P'_{k-1}(u_{k-1}(\epsilon)) \right] d\epsilon \quad (4.22)
\]

Thus,

\[
N_{k+1}(\epsilon) \approx \int_{Le/M}^{M^k L^{(1-k)}} K \left( \frac{Le}{\delta} \right)^{-\alpha} d N_k(\delta)
\]

\[
\approx \int_{Le/M}^{M^k L^{(1-k)}} K \left( \frac{Le}{\delta} \right)^{-\alpha} A(k) \left[ \alpha P_{k-1}(u_{k-1}(\delta)) + P'_{k-1}(u_{k-1}(\delta)) \right] \delta^{-\alpha-1} d\delta
\]

\[
\approx K(Le)^{-\alpha} A(k) \int_{Le/M}^{M^k L^{(1-k)}} \left[ \alpha P_{k-1}(u_{k-1}(\delta)) + P'_{k-1}(u_{k-1}(\delta)) \right] \delta^{-1} d\delta
\]

Now, \( u_{k-1}(\delta) = \log \left( \frac{M^k}{\delta L^{k-1}} \right) \). Then, \( du_{k-1}(\delta) = -\frac{d\delta}{\delta} \). Therefore,

\[
N_{k+1}(\epsilon) \approx K(Le)^{-\alpha} A(k) \int_0^{M^{k+1} L^{-k}/\epsilon} \left[ \alpha P_{k-1}(u_{k-1}(\delta)) + P'_{k-1}(u_{k-1}(\delta)) \right] du_{k-1}(\delta)
\]

Let \( Q_k(u_{k-1}(\delta)) \) denote \( \int P_{k-1}(u_{k-1}(\delta)) du_{k-1}(\delta) \). Then the coefficients \( \{ q_{m,k} \} \) of \( Q_k(u) \) are given by

\[
q_{m,k} = \frac{p_{m-1,k-1}}{m} \quad (4.23)
\]
Then,

\[ N_{k+1}(\epsilon) \approx K(L\epsilon)^{-\alpha} A(k) [\alpha Q_k(u_k(\epsilon)) + P_{k-1}(u_k(\epsilon))] \]
\[ \approx K^{k+1} \alpha L^{-k\alpha} \epsilon^{-\alpha} [\alpha Q_k(u_k(\epsilon)) + P_{k-1}(u_k(\epsilon))] \]
\[ \approx A(k+1) \epsilon^{-\alpha} [\alpha Q_k(u_k(\epsilon)) + P_{k-1}(u_k(\epsilon))] \]

This is of the form Eq. 4.20, with \( k \) replaced by \( (k+1) \), that is,

\[ N_{k+1}(\epsilon) \approx A(k+1) \epsilon^{-\alpha} P_k(u_k(\epsilon)) \]

where \( P_k(u_k(\epsilon)) \) is a \( k \)^th order polynomial in \( u_k(\epsilon) \). The coefficients of \( P_k(u_k(\epsilon)) \) are given by \( p_{m,k} = \alpha q_{m,k} + p_{m,k-1} \). Thus, from Eq. 4.23 and 4.21,

\[ p_{m,k} = \frac{\alpha P_{m-1,k-1}}{m} + p_{m,k-1} \text{ where } m = 1, 2, \ldots, (k-1) \quad (4.24) \]
\[ p_{k,k} = \frac{\alpha P_{k-1,k-1}}{k} \text{ where } m = k \quad (4.25) \]
\[ p_{1,1} = 1 \quad (4.26) \]

This proves Lemma 1.

**Proposition 1/2.** Given any \( k \in \mathbb{N} \) and any \( \delta > 0 \), there exists an \( \epsilon' > 0 \) such that for all \( \epsilon < \epsilon' \), the ratio \( \frac{N_{k+1}(\epsilon)}{N_k(\epsilon)} > \frac{1}{\delta} \). In particular, the ratio \( \frac{N_{k+1}(\epsilon)}{N_k(\epsilon)} \) scales as \( (\frac{1}{k}) \log(\frac{1}{\epsilon}) \) for small values of \( \epsilon \).

**Proof of Proposition 1/2.**

For a given value of \( k \in \mathbb{N} \), let \( r_k \) denote the ratio \( \frac{N_{k+1}(\epsilon)}{N_k(\epsilon)} \). Then,

\[ r_k = \frac{N_{k+1}(\epsilon)}{N_k(\epsilon)} = \frac{A(k+1)\epsilon^{-\alpha} P_k(u_k(\epsilon))}{A(k)\epsilon^{-\alpha} P_{k-1}(u_{k-1}(\epsilon))} = \frac{KL^{-\alpha} P_k(u_k(\epsilon))}{P_{k-1}(u_{k-1}(\epsilon))} \quad (4.27) \]
Now $P_k(u_k(\epsilon))$ is a polynomial of order $k$ in $u_k(\epsilon)$. Note that $u_k(\epsilon) = \log\left(\frac{M_k}{\epsilon L^k}\right)$. Thus, for a given value of $k$, $P_k(u_k(\epsilon))$ is a $k^{th}$ order polynomial in $\log\left(\frac{1}{\epsilon}\right)$. Thus, rewrite $P_k(u_k(\epsilon))$ as $P_k(\log\left(\frac{1}{\epsilon}\right))$. Similarly, rewrite the denominator as $P_{k-1}(\log\left(\frac{1}{\epsilon}\right))$.

The leading coefficient of $P_k(\log\left(\frac{1}{\epsilon}\right))$ is $p_{k,k}$ while that of $P_{k-1}(\log\left(\frac{1}{\epsilon}\right))$ is $p_{k-1,k-1}$. Thus, from Eq. 4.29,

$$r_k = \frac{KL^{-\alpha} P_k(\log\left(\frac{1}{\epsilon}\right))}{P_{k-1}(\log\left(\frac{1}{\epsilon}\right))}$$

$$= \frac{KL^{-\alpha} [\left(\frac{p_{k,k}}{p_{k-1,k-1}}\right) W_1(\log\left(\frac{1}{\epsilon}\right)) P_{k-1}(\log\left(\frac{1}{\epsilon}\right)) + U_{k-2}(\log\left(\frac{1}{\epsilon}\right))]}{P_{k-1}(\log\left(\frac{1}{\epsilon}\right))}$$

where $W_1(\log\left(\frac{1}{\epsilon}\right))$ is a polynomial of order $1$ in $(\log\left(\frac{1}{\epsilon}\right))$ with leading coefficient equal to $1$, and $U_{k-2}(\log\left(\frac{1}{\epsilon}\right))$ is a polynomial of order $(k-2)$ in $\log\left(\frac{1}{\epsilon}\right)$. Thus,

$$r_k = KL^{-\alpha} \left[ \left(\frac{p_{k,k}}{p_{k-1,k-1}}\right) W_1(\log\left(\frac{1}{\epsilon}\right)) + \frac{U_{k-2}(\log\left(\frac{1}{\epsilon}\right))}{P_{k-1}(\log\left(\frac{1}{\epsilon}\right))} \right]$$

(4.28)

For some $m > 0$, choose an $\epsilon_1 > 0$ such that $KL^{-\alpha} \left(\frac{U_{k-2}(\log\left(\frac{1}{\epsilon}\right))}{P_{k-1}(\log\left(\frac{1}{\epsilon}\right))}\right) > -m$. The required $\epsilon_1$ exists since the degree of the denominator exceeds that of the numerator.

Given a $\delta > 0$, choose an $\epsilon_2 > 0$ such that $KL^{-\alpha} \left(\frac{U_{k-2}(\log\left(\frac{1}{\epsilon}\right))}{P_{k-1}(\log\left(\frac{1}{\epsilon}\right))}\right) > \frac{1}{\delta} + m$.

Let $\epsilon' = \min(\epsilon_1, \epsilon_2)$. Then, for all $\epsilon < \epsilon'$,

$$r_k = \frac{N_{k+1}(\epsilon)}{N_k(\epsilon)} > \frac{1}{\delta}$$

(4.29)

From Eq. 4.28, for small values of $\epsilon$,

$$r_k \approx KL^{-\alpha} \left[ \left(\frac{\alpha}{k}\right) \log\left(\frac{1}{\epsilon}\right) \right]$$

Thus, the ratio $\frac{N_{k+1}(\epsilon)}{N_k(\epsilon)}$ scales as $\left(\frac{1}{k}\right) \log\left(\frac{1}{\epsilon}\right)$. This proves the proposition.
Let $\beta \in (0, 1)$. Define $N_k(\beta \epsilon, \epsilon)$ to be the number of $k^{th}$ order windows with diameters lying between $\beta \epsilon$ and $\epsilon$.

**Proposition 2/3.** Given a $k \in \mathbb{N}$ and any $\delta > 0$, there exists an $\epsilon' > 0$ such that $\lim_{\epsilon \to 0} \frac{N_{k+1}(\beta \epsilon, \epsilon)}{N_k(\beta \epsilon, \epsilon)} \to \infty$ for each $\epsilon < \epsilon'$, for each $\beta \in (0, 1)$.

**Proof of Proposition 2/3:** To prove the proposition, it is sufficient to prove that given a $k \in \mathbb{N}$ and any $\delta > 0$, there exists an $\epsilon' > 0$ such that the ratio $\frac{N_{k+1}(\beta \epsilon, \epsilon)}{N_k(\beta \epsilon, \epsilon)} > \frac{1}{\delta}$ for each $\epsilon < \epsilon'$, for each $\beta \in (0, 1)$.

Denote $r_{k, \epsilon, \beta} = \frac{N_{k+1}(\beta \epsilon, \epsilon)}{N_k(\beta \epsilon, \epsilon)}$.

Based on Eq. 4.20,

$$r_{k, \epsilon, \beta} = \frac{A(k+1)[(\beta \epsilon)^{-\alpha} P_k(u_k(\beta \epsilon)) - \epsilon^{-\alpha} P_k(u_k(\epsilon))] - A(k)[(\beta \epsilon)^{-\alpha} P_{k-1}(u_{k-1}(\beta \epsilon)) - \epsilon^{-\alpha} P_{k-1}(u_{k-1}(\epsilon))]}{\beta^{-\alpha} P_k(u_k(\beta \epsilon)) - P_k(u_k(\epsilon))}$$

$$= KL^{-\alpha} \frac{\beta^{-\alpha} P_{k-1}(u_{k-1}(\beta \epsilon)) - P_{k-1}(u_{k-1}(\epsilon))}{\beta^{-\alpha} P_k(\log(\frac{M^{k+1}}{\beta \epsilon L^k})) - P_k(\log(\frac{M^k}{\beta \epsilon L^k})) - P_{k-1}(\log(\frac{M^k}{\beta \epsilon L^{k-1}})) - P_{k-1}(\log(\frac{M^k}{\beta \epsilon L^{k-1}}))}$$

Denote $c = \frac{M^{k+1}}{L^k}$, $d = \frac{M^k}{L^{k-1}}$. Then,

$$r_{k, \epsilon, \beta} = KL^{-\alpha} \frac{\beta^{-\alpha} P_k(\log(\frac{c}{\beta \epsilon})) - P_k(\log(\frac{c}{\epsilon}))}{\beta^{-\alpha} P_{k-1}(\log(\frac{d}{\beta \epsilon})) - P_{k-1}(\log(\frac{d}{\epsilon}))}$$

$$= KL^{-\alpha} \frac{\sum_{m=1}^{k} P_{k,m}[\beta^{-\alpha}(\log(\frac{c}{\beta \epsilon}))^m - (\log(\frac{c}{\epsilon}))^m]}{\sum_{m=1}^{k-1} P_{k-1,m}[\beta^{-\alpha}(\log(\frac{d}{\beta \epsilon}))^m - (\log(\frac{d}{\epsilon}))^m]} \quad (4.30)$$

where the coefficients are defined as per Eq. 4.24, 4.25, 4.26.

Consider the numerator of the fraction. Let $t$ denote the term corresponding to $m = 1$. Thus,

$$t = P_{k,1}[\beta^{-\alpha}(\log(\frac{c}{\beta \epsilon})) - (\log(\frac{c}{\epsilon}))]$$

$$= P_{k,1}[(\log(\frac{c}{\epsilon})(\beta^{-\alpha} - 1) + \beta^{-\alpha}(\log(\frac{1}{\beta}))]$$
Let $d = c\phi$ where $\phi = L/M$. Thus $\phi > 1$. Then,

$$r_{k,\epsilon,\beta} > KL^{-\alpha} \sum_{m=1}^{k-1} p_{k,m} \left[ \beta^{-\alpha}(\log \frac{\epsilon}{\epsilon})^{m} - (\log(\frac{\epsilon}{\epsilon}))^{m+1} \right] / \sum_{m=1}^{k-1} p_{k,m} \left[ \beta^{-\alpha}(\log \frac{d}{\beta e})^{m} - (\log(\frac{d}{\beta e}))^{m+1} \right]$$

It follows from Eq. 4.24, 4.25, 4.26 and the choice of $\epsilon$ that for each $m = 1, 2, \ldots, k-1$,

$$\frac{p_{k,m+1}(\log \frac{\epsilon}{\epsilon})^{m+1}[\beta^{-\alpha}(1 + \frac{1}{\log(\frac{d}{\beta e})})^{m+1} - 1]}{p_{k-1,m}(\log \frac{c\phi}{\epsilon})^{m} \beta^{-\alpha}(1 + \frac{1}{\log(\frac{c\phi}{\epsilon})})^{m} - 1} > 0$$

Note that if $I$ is a positive integer, and $a_1, a_2, \ldots, a_I > 0$, $b_1, b_2, \ldots, b_I > 0$, then

$$\frac{\sum_{i=1}^{I} a_i}{\sum_{i=1}^{I} b_i} > \min \left\{ \frac{a_j}{b_j} : j = 1 \right\}$$

Thus,

$$r_{k,\epsilon,\beta} > KL^{-\alpha} \min \left\{ \frac{p_{k,m+1}(\log \frac{\epsilon}{\epsilon})^{m+1}[\beta^{-\alpha}(1 + \frac{1}{\log(\frac{d}{\beta e})})^{m+1} - 1]}{p_{k-1,m}(\log \frac{c\phi}{\epsilon})^{m} \beta^{-\alpha}(1 + \frac{1}{\log(\frac{c\phi}{\epsilon})})^{m} - 1} \right\}_{m=1}^{k-1}$$

Let $M_1 = KL^{-\alpha} \min \left\{ \frac{p_{k,m+1}(\log \frac{\epsilon}{\epsilon})^{m+1}}{p_{k-1,m}(\log \frac{c\phi}{\epsilon})^{m}} \right\}_{m=1}^{k-1}$, $M_2 = \min \left\{ \frac{\beta^{-\alpha}(1 + \frac{1}{\log(\frac{d}{\beta e})})^{m+1} - 1}{\beta^{-\alpha}(1 + \frac{1}{\log(\frac{c\phi}{\epsilon})})^{m} - 1} \right\}_{m=1}^{k-1}$

so that

$$r_{k,\epsilon,\beta} > M_1 M_2$$
Now,

\[ M_2 = \min \left\{ \beta^{-\alpha} \left( 1 + \frac{\log \frac{1}{\beta}}{\log \frac{1}{\epsilon}} \right) m + 1 - 1 \right\}_{m=1}^{k-1} \]

\[ = \min \left\{ \frac{\left( \sum_{g=0}^{m+1} C_g \beta^{-\alpha} \left( \frac{\log \frac{1}{\beta}}{\log \frac{1}{\epsilon}} \right) g \right) - 1}{\left( \sum_{g=0}^{m} C_g \beta^{-\alpha} \left( \frac{\log \frac{1}{\beta}}{\log \frac{1}{\epsilon}} \right) g \right) - 1} \right\}_{m=1}^{k-1} \]

\[ = \min \left\{ \frac{\left( \sum_{g=1}^{m+1} C_g \beta^{-\alpha} \left( \frac{\log \frac{1}{\beta}}{\log \frac{1}{\epsilon}} \right) g \right) + \left[ \beta^{-\alpha} - 1 \right]}{\left( \sum_{g=1}^{m} C_g \beta^{-\alpha} \left( \frac{\log \frac{1}{\beta}}{\log \frac{1}{\epsilon}} \right) g \right) + \left[ \beta^{-\alpha} - 1 \right]} \right\}_{m=1}^{k-1} \]

Considering the term corresponding to \( g = m + 1 \) in the numerator of the above fraction, \( C_{m+1} \beta^{-\alpha} \left( \frac{\log \frac{1}{\beta}}{\log \frac{1}{\epsilon}} \right) m + 1 > 0 \) and hence,

\[ M_2 > \min \left\{ \frac{\left( \sum_{g=1}^{m+1} C_g \beta^{-\alpha} \left( \frac{\log \frac{1}{\beta}}{\log \frac{1}{\epsilon}} \right) g \right) + \left[ \beta^{-\alpha} - 1 \right]}{\left( \sum_{g=1}^{m} C_g \beta^{-\alpha} \left( \frac{\log \frac{1}{\beta}}{\log \frac{1}{\epsilon}} \right) g \right) + \left[ \beta^{-\alpha} - 1 \right]} \right\}_{m=1}^{k-1} \]

Based on Eq. 4.31 and since \( \phi > 1 \),

\[ M_2 > \min \left\{ \min \left\{ \frac{C_{g+1} \beta^{-\alpha} \left( \frac{\log \frac{1}{\beta}}{\log \frac{1}{\epsilon}} \right) g}{C_g \beta^{-\alpha} \left( \frac{\log \frac{1}{\beta}}{\log \frac{1}{\epsilon}} \right) g} \right\}_{g=1}^{m} \right\}_{m=1}^{k-1} \]

\[ = \min \left\{ \min \left\{ \frac{(m+1) \log \frac{\epsilon}{\phi}}{(m+1-g) \log \frac{1}{\epsilon}} \right\}_{g=1}^{m} \right\}_{m=1}^{k-1} \]

It follows that

\[ M_2 > 1 \quad (4.33) \]
Now,

$$M_1 = KL^{-\alpha} \min \left\{ \frac{p_{k,m+1}(\log \frac{c}{\epsilon})^{m+1}}{p_{k-1,m}(\log \frac{c\phi}{\epsilon})^m} \right\}_{m=1}^{k-1}$$

$$> KL^{-\alpha} \min \left\{ \frac{p_{k,m+1}}{p_{k-1,m}} \right\}_{m=1}^{k-1} \min \left\{ \frac{(\log \frac{c}{\epsilon})^{m+1}}{(\log \frac{c\phi}{\epsilon})^m} \right\}_{m=1}^{k-1}$$

$$> KL^{-\alpha} \min \left\{ \frac{p_{k,m+1}}{p_{k-1,m}} \right\}_{m=1}^{k-1} (\log \frac{c}{\epsilon}) \min \left\{ \frac{(\log \frac{c}{\epsilon})^{m+1}}{(\log \frac{c\phi}{\epsilon})^m} \right\}_{m=1}^{k-1}$$

$$= KL^{-\alpha} \min \left\{ \frac{p_{k,m+1}}{p_{k-1,m}} \right\}_{m=1}^{k-1} (\log \frac{c}{\epsilon}) \left( \frac{\log \frac{c}{\epsilon}}{\log \phi + \log \frac{c}{\epsilon}} \right)^{k-1}$$

For some $w \in (0, 1)$, choose an $\epsilon^*$ such that $\left( \frac{\log \frac{c}{\epsilon}}{\log \phi + \log \frac{c}{\epsilon}} \right)^{k-1} > w$. Further, choose an $\epsilon' < \epsilon^*$ such that $\left( \log \frac{c}{\epsilon'} \right) > (KL^{-\alpha} \min \left\{ \frac{p_{k,m+1}}{p_{k-1,m}} \right\}_{m=1}^{k-1} n)^{-1/\delta}$ so that

$$M_1 > \frac{1}{\delta} \quad (4.34)$$

Then, by Eq. 4.32, 4.33 and 4.34, for each $\epsilon < \epsilon'$, for each $\beta \in (0, 1)$,

$$r_{k,\epsilon,\beta} = \frac{N_{k+1}(\beta \epsilon, \epsilon)}{N_k(\beta \epsilon, \epsilon)} > \frac{1}{\delta} \quad (4.35)$$

This proves the proposition.

**Proposition 2.** For a randomly chosen $\epsilon$-uncertain point $a$, let $r$ denote the order of the highest order window containing $a$. Then, for each positive integer $n$,

$$\text{Prob}(r > n) \to 1 \text{ as } \epsilon \to 0$$

This proposition can also be restated as follows.

**Proposition 2’** (restatement of Proposition 2). Assume we randomly choose an $\epsilon$-uncertain point $a$. Assume the highest order window containing the $\epsilon$-uncertain point has order $r$. Then, for each positive integer $n$, $\lim_{\epsilon \to 0} \text{Prob}(r > n) = 1$. 72
Proof of Proposition 2. Note that

\[ \sum_{n=1}^{\infty} \text{Prob}(r = n) = 1 \quad (4.36) \]

Assume that the proposition does not hold. Then, there exists some value of \( n \) such that \( \text{Prob}(r = n) > 0 \) as \( \epsilon \to 0 \). Say, this occurs at \( n = n_0 \). To reach a contradiction, it is enough to show that for each \( \delta > 0 \), there exists an \( \epsilon' > 0 \) such that

\[ \frac{\text{Prob}(r = n_0 + 1)}{\text{Prob}(r = n_0)} > \frac{1}{\delta} \text{ for } \epsilon < \epsilon' \]

that is, the ratio \( \frac{\text{Prob}(r = n_0 + 1)}{\text{Prob}(r = n_0)} \) becomes arbitrarily large as \( \epsilon \) approaches 0.

Given a value of \( \epsilon \) and an order \( k \) of the window, we want to approximate the probability of a randomly chosen point being \( \epsilon \)-uncertain. The \( k \)th order windows can be divided into those with C-width exceeding \( 2\epsilon/\phi \) and those with C-width less than \( 2\epsilon/\phi \), where \( \phi \) is defined in Eq. 4.7. The windows with C-width exceeding \( 2\epsilon/\phi \) contribute \( 2\epsilon \) to \( V[S_c(\epsilon) - S_c] \), while those with C-width less than \( 2\epsilon/\phi \) contribute, to \( V[S_c(\epsilon) - S_c] \), an amount equal to the \( \phi \times \text{C-width of the window} \) (see Fig. 4.6). Now \( \text{Prob}(r = k) \) is proportional to the contribution to \( V[S_c(\epsilon) - S_c] \) corresponding to the \( k \)th order windows. Let \( C_{1,k,\epsilon} \) denote the contribution to \( V[S_c(\epsilon) - S_c] \) from the \( k \)th order windows with C-width exceeding \( 2\epsilon/\phi \). Then, \( C_{1,k,\epsilon} = 2\epsilon N_k(\epsilon) \). Let \( P_\epsilon = [0, \epsilon_1, \epsilon_2, \ldots, \epsilon] \) be a partition of the interval \([0, \epsilon]\). Let \( \beta_{k+1} = \frac{\epsilon_k}{\epsilon_{k+1}} \) for \( k = 1, 2, \ldots \).

Thus, \( \beta_{k+1} \in (0, 1) \). Let \( C_{2,k,\epsilon} \) denote the contribution to \( V[S_c(\epsilon) - S_c] \) from the \( k \)th order windows with C-width less than \( 2\epsilon/\phi \). Then, \( C_{2,k,\epsilon} = \sum_{i=2}^{\infty} \phi \epsilon_i N_k(\beta_{k-i}, \epsilon_i) \).

Thus,
\[
\frac{\text{Prob}(n = k + 1)}{\text{Prob}(n = k)} = \frac{\epsilon N_{k+1}(\epsilon) + \sum_{i=2}^{\infty} \epsilon_i N_{k+1}(\beta \epsilon_i, \epsilon_i)}{\epsilon N_k(\epsilon) + \sum_{i=2}^{\infty} \epsilon_i N_k(\beta \epsilon_i, \epsilon_i)}
\]

Based on Eq. 4.31,

\[
\frac{\text{Prob}(n = k + 1)}{\text{Prob}(n = k)} > \min \left\{ \frac{N_{k+1}(\epsilon)}{N_k(\epsilon)}, \min_{i=2}^{\infty} \left\{ \frac{N_{k+1}(\beta \epsilon_i, \epsilon_i)}{N_k(\beta \epsilon_i, \epsilon_i)} \right\} \right\}
\]

Based on Eq. 4.29, given any \( \delta > 0 \), it is possible to choose an \( \epsilon_1 \) such that, for all \( \epsilon < \epsilon_1 \), the ratio \( \frac{N_{k+1}(\epsilon)}{N_k(\epsilon)} > \frac{1}{\delta} \).

Based on Eq. 4.35, it is possible to choose an \( \epsilon_2 \) such that the ratio \( \frac{N_{k+1}(\beta \epsilon, \epsilon)}{N_k(\beta \epsilon, \epsilon)} > \frac{1}{\delta} \) for each \( \epsilon < \epsilon_2 \), for each \( \beta \in (0, 1) \).

Choose \( \epsilon' = \min(\epsilon_1, \epsilon_2) \). Then, for each \( \epsilon < \epsilon' \), for each \( \beta \in (0, 1) \),

\[
\frac{\text{Prob}(n = k + 1)}{\text{Prob}(n = k)} > \frac{1}{\delta}
\]

where \( \delta \) can be chosen arbitrarily. Based on Eq. 4.36, our assumption that for some \( n_0 \in \mathbb{N} \), \( \text{Prob}(r = n_0) > 0 \) as \( \epsilon \to 0 \) is incorrect. Thus, for each positive integer \( n \), \( \text{Prob}(r > n) \to 1 \) as \( \epsilon \to 0 \). This proves the proposition.

In conclusion, most points which are \( \epsilon \)-uncertain with respect to chaos are nested in higher order periodic windows, and this order approaches infinity as \( \epsilon \) approaches zero. We have derived an analytic estimate Eq. (4.14) for \( \beta \) which yields good agreement with the numerical result in Eq. (4.3) and shows why \( \alpha^* > \beta \).

More generally, letting \( Q_0 \) and \( \bar{Q} \) respectively denote the set of \( C \) values yielding large chaotic attractors and the set of \( C \) values yielding chaotic attractors of any size, one can view our work as using the self-similarity of windows to establish a quantitative link between the structure of these two sets. In particular, Eq. (4.14)
relates the primary window widths \( \{\delta_1, \delta_2, \delta_3, \ldots\} \) (a characterization of \( Q_0 \)) to the exponent \( \beta \) (a characterization of \( \tilde{Q} \)). Although our considerations have focused on the quadratic map, we believe that the numerical results for the exponents \( \alpha^* \) and \( \beta \) are universal for one-dimensional maps with a single quadratic maximum, and thus apply for situations as in [54], [56] where there is a strong phase-space contraction.
Chapter 5: A map with increasing topological entropy

5.1 Introduction.

As a parameter $\mu$ is increased, many dynamical systems reach a level of maximum topological entropy followed by a decrease to zero entropy. Consider the forced damped pendulum, and the forced Duffing equation, where $T$ is the period and $\mu$ is the strength of the forcing. The time $T$ map for both the differential equations has that property; there is no chaos for large $|\mu|$. For the quadratic map and the Henon map, the entropy reaches a maximum, namely $\ln 2$, and is thereafter, a constant. In this chapter we give an example such that the number of cascades continues to increase for arbitrarily large values of the parameter. Specifically, we investigate the map $S_\mu : [0,1] \to [0,1)$ defined by

$$S_\mu(x) := \mu \sin(2\pi x) \mod 1.$$  \hfill (5.1)

(The map is depicted in Figures 5.1 and 5.2 for $\mu = 1$ and $\mu = 3$ respectively.) For this map, the entropy increases without bound as $\mu \to \infty$. In fact, the number of cascades in the system and consequently the chaos in the system increases as $\mu$ increases, and the system has an ever-increasing number of solitary cascades for $\mu \in [0,m]$ as $m$ is increased to higher and higher integer values. Specifically, we
calculate the number of period-$k$ cascades of the map, for $k > 1$, for positive integer values of $\mu \in [0, m]$, where $m \in \mathbb{N}$. We show that for positive integer values of $\mu$, $S_\mu$ is conjugate to a map $T_\mu$ for which $\inf |T'_\mu| > 1$. Thus $S_\mu(x)$ is unstable for $\mu > 0$ an integer. This allows us to conclude that for each positive integer $\mu$, the map $S_\mu$ is chaotic, and every periodic orbit is unstable.

The number of cascades of the $S_\mu$ map for $\mu \in [0, m]$ where $m \in \mathbb{N}$ equals the number of unstable regular orbits of the $S_\mu$ map at $\mu = m$ [61]. We define a map $T_\mu$, which is conjugate to the map $S_\mu$. Proposition 1 proves that for every positive integer value of $\mu$, every periodic orbit of the map $T_\mu$ is unstable. Lemmas 1, 2 and 3 count the number of regular orbits of the map $S_\mu$ for a given positive integer $\mu$. Lemma 1 gives the number of periodic orbits of a given period $p$, for positive integral values of $\mu$. Lemma 2 considers the points of period either equal to $p$, or to any other positive divisor of $p$, and gives the number of such points corresponding to regular and flip orbits of the map. Lemma 3 gives a method of calculating the number of regular and flip orbits of period $p$.

5.2 The map $S_\mu$.

The map $S_\mu$ is given in Eq. 5.1. For each positive integer $\mu$, i.e., $\mu \in \mathbb{N}$, the map is rotationally symmetric with respect to point $(\frac{1}{2}, \frac{1}{2})$. The interval $[0, 1)$ is divided into $4\mu$ parts, each of which maps onto $[0, 1)$. Let us name these parts as $S_1, S_2, \ldots, S_{4\mu}$. To construct a period $p$ orbit, one can choose the $p$ points from any of the $4\mu$ regions, since each of these regions maps onto $[0, 1)$. However, note that
the resulting orbit could also have period \( k \), for some positive integer \( k \) that divides \( p \). Let us denote the set of such \( k \), which divide \( p \) but do not equal \( p \) as \( D_p \). Hence, the number of points of period \( p \) (or of period \( k \) where \( k \in D_p \)) is given by \((4\mu)^p - 1\).

Thus,

\[
(4\mu)^p - 1 = P_p + \sum_{k \in D_p} kP_k
\]

where \( P_k \) is the number of points of period \( k \). The -1 is to account for the fact that \((0, 0)\) and \((1, 1)\), which are both fixed points of the map, correspond to the same point.

The map \( C : [-1, 1] \rightarrow [0, 1] \) given by

\[
C(y) = \frac{1 - \cos(\pi y)}{2}
\]

has been used to establish a conjugacy between the logistic map and the tent map [45].
5.3 The conjugate map.

We define the map $T_\mu := C^{-1}(S_\mu(C))$ where

$$C^{-1}(x) = \frac{\cos^{-1}(1 - 2x)}{\pi}. \tag{5.2}$$

**Proposition 1.** For $\mu \in \mathbb{N}$, the conjugate map $T_\mu$ satisfies $\inf |T'_\mu| > 1$.\footnote{Note that $|\frac{dT_\mu(0)}{dy}| = \sqrt{2\pi\mu}$ which appears to be $\inf_{y \in (0,\frac{1}{2})} |\frac{dT_\mu(y)}{dy}|$}

**Proof of Proposition 1.**

$$T_\mu(y) = C^{-1}(S_\mu(C(y)))$$

$$= \frac{\cos^{-1}(1 - 2[\mu \sin(\pi \cos(\pi y)) \mod 1])}{\pi} \tag{5.2}$$

Hence,

$$\frac{dT_\mu(y)}{dy} = \frac{2(\mu \sin(\pi \cos(\pi y)) \mod 1)'}{\pi \sqrt{(1 - (1 - 2[\mu \sin(\pi \cos(\pi y)) \mod 1])^2}} \text{ where } ' \text{ denotes derivative} \tag{5.3}$$

$$= \frac{(\mu \sin(\pi \cos(\pi y)) \mod 1)'}{\pi \sqrt{((\mu \sin(\pi \cos(\pi y)) \mod 1) - (\mu \sin(\pi \cos(\pi y)) \mod 1)^2}}$$

$$= \frac{(\mu \sin(\pi \cos(\pi y)))'}{\pi \sqrt{(\mu \sin(\pi \cos(\pi y)) \mod 1) - (\mu \sin(\pi \cos(\pi y)) \mod 1)^2}}$$
Therefore,

\[ \left| \frac{dT_\mu(y)}{dy} \right|^2 = \frac{[(\mu \sin(\pi \cos(\pi y)))']^2}{\pi^2[(\mu \sin(\pi \cos(\pi y)) \mod 1) - (\mu \sin(\pi \cos(\pi y)) \mod 1)]^2} \]

since the ‘mod1’ does not affect the derivative of the function at a point, so long as the derivative is defined at that point.

The derivative \( dT_\mu(y)/dy \) is defined everywhere on \([0, 1]\) except for a finite number of points. In this section, our notation will ignore the fact that we are taking infima of functions which are not defined at a finite number of points.

Define \( L_\mu = \inf_{y \in (0, \frac{1}{2})} |dT_\mu(y)/dy| \). Considering \( y \in [0, 1] \), \( T_\mu'(y) = T_\mu'(1 - y) \).

Hence, \( T_\mu'(y) \) is symmetric with respect to line \( y = \frac{1}{2} \). Hence, it is enough to prove that \( L_\mu > 1 \) which is equivalent to showing \( L_\mu^2 > 1 \). For convenience, write, \( \theta(y) = \theta = \pi \cos(\pi y) \) for \( y \in (0, \frac{1}{2}) \) which gives \( \theta \in (0, \pi) \). Rewrite \([\mu \sin(\pi \cos(\pi y)) \mod 1] = [\mu \sin \theta \mod 1] \) as \((\mu \sin \theta - k)\) where \( k \) is an integer such that \( 0 \leq (\mu \sin \theta - k) < 1 \), i.e., \( k \) is the integer part of \( \mu \sin \theta \). Depending on \( \theta \in (0, \pi) \), \( k \) ranges from 0 to \( \mu - 1 \).

Thus, we prove,

\[ L_\mu^2 = \inf_{\theta \in (0, \pi)} \frac{\mu^2(\pi^2 - \theta^2) \cos^2 \theta}{(\mu \sin \theta - k) - (\mu \sin \theta - k)^2} > 1. \quad (5.4) \]

**Case 1: \( \mu = 1 \)**

For \( \mu = 1 \), \( k = 0 \).
\[ L_1^2 = \inf_{\theta \in (0, \pi)} \frac{(\pi^2 - \theta^2) \cos^2 \theta}{\sin \theta - \sin^2 \theta} \]
\[ = \inf_{\theta \in (0, \pi)} \frac{(1 + \sin \theta)(1 - \sin \theta)(\pi^2 - \theta^2)}{\sin \theta(1 - \sin \theta)} \]
\[ = \inf_{\theta \in (0, \pi)} \left( 1 + \frac{1}{\sin \theta} \right) (\pi^2 - \theta^2). \quad (5.5) \]

However,
\[ \inf_{\theta \in (0, \pi)} \left( 1 + \frac{1}{\sin \theta} \right) (\pi^2 - \theta^2) > \inf_{\theta \in (0, \pi)} \left( \frac{1}{\sin \theta} \right) (\pi - \theta). \]

Hence, it is enough to show that
\[ \left( \frac{1}{\sin \theta} \right) (\pi - \theta) \geq 1 \text{ for } \theta \in (0, \pi), \]
which is equivalent to showing
\[ g(\theta) = \pi - \theta - \sin \theta \geq 0 \text{ for } \theta \in (0, \pi). \quad (5.6) \]

Now, \( g'(\theta) = -1 - \cos \theta < 0 \text{ for } \theta \in (0, \pi) \). Hence, \( g(\theta) \) is a decreasing function for \( \theta \in (0, \pi) \), so \( g \) attains a minimum as \( \theta \to \pi^- \) and \( \lim_{\theta \to \pi^-} g(\theta) = 0 \). Therefore, (5.6) holds, and hence
\[ L_1^2 = \inf_{\theta \in (0, \pi)} \frac{(\pi^2 - \theta^2) \cos^2 \theta}{\sin \theta - \sin^2 \theta} > 1. \quad (5.7) \]
This finishes the case \( \mu = 1 \).

Figure 5.1 shows the graph of \( S_\mu(x) \) and the corresponding graph of \( T_\mu(y) \) for \( \mu = 1 \).

**Case 2: \( \mu > 1 \)**

Assume \( \mu \in \mathbb{N}, \mu > 1 \). In this case, we show
\[ L_\mu^2 = \inf_{\theta \in (0, \pi)} \frac{\mu^2(\pi^2 - \theta^2) \cos^2 \theta}{(\mu \sin \theta - k) - (\mu \sin \theta - k)^2} > 1. \]
From (5.7), it is enough to show that for $\theta \in (0, \pi)$,

$$\frac{\mu^2 (\pi^2 - \theta^2) \cos^2 \theta}{(\mu \sin \theta - k) - (\mu \sin \theta - k)^2} \geq \frac{(\pi^2 - \theta^2) \cos^2 \theta}{\sin \theta - \sin^2 \theta} \quad (5.8)$$

$$\iff \mu^2 \geq \frac{1}{\sin \theta - \sin^2 \theta}$$

$$\iff \mu^2 (\sin \theta - \sin^2 \theta) \geq (\mu \sin \theta - k) - (\mu \sin \theta - k)^2$$

$$\iff \mu^2 \sin \theta \geq \mu \sin \theta - k - k^2 + 2\mu k \sin \theta$$

$$\iff (\mu^2 - \mu - 2\mu k) \sin \theta \geq -k - k^2. \quad (5.9)$$

Note that $k$ is an integer and a function of $\theta$, that is, $k = k(\theta)$ such that $0 \leq \mu \sin \theta - k < 1$. Since $\sin \theta$ is a continuous function, $k(\theta)$ is piecewise continuous with jump discontinuities. Also,

$$(\mu^2 - \mu - 2\mu k) \sin \theta \geq (\mu^2 - \mu - 2\mu k).$$

Hence, from (5.9), it is enough to show $(\mu^2 - \mu - 2\mu k) \geq -k - k^2$. This is equivalent to showing

$$(\mu - k)^2 \geq (\mu - k).$$

This is always true since $(\mu - k)$ is an integer. This proves (5.8). Hence,

$$\inf_{y \in (0, \frac{1}{2})} |T'_\mu(y)| > 1$$

for $\mu > 1$, when $\mu$ is an integer.

Figure 5.2 shows the graphs of $S_\mu(x)$ and the corresponding graphs of $T_\mu(y)$ for $\mu = 3$. 
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Proposition 1 shows that every periodic orbit of the map $T_\mu(y)$ is unstable, and since $T_\mu(y)$ and $S_\mu(x)$ are conjugates, every periodic orbit of the map $S_\mu(x) = \mu \sin(2\pi x) \mod 1$ is unstable, for positive integer values of $\mu$.

5.4 Counting cascades for $S_\mu$.

The number of cascades of the $S_\mu$ map for $\mu \in [0, m]$ where $m \in \mathbb{N}$ equals the number of unstable regular orbits of the $S_\mu$ map at $\mu = m$ [61]. In this section, we compute the number of regular orbits and use the fact that every periodic orbit of $S_\mu(x)$ is unstable, to count the number of cascades of the map for $\mu \in [0, m]$.

**Lemma 1:** The number of orbits of period $p$ of the map $f(x_n) = \mu \sin(2\pi x_n) \mod 1$ is given by $\frac{\Psi(p)}{p}$, where, $\Psi(m) = \Omega(m) - \sum_{j \in D_m} \Psi(j)$ and $\Omega(m) = (4\mu)^m - 1$, where $m$ is a positive integer.

**Proof of Lemma 1.** We want to find the number of orbits of period $p$. Let $(4\mu)^p - 1$ be denoted as $\Omega(p)$. Define a recursive function $\Psi(p)$ as follows,

$$\Psi(p) = \Omega(p) - \sum_{k \in D_p} \Psi(k).$$

This recursive formula subtracts from the number of points of period $p$ or $k$, where $k \in D_p$, the sum of the number of points of period exactly equal to $k$. Also, note that $\Psi(1) = 4 - 1 = 3$. Thus, we can conclude that $\Psi(p)$ denotes the number of points of period exactly equal to $p$. Thus, the number of period-$p$ orbits would be $\frac{\Psi(p)}{p}$.

Now, note that amongst the $4\mu$ parts $S_1, S_2, \ldots, S_{4\mu}$ into which the domain
[0, 1] is divided, 2µ regions have a non-negative slope, namely the regions,

\[ S_1, S_3, \ldots, S_{2\mu-1}, S_{2\mu+2}, S_{2\mu+4}, \ldots, S_{4\mu}. \]

Let us call these regions \( S_{\text{pos}} \). The remaining 2\( \mu \) regions, namely,

\[ S_2, S_4, \ldots, S_{2\mu}, S_{2\mu+1}, S_{2\mu+3}, \ldots, S_{4\mu-1} \]

have a non-positive slope. Let us call these regions \( S_{\text{neg}} \). The orbit having \( p \) points (or period equal to \( p \) or \( k \), where \( k \in D_p \)) would be a flip orbit if an odd number of these \( p \) points are chosen from amongst the regions \( S_{\text{neg}} \). It would be a regular orbit if an even number of the \( p \) points are chosen from \( S_{\text{neg}} \).

**Lemma 2:** Amongst the \( (4\mu)^p - 1 \) points (of period \( p \) or \( k \), where \( k \in D_p \)), \( \frac{(4\mu)^p}{2} \) correspond to flip orbits and \( \frac{(4\mu)^p}{2} - 1 \) to regular orbits.

**Proof of Lemma 2.** To prove this, let us assume that the number of points corresponding to flip and regular orbits for \( p = k \), where \( k \) is a positive integer are \( F_k \) and \( R_k \) respectively. Now let us increment \( k \) by 1. For \( p = k \), each of the \( k \) places of the orbit, say \( P_1, P_2, \ldots, P_k \) can be chosen in \( 4\mu \) ways as discussed. Consider any point, say \( M \), such that \( M \in F_{k+1} \). If the corresponding \( p = k \) point, namely the point before the \((k + 1)^{th}\) place was filled is to belong to \( F_k \), then the \((k + 1)^{th}\) place would have to be chosen from \( S_{\text{pos}} \). The number of ways corresponding to this would be \( F_k S_{\text{pos}} = F_k 2\mu \). Now, consider the case where \( M \in F_{k+1} \), but the corresponding \( p = k \) point belongs to \( R_k \). The points corresponding to \( S_1, S_1, \ldots k \) times and \( S_{4\mu}, S_{4\mu}, \ldots k \) times which are actually the same point, belong to \( R_k \). This has to be accounted for while calculating the number of points which belong to \( F_{k+1} \), when the corresponding \( p = k \) belongs to \( R_k \). Hence the number of such points would be
\[(R_k + 1)2\mu\] where the \(2\mu\) factor comes from the fact that the \((k + 1)^{th}\) place can belong to any of the \(S_{neg}\) and the +1 is to account for the fact that \(S_1, S_1, \cdots k\) times and \(S_{4\mu}, S_{4\mu}, \cdots k\) times are the same point. So, combining both the cases,

\[F_{k+1} = (R_k + 1)2\mu + F_k 2\mu = 2\mu(1 + T_k)\]

where \(T_k = R_k + F_k\) is the total number of points corresponding to \(p = k\) which is \((4\mu)^k - 1\). Therefore,

\[F_{k+1} = \frac{4\mu(4\mu)^k}{2} = \frac{(4\mu)^{k+1}}{2}.\]  \hspace{1cm} (5.10)

Now, let us calculate the number of points in \(R_{k+1}\). If a point is to belong to \(R_{k+1}\), and the corresponding \(p = k\) point is to belong to \(F_k\), then the \((k + 1)^{th}\) place would have to be chosen from \(S_{neg}\). The number of ways corresponding to this would be \(F_k S_{neg} = F_k 2\mu\). Now, consider the case where \(M \in R_{k+1}\), but the corresponding \(p = k\) point belongs to \(R_k\). The points corresponding to \(S_1, S_1, \cdots k\) times and \(S_{4\mu}, S_{4\mu}, \cdots k\) times which are actually the same point, belong to \(R_k\). This has to be accounted for while calculating the number of points which belong to \(R_{k+1}\), when the corresponding \(p = k\) belongs to \(R_k\). Hence the number of such points would be \((R_k + 1)2\mu\) where the \(2\mu\) factor comes from the fact that the \((k + 1)^{th}\) place can belong to any of the \(S_{pos}\) and the +1 is to account for the fact that \(S_1, S_1, \cdots k\) times and \(S_{4\mu}, S_{4\mu}, \cdots k\) times are the same point. However, this would consider the points corresponding to \(S_1, S_1, \cdots (k + 1)\) times and \(S_{4\mu}, S_{4\mu}, \cdots (k + 1)\) times separately, which are actually the same point. This needs to be accounted for. Hence, the number of such points would be \((R_k + 1)2\mu - 1\). So, combining both the cases,

\[R_{k+1} = (R_k + 1)2\mu + F_k 2\mu = 2\mu(1 + T_k) - 1\]
where \( T_k = R_k + F_k \) is the total number of points corresponding to \( p = k \) which is \((4\mu)^k - 1\). Therefore,

\[
R_{k+1} = \frac{4\mu (4\mu)^k}{2} - 1 = \frac{(4\mu)^{k+1}}{2} - 1. \tag{5.11}
\]

Thus, from (5.10) and (5.11), the number of points corresponding to flip and regular orbits for \( p = k \) would be,

\[
F_k = \frac{(4\mu)^k}{2}, R_k = \frac{(4\mu)^k}{2} - 1.
\]

Now let us consider the parity of \( \frac{p}{k} \), where \( k \in D_p \). Say \( k \in E \) if \( \frac{p}{k} \) is even and \( k \in O \) if \( \frac{p}{k} \) is odd.

**Lemma 3:** For an odd value of \( p \), the number of regular and flip orbits are equal, namely, \( P_{pr} = P_{pf} = \frac{\psi(p)}{2p} \). For an even value of \( p \), the number of regular orbits of period \( p \) are given by

\[
P_{pr} = \frac{(4\mu)^p}{2} - 1 - \frac{\sum_{k \in E} kP_k - \sum_{j \in O} jP_j}{p} \tag{5.12}
\]

and the number of flip orbits are given by

\[
P_{pf} = \frac{(4\mu)^p}{2} - \frac{\sum_{j \in O} jP_j}{p} \tag{5.13}
\]

**Proof of Lemma 3.** Consider the following two cases,

1. Case 1. \( k \in E \) A period-k orbit can either be a regular or a flip orbit. In either case however, the orbit corresponding to \( (S_1, S_2, \ldots, S_p) \) would have \( \Pi_{i=1}^p f'(S_i) > 1 \) since \( k \in E \) and hence acts as a regular orbit.

2. Case 2. As opposed to the above case, if \( k \in O \), then the orbit corresponding to \( (S_1, S_2, \ldots, S_p) \) would be a regular (or flip) orbit, with \( \Pi_{i=1}^p f'(S_i) > 1 \) (or
\[ \prod_{i=1}^{p} f'(S_i) < -1 \] only if the corresponding period-k orbit is a regular (or flip) orbit.

Hence, the \((4\mu)^p - 1\) points can be divided into 2 groups: Group 1 consisting of the \(\frac{(4\mu)^p}{2}\) points corresponding to the flip orbits and Group 2 consisting of the \(\frac{(4\mu)^p}{2} - 1\) points corresponding to the regular orbits. Group 1 contains the points corresponding to the orbits mentioned in the Case 1 above. For Case 2, let \(P_{kr}\) and \(P_{kf}\) denote the number of regular and flip orbits of period \(k\) if \(k \in O\). The orbits would belong to Group 1 and Group 2 respectively. Hence, for Group 1,

\[
\frac{(4\mu)^p}{2} - 1 = \sum_{k \in E} kP_k + \sum_{j \in O} jP_{jr} + pP_{pr} \Rightarrow P_{pr} = \frac{\frac{(4\mu)^p}{2} - 1 - \sum_{k \in E} kP_k - \sum_{j \in O} jP_{jr}}{p} \quad (5.14)
\]

For Group 2,

\[
\frac{(4\mu)^p}{2} = \sum_{j \in O} jP_{jf} + pP_{pf} \Rightarrow P_{pf} = \frac{\frac{(4\mu)^p}{2} - \sum_{j \in O} jP_{jf}}{p} \quad (5.15)
\]

where \(P_{pr}\) and \(P_{pf}\) are the number of regular and flip orbits of period \(p\) respectively.

The number of orbits of period 1 are evenly distributed amongst flip and regular; however, the fact that \((0,0)\) and \((1,1)\) are the same point must be taken into account. Thereby, the orbits of the primes are also evenly distributed, that is, if \(p\) is prime, it would have an equal number of regular and flip orbits, given by

\[ P_{pr} = P_{pf} = \frac{((4\mu)^p - 1) - (4\mu - 1)}{2p} = \frac{(4\mu)^p - 4\mu}{2p}. \]

This can be shown using formulae (5.14) and (5.15) above and the fact that the only divisors of a prime are one and itself.

In general, if \(p\) is odd, then for any \(k\) that divides \(p\), \(k\) is odd. Hence the orbits \((S_1, S_2, \cdots, S_p)\) corresponding to period \(k\) would be regular or flip in accordance to whether the original period-k orbits are regular or flip. Further, each divisor of
k is odd, and the regular/flip orbits of k would depend on the regular/flip orbits of its divisors, all of which are such that, d divides k, \( k/d \in O \). On successively seeking smaller and smaller divisors, we eventually reach the odd prime divisors of the number, for which the number of regular and flip orbits are equal. Repeating this process in the reverse direction, and from formulae (5.14) and (5.15), it follows that for any odd p, the number of regular and flip orbits are equal, namely \( P_{pr} = P_{pf} = \frac{\psi(p)}{2p} \). The formulae (5.14) and (5.15) can be used to find the number of regular and flip orbits for even p.

The number of cascades of the \( S_\mu \) map for \( \mu \in [0, m] \) where \( m \in \mathbb{N} \) equals the number of unstable regular orbits of the \( S_\mu \) map at \( \mu = m \) [61]. Thus, Lemma 3 along with the fact that every periodic orbit of \( S_\mu \) is unstable, can be used to compute the number of cascades in the system. Thus, the number of cascades in the system and consequently, the chaos in the system increases as \( \mu \) increases, and the system never reaches a stable state. This number of cascades of the map is given for two sample intervals in Table 5.1.
Table 5.1: The number of period-$k$ cascades of the map $S_\mu(x)$ on $\mu \in [0, 2]$ and $\mu \in [0, 3]$.

<table>
<thead>
<tr>
<th>Period $- k$</th>
<th>$S_\mu$ on $[0, 2]$</th>
<th>$S_\mu$ on $[0, 3]$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>4</td>
<td>6</td>
</tr>
<tr>
<td>2</td>
<td>12</td>
<td>30</td>
</tr>
<tr>
<td>3</td>
<td>84</td>
<td>286</td>
</tr>
<tr>
<td>4</td>
<td>496</td>
<td>2556</td>
</tr>
<tr>
<td>5</td>
<td>3276</td>
<td>24,882</td>
</tr>
<tr>
<td>6</td>
<td>21756</td>
<td>248,534</td>
</tr>
<tr>
<td>7</td>
<td>149,796</td>
<td>2,559,414</td>
</tr>
<tr>
<td>8</td>
<td>1,048,064</td>
<td>26,871,264</td>
</tr>
<tr>
<td>9</td>
<td>7,456,512</td>
<td>286,654,368</td>
</tr>
<tr>
<td>$k \gg 10$</td>
<td>$\sim 8^k / 2k$</td>
<td>$\sim 12^k / 2k$</td>
</tr>
</tbody>
</table>
Appendix A

Supplement for Chapter 3: Methods for primary-window computation

To compute the C-widths of the windows and the maximum permissible \( \epsilon \), we used the NTL library [62], which is an arbitrary precision library in C++. The computation is done using a server cluster, with 200 processors running for 15 days. P values of 13, 15, 17, 19, 23, 25 are considered. Tolerance values not exceeding \( 10^{-34} \) were considered when computing window C-widths.

Characterizing the window by finding C values

Given a maximum period \( P \) and a starting parameter value \( C \), we successively determine the periods of the next periodic windows such that the period \( \leq P \). We also determine the kneading sequence corresponding to the superstable parameter value of each following window. We numerically characterize each primary window by computing its superstable parameter value and determining its C-width.

Determining the superstable parameter value of the window. We start from \( C = C_{odd} \) and determine the period and sequence of the next window.
Thereby, we use the Newton’s method in x and C, with \((C = C_{odd}, x = 0)\) as the initial approximation, and the equations

\[ f^k(x, C) = x, \frac{\partial f^k(x, C)}{\partial x} = 0 \]

to compute the superstable parameter value, \(C^*\) of the window. The second equation is the criterion for being superstable. For all other windows, we use the interior crisis parameter value of the previous window as the initial C approximation, and \(x = 0\) as the initial x approximation. The \(x = 0\) approximation is based on the fact that \(x = 0\) always lies in one of the \(k\) interval basins of a period-\(k\) window [52].

**Determining the saddle-node bifurcation value of the window.** Once we determine the superstable parameter value \(C^*\) of the window, we use Newton’s method in x and C, with \((C = C^*, x = 0)\) as the initial approximation, and the equations

\[ f^k(x, C) = x, \frac{\partial f^k(x, C)}{\partial x} = 1 \]

to compute the saddle-node bifurcation value \(C_{SadNode}\) of the window.

**Determining the interior crisis value of the window.** The interior crisis value of the window is determined in three steps. In the first step, we determine the period-doubling bifurcation value of the window. We use the Newton’s method in x and C, with \((C = C^*, x = 0)\) as the initial approximation, and the equations

\[ f^k(x, C) = x, \frac{\partial f^k(x, C)}{\partial x} = -1 \]

to compute the period-doubling bifurcation value \(C_{PerDoub}\) of the window.
In the second step, we make our first approximation for the interior crisis parameter value, $C_{\text{Crisis}}$ as follows [52],

$$C_{\text{Crisis}} = C_{\text{SadNode}} + (9/4)(C_{\text{PerDoub}} - C_{\text{SadNode}})$$

(1)

Thereafter, in the third step, we use the fact that for a period-k window, at the interior crisis value of parameter C, the interval basin has an unstable period-k point on its boundary. The Newton’s method is used in C with the equations

$$f^{2k}(0) = f^{3k}(0)$$

to compute the exact interior crisis value $C_{\text{Crisis}}$.

The C-width of the window is computed as $C_{\text{width}} = C_{\text{Crisis}} - C_{\text{SadNode}}$

Thereafter, for the next periodic window, the superstable value is computed using

$$C = C_{\text{Crisis}}, x = 0$$

as the initial approximation, and so on. This process is continued until all the periodic windows with periods up to P are characterized.

The kneading sequence is checked when computing each of $C^*$, $C_{\text{SadNode}}$ and $C_{\text{PerDoub}}$ to ensure accuracy while computing the windows.
Appendix B

Supplement for Chapter 3: Determining the next periodic window

**Basics of kneading sequences.** Here we describe a method for determining the sequence of all periodic windows, bounded by a maximum period P, that occurs in the map as the parameter C is increased beyond $C_{\text{odd}}$. This is based on kneading theory [49]. The critical point of the map is $x = 0$. The x-domain is divided into interval $I_1$ to the left of the critical point, the critical point itself, and interval $I_2$ to the right of the critical point. For a given point x, $A(x)$ corresponds to the ‘address’ of point x, where $A(x)$ denotes an interval defined as follows,

$$A(x) = \begin{cases} I_1, & \text{if } x < 0 \\ C'', & \text{if } x = 0 \\ I_2, & \text{if } x > 0 \end{cases}$$

The function $\epsilon(A(x))$ is defined as follows,

$$\epsilon(A(x)) = \begin{cases} -1, & \text{if } x \text{ lies on an interval with negative slope} \\ 0, & \text{if } x = 0 \\ +1, & \text{if } x \text{ lies on an interval with positive slope} \end{cases}$$
Now, for given integer n, $\epsilon_n$ is defined such that $\epsilon_n = \epsilon(A(f^n(0^+)))$. The kneading determinant for the given map is given by [49],

$$D(t) = 1 + \epsilon_1 t + \epsilon_1 \epsilon_2 t^2 + \cdots$$

where $t$ is an infinitesimally small positive number. Thus $D(t)$ can be expressed as a series of the form

$$D(t) = 1 + D_1 t + D_2 t^2 + \cdots$$

where $D_m = \epsilon_1 \epsilon_2 \cdots \epsilon_m$ for all positive integers $m$. In general, a power series $D(t) = 1 + D_1 t + D_2 t^2 + \cdots$ where $D_i = \pm 1$ is said to be admissible [49] if

$$D(t) \leq |D_n + D_{n+1} t + D_{n+2} t^2 \cdots|$$

for every $n \geq 1$. A given power series $D(t) = 1 \pm t \pm t^2 \pm \cdots$ occurs as the kneading determinant of the quadratic map for some value of parameter $C$, if and only if this series is admissible. The kneading determinant is periodic with period $k$, for $C$ values lying between the saddle-node bifurcation value and the superstable value of a period-$k$ window. Then the kneading determinant takes the form

$$D(t) = \frac{\phi(t)}{1 - t^k}$$

for some polynomial $\phi(t) = 1 + D_1 t + \cdots + D_{k-1} t^{k-1}$ of degree $k-1$.

**Determining window sequence.** We start from $C = C_{odd}$ and go on increasing $C$. We look at the kneading determinant for $C = C_{odd}$, and then predict sequentially, the periods of the windows, not exceeding $P$, that occur as $C$ is increased. Given a kneading sequence, a change in the sequence occurs as $C$ crosses
the superstable parameter value of a periodic window, such that period k of this
time does not exceed P. This occurs due to the crossing over of the \( k^{th} \) iterate of
the critical point 0 from one side of the critical point to the other, at the superstable
parameter value of the periodic window. This leads to a reversal of sign of terms
from the \( k^{th} \) term onwards of the kneading sequence. The kneading sequence of
the quadratic map monotonically decreases as the parameter is increased [49]. At
the superstable parameter value of the period-k window, \( D_k \) changes from 1 to -1
resulting in the decrease in the kneading sequence. This is due to the change in
the sign of \( \epsilon_k \). Before the superstable crossing, \( D_k = 1 \), which occurs either when
\( \epsilon_1 \epsilon_2 \cdots \epsilon_{k-1} = -1, \epsilon_k = -1 \) or \( \epsilon_1 \epsilon_2 \cdots \epsilon_{k-1} = 1, \epsilon_k = 1 \).

**The P-kneading sequence.** Since, we compute the windows of periods
not exceeding P, to understand the changes in the kneading sequence at superstable
parameter values, we consider only the first P terms of the kneading sequence. We
call this restricted kneading sequence as the P-kneading sequence, which is given as
\( D^P(t) = 1 + D_1 t + D_2 t^2 + \cdots + D_P t^P \). Given a P-kneading sequence, the goal is to
compute the next admissible P-kneading sequence.

Note that for a period-k window to occur, the kneading sequence is as Eq. 2. Hence, to find the next periodic window, successive values of k from 3 to P are
considered and the k values corresponding to \( D_k = -1 \) are automatically eliminated.
For k values corresponding to \( D_k = 1 \), it is checked as to whether the kneading
sequence can be represented as Eq. 2.

If say, a window of period \( k_0 \) occurs where \( P \geq 2k_0 \), then the next few changes
in the P-kneading sequence occur due to the bifurcations and higher order windows inside the period-$k_0$ window. The next primary window occurs only at that subsequent value of period $k$, which is such that $k_0$ does not divide $k$.

**Degeneracy case.** In general, if there are multiple values of $k$ that meet the criterion as per (2), it is claimed that a periodic window corresponding to the lowest of these values occurs. To show this, it is enough to show that if there are multiple such values of $k$, say $k_1, k_2, \ldots, k_n$, where $k_1 < k_2 < \ldots < k_n$, then the kneading sequences corresponding to $k_2, k_3, \ldots, k_n$ are not admissible. Say, $k_1$ and $k_m$ meet the criterion as per Eq. 2, where $m$ is such that $k_2 \leq k_m \leq k_n$, then we want to show that the kneading sequence corresponding to $k_m$ is inadmissible, and hence a window of period $k_1$ occurs. Let us assume that the window corresponding to period $k_m$ occurs. As the superstable parameter value of this window is crossed, there is a reversal in the signs of the terms of the kneading sequence, starting from the $k_m^{th}$ digit. To show that this new sequence does not meet the admissibility criterion, let us compare this kneading sequence $D^P(t)$ with the sequence $|D_{k_1} + D_{k_1+1}t + \cdots + D_{pt}t^{p-k_1}|$. Note that before the superstable parameter value, $D_{km} = 1$ which equals $D_{km-k_1}$ based on Eq. 2. The sequences $D^P(t)$ and $D_{k_1} + D_{k_1+1}t + \cdots + D_{pt}t^{p-k_1}$ are identical up to the first $(k_m - k_1 + 1)$ terms. However, after the superstable parameter value, $D_{km}$ changes to -1, but $D_{km-k_1} = 1$, hence $D^P(t) > |D_{k_1} + D_{k_1+1}t + \cdots + D_{pt}t^{p-k_1}|$, proving the inadmissibility of the kneading sequence. Thus, the window corresponding to period $k_m$ cannot occur. Hence, if there are multiple values of $k$ satisfying Eq. 2 when the P-kneading sequence is considered, the period
corresponding to the lowest value must occur.

**An example.** Consider $C = 1.6284, P = 8$. Then

$$D(t) = 1 - t - t^2 + t^3 - t^4 + t^5 - t^6 - t^7 + t^8.$$  

In this case, both $p_1 = 5$ and $p_2 = 8$ satisfy the criterion as per (2). However, a period-5 window occurs next. Thus, the P-kneading sequence following the super-stable crossing is

$$D(t) = 1 - t - t^2 + t^3 - t^4 - t^5 + t^6 + t^7 - t^8.$$  

The P-kneading sequence decreases (is non-increasing) as $C$ is increased, until it reaches $D(t) = 1 - t - t^2 - \cdots - t^P$ when $C = 2$. 
Appendix C

Supplement for Chapter 4: Details on self-similarity

A. Justification of Eq. (7).

In Chapter 3, we considered three parameter values $C, C + \epsilon$ and $C - \epsilon$. However, for our argument to follow, it is convenient to consider two parameter values, $C$ and $C + \epsilon$, with $C$ defined to be $\epsilon$-uncertain, e. g., with respect to chaos, for $A(C)$ chaotic and $A(C + \epsilon)$ periodic. Since we are only interested in power-law scalings with $\epsilon$, the results will be unchanged. In addition, it is also convenient to single out the part of the period-$p$ window, henceforth referred to as the “basic part”, corresponding to the parameter range between the beginning of the period-$p$ window at the tangent bifurcation to a period-$p$ periodic attractor and the parameter value corresponding to the Feigenbaum point at which there is an accumulation of an infinite number of period-doublings of orbits of period $2^mp$. By the approximate self-similarity of windows, the basic part of a window constitutes an approximately fixed fraction of the total window width.

Because a $C$ value that is $\epsilon$-uncertain with respect to the occurrence of large chaotic attractors does not lie in any window, $(C + \epsilon)$ lies in a primary window. Because most of the periodic range of a primary window corresponds to its basic part,
which constitutes a fixed fraction of the whole window, for our scaling considerations it suffices, to assume that \((C + \epsilon)\) lies in the basic part of a primary window.

We classify the primary windows as those with the basic part having width exceeding \(\epsilon\) and those with the basic part having width less than \(\epsilon\).

The primary windows with the basic part having width exceeding \(\epsilon\) each contribute a length of \(\epsilon\) to the set of \(C\) values that are \(\epsilon\)-uncertain with respect to large chaotic attractors. Thus the net contribution to the set of \(C\) values that are \(\epsilon\)-uncertain with respect to a large chaotic attractor, resulting from these windows is proportional to \(\epsilon N_1(\epsilon)\). The primary windows with the basic part having width less than \(\epsilon\) contribute a length proportional to the primary window width (assuming self-similarity of windows) to the set of \(C\) values that are \(\epsilon\)-uncertain with respect to a large chaotic attractor. Assuming \(N_1(\epsilon) \sim \epsilon^{-\alpha'}\), the net contribution to the set of \(C\) values that are \(\epsilon\)-uncertain with respect to a large chaotic attractor is,

\[
F_1(\epsilon) \sim \int_0^\epsilon x \, dN_1(x) + \epsilon N_1(\epsilon) \\
= -\alpha' \int_0^\epsilon x \cdot x^{-\alpha'-1} \, dx + \epsilon \cdot \epsilon^{-\alpha'} \\
= -\alpha' \int_0^\epsilon x^{-\alpha'} \, dx + \epsilon \cdot \epsilon^{-\alpha'} \\
\sim \epsilon^{1-\alpha'}.
\]

Thus, \(F_1(\epsilon) \sim \epsilon^{1-\alpha'}\). But since \(F_1(\epsilon) \sim \epsilon^\alpha, \alpha' = 1-\alpha\), and, \(N_1(\Delta) \sim \Delta^{-\alpha'} \sim \Delta^{-(1-\alpha)}\) which is the second part of Eq. (7).

To obtain the first part of Eq. (7), as before, we assume that given a value of \(C\) that is \(\epsilon\)-uncertain with respect to chaos, \((C + \epsilon)\) lies in the basic part of some periodic window. Then we classify the windows of all orders as those with the basic
part having width exceeding $\epsilon$ and those with the basic part having width less than $\epsilon$. The windows with the basic part having width exceeding $\epsilon$ each contribute a length of $\epsilon$ to the set of $C$ values that are $\epsilon$-uncertain with respect to chaos. Then the net contribution to the set of $C$ values that are $\epsilon$-uncertain with respect to chaos resulting from these windows is proportional to $\epsilon\bar{N}(\epsilon)$. The periodic windows with the basic part having width less than $\epsilon$ contribute a length proportional to the window width to the set of $C$ values that are $\epsilon$-uncertain with respect to chaos. Then the net contribution to the set of $C$ values that are $\epsilon$-uncertain with respect to chaos is proportional to

$$\bar{F}(\epsilon) \sim \int_0^\epsilon x \, d\bar{N}(x) + \epsilon\bar{N}(\epsilon)$$

$$\sim -\beta' \int_0^\epsilon x \cdot x^{-\beta'-1} \, dx + \epsilon \cdot \epsilon^{-\beta'}$$

$$\sim \epsilon^{1-\beta'}.$$  

Thus, $\bar{F}(\epsilon) \sim \epsilon^{1-\beta'}$. But since $\bar{F}(\epsilon) \sim \epsilon^{\beta}, \beta' = 1 - \beta$, and, $\bar{N}(\Delta) \sim \Delta^{-\beta'} \sim \Delta^{-(1-\beta)}$ which is the first part of Eq. (7).

B. Self-similarity of windows.

Here we briefly review results from Ref. [11] on the self-similarity of windows. For the quadratic map, Eq. (1), let $C_s, C_d$ and $C_x$ denote the $C$ values at the start of a period-p window (tangent bifurcation creating a period-p orbit attractor), at the first period-doubling (bifurcation from a period-p attractor to a period-2p attractor), and at the end of the window (where a p-piece chaotic attractor is destroyed through
<table>
<thead>
<tr>
<th>Window size</th>
<th>Period</th>
<th>$C_*$</th>
<th>$m_C$</th>
<th>Relative deviation of $m_C$ from $9/4$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.04032749</td>
<td>3</td>
<td>1.750000</td>
<td>2.176</td>
<td>0.033</td>
</tr>
<tr>
<td>0.00896172</td>
<td>5</td>
<td>1.624397</td>
<td>2.219</td>
<td>0.014</td>
</tr>
<tr>
<td>0.00221143</td>
<td>4</td>
<td>1.940551</td>
<td>2.241</td>
<td>0.0042</td>
</tr>
<tr>
<td>0.00174144</td>
<td>5</td>
<td>1.860587</td>
<td>2.241</td>
<td>0.0038</td>
</tr>
<tr>
<td>0.00100269</td>
<td>7</td>
<td>1.673954</td>
<td>2.242</td>
<td>0.0036</td>
</tr>
<tr>
<td>0.00038901</td>
<td>8</td>
<td>1.711036</td>
<td>2.247</td>
<td>0.0013</td>
</tr>
<tr>
<td>0.00028460</td>
<td>9</td>
<td>1.595649</td>
<td>2.248</td>
<td>0.00088</td>
</tr>
<tr>
<td>0.00026443</td>
<td>6</td>
<td>1.907251</td>
<td>2.249</td>
<td>0.00064</td>
</tr>
<tr>
<td>0.000233746</td>
<td>9</td>
<td>1.555257</td>
<td>2.249</td>
<td>0.00029</td>
</tr>
</tbody>
</table>

Table 1: Results for all the primary windows with $C_x - C_* > 2.3 \times 10^{-4}$ in $1.54 < C < 2.00$ for the map $x_{n+1} = C - x_n^2$. The last column gives the relative error $\frac{|m_C - (9/4)|}{(9/4)}$. 

a crisis). Let

\[ m = \frac{C_x - C_*}{C_d - C_*}. \]

For the entire range of the quadratic map, \( C_* = -1/4 \) (creation of the period-1 orbit), \( C_d = 3/4 \) (beginning of the period-2 orbit), \( C_x = 2 \) (final crisis), corresponding to

\[ m_C = 2 + \frac{1/4}{3/4 + 1/4} = \frac{9}{4}. \]

According to the self-similarity claim, \( m \) for any window should be close to \( m_C = 9/4 \). As shown in Table I (reproduced from Ref. [11]), the period \( p \) of a window does not have to be very large for this to be true. For example, even for the period 3 window the deviation of \( m \) from 9/4 is only 3.3%.

**C. The effect of deviation from self-similarity.** We now provide heuristic evidence for our statement in Ref. [13] that the small deviations from exact scaling, as reflected by the last column of Table I, should result in negligible change in \( \beta \) (i.e., substantially below the uncertainty level of \( \pm 0.037 \) in Eq. (2)). To address this in a crude way, we first note that the deviations of \( m \) from \( m_C = 9/4 \) for periods greater than 3 are all substantially less than the 0.033, the value for the period 3 window. A worst case scenario that should greatly overestimate the error is to assume that self-similarity still applies, but all primary window widths are off by 0.033. Replacing all the \( \delta_i \) in Eq. (12) by \( 1.033 \delta_i \) and recalculating the prediction for \( \beta \) (as in Fig. 3), we obtain a value of 0.385. The difference between this value and the value 0.392 given in Eq. (2) is 0.007 which is well-within the uncertainty
±0.037 for the value in Eq. (2).
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