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During the past many decades, many face recognition algorithms have been proposed. The face recognition problem under controlled environment has been well studied and almost solved. However, in unconstrained environments, the performance of face recognition methods could still be significantly affected by factors such as illumination, pose, resolution, occlusion, aging, etc. In this thesis, we look into the problem of face recognition across these variations and quantization.

We present a face recognition algorithm based on simultaneous sparse approximations under varying illumination and pose with dictionaries learned for each class. A novel test image is projected onto the span of the atoms in each learned dictionary. The resulting residual vectors are then used for classification. An image relighting technique based on pose-robust albedo estimation is used to generate multiple frontal images of the same person with variable lighting. As a result, the proposed algorithm has the ability to recognize human faces with high accuracy even when only a single or a very few images per person are provided for training. The efficiency of the proposed method is demonstrated using publicly available databases and it is shown that this method is efficient and can perform significantly better than many competitive face recognition algorithms.

The problem of recognizing facial images across aging remains an open problem. We look into this problem by studying the growth in the facial shapes. Building on recent advances in landmark extraction, and statistical techniques for landmark-based shape analysis, we show that using well-defined shape spaces and its associated geometry, one can obtain significant performance improvements in face verification. Toward this end, we propose to model the facial shapes as points on a Grassmann
manifold. The face verification problem is then formulated as a classification problem on this manifold. We then propose a relative craniofacial growth model which is based on the science of craniofacial anthropometry and integrate it with the Grassmann manifold and the SVM classifier. Experiments show that the proposed method is able to mitigate the variations caused by the aging progress and thus effectively improve the performance of open-set face verification across aging.

In applications such as document understanding, only binary face images may be available as inputs to a face recognition algorithm. We investigate the effects of quantization on several classical face recognition algorithms. We study the performances of PCA and multiple exemplar discriminant analysis (MEDA) algorithms with quantized images and with binary images modified by distance and Box-Cox transforms. We propose a dictionary-based method for reconstructing the grey scale facial images from the quantized facial images. Two dictionaries with low mutual coherence are learned for the grey scale and quantized training images respectively using a modified KSVD method. A linear transform function between the sparse vectors of quantized images and the sparse vectors of grey scale images is estimated using the training data. In the testing stage, a grey scale image is reconstructed from the quantized image using the transform matrix and normalized dictionaries. The identities of the reconstructed grey scale images are then determined using the dictionary-based face recognition (DFR) algorithm. Experimental results show that the reconstructed images are similar to the original grey-scale images and the performance of face recognition on the quantized images is comparable to the performance on grey scale images.

The online social network and social media is growing rapidly. It is interesting to study the impact of social network on computer vision algorithms. We address the problem of automated face recognition on a social network using a loopy belief propagation framework. The proposed approach propagates the identities of faces in photos across social graphs. We characterize its performance in terms of structural properties of the given social network. We propose a distance metric defined using face recognition results for detecting hidden connections. The performance of the proposed method is analyzed on graph structure networks, scalability, different degrees of nodes, labeling errors correction and hidden connections discovery. The result demonstrates that the constraints imposed by the social network have the potential to improve the performance of face recognition methods. The result also shows it is possible to discover hidden connections in a social network based on face recognition.
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Chapter 1: Introduction

1.1 Motivation

Face recognition is a challenging problem that has been actively researched for over two decades [4]. Current systems work very well when the test images are captured under controlled conditions. However, their performance degrades significantly when the test image contains variations that are not present in the training set.

In an uncontrolled environment, both the light sources and the positions of the cameras can vary easily. Illumination and poses are two of the most common factors that can alter the appearance of the facial images. For a practical system, robustness to variations in illumination and poses is highly desired.

Face verification across aging has a wide range of applications. Age-separated facial images usually differ significantly in both shape and texture. Although many algorithms have been proposed in the past decade [4] for face recognition, recognizing facial images across aging is still a hard problem [5].

Besides, the grey levels of pixels may be distorted or lost when the facial images are photocopied or faxed as documents, by photocopiers or fax machines, which work in black and white mode only. Since information collected from different
sources may be inconsistent, it is desirable to validate and verify the face images collected from these low-quality sources. In these cases, both the gallery and probe set may consist of binary face images only. Thus, face recognition techniques that work on quantized images are needed.

A social network reflects the relationship structure among entities. It typically consists of different kinds of information, such as text, images and videos. The structure of a social network has been shown to play an important role in many fields such as marketing and epidemiology. It is an open question in face recognition, and computer vision in general, how algorithms can be adapted to solve vision problems on a social network. In this dissertation we address this question for face recognition algorithms.

Millions of facial images are uploaded to social network websites. The faces in these images are usually taken with point and shoot cameras or cell phones in unconstrained environments. This class of images is among the most challenging for face recognition. We study how the structure of a social network can be used to improve the performance of automated face recognition algorithms.

In this dissertation, we investigate the aforementioned problems.

1.2 Organization

The rest of this dissertation is organized as follows.

A summary of the background and related work is presented in Chapter 2. We study the problem of face recognition under illumination/pose variations and dis-
cuss the details of dictionary-based face recognition in Chapter 3. Face recognition among age separated facial images using Grassmann manifold, relative craniofacial growth model and texture features are discussed in Chapter 4. The problem of face recognition under quantized images and a dictionary-based quantized image reconstruction method are investigated in Chapter 5. We address the problem of automated face recognition on a social network using the loopy belief propagation framework in Chapter 6. Conclusions and future research directions are summarized in Chapter 7.

1.3 Contributions

The contributions of this dissertation are as follows:

1. We present an algorithm to perform face recognition across varying illumination and pose based on learning a small sized class specific dictionaries. Our method consists of two main stages. In the first stage, given training samples from each class, class specific dictionaries are trained with some fixed number of atoms \(^1\). In the second stage, a novel test face image is projected onto the span of the atoms in each learned dictionary. The residual vectors are then used for classification. Furthermore, assuming the Lambertian reflectance model for the surface of a face, we integrate a relighting approach within our framework so that we can add many elements to gallery to realize robustness to illumination and pose changes. In this setting, as will become

\(^1\)Elements of a dictionary are commonly referred to as atoms.
apparent, our method has the ability to recognize faces even when only a single
or just a few images are provided for training.

2. We present a framework for modeling facial landmarks using an affine-invariant
shape space. Simple and robust algorithms for devising age regressors and
intra- inter- person classifiers which exploit the geometry of the underlying
manifold are presented.

Based on recent advances in facial shape detection and age estimation, we
propose a relative craniofacial growth model which is derived from the sci-
ence of craniofacial anthropometry. Compared to the traditional craniofacial
growth model, the proposed method introduces a set of linear equations on the
relative growth parameters which can be easily employed for face verification.
Given a pair of shapes and their corresponding ages, the first one is warped
to have the age of the second one using the relative growth model, and thus
the effects due to aging could be reduced.

We then adopt the Grassmann manifold and the SVM classifier and present
experimental evidence that the proposed model is effective for improving open-
set face verification across aging with only shapes, especially on children. The
proposed model demonstrates a way in which the age information could help
improve shape-based face recognition algorithms.

3. We investigate the performance of a PCA-based face recognition algorithm un-
der different numbers of grey levels. Then we process the binary face images
with distance and Box-Cox transforms, which make the probability distribu-
tion of pixels much more Gaussian-like, and analyze the performance of the combination of PCA and MEDA [6] algorithms on the transformed face images.

We proposed a dictionary based method for reconstructing the grey scale facial images from the quantized facial images. Two dictionaries with low mutual coherence are learned for the grey scale and quantized training images respectively using a modified KSVD method [7]. The sparse vectors of the images in the training set are obtained by projecting the images onto the corresponding dictionaries. A linear transform function between the sparse vectors of quantized images and the sparse vectors of grey scale images is estimated using the training data. In the testing stage, a grey scale image can be reconstructed from a quantized image using the transform matrix and the normalized dictionaries. The identities of the reconstructed grey scale images are then determined using the dictionary-based face recognition (DFR) algorithm [8]. Experimental results show that the reconstructed images are similar to the original grey-scale images and the face recognition performance on the quantized images is comparable to the performance on grey scale images.

4. For the problem of face recognition across social networks, our primary contributions focus on characterizing the properties of the structure of a social network in improving face recognition performance. The proposed loopy belief propagation framework formulates the problem of face recognition on social networks as propagating identities of face images on social graphs. We also
propose a distance metric which is defined using face recognition results for
detecting hidden connections. The performance of the proposed method is
analyzed in terms of graph structure, scalability, degrees of nodes, ability to
correct labeling errors and discovering hidden connections.
Chapter 2: Background

2.1 Dictionaries

It has been observed that since human faces have similar overall configuration, face images can be described by a relatively low dimensional subspace. Dimensionality reduction methods such as Principle Component Analysis (PCA) [9], Linear Discriminant Analysis (LDA) [10], [11] and Independent Component Analysis (ICA) [12] have been proposed for the task of face recognition. These approaches can be classified as either generative or discriminative methods. One of the major advantages of using generative approaches is that they are known to be less sensitive to noise than discriminative approaches [4].

In recent years, theories of Sparse Representation (SR) and Compressed Sensing (CS) have emerged as powerful tools for efficiently processing data in non-traditional ways. This has led to a resurgence in interest in the principles of SR and CS for face recognition [13, 1, 14, 15, 16, 17]. Wright et al. [1] introduced an algorithm, called Sparse Representation-based Classification (SRC), where the training face images are the dictionary and a novel test image is classified by finding its sparse representation with respect to this dictionary. The SRC approach recognizes faces by solving an optimization problem over the set of images enrolled
into the database. This solution trades robustness and size of the database against computational efficiency. This work was later extended to handle misalignment and illumination variations [14], [15]. Also, Nagesh and Li presented an expression-invariant face recognition method using distributed compressed sensing and joint sparsity models in [16]. A face recognition method based on sparse representation for recognizing 3D face meshes under expressions using low-level geometric features was presented by Li et al. in [17]. Phillips [13] proposed matching pursuit filters for face feature detection and identification. The filters were designed through a simultaneous decomposition of a training set into a 2D wavelet expansion designed to discriminate among faces. It was shown that the resulting algorithm was robust to facial expression and the surrounding environment.

2.2 Manifolds

The shape observed in an image of a face is a perspective projection of the 3D locations of the landmarks. Standard approaches to describe shapes involve extracting features such as shape context [18] etc. These approaches extract coarse features which correspond to the average properties of the shape. These approaches are particularly useful when landmarks on shapes cannot be reliably located across different images or do not necessarily correspond to physically meaningful parts of the object. However, in the case of faces, there exist physically meaningful locations such as eyes, mouth, nose etc which can be reliably located on most faces [19]. This suggests the use of a representation that exploits the information offered by the
location of landmarks instead of relying on coarse features. As described in the previous section, there exist several automatic methods to locate facial landmarks which work well on constrained images such as passport photos. It is in constrained scenarios the methods proposed here are applicable.

Facial shapes are usually represented by the coordinates of facial landmarks. For a configuration of $n$ landmarks, it is usually represented by an $n \times 2$ matrix. Many approaches have shown the effectiveness of exploiting shape information only. Shi, et al. [19], show the effectiveness of using only the configuration of the landmarks in the face recognition problem based on improved Procrustes distance measure. Biswas et al. [20], proposed a method that measures the drift in landmarks between age-separated facial images. In [21], an affine invariant shape representation was used in quasi view-invariant expression analysis based on facial landmarks and promising results were obtained.

The drawback of using the locations of landmarks is that they are sensitive to affine transforms, view changes, etc. To account for this, shape theory studies the equivalent class of all configurations that can be obtained by a specific transformation (e.g. linear, affine, projective) from a given base shape. A classic approach, termed Procrustes analysis proposed in [22], measures the distance between two shapes while providing invariance to translation, scale and rotation in 2D. Here, we consider full-affine invariance as a way of compensating for small view-changes. A shape is represented by a set of landmark points, given by a $m \times 2$ matrix $L = [(x_1, y_1); (x_2, y_2); \ldots; (x_m, y_m)]$, of the set of $m$ landmarks of the centered shape. The *shape space* of this base shape is the set of equivalent configurations that are
obtained by transforming the base shape by an appropriate spatial transformation. For example, the set of all affine transformations forms the \textit{affine shape space} of that base shape.

The \textit{affine shape space} [23] is useful to account for small changes in camera location or change in the pose of the subject. The affine transforms of the shape can be derived from the base shape simply by multiplying the shape matrix $L$ by a $2 \times 2$ full rank matrix on the right. For example, let $A$ be a $2 \times 2$ affine transformation matrix i.e. $A = \begin{bmatrix} a_{11} & a_{12} \\ a_{21} & a_{22} \end{bmatrix}$. Then, all affine transforms of the base shape $L_{\text{base}}$ can be expressed as $L_{\text{affine}}(A) = L_{\text{base}} A^T$. Note that, multiplication by a full-rank matrix on the right preserves the column-space of the matrix $L_{\text{base}}$. Thus, the 2D subspace of $\mathbb{R}^m$ spanned by the columns of the matrix $L_{\text{base}}$ is an \textit{affine-invariant} representation of the shape. i.e. $\text{span}(L_{\text{base}})$ is invariant to affine transforms of the shape.

Given a face and its landmarks, we extract the tall-thin orthonormal matrix to represent the associated subspace as follows. Given the matrix of centered (mean-removed) landmarks $L = [(x_1, y_1); (x_2, y_2); \ldots; (x_m, y_m)]$, we compute its SVD $L = U \Sigma V^T$. The affine-invariant Grassmann representation of $L$ is then given by $Y_L = U$.

Subspaces such as these can be identified as points on a Grassmann manifold. We now define the Grassmann manifold. The Grassmann manifold $G_{k,m}$ is the space whose points are \textit{k-planes} or $k$-dimensional hyperplanes (containing the origin) in $\mathbb{R}^m$ [24]. To each $k$-plane $\nu$ in $\mathbb{R}^m$, we can associate an $m \times k$ orthonormal matrix $Y$ such that the columns of $Y$ form an orthonormal basis for the plane. However,
since the choice of basis is not unique, we need to define an equivalence class of orthonormal basis vectors which span the same subspace. Hence, each $k$-plane $\nu$ in $G_{k,m}$ is associated an equivalence class of $m \times k$ matrices $Y R$ in $\mathbb{R}^{m \times k}$, for $R \in SO(k)$, where $Y$ is an orthonormal basis for the $k$-plane.

The Grassmann manifold is not a vector space, thus precluding the use of classical techniques. To solve this problem we use the intrinsic geometry of the manifold. All points on the manifold are projected onto the tangent plane at a mean-point and standard vector-space methods are applied on the tangent plane.

The Grassmann manifold has found application in various other applications in recent years. Fundamental geometric properties of the Grassmann and associated Stiefel manifold were described in [24] in the context of eigen-value problems. Liu, et al. [25], adopted a stochastic gradient algorithm on the Grassmann manifold to find the optimal linear representations of images for appearance-based object recognition. Chang, et al. [26], proposed to project the linear span of the facial images with illumination and pose variations onto the Grassmann manifold and then perform the classification on the manifold. Hamm, et al. [27], proposed a discriminative learning method on the Grassmann manifold for the problem of classifying linear subspaces. Harandi, et al. [28], exploited the discriminative analysis approach on the Grassmann manifold for biometrics applications. Lui, et al. [29, 30], demonstrated the effectiveness of the Grassmann manifold-based methods on image-set based face recognition and human action recognition from video. Park, et al. [31], extended the Grassmann manifold to multiple factor frameworks and obtained improved performance on facial images with illumination and viewpoint variations.
Turaga, et al. [32], used statistical analysis on Grassmann manifolds for face and activity recognition from image-sets and videos. While most of these approaches use statistical or kernel-based classifiers which build on geodesic distances, we are interested in devising inter-person and intra-person classifiers which require tools beyond just distance comparisons.

2.3 The Role of Facial Shapes

Both shapes and textures of facial images contain identity information. Significant work has been done towards extracting texture features from faces, and now facial shapes play an important role in face recognition. Facial shape variations due to aging are often manifested as subtle drifts in facial features and progressive variations in the shape of facial contours. Although facial shape could be affected by many factors, such as expression and pose, it still conveys much information about the identity of the subject. It has been shown that facial geometry has a strong influence on age perception in studies in neuroscience [33] and signal processing [34].

Many researches have shown the effectiveness of performing recognition using shape information only. Procrustes analysis [22] is a classical method of measuring the distance between two shapes under translation, scale and rotation variation in 2D. This method has been widely used in shape analysis. Shi, et al., [19] proposed an improved Procrustes distance measure and showed the effectiveness of using only the configuration of the landmarks. Biswas, et al., [20] proposed a metric that
measures the drifts of landmarks on age-separated facial images. Turaga, et al., [35] used statistical analysis on Stiefel and Grassmann manifolds to measure the distance between shapes. They showed the effectiveness of this affine-transform invariant distance in shape recognition problems. Lui [36] and Hamm [27] also showed that the Grassmann manifold is helpful in face recognition problems. These methods show that it is possible to design face recognition algorithms using the configuration of landmarks. Although they do not consider the possible intrinsic correlation between age-separated facial shapes, they show the power of facial shapes in face recognition/verification tasks.

Facial shapes are represented by the locations of a set of landmarks. Automatically detect facial landmarks is an important step for facial shape analysis. A semi-supervised landmark extraction method is proposed by Tong, et al. [37], in 2009. Their method can extract landmarks on nearly frontal face images effectively and reliably by minimizing an objective function defined on both labeled and unlabeled images under a constrain of a learnt shape model. Milborrow and Nicolls [38] proposed the STASM method and improved the original ASM method by introducing several extensions. Zhou, et al. [39], also tried to improve the ASM method by combining it with the SIFT descriptor. Efraty, et al. [40], proposed an automatic facial landmark detection method which was robust to pose and illumination variation using multiresolution analysis, adaptive bag-of-words descriptors and a cascade of boosted classifiers. Yang’s work [41] showed that the facial landmarks can be located when there is a small proportion of the facial region is occluded. They extracted the facial landmarks by introducing an error term and iteratively solved a
sparse optimization algorithm. Zhao, et al. [42], proposed to extract the landmarks using Real Adaboost with a combination of a novel discontinuous Haar-like feature with the traditional Haar feature. Nam, et al. [43], showed the effectiveness of their method for extracting the landmarks from frontal facial images using an interesting-region model and the Bayesian discrimination method. Rapp, et al. [44], proposed to use multiple resolution patches with multiple kernel learning SVM to extract facial landmarks under expression variations. Seshadri and Savvides [45] improved the original expand ASM on frontal facial images by introducing several modifications, such as a different landmark configuration, a new metric. Facial landmarks can also be extracted from range images. Segundo, et al. [46], proposed to extract facial landmarks by combining the relief curves from the depth information and surface curvature analysis.

All these advances have pushed the envelope in extracting facial landmarks. In this dissertation, we consider flexible and powerful shape representations that can exploit these advances with the potential of advancing the performance of face recognition tasks. Coupled with the fact that facial landmarks are known to provide robust recognition results and that facial landmark extraction methods have made reasonable advances in recent years, we believe that shape-based techniques can now be exploited to advance the state-of-the-art in problems related to facial aging.
2.4 Face Recognition Challenges

2.4.1 Illumination and Pose

There are a number of hurdles that face recognition systems must overcome. One is designing algorithms that are robust to changes in illumination and pose; a second is that algorithms need to efficiently scale as the number of people enrolled in the system increases.

Many works have been devoted to the face recognition problem across illumination and pose variations. Jacobs, et al., [47] showed that the direction of the image gradient is insensitive to changes in illumination direction. Basri, et al., [48] proved that the set of all Lambertian reflectance functions lies close to a 9D linear subspace using spherical harmonics representations of lighting. Biswas, et al., [49] proposed to estimate the albedo in facial images using the error statistics of surface normals and illumination direction. Blanz, et al., [33] studied the contributions of three-dimensional shape and two-dimensional surface reflectance to human recognition of faces across pose variations. Vetter, et al., [50] proposed to estimate the 3D shape and texture of faces by fitting a statistical and morphable model of 3D faces to images for the face recognition problem across variations in a wide range of illuminations and poses. Yue, et al., [51] proposed to synthesize and recognize facial images obtained under different illumination and pose using spherical harmonics representations.

In some of the above approaches, the challenges mentioned above are met by
collecting a set of images of each person that spans the space of expected variations in illumination.

2.4.2 Aging

Several approaches have been proposed in the past few years for studying facial aging. Ramanathan, et al., [52] proposed a Bayesian age-difference classifier, built using a probabilistic eigen-spaces framework and appearance features. In their work, they assumed that the intra-person image difference samples are Gaussian distributed and the distribution of extra-person image difference samples are represented by a Gaussian mixture model. They did not consider the possible intrinsic correlation between two age-separated face images. Ling et. al. [53] proposed an algorithm for face verification across age progression using a gradient orientation pyramid feature and an SVM classifier to verify the identity of the person. A model for age progression in young face images was proposed in [54], using a growth model based on a cardioidal strain transformation. The face growth model predicts the general shape of the face at different ages and then extracts appearance features. [54] did not predict the change in texture across aging, which might affect the accuracy of the appearance feature. Singh et. al. [55] proposed an age transformation algorithm that minimizes the variations between facial features caused by aging. They adopted a Gabor feature-based face recognition algorithm on the transformed images. Park et. al. [56] proposed a 3D shape and texture prediction model to account for variations in face images due to age separation. After the appearance is
predicted, they used commercial face recognition software to evaluate the recognition performance and observed that aging prediction model improves the performance of face recognition algorithms.

Age prediction models usually need the age information of the images which are used as references and the target age at which it predicts. Such age information could either be obtained from the collected metadata or from age estimation algorithms.

There have been many advances in age estimation in recent years which achieved reasonable accuracy for estimating the age from facial images [5]. An aging function based on a parametric model was proposed by Lanitis et al. [57] for human faces, and used for automatic age progression, age estimation and close-set face identification experiments. Fu et al. [58] combined multiple dimensionality reduction methods with age regression. Guo et. al. [59] proposed a robust regression and showed that local adjustments could improve the performance of age estimation. Turaga et. al. [34] proposed a Grassmann manifold-based age estimation method using the facial shapes.

2.4.3 Quantization

Generally, face recognition task includes two steps. First, some features are extracted from a face image. Then identification or classification is accomplished using the extracted features. When face images are binarized using a global threshold, significant information is lost. Traditional intensity-based recognition algorithms would not work well on binary face images. The loss of information will lead to a
reduction in recognition accuracy of almost all popular face recognition algorithms.

Turk and Pentland [9] proposed an eigen face method which used principal component analysis (PCA) to identify face images. This method has become a common method for face recognition on greyscale face images [60]. When the number of grey levels decreases, the performance of PCA could be impacted. Independent component analysis (ICA) was introduced by Jutten et al [61] and Comon et al [62]. This method tries to find statistically independent components lying in the observed data. ICA may have a better performance than PCA under some conditions [63]. In practice, the probability distribution of the observed data is usually unavailable. ICA derives independent components through numerical methods, which are not always guaranteed to yield strictly statistically independent components. Schein etc. proposed a logistic version of PCA for analyzing binary data [64]. Although logistic PCA can achieve less reconstruction error than PCA applied to binary data, it has neither a closed form of computation, nor a unique solution. This restricts the application of logistic PCA to pattern recognition problems. Tang and Tao proposed a binary PCA method [65] by combining the PCA algorithm with Haar-like binary box functions. This method actually was designed to decompose intensity images into a linear combination of binary box functions. Maver and Leonardis proposed a PCA-based method to recognize binary images using grey-level parametric eigenspaces [66]. Their methods attempted to match binary face images against a greyscale image by estimating the information lost during the binarization using eigenvectors obtained from greyscale images. They introduced an assumption that the true values of edge pixels in the binary image equal to the threshold value.
Generally, this assumption does not hold. Thus, their method cannot estimate the
lost information effectively. Belhumeur etc. [67] and Eternad and Chellappa [11]
proposed linear discriminant analysis (LDA), to analysis the feature extracted from
face images. This method can be related to the Bayesian rule when the features
obey Gaussian distribution, which is not true for binary images.

Other popular face recognition methods, based on elastic bunch graph matching
(EBGM) [68], active appearance model (AAM) [69], active shape model (ASM)
[70] and albedo estimation [49], will also face some difficulties, since the intensive fea-
ture cannot be extracted from binary images. Although local binary pattern (LBP)
based methods [71] extract features through local binarization, it also encounters
problems on a binary image obtained by a global threshold

The detail information of images is usually lost during the quantization step.
Theoretically it is impossible to reconstruct the content of any images from its
quantized version. However, since the facial images are actually sparse signals, it is
possible to estimate the original images from the quantized images using compressive
sensing theory.

Curtis, et al., [72] looked into the reconstruction of signals from their zero
crossings, which is another representation of quantized signals. They showed that
band-limited signals can be reconstructed given enough zero crossings. Boufounous,
et al., [73] proposed a convex optimization based algorithm for reconstructing the 1-
bit quantized signals. They treat the 1-bit measurement as sign constraints instead
of \( \pm 1 \) values. In 2009, Boufounous [74] proposed a Matched Sign Pursuit (MSP)
algorithm which is a modified version of the Matching Pursuit algorithm and can
reconstruct sparse signal from the signs of signal measurements. Their results show that the performance of their method is much better than the classical compressive sensing method for 1-bit quantized signals. Gupta, et al., [75] proposed an adaptive algorithm for the problem of identifying the support set of a high-dimensional sparse vector from noise-corrupted 1-bit measurements. Jacques, et al., [76] showed a lower bound on the best achievable reconstruction error for 1-bit quantized signals. They also proposed a Binary Iterative Hard Thresholding (BIHT) algorithm for practically reconstructing signals from 1-bit measurements. Jacques, et al., [77] proposed the Basis Pursuit Dequantizer method which is based on convex optimization for reconstructing quantized signals. Their simulation results showed the effectiveness of their method. Sun, et al., [78] proposed an optimized quantizer for random measurements of sparse signals with respect to the mean square error of the lasso reconstruction. Their method achieved a noticeable improvement in the operational distortion rate performance. Laska, et al., [79] studied the problem of compressive sensing under saturation and proposed to integrate saturated measurements as constraints into standard linear programming and greedy recovery techniques. Dai, et al., [80, 81] studied the distortion caused by the quantization in compressive sensing. They proposed modified Basis Pursuit and Subspace Pursuit algorithms for reconstructing the original signal and achieved much less reconstruction distortion than the standard methods. Yan, et al., [82] proposed the Binary Matching Pursuit method for recovering signals from the 1-bit measurements. Zymnis, et al., [83] proposed a method based on minimizing a differentiable convex function plus an $\ell_1$ regularization term. Their numerical simulation shows that their method can solve
the compressive sensing problem with 1-bit measurements.
Chapter 3: Dictionary Based Face Recognition

In this chapter, we present an algorithm for face recognition across varying illumination and pose based on learning small sized class specific dictionaries. Our method consists of two main stages. In the first stage, given training samples from each class, class specific dictionaries are trained with some fixed number of atoms \(^1\). In the second stage, a novel test face image is projected onto the span of the atoms in each learned dictionary. The residual vectors are then used for classification. Furthermore, assuming the Lambertian reflectance model for the surface of a face, we integrate a relighting approach within our framework so that we can add many elements to gallery and robustness to illumination and pose changes can be realized. In this setting, as will become apparent, our method has the ability to recognize faces even when only a single or a few images are provided for training.

3.1 Dictionary-based Recognition

3.1.1 Learning Class Specific Reconstructive Dictionaries

In face recognition, given labeled training images, the objective is to identify the class of a novel probe face image. Suppose that we are given \(C\) distinct classes

\(^1\)Elements of a dictionary are commonly referred to as atoms.
and a set of \( m \) training images per class. We identify an \( l \times q \) greyscale image as an \( N \)-dimensional vector, \( \mathbf{x} \), which can be obtained by stacking its columns, where \( N = l \times q \). Let

\[
\mathbf{B}_i = [\mathbf{x}_i^1, \cdots, \mathbf{x}_i^m] \in \mathbb{R}^{N \times m}
\]  

be an \( N \times m \) matrix of training images corresponding to the \( i^{th} \) class.

In face recognition, there are numerous techniques that exploit the structure of the matrix \( \mathbf{B}_i \) [4]. Images of the same person can vary significantly due to the variations present during the data capture process. Hence, it is essential to develop a method that extracts the common internal structure of given images and neglects minor variations. To this end, we seek a dictionary \( \mathbf{D}_i \in \mathbb{R}^{N \times K} \) that leads to the best representation for each member in \( \mathbf{B}_i \), under strict sparsity constraints. One can obtain this by solving the following optimization problem

\[
(\hat{\mathbf{D}}_i, \hat{\mathbf{\Gamma}}_i) = \arg \min_{\mathbf{D}_i, \mathbf{\Gamma}_i} \| \mathbf{B}_i - \mathbf{D}_i \mathbf{\Gamma}_i \|_F^2 \quad \text{s. t.} \quad \forall i \| \gamma_k^i \|_0 \leq T_0, \tag{3.2}
\]

where \( \gamma_k^i \in \mathbb{R}^K, k \in \{1, \cdots, m\} \) represents a column of \( \mathbf{\Gamma}_i \in \mathbb{R}^{K \times m} \), \( T_0 \) is a sparsity parameter and the \( \ell_0 \) sparsity measure \( \| . \|_0 \) counts the number of nonzero elements in the representation. Here, \( \| \mathbf{A} \|_F \) denotes the Frobenius norm. One of the simplest algorithms for finding such dictionary is the K-SVD algorithm [7].

The K-SVD algorithm is an iterative method and it alternates between sparse-coding and dictionary update steps. First, a dictionary \( \mathbf{D}_i \) with \( \ell_2 \) normalized columns is initialized. For example, this can be done by randomly selecting face images from the gallery set. Then, the main iteration is composed of the following two stages:
• **Sparse coding:** In this step, \( D_i \) is fixed and the following optimization problem is solved to compute the representation vector \( \gamma_i^k \) for each example \( x_i^k, k \in \{1, \cdots, m\} \), i.e.

\[
k = 1, \cdots, m, \min_{\gamma_i^k} \|x_i^k - D_i \gamma_i^k\|_2^2 \quad \text{s. t.} \quad \|\gamma_i^k\|_0 \leq T_0. \tag{3.3}
\]

Since the above problem is NP-hard, approximate solutions are usually sought. Any standard technique [84] can be used but a greedy pursuit algorithm such as orthogonal matching pursuit [85],[86] is often employed due to its efficiency [87].

• **Dictionary update:** In this stage, the dictionary update is performed atom-by-atom in an efficient way. It has been observed that the K-SVD algorithm converges in a few iterations.

### 3.1.2 Classification based on Learned Dictionaries

Given \( C \) distinct classes and \( m \) training images per class, let \( B_i \) be as defined in equation (3.1) for \( i = 1, \cdots, C \). For training, we first learn \( C \) class specific dictionaries, \( D_i \), to represent the training samples in each \( B_i \), with some sparsity level, using the K-SVD algorithm. Once the dictionaries have been learned for each class, given a test sample \( y \), we project it onto the span of the atoms in each \( D_i \) using the orthogonal projector

\[
P_i = D_i(D_i^T D_i)^{-1} D_i^T. \tag{3.4}
\]
The approximation and residual vectors can then be calculated as

\[ \hat{y}_i = P_i y = D_i \alpha_i \]  \hspace{1cm} (3.5)

and

\[ r_i(y) = y - \hat{y}_i = (I - P_i)y, \]  \hspace{1cm} (3.6)

respectively, where \( I \) is the identity matrix and

\[ \alpha_i = (D_i^T D_i)^{-1} D_i^T y \]  \hspace{1cm} (3.7)

are the coefficients. Since the K-SVD algorithm finds the dictionary, \( D_i \), that leads to the best representation for each example in \( B_i \), we expect \( \|r_i(y)\|_2 \) to be small if \( y \) were to belong to the \( i^{th} \) class and large for the other classes. Based on this, we can classify \( y \) by assigning it to the class, \( d \in \{1, \cdots, C\} \), that gives the lowest reconstruction error, \( \|r_i(y)\|_2 \):

\[ d = \text{identity}(y) \]

\[ = \arg \min_i \|r_i(y)\|_2. \]  \hspace{1cm} (3.8)

An example of how our algorithm works is illustrated in Fig. 3.1.

### 3.1.3 Dealing with Small Arbitrary Noise

An assumption underlying the treatment given above is that the test vector \( y \) is free of error. In practice, \( y \) will often be contaminated by some small noise perturbations. Hence, we consider the following more general model for \( y \):

\[ y = \tilde{y} + z, \]  \hspace{1cm} (3.9)
Figure 3.1: Overview of our approach. (a) Given $C$ sets of training images corresponding to $C$ different faces, the K-SVD algorithm is used to learn face specific dictionaries. Then, a novel test image is projected onto the span of the atoms in each of the learned dictionaries and the approximation errors are computed. (b) The class that is associated to a test image is then declared as the one that produces the smallest approximation error. In this example, class 1 is declared as the true class. (c) and (d) illustrate an example of a non-face test image and the resulting residuals, respectively.
where \( \tilde{y} \) and \( z \) are the underlying noise free image and random noise term, respectively. Recall that constructing an approximation \( \hat{y} \) to \( \tilde{y} \) as

\[
\hat{y}_i = D_i \alpha_i
\]

requires an estimation of \( \alpha_i \). In the case of least-squares approximation, \( \alpha_i \) are those that minimize the following error:

\[
\hat{\alpha}_i = \min_{\alpha_i} \| y - D\alpha_i \|^2_2.
\]

In this case, \( \alpha_i \) are given by (3.7). However, it is commonly known that least-squares method is sensitive to gross errors or outliers. To robustly estimate the coefficients \( \alpha_i \) one can replace the quadratic error norm with a more robust error norm. This can be done by minimizing the following problem

\[
\hat{\alpha}_i = \min_{\alpha_i} \| y - D\alpha_i \|_1,
\]

where \( \| x \|_1 = \sum_i |(x_i)| \). The resulting estimate is known as least absolute deviation (LAD) [88] and can be solved by linear programming methods.

### 3.1.4 Rejection Rule for Non-face Images

For classification, it is important to be able to detect and then reject invalid test samples. To decide whether a given test sample is valid or not, we define the following rejection rule.

Given a test image \( y \), for all classes in the training set, the score \( s_{yi} \) of the test image \( y \) to the \( i^{th} \) class is computed as

\[
s_{yi} = \frac{1}{\| r_i(y) \|^2_2},
\]
where $\mathbf{r}_i(\mathbf{y})$ is the residual vector as defined in (3.6). Then, for each test image $\mathbf{y}$, the score values are sorted in the decreasing order such that $s'_{y1} \geq s'_{y2} \geq \cdots \geq s'_{yC}$.

The corresponding sorted classes are the candidate classes for each test image. The first candidate class is the most likely class that the test image belongs to. We define the ratio between the score of the first candidate class to the score of the second candidate class:

$$\lambda_y = \frac{s'_{y1}}{s'_{y2}}$$

(3.10)

as a measure of the reliability of the recognition rate. Based on this, a threshold $\tau$ can be chosen such that, $\mathbf{y}$ is accepted as a valid/good image if $\lambda_y \geq \tau$, otherwise rejected as an invalid/bad image. Since the score values to all the candidate classes are sorted, the score values of the third and the higher order candidates are less than or equal to the score of the second candidate class. Hence, a high ratio $\lambda_y$ for the test image $\mathbf{y}$ would show that the score of the first candidate class is significantly greater than all the other scores. Therefore, the identification result can be claimed to be reliable.

To illustrate how this rejection rule works, consider the test images shown in Fig. 3.1(a) and Fig. 3.1(c). Since, the image shown in Fig. 3.1(a) belongs to class 1, the corresponding ratio comes out to be $\lambda_y = 26.29$, whereas the ratio corresponding to an invalid test image shown in Fig. 3.1(c) comes out to be $\lambda_y = 1.17$. Hence, setting a threshold, $\tau$, high enough this non-face image can be rejected.
Figure 3.2: Score values normalized using equation (3.10) and sorted. Plot (a) corresponds to the test image shown in Fig. 3.1(a) and plot (b) corresponds to the non-face test image shown in Fig. 3.1(c).
3.2 Face Recognition across Varying Illumination and Pose

Images of the same person can vary significantly due to variations in illumination conditions. Hence, the performance of most existing face recognition algorithms is highly sensitive to illumination variations. In this section, we introduce a relighting method to deal with this illumination problem. The idea is to capture the illumination conditions that might occur in the test sample in the training samples.

3.2.1 Albedo Estimation

Assuming the Lambertian reflectance model for the facial surface, one can relate the surface normals, albedo and the intensity image by an image formation model. The diffused component of the surface reflection is given by

\[ x_{i,j} = \rho_{i,j} \max(n_{i,j}^T s, 0), \]  

(3.11)

where \( x_{i,j} \) is the pixel intensity at position \((i, j)\), \( s \) is the light source direction, \( \rho_{i,j} \) is the surface albedo at position \((i, j)\), \( n_{i,j} \) is the surface normal of the corresponding surface point and \( 1 \leq i \leq l, 1 \leq j \leq q \). The max function in (3.11) accounts for the formation of attached shadows. Neglecting the attached shadows, (3.11) can be linearized as

\[ x_{i,j} = \rho_{i,j} \max(n_{i,j}^T s, 0) \approx \rho_{i,j} n_{i,j}^T s. \]  

(3.12)

Let \( n_{i,j}^{(0)} \) and \( s^{(0)} \) be the initial values of the surface normal and illumination direction. These initial values can be domain dependent average values. The Lambertian
assumption imposes the following constraints on the initial albedo

$$\rho_{i,j}^{(0)} = \frac{x_{i,j}}{n_{i,j}^{(0)}.s^{(0)}},$$  \hspace{1cm} (3.13)

where . denotes the standard dot product operation. Using (3.12), (3.13) can be re-written as

$$\rho_{i,j}^{(0)} = \rho_{i,j} + \frac{n_{i,j}.s - n_{i,j}^{(0)}.s^{(0)}}{n_{i,j}^{(0)}.s^{(0)}} \rho_{i,j}$$

$$= \rho_{i,j} + \omega_{i,j},$$ \hspace{1cm} (3.14)

where

$$\omega_{i,j} = \frac{n_{i,j}.s - n_{i,j}^{(0)}.s^{(0)}}{n_{i,j}^{(0)}.s^{(0)}} \rho_{i,j}.$$ 

This can be viewed as a signal estimation problem where \( \rho \) is the original signal, \( \rho^{(0)} \) is the degraded signal and \( \omega \) is the signal dependent noise. Using this model, the albedo can be estimated using the method of minimum mean squared error criterion [49]. Then, using the estimated albedo map, one can generate new images for a given light source direction using the image formation model in (3.11). This can be done by combining the estimated albedo map and light source direction with a generic 3D face model [50].

### 3.2.2 Image Relighting

It has been found that the set of images under all possible illumination conditions can be well approximated by a 9-dimensional linear subspace [89]. Based on this result, Lee et al. [89] showed that there exists a configuration of 9 light source directions such that the subspace formed by the images taken under these nine
sources is effective for recognizing faces under a wide range of lighting conditions. The nine pre-specified light source directions are given by [89]

\[ \phi = \{0, 49, -68, 73, 77, -84, -84, 82, -50\}^\circ \]
\[ \theta = \{0, 17, 0, -18, 37, 47, -47, -56, -84\}^\circ. \]

Hence, the image formation equation can be re-written as

\[ x = \sum_{i=1}^{9} a_i x_i, \tag{3.15} \]

where \( x_i = \rho \max(n^T s_i, 0) \), and \( \{s_1, \cdots, s_9\} \) are the pre-specified illumination directions. To characterize the set of images under various illumination conditions, one can generate images under the nine pre-specified illumination directions and use them in the gallery. By generating multiple face images with different lighting from a single face image, one can achieve good recognition accuracy even when only a single or a very few images are provided for training. Fig. 3.3 shows some relighted images and the corresponding input images.

![Figure 3.3: Examples of the original images (first column) and the corresponding relighted images with different light source directions from the PIE data set.](image)
3.2.3 Pose-robust Albedo Estimation

The method presented above can be generalized such that it can handle pose variations [90]. Let \( \hat{n}_{i,j}, \hat{s} \) and \( \hat{\Theta} \) be some initial estimates of the surface normals, illumination direction and initial estimate of surface normals in pose \( \Theta \), respectively. Then, the initial albedo at pixel \((i, j)\) can be obtained by

\[
\bar{\rho}_{i,j} = \frac{x_{i,j}}{\hat{n}_{i,j}^\Theta \hat{s}},
\]

where \( \hat{n}_{i,j}^\Theta \) denotes the initial estimate of surface normals in pose \( \hat{\Theta} \). Using this model, we can re-formulate the problem of recovering albedo as a signal estimation problem. Using arguments similar to equation (3.13), we get the following formulation for the albedo estimation problem in the presence of pose

\[
\bar{\rho}_{i,j} = \rho_{i,j} h_{i,j} + \omega_{i,j},
\]

where

\[
w_{i,j} = \frac{\hat{n}_{i,j}^\Theta \cdot \hat{s} - \hat{n}_{i,j}^\hat{\Theta} \cdot \hat{s}}{\hat{n}_{i,j}^\Theta \cdot \hat{s}} \rho_{i,j},
\]

\[
h_{i,j} = \frac{\hat{n}_{i,j}^\Theta \cdot \hat{s}}{\hat{n}_{i,j}^\Theta \cdot \hat{s}}.
\]

\( \rho_{i,j} \) is the true albedo and \( \bar{\rho}_{i,j} \) is the degraded albedo. In the case when the pose is known accurately, \( \hat{\Theta} = \Theta \) and \( h_{i,j} = 1 \). Hence, this can be viewed as a generalization of (3.14) in the case of unknown pose. Using this model, a stochastic filtering framework was recently presented in [90] to estimate the albedo from a single non-frontal face image. Once pose and illumination have been normalized, one can use the relighting method described in the previous section to generate multiple frontal
images with different lighting to achieve illumination and pose-robust recognition.

Fig. 3.4 shows some examples of pose normalized images using this method.

Figure 3.4: Pose-robust albedo estimation. Left column: Original input images. Middle column: Recovered albedo maps corresponding to frontal face images. Right column: Pose normalized relighted images.

We summarize our dictionary-based face recognition (DFR) algorithm in Fig. 3.5. Note that a K-SVD based face recognition algorithm was recently proposed in [91], but we differ from this work in a few key areas. Unlike [91], we do not take discriminative approach to face recognition. Our method is a reconstructive approach to discrimination and does not require multiple images to be available. Another difference is that our algorithm has the ability to identify and reject non-face images.
Given a test sample $y$ and $C$ training matrices $B_1, \cdots, B_C$ where each $B_i \in \mathbb{R}^{N \times m}$ contains $m$ training samples.

**Procedure:**

1. For each training image, use the relighting approach described in section 3.2 to generate multiple images with different illumination conditions and use them in the gallery.

2. Learn the best dictionaries $D_i$, to represent the face images in $B_i$, using the K-SVD algorithm.

3. Compute the approximation vectors, $\hat{y}_i$, and the residual vectors, $r_i(y)$, using (3.5) and (3.6), respectively for $i = 1, \cdots, C$.

4. Identify $y$ using (3.8).

Figure 3.5: The DFR algorithm.
3.3 Experimental Results

To illustrate the effectiveness of our method, we present experimental results on three available databases for face recognition such as the Extended Yale B dataset [92], the AR dataset [93] and PIE dataset [94]. We also present the experimental results on a remote face database which has been acquired in an unconstrained outdoor maritime environment [95]. In the experiments with the Extended Yale B, PIE, and AR face datasets, the input face and eye locations are detected automatically using the Viola-Jones object detection framework [96]. The cropped faces are then aligned using the center of the eyes located by the Viola-Jones algorithm. An implementation of this object detection framework can be found in the OpenCV library [97].

The comparison with other existing face recognition methods in [1] suggests that the SRC algorithm is among the best. Hence, we treat it as state-of-the-art and use it as a benchmark for comparisons in this chapter. The methods compared in [1] include nearest neighbor (NN), nearest subspace (NS), support vector machines (SVM) [98].

In all of our experiments, the K-SVD [7] algorithm is used to train the dictionaries with 15 atoms unless otherwise stated. The performance of our algorithm is compared with that of SRC and class dependent principal component analysis (CD-PCA) [99]. Our algorithm is also tested using several features, namely, Eigenfaces, Fisherfaces, Randomfaces, and downsampling images. All the experiments were done on a Linux system with Intel Xeon E5506/2.13 GHz processor using Matlab.
3.3.1 Results on Extended Yale B Database

The extended Yale B database is a publicly available database of facial images obtained under controlled environments. There are a total of 2,414 frontal face images of 38 individuals in the Extended Yale B database. These images were captured under various controlled indoor lighting conditions. They were cropped and normalized to the size of $192 \times 168$ [89].

Our first set of experiments on the Extended Yale B data set consists of testing the performance of our algorithm with different features and dimensions. The objective is to verify the ability of our algorithm in recognizing faces with different illumination conditions. We follow the experimental setup as used in [1]. The feature space dimensions of 30, 56, 120, and 504 corresponding to the downsampling ratios of, $1/32$, $1/24$, $1/16$, and $1/8$, respectively are computed. We randomly select 32 images per subject (i.e. half of the images) for training and the other half for testing. Recognition rates of different methods with different dimensions and features are compared in Fig. 3.6.

The maximum recognition rates achieved by DFR are 95.99%, 97.16%, 98.58% and 99.17% for all 30, 56, 120 and 504 dimensional feature spaces, respectively. The maximum recognition rate achieved by SRC is 98.1% with 504D randomfaces [1]. Also, NN, NS, and SVM achieve the maximum recognition rates of 90.7%, 94.1%, and 97.7%, respectively [1]. CDPCA also performed quite well on this experiment. It achieved the maximum recognition rate of 96.24%. As can be seen from Fig. 3.6, the DFR performs favorably over some of the competitive methods for face
Figure 3.6: Performance comparison on the Extended Yale B database with various features, feature dimensions and methods. (a) Our method (DFR) (b) CDPCA (c) SRC [1].
recognition on the Extended Yale B database.

In Fig. 3.7, we show some of the learned dictionaries from the Extended YaleB dataset. In Fig. 3.7, each row corresponds to a learned dictionary. By looking at each row, we see that the learned atoms are able to extract the common internal structure of images belonging the same class and are able to remove much of the illumination.

Figure 3.7: A few learned dictionaries from the Extended YaleB dataset. Each row corresponds to a learned dictionary. By looking at each row, we see that the learned atoms are able to extract the common internal structure of images belonging the same class and are able to remove much of the illumination.

3.3.2 Results on PIE Database

The PIE database contains face images of 68 subjects. The images were captured under 13 different poses and 21 flashes under pose, illumination and expression variations. The face images were cropped with the size $48 \times 40$. 
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In the first set of experiments on the PIE data set, our objective is to perform recognition across illumination with images from one illumination condition forming the gallery while images from another illumination condition forming the test set. In this setting, there is just one image per subject in each gallery and probe set. See [100] for more details on how the training and test data sets are created for this experiment. The rank-1 results obtained using our method are reported in Table 3.1. As can be seen from Table 3.1, that our method achieves recognition rate over 99% in most of the experiments and on average it achieves the recognition rate of 99%.

For comparison purpose, we have also included the average recognition rates from [100] and [49] which follow a similar experimental setting. In Table 3.1, MA and MB correspond to method A and method B as presented in [100]. Based on their albedo estimation method, Biswas et al. [49] report an average recognition rate of 94%. Our results on this data set are also comparable to that of [101] and [102]. Using only $f_{12}$ as the gallery set, [101] reported an average recognition rate of 98% for color images. Similarly, an average recognition rate of 99% (with $f_{12}$ as gallery) is reported by Zhang and Samaras using their spherical harmonics based approach [102]. Based on grey scale images, we obtain an average recognition rate of 100% when $f_{12}$ is used as the gallery. Furthermore, DFR is much faster than the algorithms presented in [101] and [102] with an advantage that it can deal with images of much smaller size.

In the second set of experiments using this database, we test the ability of our algorithm in recognizing faces in the presence of different poses and illumination. In
Table 3.1: Recognition result on the frontal images in the PIE data set. \( f_i \) denotes the images with the \( i^{th} \) flash on as labeled in the PIE data set. Each \((i,j)^{th}\) entry is the rank-1 recognition rate obtained with the images in \( f_i \) as gallery and \( f_j \) as probe sets.

<table>
<thead>
<tr>
<th>Probe</th>
<th>( f_8 )</th>
<th>( f_9 )</th>
<th>( f_{11} )</th>
<th>( f_{12} )</th>
<th>( f_{13} )</th>
<th>( f_{14} )</th>
<th>( f_{15} )</th>
<th>( f_{16} )</th>
<th>( f_{17} )</th>
<th>( f_{20} )</th>
<th>( f_{21} )</th>
<th>( f_{22} )</th>
<th>Avg</th>
<th>Avg:MA[100]</th>
<th>Avg:MB[100]</th>
<th>Avg [49]</th>
</tr>
</thead>
<tbody>
<tr>
<td>( f_8 )</td>
<td>-</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>99</td>
<td>99</td>
<td>97</td>
<td>94</td>
<td>79</td>
<td>99</td>
<td>97</td>
<td>97</td>
<td>96</td>
<td>89</td>
<td>92</td>
<td>87</td>
</tr>
<tr>
<td>( f_9 )</td>
<td>100</td>
<td>-</td>
<td>100</td>
<td>100</td>
<td>99</td>
<td>99</td>
<td>99</td>
<td>97</td>
<td>99</td>
<td>97</td>
<td>97</td>
<td>97</td>
<td>99</td>
<td>93</td>
<td>97</td>
<td>95</td>
</tr>
<tr>
<td>( f_{11} )</td>
<td>100</td>
<td>100</td>
<td>-</td>
<td>100</td>
<td>100</td>
<td>99</td>
<td>99</td>
<td>96</td>
<td>100</td>
<td>99</td>
<td>99</td>
<td>99</td>
<td>99</td>
<td>92</td>
<td>95</td>
<td>92</td>
</tr>
<tr>
<td>( f_{12} )</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>-</td>
<td>100</td>
<td>100</td>
<td>99</td>
<td>99</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>96</td>
<td>98</td>
<td>98</td>
</tr>
<tr>
<td>( f_{13} )</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>-</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>99</td>
<td>98</td>
<td>100</td>
<td>99</td>
</tr>
<tr>
<td>( f_{14} )</td>
<td>100</td>
<td>99</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>-</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>99</td>
<td>99</td>
<td>98</td>
</tr>
<tr>
<td>( f_{15} )</td>
<td>96</td>
<td>97</td>
<td>99</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>-</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>99</td>
<td>96</td>
<td>97</td>
<td>96</td>
</tr>
<tr>
<td>( f_{16} )</td>
<td>96</td>
<td>97</td>
<td>100</td>
<td>100</td>
<td>96</td>
<td>99</td>
<td>99</td>
<td>-</td>
<td>100</td>
<td>97</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>98</td>
<td>91</td>
<td>94</td>
</tr>
<tr>
<td>( f_{17} )</td>
<td>78</td>
<td>85</td>
<td>94</td>
<td>99</td>
<td>97</td>
<td>96</td>
<td>99</td>
<td>99</td>
<td>-</td>
<td>90</td>
<td>96</td>
<td>96</td>
<td>93</td>
<td>80</td>
<td>87</td>
<td>83</td>
</tr>
<tr>
<td>( f_{20} )</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>99</td>
<td>99</td>
<td>99</td>
<td>99</td>
<td>97</td>
<td>-</td>
<td>100</td>
<td>100</td>
<td>99</td>
<td>91</td>
<td>95</td>
<td>93</td>
</tr>
<tr>
<td>( f_{21} )</td>
<td>97</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>99</td>
<td>100</td>
<td>-</td>
<td>100</td>
<td>100</td>
<td>96</td>
<td>99</td>
<td>97</td>
</tr>
<tr>
<td>( f_{22} )</td>
<td>97</td>
<td>97</td>
<td>100</td>
<td>99</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>99</td>
<td>98</td>
<td>98</td>
<td>97</td>
</tr>
<tr>
<td>Avg</td>
<td>97</td>
<td>98</td>
<td>99</td>
<td>100</td>
<td>99</td>
<td>99</td>
<td>99</td>
<td>97</td>
<td>99</td>
<td>99</td>
<td>99</td>
<td>99</td>
<td>99</td>
<td>99</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Avg [100]</td>
<td>88</td>
<td>94</td>
<td>93</td>
<td>97</td>
<td>99</td>
<td>99</td>
<td>96</td>
<td>89</td>
<td>75</td>
<td>93</td>
<td>98</td>
<td>98</td>
<td>99</td>
<td>93</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Avg [100]</td>
<td>90</td>
<td>97</td>
<td>94</td>
<td>99</td>
<td>99</td>
<td>99</td>
<td>98</td>
<td>93</td>
<td>87</td>
<td>95</td>
<td>99</td>
<td>99</td>
<td>99</td>
<td>-</td>
<td>96</td>
<td>-</td>
</tr>
<tr>
<td>Avg [49]</td>
<td>91</td>
<td>97</td>
<td>93</td>
<td>99</td>
<td>99</td>
<td>98</td>
<td>94</td>
<td>91</td>
<td>80</td>
<td>93</td>
<td>99</td>
<td>96</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>94</td>
</tr>
</tbody>
</table>
particular, we use images corresponding to $f_{12}$ as the gallery set which contains the images in frontal pose (camera 27) and frontal illumination. The probe images are in side pose (camera 5) with various illumination conditions. See [94] for more details on camera, $c$, and flash, $f$, positions corresponding to this dataset. Each gallery and probe set contains just one image per subject. Table 3.2 reports the rank-1 recognition rates achieved by different methods. It can be seen that the proposed dictionary-based method performs favorably with some of the competitive methods [90], [102], [101].

<table>
<thead>
<tr>
<th>$c_{05}$</th>
<th>$f_{21}$</th>
<th>$f_{20}$</th>
<th>$f_{12}$</th>
<th>$f_{11}$</th>
<th>$f_{9}$</th>
<th>$f_{8}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>DFR</td>
<td>97</td>
<td>97</td>
<td>100</td>
<td>97</td>
<td>100</td>
<td>97</td>
</tr>
<tr>
<td>[102]</td>
<td>96</td>
<td>94</td>
<td>99</td>
<td>98</td>
<td>96</td>
<td>93</td>
</tr>
<tr>
<td>[90]</td>
<td>96</td>
<td>97</td>
<td>99</td>
<td>97</td>
<td>97</td>
<td>97</td>
</tr>
<tr>
<td>[101]</td>
<td>98</td>
<td>97</td>
<td>98</td>
<td>97</td>
<td>97</td>
<td>94</td>
</tr>
</tbody>
</table>

To better analyze the robustness of our method to pose variations, we repeat the above experiment on the PIE dataset with different poses. In particular, we select four poses corresponding to cameras 07, 09, 29, and 37 with different illumination conditions as the probe set. Table 3.3 reports the rank-1 recognition rates achieved by our method. As can be seen from this table, even in the presence of extreme pose variation (camera 37) our method is able to provide reasonable recognition performance.
Table 3.3: Rank-1 recognition results (in %) on the PIE dataset with different poses and illumination variations.

<table>
<thead>
<tr>
<th></th>
<th>f_{21}</th>
<th>f_{20}</th>
<th>f_{12}</th>
<th>f_{11}</th>
<th>f_{9}</th>
<th>f_{8}</th>
</tr>
</thead>
<tbody>
<tr>
<td>c_{07}</td>
<td>94</td>
<td>93</td>
<td>93</td>
<td>88</td>
<td>86</td>
<td>87</td>
</tr>
<tr>
<td>c_{09}</td>
<td>94</td>
<td>92</td>
<td>97</td>
<td>94</td>
<td>97</td>
<td>99</td>
</tr>
<tr>
<td>c_{29}</td>
<td>92</td>
<td>96</td>
<td>92</td>
<td>96</td>
<td>93</td>
<td>96</td>
</tr>
<tr>
<td>c_{37}</td>
<td>61</td>
<td>70</td>
<td>68</td>
<td>75</td>
<td>64</td>
<td>76</td>
</tr>
</tbody>
</table>

3.3.3 Results on AR Database

The AR database consists of over 4,000 frontal face images of 126 subjects (70 men and 56 women). All the images were converted to grey scale and cropped with the size of 165 × 120. The images feature frontal view faces with different facial expression, illumination variation and occlusion. Hence, this database is more challenging than the Yale B and PIE datasets.

In this experiment, we choose a subset of the images consisting of 50 male subjects and 50 female subjects. 14 images per subject with illumination variations and expressions are used. From these 14 images, 7 images from Session 1 are used for training and the other 7 from Session 2 are used for testing [1].

The best recognition rate achieved by our algorithm is 93.7% which is a little lower than that of SRC and SVM whose reported best recognition rates are 94.7% and 95.7%, respectively [1]. NN and NS achieve the recognition rates of 89.7% and
90.3%, respectively [1] whereas CDPCA achieves the recognition rate of 59.00%.

3.3.4 Experiment on a Remote Face Dataset

In this section, we evaluate the effectiveness of our method on a remote face dataset [95]. In this dataset, a significant number of images are taken from long distances and under unconstrained outdoor environments. The distance from which the face images are taken varies from 5m to 250m under different scenarios. Since all the faces in the data set could not be extracted reliably using existing state-of-the-art face detection algorithms and the faces only occupied small regions in large background scenes, the faces were manually cropped and rescaled to a fixed size [95]. The database contains 17 different individuals and 2102 face images in total. The number of faces per subject varies from 29 to 306. All the images are 120 × 120 pixel PNG images. The images are partitioned into various folders corresponding to different variations present during the data acquisition. We only use the folders containing images with illumination and pose variations. Five clear images from each class are used for training and the rest of the images from the corresponding folders are used as the test set. Sample images from the illumination and pose folders are shown in Fig. 3.8.

The number of images in gallery is varied from one to five images per subject. The rank-1 recognition results obtained using SRC and DFR are compared in Fig. 3.9. The best recognition rate achieved by DFR on the images containing illumination is 85.8% compared to 85.0% for the SRC method. On the pose folder,
Figure 3.8: A few cropped face images from the remote face dataset. (a) Sample images from the illumination folder. (b) Sample images from the pose folder.
DFR significantly outperforms the SRC method. The best recognition rate achieved by the SRC method on the pose folder is 52% whereas the DFR method achieves 60%.

Figure 3.9: Recognition results on the remote face dataset corresponding to (a) illumination folder and (b) pose folder.
3.3.5 Recognition with Partial Face Features

In this section, we report the ability of our algorithm in recognizing faces from the partial face features. Partial face features have been used in recovering the identity of human faces before [13], [1], [103]. We use the images in the Extended Yale B database for this experiment. For each subject, 32 images are randomly selected for training, and the remaining images are used for testing. The region of eye, nose and mouth are selected as partial face features [1]. These partial facial parts are manually cropped. Examples of these features are shown in Fig. 3.10. Note that in this experiment, we omit the relighting step of our algorithm. We learn dictionaries directly on the partial facial features. Table 3.4 compares the results obtained by using our method with the other methods presented in [1]. As can be seen from the table, our method achieves recognition rates of 99.3%, 98.8% and 99.8% on eye, nose and mouth region, respectively and it significantly outperforms SRC, NN, NS and SVM [1].

![Figure 3.10: Examples of partial facial features. (a) Eye (b) Nose (c) Mouth.](image)

| (a) | (b) | (c) |
Table 3.4: Recognition results with partial facial features.

<table>
<thead>
<tr>
<th></th>
<th>Right Eye</th>
<th>Nose</th>
<th>Mouth</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dimension</td>
<td>5,040</td>
<td>4,270</td>
<td>12,936</td>
</tr>
<tr>
<td>DFR</td>
<td>99.3%</td>
<td>98.8%</td>
<td>99.8%</td>
</tr>
<tr>
<td>SRC</td>
<td>93.7%</td>
<td>87.3%</td>
<td>98.3%</td>
</tr>
<tr>
<td>NN</td>
<td>68.8%</td>
<td>49.2%</td>
<td>72.7%</td>
</tr>
<tr>
<td>NS</td>
<td>78.6%</td>
<td>83.7%</td>
<td>94.4%</td>
</tr>
<tr>
<td>SVM</td>
<td>85.8%</td>
<td>70.8%</td>
<td>95.3%</td>
</tr>
</tbody>
</table>

3.3.6 Rejecting Non-face Images

In this section, we demonstrate the effectiveness of our method in dealing with invalid test images with and without block occlusion. We test our rejection rule, described in Section 3.1.4, on the Extended Yale B data set. We use Subsets 1 and 2 for training and Subset 3 for testing. We simulate varying levels of occlusion by replacing a randomly chosen block of each test image with random noise. We include only half of the subjects in the training set. This way, half of the subjects in the test set are new to the algorithm. We plot the Receiver Operating Characteristic (ROC) curves according to different \( \tau \) values in Fig. 3.11(a). As can be seen from this figure, that simple rejection rule performs quite well. It performs nearly perfectly at 10% occlusion and without any occlusion. Even at 50% occlusion, it performs better than making a random decision. This performance, can be further improved
by applying our DFR method on different features such as PCA and LDA.

![Graph of ROC curves]

Figure 3.11: (a) ROC curves corresponding to rejecting outliers. The solid curve is generated by the DFR method based on our rejection rule. The dotted curves correspond to the cases when different levels of occlusion has been added to the test images. (b) ROC curve corresponding to rejecting invalid test samples.

In the second set of experiments on rejecting invalid test samples, we use the same experimental set up as in Section 3.3.1. In order to test the ability of our rejection rule in rejecting invalid samples, we add 1198 randomly selected object
images from the Eth80 dataset [104] to the probe set. The ROC curve corresponding to this experiment is shown in Fig. 3.11(b). As can be seen from this figure, that our simple rejection rule is able to remove most of the non-face images and performs nearly perfectly.

3.3.7 Recognition Rate vs. Number of Dictionary Atoms

In this section, we evaluate the performance of DFR as the number of trained dictionary atoms are changed. To this end, we repeat the experiment described in Section 3.3.1 on DFR using 504 dimensional eigenfaces with different numbers of dictionary atoms. Fig. 3.12 shows the recognition rate vs. number of atoms bar plot for this experiment. It can be observed that even selecting only 5 atoms per class dictionary, DFR provides a reasonable recognition performance on the Extended Yale B database. Experiments have shown that increasing the number of atoms to more than 23 usually degrades the performance of our algorithm. This is the case because with more dictionary atoms the representation gets more exact and it has to deal with all the noise/distortion present in the data. Whereas with fewer number of dictionary atoms, much more accurate description of the internal structure of the class is captured and the robustness to distortions is realized [13] [105], [106].

3.3.8 Recognition Rate vs. Number of Training Images

In this section, we study the performance of DFR as we vary the number of training images in each class. We use the Extended Yale B database for the
experiments in this section. All the images are scaled to the size of $64 \times 64$. We randomly select 1, 2, and 3 images per subject for training and the others for testing. We compare the performance of our method with that of SRC and dictionary-based SRC (DSRC) \(^2\). For DSRC, we define a new training matrix $A$ as the concatenation of learned dictionaries from all classes as

$$A = [D_1, \ldots, D_C], \quad (3.16)$$

where $D_i$ is the learned dictionary corresponding to the class matrix $B_i$. Given a novel face image, $y$, we solve the following $\ell_1$—minimization problem to obtain the

\(^2\)Note that one can use the introduced relighting method to first enlarge the training set to capture the illumination variations and then use the SRC method for classification. However, as discussed earlier, with enlarged dictionary, the computational complexity of SRC increases tremendously. To reduce the complexity of the $\ell_1$—minimization method, we first reduce the size of the enlarged dictionaries using small-sized learned dictionaries. We then apply the SRC method on a dictionary that is obtained by concatenating the learned dictionaries.
sparse coefficients

\[ \hat{\beta} = \min_{\beta} \|\beta\|_1 \text{ subject to } A\beta = y. \]  \hspace{0.5cm} (3.17)

Once the sparse solution is obtained, we follow the procedure of SRC to classify the test image. The experiment is carried out 10 times and the average recognition rates of DFR along with SRC, DSRC and CDPCA are compared in Table 3.5. This experiment shows that even in the presence of a few training images, our method can provide reasonable recognition of human faces. This performance can be further enhanced by learning dictionaries on features such as PCA and LDA.

Table 3.5: Performance comparison (in %) of different methods with respect to the number of training samples per subject.

<table>
<thead>
<tr>
<th>No. images</th>
<th>DFR</th>
<th>SRC</th>
<th>DSRC</th>
<th>CDPCA</th>
<th>GF</th>
<th>LTV</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>75.89</td>
<td>32.37</td>
<td>30.98</td>
<td>5.52</td>
<td>66.65</td>
<td>67.92</td>
</tr>
<tr>
<td>2</td>
<td>84.71</td>
<td>37.20</td>
<td>44.23</td>
<td>26.22</td>
<td>76.35</td>
<td>79.61</td>
</tr>
<tr>
<td>3</td>
<td>85.18</td>
<td>37.45</td>
<td>53.57</td>
<td>30.25</td>
<td>77.18</td>
<td>84.93</td>
</tr>
</tbody>
</table>

Note that this experiment violates SRC’s working premise that any test image that belongs to the same class will approximately lie in the linear span of the training samples from the corresponding class. As a result, SRC fails to provide reasonable recognition performance on this experiment. Similarly, 15 atoms per learned dictionary are not enough for DSRC to classify a novel test image with illumination variations via \( \ell_1 \)-minimization. Experiments have shown that the performance of DSRC generally increases as more number of atoms are kept in each
learned dictionary.

We also compare the performance of our method with several state-of-the-art illumination normalization-based methods such as Gradient faces (GF) [107] and LTV [108]. Once the GF or LTV features are found, the recognition is performed by the nearest neighbor rule (in the case of 1 training image) or by the nearest subspace rule. The results are shown in the last two columns of Table 3.5. As can be seen from Table 3.5 that DFR significantly outperforms GF and LTV based methods. Gradient faces and LTV features tend to be very noisy, especially in the dark regions of the face. This in turn effects the recognition performance. Since we are extending the gallery by adding multiple images of the subject with various illumination, DFR does not suffer from the above mentioned artifacts and gives better recognition performance.

3.3.9 Efficiency

To illustrate the efficiency of our algorithm, in Table 3.6, we report the average runtime of DSRC and DFR in classifying a test sample with a gallery matrix containing 32 images from which 15 dictionary atoms are learned. As can be seen from the table that DFR is efficient even when the data dimension increases.

3.3.10 Limitations

One limitation of the albedo estimation methods [49] and [90] is that they require the images to be aligned, as is the case with most state-of-the-art face
Table 3.6: Average runtime in seconds

<table>
<thead>
<tr>
<th>Dimension</th>
<th>DFR</th>
<th>DSRC</th>
</tr>
</thead>
<tbody>
<tr>
<td>30</td>
<td>$5.5 \times 10^{-4}$</td>
<td>0.28</td>
</tr>
<tr>
<td>56</td>
<td>$6.8 \times 10^{-4}$</td>
<td>0.63</td>
</tr>
<tr>
<td>120</td>
<td>$7.1 \times 10^{-4}$</td>
<td>0.80</td>
</tr>
<tr>
<td>504</td>
<td>$1.5 \times 10^{-3}$</td>
<td>0.97</td>
</tr>
</tbody>
</table>

recognition algorithms. The albedo estimation methods are also sensitive to facial expressions. Hence, when our method is used to estimate the albedo maps from a given face image with expressions, it produces artifacts in the final estimated albedo. As a result, DFR produces inferior recognition results on the databases with expressions such as AR face dataset.
Chapter 4: Face Recognition Across Aging

Face recognition has a wide range of applications. But face verification on age-separated facial images is challenging since usually there are significant changes in the shapes and textures. In the past decades many face recognition algorithms have been proposed[4], however the problem of recognizing facial images across aging remains an open problem. The aging process changes both the shapes and the textures of facial images. In this chapter, we look in to this problem from the points of view of shape and the texture respectively.

4.1 Geometry of the Grassmann Manifold

The Grassmann manifold $G_{k,m}$ can be viewed as a quotient group of the orthogonal group $SO(m)$. An in depth treatment of this subject can be found in [24]. Briefly, geodesic paths on $SO(m)$ are given by one-parameter exponential flows $t \rightarrow exp(tB)$, where $B \in \mathbb{R}^{m \times m}$ is a skew-symmetric matrix. The quotient geometry of the Grassmann manifold implies that geodesics in $G_{k,m}$ are given by one-parameter exponential flows $t \rightarrow exp(tB)$ where $B$ has a more specific structure given by $B = \begin{pmatrix} 0 & A^T \\ -A & 0 \end{pmatrix}$, where $A \in \mathbb{R}^{(m-k) \times k}$. The matrix $A$ parameterizes the
direction and speed of geodesic flow. Given a point on the Grassmann manifold $S_0$ represented by orthonormal basis $Y_0$, and a direction matrix $A$, the one-parameter geodesic path emanating from $Y_0$ in direction $B$ is given by $Y(t) = Q \exp(tB) \ J$, where, $Q \in SO(m)$ and $Q^TY_0 = J$ and $J = [I_k; 0_{m-k,k}]$.

In this chapter we use an extrinsic approach for computing the mean shape, where one embeds the shape space into a large ambient space and computes the mean in the ambient space. Finally, the result is projected back to the manifold.

For each point on the Grassmann manifold, we can associate to each $d$-dimensional subspace an $n \times n$ idempotent projection matrix $P$ of rank $d$, such that $P = YY^T$, where $Y$ is an orthonormal basis for the subspace. The space of $n \times n$ projectors of rank $d$, denoted by $\mathbb{P}_{n,d}$ can be embedded into the set of all $n \times n$ matrices $- \mathbb{R}^{n \times n}$ – which is a vector space. The projection $\Pi$ from $\mathbb{R}^{n \times n}$ to $\mathbb{P}_{n,d}$ is given by

$$
\Pi(M) = UU^T, \text{ where } M = USV^T \text{ is the d-rank SVD of } M. \quad (4.1)
$$

Using this embedding, we can define an extrinsic distance metric on the Grassmann manifold using the distance metric inherited from $\mathbb{R}^{n \times n}$. The embedding is illustrated in Fig. 4.1.

The representation of the facial shapes on the Grassmann manifold can also be used for face verification to devise inter-person and intra-person classifiers. From a given facial shape, as before we compute an orthonormal basis $Y$ for the centered landmark matrix. From this, we compute the projection matrix $P = YY^T$ as the representation of the shape $S$ on the Grassmann manifold.

From [109], the geodesic between two subspaces represented by projectors $P_1$
Figure 4.1: Two shapes $S_1$ and $S_2$ are mapped to $Y_1$ and $Y_2$ on the Grassmann manifold. The distance is computed by embedding the shapes to the ambient space $P_{n,d}$.

and $P_2$ on the Grassmann manifold has the form:

$$P_2 = \exp(tX)P_1\exp(-tX) \quad (4.2)$$

This equation defines a geodesic that passes through $P_1$ when $t = 0$ and passes through $P_2$ when $t = 1$. The matrix $X$ can be solved by the eigen-decomposition of matrix $B = P_1 - P_2$. \[109\] Thus the $n \times n$ matrix $B$ contains all the information about the geodesic between the two shapes.

The face verification problem is actually a two-class classification problem. Given a pair of shapes $(P_1, P_2)$, they are either from the same person or from different people. In our experiment, we use the matrix $B$ as the feature vector, with the SVM classifier \[110\], to classify if a pair of shapes belong to the same person.

Although the presentation of the facial shapes are used for both age estimation and face verification, we rely on the classifier to adjust its weights appropriately based on training.
4.2 Experimental Results of Grassmann Manifold

In this section, we present experiments that illustrate the strength and flexibility of the proposed representations for both age-estimation and face verification across aging.

4.2.1 Experiment on the MUCT Dataset

We used the MUCT dataset [2] to test the effectiveness of the proposed method on face verification using only the facial shapes first. The MUCT dataset contains 3755 facial images from 276 subjects. The facial images were obtained under 10 different lighting conditions and from 5 different viewpoints. Each facial image was manually landmarked with 76 landmarks. An example of the image and the facial landmarks is shown in Fig. 4.2. Among all these images, 2253 images are frontal. Since some landmarks may be obscured by other facial features in the non-frontal images, we tested our method on the frontal images only.

We adopted a three-fold cross validation in the verification experiment. The
The experiment result shows that the proposed method can effectively verify the identities in a pair of images using only the configuration of facial landmarks. The information conveyed in the facial shapes is a good source for face verification.

4.2.2 Experiment on the FG-NET Database

Next we used the FG-NET database [111] to test the proposed method under age variations. The FG-NET database [111] is a publicly available database and
Table 4.1: The distribution of the number of images and subjects in different ages range.

<table>
<thead>
<tr>
<th>Age Range</th>
<th>0-5</th>
<th>6-10</th>
<th>11-15</th>
<th>16-20</th>
<th>21-30</th>
<th>31-40</th>
<th>41-50</th>
<th>51-60</th>
<th>61-70</th>
</tr>
</thead>
<tbody>
<tr>
<td># of Images</td>
<td>233</td>
<td>178</td>
<td>164</td>
<td>155</td>
<td>143</td>
<td>69</td>
<td>39</td>
<td>14</td>
<td>7</td>
</tr>
<tr>
<td># of Subjects</td>
<td>75</td>
<td>70</td>
<td>71</td>
<td>68</td>
<td>84</td>
<td>35</td>
<td>22</td>
<td>8</td>
<td>4</td>
</tr>
</tbody>
</table>

has been widely used for evaluating face verification algorithms across aging. It has facial images collected at ages in the range from 0 to 69. We use the FG-NET database in our experiments since it is by far the largest database that covers such a wide age range and provides annotated facial landmarks as well as the age information of each image. In this database, there are 1002 images of 82 subjects. The distribution of the number of images and subjects is summarized in Table 4.1. About 64% of the images are from the children (with age < 18), and around 36% of the images is from the adults (with age ≥ 18). For each facial image there are 68 hand labeled landmarks representing the facial shape. Examples of the images and the corresponding facial shapes in the database are shown in Fig. 4.4.

We compared our method with Ling’s method [53], the LRPCA algorithm [112] and the same baseline method using the classical Procrustes analysis as in the experiment on MUCT. The equal error rates (EER) of are shown in Table 4.2. And the ROC curves are shown in Fig. 4.5.

The result shows that our method is effective in verifying the identities of the facial images, and has comparable result with the state-of-art method [53].
Figure 4.4: Examples of the images and landmarks (labeled as red) at different ages of the same subject in the FG-NET database. (a) An image and the facial shape at age 8; (b) An image and the facial shape at age 18.

Figure 4.5: The ROC curve of our method on FG-NET database.

Table 4.2: The comparison of different methods on the FG-NET database.

<table>
<thead>
<tr>
<th></th>
<th>Our Method</th>
<th>Ling’s Method</th>
<th>LRPCA</th>
<th>Baseline</th>
</tr>
</thead>
<tbody>
<tr>
<td>EER</td>
<td>23.6%</td>
<td>24.1%</td>
<td>32.1%</td>
<td>38.2%</td>
</tr>
</tbody>
</table>
Since our method uses only the shapes as the feature, while Ling’s method uses appearance-based features, our method has the potential to improve the overall face recognition performance after it is integrated with other appearance-based face recognition methods.

4.2.3 Effect of the Age Gap

We studied the performance of the proposed method under the influence of facial aging empirically. We conducted this investigation using the FGNET database since it has a large age range. Based on the age gaps between the image pairs, the three-fold verification result on the FGNET was grouped into 6 classes: age gaps from 0 to 1 year, 2 to 3 years, 4 to 5 years, 6 to 7 years, 8 to 9 years and 10 to 11 years. There are about 500 image pairs, which contain around 65 intra-person pairs for testing on average in each group. An equal error rate was calculated for each group respectively. Fig. 4.6 shows the performances of our method, the baseline method and the LRPCA under different age gaps.
The results show that as the age gap increases, it is more difficult to verify if an image pair comes from the same person. It also shows that the performance of our method is more stable under aging variation compared to the baseline and the appearance-based LRPCA method. Specifically, the proposed method has a comparable performance with LRPCA when the age gap is less than 1 year, and has a better performance when the age gap is greater than 1 year. This may be because the facial shape is stable across aging for an adult person, while the appearance of the face may have more variation due to its effect on facial skin and texture.

4.3 Facial Growth Model

4.3.1 Classical Craniofacial Growth Model

We first give a brief introduction to the craniofacial growth model, which was proposed by Todd, et al, [113], and has been used in modelling the age progression by Ramanathan, et al, [54]. The relative craniofacial growth model, which is derived from this traditional growth model, is discussed in the following sections.

The craniofacial growth model is illustrated in Fig. 4.7(a). For a given facial shape, the craniofacial growth model assumes that there is a growth origin and each landmark will grow along the radial direction from the growth origin with a growth rate. Let the angular coordinates of a landmark at age $t_0$ be $(R_i^{(t_0)}, \theta_i^{(t_0)})$ and the coordinates of the landmark age $t_1$ be $(R_i^{(t_1)}, \theta_i^{(t_1)})$, $(t_1 > t_0)$, then the traditional growth model can be expressed as follows: [54]
\[ R_i^{(t_1)} = R_i^{(t_0)} + k_i^{(t_0,t_1)} (R_i^{(t_0)} + R_i^{(t_0)} \cos(\theta_i^{(t_0)})) \] (4.3)

\[ \theta_i^{(t_1)} = \theta_i^{(t_0)} \] (4.4)

where \( k_i^{(t_0,t_1)} \) is the growth parameter from age \( t_0 \) to age \( t_1 \) for the \( i \)th landmark. The growth parameters are learned by solving a set of non-linear equations. \[54\]

Since the angle \( \theta_i^{(t)} \) for the \( i \)th landmark does not change across time, we denote it as \( \theta_i \).

Let the growth origin \( O_g \) be the origin of the coordinate system. Denote the cartesian coordinates of the \( i \)th landmark in the facial shape at age \( t \) by \( (x_i^{(t)}, y_i^{(t)}) \).

Then we have:

\[ x_i^{(t)} = R_i^{(t)} \cos(\theta_i) \] (4.5)

\[ y_i^{(t)} = R_i^{(t)} \sin(\theta_i) \] (4.6)

Substituting Eqn. 4.6 to Eqn. 4.4, the craniofacial growth model from age \( t_0 \) to age \( t_1 \) can be expressed in cartesian coordinate system as:

\[ x_i^{(t_1)} = [1 + k_i^{(t_0,t_1)}(1 + \cos \theta_i)]x_i^{(t_0)} \] (4.7)

\[ y_i^{(t_1)} = [1 + k_i^{(t_0,t_1)}(1 + \cos \theta_i)]y_i^{(t_0)} \] (4.8)

Assuming bilateral symmetry of faces \[54\], the growth origin should be located on the axis of bilateral symmetry, then we have \( y_{le}^t + y_{re}^t = 0 \) and \( R_{le} = R_{re} \), where the subscripts \( le \) and \( re \) refer to the landmarks at the centers of the left eye and the right eye respectively and will be used in the following discussion.
4.3.2 Relative Craniofacial Growth Model

The craniofacial growth model [113], which was based on the science of face anthropometry, has an implicit assumption that all the facial shapes are in the same scale. This prerequisite is also true when the growth model is applied to simulating the aging progress [54] using a single facial image. The scale of that single image is actually used as an absolute reference for synthesizing the appearances at different ages.

For the face verification problem, this condition usually does not hold because face images can be easily enlarged. The shapes extracted from face images lose their absolute scales. This raises two problems in applying the growth model in a real scenario:

1) the growth parameters from age $t_1$ to age $t_2$ are not easy to be learned from the facial shapes extracted from the training data at these ages directly;

2) given two facial shapes $S_1$ and $S_2$ at different ages $t_1$ and $t_2$, $S_1$ must be normalized to the same scale at which the growth parameters are learned before synthesizing the new shape of $S_1$ at age $t_2$.

Since the absolute scale information is lost in facial images, a relative scale has to be adopted to normalize the facial shapes. The distance between the centers of two eyes is usually not affected by expressions and thus is relatively stable. Hence we used this distance as the reference scale. Specifically, we align the center of the left eye to $(0, -1)$ and the center of right eye to $(0, 1)$, and set the coordinate system of the relative craniofacial growth model as shown in Figure 4.7(b). Let
Figure 4.7: (a) Illustration of the craniofacial growth model. (b) Illustration of the relative craniofacial growth model.

$$S' = \begin{bmatrix} u_1'(t) & \cdots & u_N'(t) \\ v_1'(t) & \cdots & v_N'(t) \end{bmatrix}^T$$

and

$$S = \begin{bmatrix} u_1(t) & \cdots & u_N(t) \\ v_1(t) & \cdots & v_N(t) \end{bmatrix}^T$$

denote the coordinates of the $N$ landmarks detected from a facial image at age $t$ and in the coordinate system of the proposed model (Fig. 4.7(b)), respectively. Then the alignment can be achieved as: $S = S'A$, where the transform matrix $A$ can be easily solved from:

$$\begin{bmatrix} u_{le}'(t) & v_{le}'(t) \\ u_{re}'(t) & v_{re}'(t) \end{bmatrix} A = \begin{bmatrix} 0 & -1 \\ 0 & 1 \end{bmatrix}$$

In the traditional growth model, the half distance $d_e^{(t)}$ between the eye centers at age $t$ is given by:

$$d_e^{(t)} = R_{re}^{(t)} \sin \theta_{re}$$

So the transformation between the traditional growth model and the proposed model
is given by:

\[ u_i^{(t)} = (x_i^{(t)} - R_{re}^{(t)} \cos \theta_{re})/d_e^{(t)} \]  \hspace{1cm} (4.11)

\[ v_i^{(t)} = y_i^{(t)}/d_e^{(t)} \]  \hspace{1cm} (4.12)

Substituting Eqn. 4.6 and let \( \gamma_i = \frac{\cos \theta_i}{\sin \theta_i} \), then we have a set of linear equations about \( \gamma_i \):

\[ u_i^{(t)} = \gamma_i v_i^{(t)} - \gamma_{re}, \quad 1 \leq i \leq N \]  \hspace{1cm} (4.13)

And the coordinates of the growth origin \( O_g \) in the proposed model are given by \((-\gamma_{re}, 0)\). Note that \( \gamma_i \) is the cotangent value of \( \theta_i \) and thus does not change across time.

Substituting the traditional growth model into the above equation, we have:

\[ u_i^{(t)} = \frac{R_i^{(t)}(1 + k_i^{(t_0,t_1)}(1 + \cos \theta_i)) \cos \theta_i - R_{re}^{(t)}(1 + k_{re}^{(t_0,t_1)}(1 + \cos \theta_{re}))}{R_{re}^{(t)}(1 + k_{re}^{(t_0,t_1)}(1 + \cos \theta_{re})) \sin \theta_{re}} \]  \hspace{1cm} (4.14)

\[ v_i^{(t)} = \frac{R_i^{(t)}(1 + k_i^{(t_0,t_1)}(1 + \cos \theta_i)) \sin \theta_i}{R_{re}^{(t)}(1 + k_{re}^{(t_0,t_1)}(1 + \cos \theta_{re})) \sin \theta_{re}} \]  \hspace{1cm} (4.15)

where \( k_i^{(t_0,t_1)} \) and \( k_{re}^{(t_0,t_1)} \) are the growth parameters of the \( i \)th landmark and the left eye respectively. We call this model as relative craniofacial growth model since for each facial shape, the scale at each age is relative to the distance between the eyes at that age.

Let

\[ \beta_i^{(t_0,t_1)} = \frac{1 + k_i^{(t_0,t_1)}(1 + \cos \theta_i)}{1 + k_{re}^{(t_0,t_1)}(1 + \cos \theta_{re})} \]  \hspace{1cm} (4.16)

Then it can be simplified to a set of linear equations of \( \beta_i^{t_0,t_1} \) as:

\[ u_i^{(t_1)} = \beta_i^{(t_0,t_1)} (u_i^{(t_0)} + \gamma_{re}) - \gamma_{re} \]  \hspace{1cm} (4.17)

\[ v_i^{(t_1)} = \beta_i^{(t_0,t_1)} v_i^{(t_0)} \]  \hspace{1cm} (4.18)
The set of linear equations Eqn. 4.13 and Eqn. 4.18 are the relative craniofacial growth model and we call $\beta_i^{(t_0,t_1)}$ as the relative growth parameters of the $i$th landmark starting at age $t_0$ and ending at age $t_1$.

4.3.3 Learning the Relative Growth Parameters

The relative craniofacial growth model is described using a set of linear equations, and thus the parameters can be easily learned from a set of training facial shapes and their corresponding ages.

The parameters $\gamma_i$, $1 \leq i \leq N$ do not change across time for the same person. A set of $\gamma_i$ can be solved for each subject from the linear equations (4.13) and then personalized relative growth parameters can be learned by solving (4.18) given the shapes at different ages of the same person. However, for face verification experiments, the training set does not contain any subject that appears in the testing set. So the personalized growth parameters cannot be used for testing. Thus a general relative growth model is learned using all the training data in our experiments.

A training set containing $Q$ shapes yields a set of $QN$ linear equations for $\gamma_i$, $1 \leq i \leq N$ using (4.13) so that $\gamma_{re}$ can be easily solved. For the relative growth parameters $\beta_i^{(t_0,t_1)}$, $1 \leq i \leq N$, we select all the training shapes at age $t_0$ or $t_1$. Each pair of shapes of the same subject at these two ages yield a set of two linear equations for $\beta_i^{(t_0,t_1)}$ based on (4.18). Then $M$ pairs of shapes from ages $t_0$ and $t_1$ yield a set of $2MN$ linear equations for all the $N$ relative growth parameters $\beta_i^{(t_0,t_1)}$. 
Hence the relative growth parameters can be simply solved using the minimum least square method.

4.3.4 Experiment Results with Facial Growth Model

After a pair of facial shapes is warped to the same age, the difference between them can be measured by various shape analysis methods and then appropriate pattern recognition methods can be invoked for verifying their identities. The Grassmann manifold has been shown to be effective for shape recognition [35] in general and face recognition [27, 36]. Hence we adopted the Grassmann manifold to describe the difference between a pair of shapes that is warped to the same age and then verify their identities using a two-class SVM classifier.

4.3.4.1 Verification Experiments

In order to compare with the state-of-art face verification methods across aging, we follow the protocol suggested in [53] which divides the FGNET dataset into three subsets:

1. FGnet-8 consists of all the data collected at ages between 0 and 8. It includes 290 facial images from 74 subjects, among which 580 intra-person pairs and 6000 extra-person pairs are randomly generated for verification.

2. FGnet-18 consists of all the data collected at ages between 8 and 18. It includes 311 facial images from 79 subjects, among which 577 intra-person pairs and 6000 extra-person pairs are randomly generated for verification.
3. FGnet-adult consists of all the data collected at ages 18 or above and roughly frontal. It includes 272 images from 62 subjects, among which 665 intra-personal pairs and about 6000 extra-personal pairs are randomly generated for verification.

Three-fold cross validations are conducted on all the subsets such that there is no overlap between the subjects in the training and testing sets.

For the FGnet-8 subset, 72 relative growth models that start at ages between 0 and 8 and end at all other possible ages are learned from the training data. Similarly, 110 models are learned using the FGnet-18 subset for all possible starting and ending ages. The facial aging progress is much slower for adults and thus the facial shapes are relatively stable. We group the adult data into 7 groups based on the ages: age from 18 to 20, from 21 to 30, from 31 to 40, from 41 to 50, from 51 to 60, and from 61 to 69. The facial shapes in the same group are treated as having the same age. Forty-two relative growth models that start at one of the groups and end at other groups are learned.

We compare the performance of our method with the method based on the Grassmann shape analysis without using the relative growth model, the classical Procrustes shape analysis method [22] which is a baseline performance on shape analysis, and the GOP method [53] which is a state-of-art method using the texture features. The CRR-CAR curves on each subset are shown in Fig. 4.8(a), Fig. 4.8(b), and Fig. 4.8(c), respectively. The equal error rates (ERR) are shown in Fig. 4.8(d).
Figure 4.8: The CRR-CAR curves and equal error rates (EER) of the three-fold validation experiments on the FG-NET database, best viewed in color.

The results show that for children, the proposed method outperforms all the other methods on both subsets on children. The results are also consistent with the observation reported in [53] that face recognition is extremely hard for small children younger than 8 years old. For adults, the proposed method has comparable performance with the state-of-art texture based method. The proposed algorithm has slightly better results with the Grassmann manifold method which does not predict the facial shapes at different ages. This is mainly because the aging progress is relatively slow and subtle for adults. This also means that the proposed method
does not have any negative effect on the performance of face verification when the aging progress is subtle.

Note that the proposed method has similar performance on both the FGnet-adult and the FGnet-18 subsets. However the performance of the manifold method without using the growth model has a significant difference on these two sets. This suggests that the relative growth model captures the aging progress and predicts new facial shapes successfully for the teenagers and thus significantly improves the face recognition performance.

4.3.4.2 Effect of the Age Gap

Age gap is one of the major reasons that affect the performance of modern face recognition algorithms. The main goal of the proposed method is to capture the aging progress in age-separated image pairs and eliminate the effects of aging. Hence we study the influence of age gaps on the proposed method empirically using a FGnet-children subset which consists of 676 facial images with ages less than or equal to 18 years old from 80 subjects. We generated 3034 intra-person pairs and 6000 intra-person pairs. This subset is challenging since the aging progress in children is much more rapid than in adult. However, a method would be more applicable in practice if its performance is stable with large age gaps.

We group the three-fold cross verification results by the age gaps into the testing image pairs into 5 classes: 2 to 3 years, 4 to 5 years, 6 to 7 years, 8 to 9 years and 10 to 11 years. The EER of each method is calculated in each of the...
Figure 4.9: Equal error rates under different age gaps.

The results show that the performance of the proposed relative growth model method is relatively stable across different aging gaps; while the EERs of the other methods increase as the aging gap increases. It shows that the proposed method is able to capture and remove the intrinsic aging progress over facial shapes and thus improve the performance on age-separated facial image pairs.

4.3.4.3 Robustness Against Inaccurate Age Information

The proposed method relies on the ages of input facial images in order to predict the new facial shapes. The ages can be either provided from the collected metadata or from age estimation algorithms, such as in [34]. Thus the age information is sometimes not accurate and the robustness of the proposed method over inaccurate age information system is important. Since the growth progress is much faster for children and relatively slow for adults, we test our method on the FGnet-
Figure 4.10: Equal error rates of the proposed method with inaccurate age information on children and adult subsets.

children and the FGnet-adult sets. The same three-fold cross validation protocol as in previous sections is adopted in the experiments and a random noise is added to the age information of the testing images. The EERs of the proposed method on these two datasets against the mean absolute error (MAE) of the noise added on the age information are shown in Fig. 4.10.

The results show that in general the proposed method is affected slightly by the error in age estimation. When the MAE of age is 5 years, the EERs of the proposed method is consistently low at about 23% for adults and increases about 4% for children. The proposed method is more stable on the FG-adult than the FGnet-children set, which is consistent with the facts that children’s faces changes rapidly while the facial shapes are relatively stable on adults. Thus the relative growth model is not sensitive to the accuracy of age information, especially for adults.
4.4 Texture-based Face Recognition

4.4.1 Method

We first calculate the self quotient images of all facial images. Self quotient images is proposed by Wang, et al, [114] to improve face recognition under varying lighting conditions. The self quotient image is calculated by dividing the original image by a blurred version of the original image. This method is adopted as a preprocessing step since it does not need training and can work on a single image and in shadow regions without alignment. It can effectively suppress illumination effects and preserve discriminative information. An example of the self quotient image is shown in Fig. 4.11.

Then PHOW features are extracted on the self quotient images. PHOW was proposed by Bosch, et al, in 2007 [115]. It has been successfully applied in the problem of object classification. In this method, an image was cropped into patches at different scales. SIFT features [116] are extracted from each of the patches. The
PHOW feature vector is obtained by concatenating all the extracted SIFT feature vectors. We adopted the Chi-square distance to measure the difference between the feature vectors extracted from a pair of images. Let the feature vectors extracted from two images be denoted as \( u = [u_1, \cdots, u_m] \) and \( v = [v_1, \cdots, v_m] \). Then a difference vector \( d = [d_1, \cdots, d_m] \) between the images is defined as:

\[
    d_i = \frac{\|u_i - v_i\|^2_2}{|u_i| + |v_i|} \quad 1 \leq i \leq m
\]

(4.19)

where \( m \) is the dimension of the PHOW feature vector. Hence each entry of \( d \) is the CHi-square distance between the corresponding entries in \( u \) and \( v \). It is a two class pattern recognition problem to verify if a pair of facial images belong to the same subject. So a two-class SVM classifier is trained using the vector \( d \) as the feature vector of a pair of images.

4.4.2 Experiment Results of Texture Features

4.4.2.1 Verification on FG-NET

We tested this method on the images of all the adult people in FGNET database and compared it with the gradient of pyramid based method [53] and the metric learning based method [117, 118]. The equal error rates in the verification experiment are summarized in Table 4.3.

4.4.2.2 Verification and Identification on MORPH

The proposed method is also tested on the MORPH-1 dataset [119]. MORPH [119] is a publicly available database of age-separated facial images. In MORPH-
Table 4.3: Comparison of different texture-based method on FGNET.

<table>
<thead>
<tr>
<th></th>
<th>GOP</th>
<th>GOP+SVM</th>
<th>ITML</th>
<th>LMNN</th>
<th>Proposed</th>
</tr>
</thead>
<tbody>
<tr>
<td>Equal error rate</td>
<td>32.3%</td>
<td>24.1%</td>
<td>42.8%</td>
<td>36.3%</td>
<td>23.4%</td>
</tr>
</tbody>
</table>

Table 4.4: The distribution of the images and subjects in MORPH-1 database.

<table>
<thead>
<tr>
<th>Age Range</th>
<th>18-29</th>
<th>30-39</th>
<th>40-49</th>
<th>&gt;49</th>
</tr>
</thead>
<tbody>
<tr>
<td># of images</td>
<td>936</td>
<td>428</td>
<td>124</td>
<td>33</td>
</tr>
<tr>
<td># of subjects</td>
<td>514</td>
<td>296</td>
<td>93</td>
<td>20</td>
</tr>
</tbody>
</table>

1, all the images were obtained under controlled condition with aging and minor pose variations. But some images have low quality due to blur and stains. The distribution of the number of images and subjects in different age groups is shown in Table 4.4.

The equal error rates in the verification experiments are summarized in Table 4.5. We also tested the identification performance of our method on the MORPH-1. The recognition accuracies of our method and the baseline reported in [119] are summarized in Table 4.6.

The results show that the proposed method has better performance than the baseline in most of the subsets in datasets. In future, sophisticated machine learning method, such as SVM and metric learning, could be combined. The fusion of both the shape-based method and the texture-based method can be explored in order to improve the performance.
Table 4.5: The equal error rate on MORPH-1 database.

<table>
<thead>
<tr>
<th>Subset</th>
<th>Age in the gallery</th>
<th>0-5</th>
<th>6-10</th>
<th>11-15</th>
<th>16-20</th>
</tr>
</thead>
<tbody>
<tr>
<td>All people</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>18-29</td>
<td></td>
<td>17.6</td>
<td>22.0</td>
<td>26.1</td>
<td>34.7</td>
</tr>
<tr>
<td>30-39</td>
<td></td>
<td>13.4</td>
<td>19.3</td>
<td>17.9</td>
<td>n/a</td>
</tr>
<tr>
<td>40-49</td>
<td></td>
<td>6.3</td>
<td>n/a</td>
<td>n/a</td>
<td>n/a</td>
</tr>
<tr>
<td>Male</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>18-29</td>
<td></td>
<td>17.4</td>
<td>22.9</td>
<td>26.8</td>
<td>35.4</td>
</tr>
<tr>
<td>30-39</td>
<td></td>
<td>12.7</td>
<td>19.4</td>
<td>19.3</td>
<td>n/a</td>
</tr>
<tr>
<td>40-49</td>
<td></td>
<td>7.7</td>
<td>n/a</td>
<td>n/a</td>
<td>n/a</td>
</tr>
<tr>
<td>Female</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>18-29</td>
<td></td>
<td>21.1</td>
<td>21.9</td>
<td>23.1</td>
<td>34.4</td>
</tr>
<tr>
<td>30-39</td>
<td></td>
<td>16.7</td>
<td>21.3</td>
<td>n/a</td>
<td>n/a</td>
</tr>
<tr>
<td>African</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>18-29</td>
<td></td>
<td>19.9</td>
<td>23.9</td>
<td>27.3</td>
<td>40.0</td>
</tr>
<tr>
<td>American</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>30-39</td>
<td></td>
<td>16.5</td>
<td>20.9</td>
<td>21.3</td>
<td>n/a</td>
</tr>
<tr>
<td>White</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>18-29</td>
<td></td>
<td>16.4</td>
<td>22.0</td>
<td>30.4</td>
<td>n/a</td>
</tr>
<tr>
<td>30-39</td>
<td></td>
<td>7.7</td>
<td>15.6</td>
<td>n/a</td>
<td>n/a</td>
</tr>
</tbody>
</table>
Table 4.6: The recognition accuracies on MORPH-1 database. For the two number in each entry, the left is our result, the right is the baseline result.

<table>
<thead>
<tr>
<th>Subset</th>
<th>Age in the gallery</th>
<th>Age difference</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>0-5</td>
</tr>
<tr>
<td>All people</td>
<td>18-29</td>
<td>45.9 — 42.0</td>
</tr>
<tr>
<td></td>
<td>30-39</td>
<td>57.5 — 45.2</td>
</tr>
<tr>
<td></td>
<td>40-49</td>
<td>71.9 — 80.0</td>
</tr>
<tr>
<td>Male</td>
<td>18-29</td>
<td>48.8 — 43.1</td>
</tr>
<tr>
<td></td>
<td>30-39</td>
<td>58.2 — 51.3</td>
</tr>
<tr>
<td></td>
<td>40-49</td>
<td>73.1 — 80.0</td>
</tr>
<tr>
<td>Female</td>
<td>18-29</td>
<td>44.2</td>
</tr>
<tr>
<td></td>
<td>30-39</td>
<td>62.5</td>
</tr>
<tr>
<td>African</td>
<td>18-29</td>
<td>43.9 — 42.3</td>
</tr>
<tr>
<td>American</td>
<td>30-39</td>
<td>51.9 — 44.4</td>
</tr>
<tr>
<td>White</td>
<td>18-29</td>
<td>54.8 — 41.3</td>
</tr>
<tr>
<td></td>
<td>30-39</td>
<td>80.8 — 57.1</td>
</tr>
</tbody>
</table>
Chapter 5: Face Recognition with Quantized Images

5.1 Introduction

As an important biometric feature, face images have been used widely to identify humans. In most applications, face images to be identified are grey or colored, which have sufficient information to extract good features, especially when the face images are obtained under controlled conditions. A review of face recognition research conducted before 2003 may be found in [4].

5.2 Algorithms

5.2.1 Review of Principal Component Analysis

Let $C$ denotes the covariance matrix of images, then the PCA basis vectors are obtained by solving the eigenvalues and eigenvectors of $C$:

$$ C = \frac{1}{N} \sum_{i=1}^{N} (x_i - m)(x_i - m)^T C = V \Sigma V^T $$  \hspace{1cm} (5.1)

where $N$ is the number of images, $x_i$ is the $i$th image, $m$ is the mean of all images, $\Sigma$ is a diagonal matrix of all eigenvalues, $V = [v_1...v_i...v_N]$. $v_i$ is the eigenvectors corresponding to the $i$th eigenvalue $\lambda_i$. Assume $\lambda_1 \geq ...\lambda_i \geq ...\lambda_N$. The PCA
coefficients are obtained by:

\[ y_i = W^T x_i \] (5.2)

where \( W^T = [v_1...v_i...v_n] \), \( n \) is the number of desired principal components.

Though PCA does not make any assumption on the probability distribution of the pixel values, when the values of pixels obey a Gaussian distribution, PCA coefficients are independent and obey a Gaussian distribution. The eigenvalue \( \lambda_i \) is proportional to the energy, of the image along the direction of \( v_i \). So the number of desired principal components \( n \) could be determined by specifying the percentage of energy to be preserved:

\[ n = \arg \min \sum_{i=1}^{n} \frac{\lambda_i}{\sum_{i=1}^{M} \lambda_i} > p \] (5.3)

where \( M \) is the number of pixels of an image, \( p \) is the specified percentage of energy to be preserved. When the input to PCA does not obey a Gaussian distribution, \( \lambda_i \) still represent the energy, since \( x_i - m \) is a zero-mean random vector.

5.2.2 Multiple-Exemplar Discriminant Analysis

Linear discriminant analysis (LDA) is widely used in the field of pattern recognition. MEDA [6] uses several exemplar or even the whole sample set to represent each class. Its effectiveness was demonstrated in [120]. MEDA is an extension of LDA, but has different definitions of within-class and between-class scatter matrices. The MEDA method is summarized as follows. Let \( x_j^i \) denotes the \( j \)th sample in the \( i \)th class. The within-class scatter matrix \( \Sigma_W \) and between-class matrix \( \Sigma_B \)
are defined by
\[ \Sigma_W = \sum_{i=1}^{C} \frac{1}{N_i} \sum_{j=1}^{N_i} \sum_{k=1}^{N_i} (x^i_j - x^i_k)(x^i_j - x^i_k)^T \] (5.4)

\[ \Sigma_B = \sum_{i=1}^{C} \sum_{j=1, j\neq i}^{C} \frac{1}{N_i N_j} \sum_{k=1}^{N_i} \sum_{l=1}^{N_j} (x^i_k - x^j_l)(x^i_k - x^j_l)^T \] (5.5)

where \( C \) and \( N_i \) are the number of all samples and the number of samples in the \( i \)th class respectively. Then the projection matrix \( W \) is obtained by maximizing the function

\[ J_W = \frac{\det (W^T \Sigma_B W)}{\det (W^T \Sigma_W W)} \] (5.6)

Generally, MEDA requires multiple samples for each subject in the gallery set. For the face recognition problem, because of the symmetry of human faces, images in the gallery set could be mirrored vertically so as to increase the number of samples.

5.3 Recognition of Quantized Face Images

5.3.1 Quantization and Binarization Method

In our experiments, images with different numbers of grey levels were obtained by quantizing the original images using the minimum mean square error (MMSE) criterion [121]. Some examples of normalized face images quantized by the MMSE quantizer are given in Fig. 5.1.

Although the quantizer is able to quantize an image into a specified number of grey levels using the MMSE criterion, it is sensitive to illumination variations if it is used to binarize images. When recognizing faces from binary images, regions around
Figure 5.1: Face images quantized by the MMSE quantizer. (a) The original grey image with 256 grey levels. (b) The original image is quantized into 8 grey levels. (c) The original image is quantized into 4 grey levels. (d) The original image is quantized into 2 grey levels.

eyes, nose and mouth are very important. Since the illumination on the whole face is generally not evenly-distributed, the global binarization threshold could be affected even by slight shadows in the above-mentioned regions. In Fig. 5.1(a), the surrounding region of the original face image is slightly darker than the center region. So the MMSE quantizer assigned darker values to the pixels in the surrounding regions, as shown in Fig. 5.1(d). The shapes of facial organs were submerged in this result, though the quantization error is minimized. We adopted the MMSE quantizer in the experiments to investigate the effect of the number of grey levels on the performance of face recognition algorithms.

For the binary face recognition problem, we adopted a contrast based quantizer. Regions, such as eyes, nose and mouth, on a face image are generally much darker than other regions. The shapes of these regions could be better preserved when the original image is binarized under a contrast criterion, which requires that
the bright pixels in the binary result account for a specified percentage. An example is given in Fig. 5.2. Compared to the MMSE quantizer, this method could not only preserve the shapes of the organs better in binary result, but also can be easily implemented in an ordinary fax machine.

Figure 5.2: The original image in Fig. 5.1 is binarized under the contrast criterion. The percentage of the bright pixels is 80%.

5.3.2 Dataset

The performance of PCA, MEDA and the elastic bunch graph matching (EBGM) algorithms was investigated using the Face Recognition Grand Challenge (FRGC) database version 1 [122]. In this database, experiment 1 is focused on the recognition of still frontal face images obtained under controlled illumination. In the gallery set there is only one controlled still image for each subject. Totally, there are 152 images in the gallery set for 152 subjects, 608 images in the probe set. Images were mirrored vertically in order to meet the requirements of MEDA. Similar to experiment 1, experiment 2 is focused on the face recognition problem under controlled illumination, but has 4 different images for each subject in the gallery set. There are a total of 608 images in the gallery set for 152 subjects and 2432 images in the probe set. Experiment 4 concerns with face recognition under different illumination.
conditions, where the images in the gallery set were obtained under controlled conditions and those in the probe set were obtained under uncontrolled conditions. We investigated the performance of the algorithms on experiments 1, 2 and 4 of FRGC.

5.3.3 Effect of the Number of Grey Levels

In order to investigate the effect of the number of grey levels, we quantized the images in version 1 experiment 1 database using the MMSE quantizer. The mean peak signal noise ratio (PSNR) of the output of the quantizer when the original images are quantized into different number of grey levels is plotted in Fig. 5.3. The quantization PSNR drops as the number of grey levels decreases. When there are less than 8 grey levels, the PSNR is less than 35db. A significant amount of information is lost.

![Figure 5.3: The mean PSNR when the images were quantized into different number of grey levels.](image)

The eigenvalues of the PCA covariance matrix estimated from the images with different number of grey levels are plotted in Fig. 5.4. The eigenvalues of
the covariance matrix were sorted in the descending order. It shows that for the

Figure 5.4: Eigenvalues of the covariance matrix of 2, 4, 8, 16, 256 grey levels images. Their spectrums almost overlap in low order eigenvalues, and have high order tails. The tails from up to down are from 2, 4, 8, 16, 256 grey levels images.

top $n$ eigenvalues, the percentage of the energy they account for decreases as the number of grey levels decreases. As the number of grey levels decreases, the values of the middle and high orders eigenvalues of the covariance matrix increases, and the energy tends to spread to high order eigenvalues. According to Fig. 5.3, when images are quantized into fewer greylevels, the power of quantization noise increases. This might be a major reason for the energy spread phenomenon.

We quantized all the images in the training, gallery and probe sets of experiment 1 and tested the performance of PCA, MEDA and EBGM algorithms. The recognition accuracies of the algorithms using the Euclidean distance or the cosine of the angles between two representations [122] as the metric on rank 1 when the images have different number of grey levels are plotted in Fig. 5.5. It appears that the combination of PCA and MEDA always has better performance than the PCA
Figure 5.5: Recognition accuracies of PCA and PCA+MEDA methods on rank 1 when using different distance metrics and the images have different number of grey levels on FRGC version 1 experiment 1. The x-axis is logarithmically scaled. The performance of PCA using the cosine distance and Euclidean distance are almost the same, so only the one using Euclidean distance is plotted.

only method. The cosine distance metric yields a better result than the Euclidean distance metric. The performance of each algorithm is almost the same, when the number of grey levels is greater than 8. But the recognition accuracies drop severely when the images have fewer grey levels. Since the quantization noise increases as the number of grey levels decreases, according to Fig. 5.3, much information could be lost or corrupted when the images are nearly binary. This might be an leading to the reduction in performance.

5.3.4 Performance Comparison on Binary Images

The distribution of the values of pixels in a binary image is much more like a Bernoulli distribution, rather than a Gaussian distribution. It has been suggested
in [64] that the performance may drop for non-Gaussian data. We tested the performance of PCA-based methods after the distribution of the pixels were transformed to be more Gaussian.

We tried two different ways to transform the binary images. One is to convolute the images with a Gaussian kernel. The other way is to perform a distance transform (DT)[123] on the binary images first, in order to extend the support of the pixels values. Each pixel is assigned a value of the Euclidean distance from it to its nearest edge point. In our experiment, the pixels were assigned positive values if they were white in the binary images. Otherwise, they were assigned negative values. Then the Box-Cox transform[124] is adopted to convert the images processed by DT to be more like Gaussian. The eigenvalues, in descending order, of the covariance matrix estimated from binary images and transformed binary images are plotted in Fig. 5.6. After Gaussian or distance and Box-Cox transformations, the energy of the covariance matrix concentrates

Figure 5.6: Eigenvalues of the covariance matrices estimated from binary images and transformed binary images.
more in the low to middle order eigenvalues. Although a Gaussian kernel could make most of the energy concentrate in low order eigenvalues, it blurs the image and suppresses the high frequency components, which generally carry significant discriminant information. The distance and Box-Cox transformations do not damp these components. A cumulative match curve (CMC) comparison of the PCA + MEDA method on binary images, images processed by Gaussian convolution and images processed by distance and Box-Cox transformation is shown in Fig. 5.7.

Figure 5.7: Performance on binary FRGC version 1 experiment 1 images. The accuracies on rank 1 for binary images, images processed by Gaussian convolution and images processed by distance and Box-Cox transformation are 82.73%, 82.24% and 87.66%, respectively.

We binarized the images in FRGC experiments 1, 2 and 4 by the contrast criterion, and then processed them with distance and Box-Cox transformations. The CMC curve of PCA + MEDA method is shown in Fig. 5.8, which shows that with the help of distance and Box-Cox transforms, the accuracy of PCA + MEDA method on rank 1 is 87.66%, which is about 10% lower than the performance on
256 grey levels image (which is 95.96%, as shown in Fig. 5.5). In experiment 4, the original images were obtained under uncontrolled illumination conditions. The illumination on the face region varies significantly. The shadows on the face images severely corrupt the output of the global binarization, thus the recognition performance in this situation is very low.

Figure 5.8: Performance of PCA+MEDA on binarized images from experiment 1, 2, and 4 of FRGC. The accuracies on rank 1 are 87.66%, 91.74% and 53.95%, respectively.

In addition, we tested the EBGM method implemented by CSU [125] on the same binary dataset obtained from experiment 1 so as to investigate whether binary image data could have any impact on feature-based algorithm. Fig. 5.9 shows the best result we obtained. The reason for the poor performance may be that the bunch graph cannot be fit precisely and the features cannot describe the images effectively. This implies that the lose of intensity information could severely reduce the performance of intensity-based methods.
5.3.5 Face Verification under Noise, Down Sampling and Different Binarization Threshold

In the application of binary face image recognition, the problem of verifying a degraded low-quality image against a high-quality image is also of interest. When processing documents containing binary text and face images information about one’s identity, it is required to verify if the text and face images are consistent. In this case, a high-quality binary image may be obtained by searching a database using the text information, and cropping the low-quality binary face images from the document. Actually, the binary high-quality and low-quality images are from the same source, but the low-quality images are degraded. We used the images in FRGC version 1 experiment 1 to simulate this situation. The gallery set is constructed from binary face images with 80% contrast. An example is shown in Fig. 5.2. The probe set is binarized with different global threshold from the same source images, or degraded by adding random noise or downsampling. Fig. 5.10 shows some

Figure 5.9: Performance of EBGM on binarized images from experiment 1.
examples of the images in the gallery set and the degraded images in the probe set. The performance of the PCA+MEDA method on noisy images, downsampled

Figure 5.10: Degraded binary face images. (a) A binary face image obtained from the original grey image with a contrast of 70%. (b) A binary face image obtained from the original grey image with a contrast of 90%. (c) A binary face image with a contrast of 80% was downsampled to 20% of the original size. (d) A binary face image degraded by additive random noise, PSNR=8db.

images and images binarized with different parameter under the contrast criterion is shown in Fig. 5.11, 5.12 and 5.13, respectively. According to these results, for the same source images verification problem, the algorithm is able to maintain a high accuracy rate on rank 1 when the PSNR is greater than 7 db, or the images are downsampled to not less than 20% of the original size, or the parameters in the contrast based binarization varies no more than 10%.

5.4 Reconstruction Method

Let \( y, y_Q \) and \( Q \) denote a vectorized image, its corresponding quantized image and the quantizer respectively, such that \( y_Q = Q(y) \). Our goal is to reconstruct the original image \( y \) given the observation \( y_Q \). Given a dictionary \( D_Q \), traditional
Figure 5.11: Same source verification rate under noise.

Figure 5.12: Same source verification rate on down sampled images.

Figure 5.13: Same source verification rate on binary images obtained by different threshold.
compressive sensing method [126] tries to find a sparse vector $x_q$ such that

$$x_Q = \arg \min_{x_q} \|y_Q - D_Q x_Q\|^2_2 + \lambda \|x_Q\|_1 \quad (5.7)$$

Similarly, a sparse vector $x$ which represent the original image $y$ can be obtained by

$$x = \arg \min_{x} \|y - D x\|^2_2 + \lambda \|x\|_1 \quad (5.8)$$

where $D$ is a dictionary for the original image.

The dictionaries $D$ and $D_Q$ can be learned using the K-SVD algorithm [7] such that

$$\{D, X\} = \arg \min_{D, X} \|Y - DX\|^2_2, \|X_i\|_0 \leq K \quad (5.9)$$

$$\{D_Q, X_Q\} = \arg \min_{D_Q, X_Q} \|Y_Q - D_Q X_Q\|^2_2, \|X_{Q_i}\|_0 \leq K \quad (5.10)$$

where each column of $Y$ is a training image and $Y_Q = Q(Y)$, $K$ is the sparsity, $X_i$ and $X_{Q_i}$ are the $i$th column of $X$ and $X_Q$, respectively.

Mutual coherence of $M(D)$ of a matrix $D$, which columns are normalized to uniform $l2$ norm, is defined as

$$M(D) = \max_{1 \leq i, j \leq n, i \neq j} \|D_i^T D_j\| \quad (5.11)$$

Donoho, et al, [126] shows that the mutual coherence plays an important role in stably estimating the sparse vectors. Assuming the sparse vector $x_1$ and $x_2$ of the images $y_1$ and $y_2$ exists, the dictionary $D$ has a small mutual coherence $M(D)$ such that $\|x_i\|_0 = N \leq (1/M + 1)/4$, $i = \{1, 2\}$, then

$$\|x_1 - x_2\|^2_2 \leq \frac{1}{1 - M(D)(4N - 1)} \|y_1 - y_2\|^2_2 \quad (5.12)$$
However, the K-SVD algorithm does not guarantee that the solutions of (5.9) and (5.10) have a low mutual coherence. We add the penalty term of the mutual coherence of the dictionary into (5.9) and (5.10) such that

\[ \{D, X\} = \arg\min_{D, X} \|Y - DX\|_2^2 + \lambda\|D^T D - I\|_2^2, \|X_i\|_0 \leq K \quad (5.13) \]

\[ \{D_Q, X_Q\} = \arg\min_{D_Q, X_Q} \|Y_Q - D_Q X_Q\|_2^2 + \lambda\|D_Q^T D_Q - I\|_2^2, \|X_i\|_0 \leq K \quad (5.14) \]

Given a quantized image \(y_Q\), our goal is to find a transform matrix such that \(X = f(X_Q)\) and recover the original image \(y\) by \(\hat{y} = D f(X_Q)\). We assume that there is a linear transformation matrix \(A\) such that \(X = AX_Q\). We add this constraint into (5.13) such that

\[ \{D, X, A\} = \arg\min_{D, X, A} \|Y - DX\|_2^2 + \lambda\|D^T D - I\|_2^2 + \beta\|X - AX_Q\|_2^2, \|X_i\|_0 \leq K \quad (5.15) \]

Equation (5.14) can be solved by alternatively updating \(D_Q, X_Q\). We use the OMP algorithm [87] to update \(X_Q\). The dictionary \(D_Q\) is updated using the algorithm in [127]. The algorithm for solving (5.14) is summarized in Algorithm 1.

---

**Algorithm 1**: Solving the dictionary for quantized images.

**Input**: Quantized image \(Y_Q\), sparsity \(K\), number of iterations \(\text{max}_\text{iter}\)

**Output**: Dictionary \(D_Q\), sparse vectors \(X_Q\)

**for** \(t \leftarrow 1\) **to** \(\text{max}_\text{iter}\) **do**

  Update the sparse matrix \(X_Q\) in (5.14) using the OMP algorithm [87].

  Update the dictionary \(D_Q\) as follows:

  \[ D_Q^{(t+1)} = (Y_Q X_Q^T + 2\lambda D_Q^{(t)}) \ast (X_Q X_Q^T + 2\lambda D_Q^T D_Q) \]

**end**
Similarly, (5.15) can be solved by alternatively updating $D, X$ and $A$. The problem can be written as the follows in order to update $X$ using the OMP algorithm:

$$X = \arg \min_X \left\| \begin{bmatrix} Y \\ AX_Q \end{bmatrix} - \begin{bmatrix} D \\ I \end{bmatrix} X \right\|^2_2, \|X_i\|_0 \leq K \quad (5.16)$$

The steps are summarized in Algorithm 2.

**Algorithm 2**: Solving the dictionary for the original images.

**Input**: Original image $Y$, sparsity $K$, number of iterations $max\_iter$

**Output**: Dictionary $D$, sparse vectors $X$

**for** $t \leftarrow 1$ **to** $max\_iter$ **do**

Update the sparse matrix $X$ in (5.16) using the OMP algorithm [87].

Update the dictionary $D$ as follows:

$$D^{(t+1)} = (Y X^T + 2\lambda D^{(t)}) * (XX^T + 2\lambda DD^T)$$

Update the transform matrix $A$: $A = XX^\dagger$

**end**

In the reconstruction stage, for a quantized image $y_Q$, the sparse vector $X_Q$ is computed with dictionary $D_Q$ using the OMP algorithm. Then the reconstructed image $\hat{y}$ is obtained by $\hat{y} = DAX_Q$.

5.5 Experiment Results

5.5.1 Reconstruction

We tested the proposed method on the Extended YaleB dataset [92]. The images are downsampled to 48x40. We randomly select 32 images per subject (i.e.
half of the images) for training and the other half for testing. The testing images are quantized into 2, 3, 4, 8, 16 and 64 grey levels. The reconstruction error is calculated as the mean square error after the values of the pixels of both original image and the reconstructed image are rescaled to [0, 1]. The mean reconstruction error of the proposed method when the testing images have different number of grey levels are shown in Fig. 5.14. The mean square error between the quantized images and the original images is shown as the baseline. Examples of the quantized images and reconstructed images are shown in Fig. 5.15.

![Graph showing mean square error](image)

**Figure 5.14:** The mean square error between the original images and the reconstructed images.

The result shows that the proposed method is able to recovery the 256 grey level images from the quantized images. When there are less than 8 grey levels in the quantized images, the mean square error between the reconstructed images and the original images is significantly lower. The reconstructed images have similar appearances with the original images.
Figure 5.15: Examples of the quantized images and reconstructed images. The first column are the original images with 256 grey levels; the second column are the quantized images with 2, 3, 4 and 8 grey levels; the third column are the reconstruction results of the proposed method.
5.5.2 Recognition

We use the dictionary-based method in [8] to test the performance of face recognition with the reconstructed images. The rank-1 identification accuracies with the reconstructed images when the quantized images have different number of grey levels are shown in Fig. 5.16. The identification performance with the quantized images is used as the baseline.

![Figure 5.16: The rank-1 identification accuracies with the reconstructed images when the quantized images have different number of grey levels.](image)

The result shows that when there are more than 8 grey levels in the quantized images, the performance of face recognition is slightly affected. However, when there are less than 8 grey levels, the performance of face recognition on the quantized images is significantly impacted. The performance of face recognition using the reconstructed images is about 3% lower than using the original images when there are only 2 grey levels, and at each number of grey levels, the performance is comparable to the one using images with 256 grey level.
In real applications, the MMSE quantizer may be not a perfect model for the image acquisition process. Different quantization thresholds may be used to in scanners to obtain quantized images. Thus we empirically analysis the performance of the proposed method when there is error in the quantization thresholds. The mean square error and the rank-1 identification rate of the images reconstructed from 2, 3, 4, and 8 grey levels when there is different mean error in the thresholds are shown in Fig. 5.17 and 5.18.

![Graph](image)

**Figure 5.17:** The mean square error between the reconstructed images from 2, 3, 4 and 8 grey levels and the ground truth images when there is error on the quantization threshold.

The result shows that as the error in quantization thresholds increases, the reconstruction error increases and the rank-1 identification rate drops. When the mean error in thresholds is less than 15, the performance of face identification in reconstructed images is almost unaffected.

We also empirically analyzed the performance of the proposed method when
Figure 5.18: The rank-1 identification accuracies with the reconstructed images from 2, 3, 4 and 8 grey levels when there is error on the quantization threshold. there is noise in the quantized images. The mean square error and the rank-1 identification rate of the images reconstructed from quantized images with different numbers of grey levels and different levels of noise are shown in Fig. 5.19 and 5.20.

The result shows that when the peak SNR in quantized images is greater than 10db, the performance of reconstruction and face identification is almost unaffected. It also shows that in all cases, the more grey levels in the quantized images, the better performance could be obtained.
Figure 5.19: The mean square error between the reconstructed images from 2, 3, 4 and 8 grey levels and the ground truth images when there is noise in the quantized images.

Figure 5.20: The rank-1 identification accuracies with the reconstructed images from 2, 3, 4 and 8 grey levels when there is noise in the quantized images.
Chapter 6: Face Recognition Across Social Networks

6.1 Introduction

Measuring the performance in terms of a network’s structure is vital to understanding the impact of face recognition, and computer vision in general, on social networks. This dissertation presents the effort to characterize face recognition in terms of the structure of a social network.

Stone, et. al., [128, 129] showed that massive social media data can improve the performance of traditional computer vision and pattern recognition methods. Yu, et. al., [130] showed that hidden social connections could be found by analyzing the results of computer vision algorithms on social media data. A brief summary of related works is presented below.

6.1.1 The Effects of Social Network on Computer Vision

The social network structure and social media have wide applications in many fields. The social media contains not only face images, but also text and manual annotations. The information provided in various forms could be combined with computer vision methods. Recent efforts have shown the performance of face recog-
nition and computer vision algorithms can be improved by incorporating available meta data into algorithms.

Stone, et al., [128, 129] automatically tagged facial images on a social network by combining face recognition results using a conditional random field model with social context, such as timestamp, geotags and other manual annotations. Dantone, et al., [131] extended this method to a practical automatic face recognition system for mobile devices. Choi, et al., [132] proposed a collaborative face recognition framework based on recursive polynomial models and sharing supervised identity information from users’ feedback on face recognition for social network platforms. Another collaborative face recognition method for social network is presented in [133]. They proposed to fuse the results of a set of face recognition engines. Each classifier in the set of engines works on different features extracted from facial images. This work is further extended in [134], where the final face identities are obtained by fusing the results of the face recognition engine selected with the help of social context. Mavridis, et. al., [135] described several algorithms that enhance face recognition by selecting multiple classifiers based on co-occurrence of faces in photos. Tseng, et. al., [136] designed a photo identity suggestion method which relies only on the co-occurrence contexts, such as which user is manually tagged or left comments in albums. Poppe [137, 138] introduced several face labeling strategies based on the co-occurrence of faces in the same photos to infer their identities and validated the scalability of the strategies on large social networks. The social context information retrieved from communication, calender and collaborative applications and etc. is also able to improve the accuracy of face recognition on user-uploaded facial images.
These works show that traditional computer vision and pattern recognition algorithms could be improved using social networks.

6.1.2 The Effects of Computer Vision on Social Network

It is worth noting that the information obtained from computer vision algorithms enables improved social network analysis. Yu, et. al., [130] presented a graph-cut based algorithm to discover hidden social connections using the results of face recognition and person tracking in images and videos captured by a pan-tilt-zoom (PTZ) camera system; Mavridis, et. al., [135] proposed to predict friendship between people by counting the co-occurrence of faces in photos; Ding, et. al., [140] illustrated an algorithm based on support vector regression using visual and auditory features and an affinity learning procedure to build the social network of characters in movies; another visual concept-based algorithm for discovering the social network of the characters in movies is reported in [141]; Minder, et. al., [142] described a method for user re-identification in different social network sites based on the results of face recognition and text-attribute comparison. These works show that it is possible to discover new knowledge in a social network based on the results of computer vision algorithms.

6.1.3 Models and Algorithms for Social Networks

In this dissertation, we focus on the role of social connectivity in propagating facial identities. We assume each person has a photo album consisting of facial
images of him/herself and his/her friends. A face classifier can be trained for each person and tested on his/her friends. There are interactions between the classifiers on different subjects since the image labels in one’s album could be updated using the outputs of classifiers trained on others’ albums. We formulate the problem of identifying the unlabeled facial images based on the already labeled facial images and the connections in the social network as a belief propagation problem on an undirected graph. This is a popular method for graph-based inference.

There is a large body of research work on belief propagation and graphs. Belief propagation is an algorithm for inference on graphical models, such as Bayesian network and Markov random fields. Several exact and approximate Bayesian network inference algorithms are summarized in [143]. Loopy belief propagation is an important method for Bayesian networks with loops. Murphy, et. al., [144] empirically studied the application of belief propagation algorithms in networks with loops and suggested that good approximation could be obtained when the algorithm converges and the momentum could be helpful in reducing the oscillations. Acemoglu, et. al., [145] employed Bayesian learning in social networks and studied the condition of asymptotic learning. They showed that expanding observations and unbounded private beliefs are sufficient conditions for asymptotic learning. Mossel, et. al., [146] proposed a Bayesian model for iterative learning on social networks. They assumed that in a connected network, each agent estimates the status of variables by iteratively taking the optimal action given its belief and its neighbors’ actions. Zheleva, et. al., [147] explored the application of Markov random fields for inferring hidden attributes in social and affiliation networks. Everitt [148] applied a particle Markov
chain Monte Carlo method to the problem of estimating the parameter of exponential random graphs from social network data. Tang, et. al., [149] utilized loopy belief propagation to infer the type of social relationships for publication, email and mobile networks. These works show the effectiveness of Bayesian network and Markov random field methods in graphs.

6.2 Propagation of Facial Identities

6.2.1 Representation of a Social Network

A social network has a graph structure. In the graph, we model each person as a node, and connections between two people as an edge. In a social network, each person has connections to a set of friends. We consider the relationship between two people to be symmetric, and model the social network as an undirected graph \((V, E)\), where \(V\) is the set of nodes that represent people, and \(E\) is the set of edges that represent the friendship between a pair of people. The degree of a node is the number of edges adjacent to it. Of interest to our investigation, are social networks where a person can upload photos. Since we are performing face recognition, we will assume that the uploaded photos contain only faces. In our model, we assume that each person uploads a set of images that contain faces. We attach an album \(A_i\) to each node \(v_i\) that contain the set of face images. The album \(A_i\) consists of a set of face images: \(A_i = \{I_{i,l}\}\), where \(1 \leq l \leq n_i\) and \(n_i\) is the number of images in \(A_i\).
6.2.2 Belief Propagation

In our model, a face image could be initially labeled by the uploader or his/her friends. The probability of an image of person $v_i$ appearing in album $A_j$ depends on the distance between $v_i$ and $v_j$ on the graph. We are interested in estimating the identities of the unlabeled faces. There is usually a correlation between the images uploaded by friends, so we model the social network as a pair-wise Markov random field (MRF). The identities of the unlabeled images are represented as random variables in the MRF. The problem of inferring the identities of unlabeled images given the labeled images and the social network structure can then be formulated as a loopy belief propagation (BP) framework. Numerous papers have empirically demonstrated the performance of loopy BP algorithms [143, 150], although theoretically it is not proven to converge on networks with loops.

We denote $A_{l_i}$ as an $n_i$-dimension random vector in order to represent the identities of all the images in album $A_i$, such that:

$$A_{l_i} = [L_{i,1}, \ldots, L_{i,l}, \ldots, L_{i,n_i}]$$

(6.1)

where $L_{i,l}$ is the identity of the image $I_{i,l}$.

A face recognition classifier $C_i$ is trained for each node $v_i$ with images in $A_i$ and their corresponding labels $A_{l_i}$, and is expected to give a probability distribution $C_i(L_{j,k})$ of the candidate identities for each image $I_{j,k}$.

Assuming that the labels $L_{i,l}$ are independent random variables, the joint probability distribution of the identities of all the images in the social network is
Figure 6.1: Illustration of message propagation on the network with albums of facial images.

given by:

$$P(Al_1, \ldots, Al_N) = \frac{1}{Z} \prod_{<i,j>} C_i(Al_j) \quad (6.2)$$

where $Z$ is a normalizing factor and

$$C_i(Al_j) = \prod_{l=1}^{n_j} C_i(L_{j,l}) \quad (6.3)$$

Applying the max-product BP algorithm framework, the updated message $m_{i,j}^{new}$ from $v_i$ to $v_j$ is given by:

$$m_{i,j}^{new}(Al_j) = \max_{Al_i} C_i(Al_j) C_i(Al_i) \prod_{k \in \text{Nbd}(i) / j} m_{k,i}^{old}(Al_i) \quad (6.4)$$

where $\text{Nbd}(i)$ is the set of nodes that have direct connections to $v_i$, and $m_{i,j}(Al_j) = \prod_{l=1}^{n_j} C_i(L_{j,l})$. The message propagation is illustrated in Fig. 6.1.

The belief of the image $L_{i,l}$ in the album of $v_i$ can be read out from the graph by:

$$b_i(L_{i,l}) \propto C_i(L_{i,l}) \prod_{k \in \text{Nbd}(i) / j} m_{k,i}(L_{i,l}) \quad (6.5)$$

If there are $p$ possible identities for a facial image, the number of possible states of $A_i$ is $n_i^p$. It becomes infeasible to compute over such a large number of
possible states. We adopt a method which is similar to the particle filter method
developed for BP [151] that resamples particles with high importance. The new
message in (6.4) is updated using the identities with high probabilities. The images
with high belief identities in the album of \( v_i \) will be added to the training set of \( C_i \)
in the next iteration.

6.2.3 Classifiers

The proposed framework assumes that face recognition algorithms can be
trained with a set of training images with their labels, and then output a probabil-
ity distribution of candidate labels for each test image. Any classification method
that satisfies this requirement can be adopted. Note that the proposed method can
also be applied to other pattern recognition problems other than face recognition
by using appropriate training and testing features. In our experiments, we use the
Bayesian classifier [152] as the face recognition method.

For each node, a classifier is trained first using the initially labeled facial
images in the node’s album. Then the classifier is tested on all the images in albums
associated with the node and its neighbor, and is re-trained in the next iteration
using images with beliefs higher than a threshold in its album. These steps are
repeated according to the loopy belief propagation algorithm so that the identities
of facial images can be propagated through the social network.
6.2.4 Discovery of Hidden Connections

One of the interesting application is discovering hidden connections among people in a social network. A hidden connection means that people $v_i$ and $v_j$ are actually friends, but this connection is not explicitly shown in the graph structure. Discovery of hidden connections has many applications, such as modeling recommendations from friends in a social network website.

In order to determine if a relationship exists, we need a measurement of the relationship between two people, given some labels of facial images in their albums. A straightforward method is to examine the overlap between the given labels between two albums, for example, the percentage of the labels that appear in both albums. This method could be easily affected by wrong or ambiguous labels. In addition, as this method does not analyze the content of the images, it cannot make use of the unlabeled facial images.

We introduce an algorithm which measures the relationship based on face recognition results. The idea is to measure how well one person knows the facial images present in the album of the other. Consider a node $v_i$ with an album $A_i$, and the beliefs $b_i(L_{i,t})$ of the facial images which is computed from (6.5). The probability of the candidate labels of images $P_i(L_{i,t})$ can be obtained by normalizing $b_i(L_{i,t})$ such that

$$P_i(L_{i,t} = id_k^{(i)}) = \frac{b_i(L_{i,t} = id_k^{(i)})}{\sum_k b_i(L_{i,t} = id_k^{(i)})}$$  \hspace{1cm} (6.6)

where $id_k^{(i)} \in ID^{(i)} = \{id_1^{(i)}, \cdots, id_n^{(i)}\}$ is the set of possible candidate labels of image $I_{i,t}$.  
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A classifier \( C_j \) trained with \( A_j \) is tested on images in \( A_i \). It yields a probability distribution \( P_j(L_{i,l}) \) of the candidate labels of all the images in \( A_i \). Similarly, \( P_j(L_{i,l}) \) can be computed by normalizing \( C_j(L_{i,l}) \) as

\[
P_j(L_{i,l} = id_k) = \frac{C_j(L_{i,l} = id_k)}{\sum_k C_j(L_{i,l} = id_k)} \tag{6.7}
\]

where \( id_k \in ID^{(j)} = \{id_{1}^{(j)}, \ldots, id_{n_j}^{(j)}\} \) is the set of possible candidate labels given by \( C_j \).

The distance between \( v_i \) and \( v_j \) is measured by comparing these two probability distributions. We use the Kullback-Leibler divergence as a measurement of this distance. It is possible that there is no common support between \( P_i(L_{i,l}) \) and \( P_j(L_{j,l}) \), in which case the Kullback-Leibler divergence is not defined. Hence we apply Laplacian smoothing [153] such that

\[
P_i(L_{i,l} = id_k) = \frac{b_i(L_{i,l} = id_k) + \alpha}{\sum_k b_i(L_{i,l} = id_k) + \alpha d} \tag{6.8}
\]

\[
P_j(L_{i,l} = id_k) = \frac{C_j(L_{i,l} = id_k) + \alpha}{\sum_k C_j(L_{i,l} = id_k) + \alpha d} \tag{6.9}
\]

where \( id_k \in ID^{(i)} \cup ID^{(j)} \), \( d = |ID^{(i)} \cup ID^{(j)}| \), and \( \alpha \) is the smoothing parameter.

The KL divergence can then be computed as:

\[
kld_{j,i} = \frac{1}{n_i} \sum_{l=1}^{n_i} \sum_k \ln \left( \frac{P_j(L_{i,l} = id_k)}{P_i(L_{i,l} = id_k)} \right) P_i(L_{i,l} = id_k) \tag{6.10}
\]

and the score \( s_{i,j} \) of the connection between \( v_i \) and \( v_j \) can be defined as:

\[
s_{i,j} = \frac{kld_{i,j} + kld_{j,i}}{2} \tag{6.11}
\]

We use this score to determine if a connection between two nodes exists.
6.3 Experimental Results

In this section, we first discuss the dataset we used in our experiments. Then we present experimental results that characterize the performance of our method on graph structure networks, and discuss dependence on factors such as scalability, degrees of nodes, ability to correct labeling errors and discovery of hidden connections.

6.3.1 Dataset

To the best of our knowledge, there is no publicly available database that provides facial images as well as the social connections among them. Hence, we use a publicly available social network dataset and a facial image database to generate a social network of facial image dataset.

The Stanford Large Network Dataset Collection in Stanford Network Analysis Platform (SNAP) [154] is a publicly available dataset which provides network structures of large networks datasets, including the network data collected from real online social networks. It contains thousands of nodes and millions of edges. An example of the social network structure is shown in Fig. 6.2. We extracted a random subset of nodes and their edges to construct the structure of a social network.

We are interested in the impact of the connections in a social network on face recognition algorithms. Thus we use cropped facial images to avoid other interferences such as the uncertainty in the performance of face detection algorithms. The FRGC2.0 [122] is one of the largest facial image database, which consists of
Figure 6.2: An example of a local structure of the social network extracted from the Stanford Large Network Dataset Collection [3]

39328 facial images collected from 568 subjects. The facial regions are extracted from original facial images using the eye coordinates provided in the database. We use this facial image dataset to generate the album for each node in the social network since it enables the result to reveal the effects of the structure of the network without interference from other factors such as poses, aging and etc.

Each node is randomly assigned a unique identity of the subjects in FRGC. We observe that in online social networks, the images of one user often appear in the user or the user’s friends’ albums, and seldom appears in strangers’ albums. So we generate the album for each node such that the probability of an image $I_i$ of $v_i$ that appears in the album $A_j$ of $v_j$ is a non-negative decreasing function of the distance between two nodes in the graph:

$$P(I_i \in A_j) = f(d(v_i, v_j)) \quad (6.12)$$

The exponential distribution function is a good candidate for the non-negative de-
Figure 6.3: The distribution of the degrees of the nodes.

Figure 6.4: The means and standard deviations of the number of images in the albums of the nodes of different degrees.

Increasing function. The distribution of the degrees of the nodes in the social graph is shown in Fig. 6.3. The means and standard deviations of the number of images in the albums of the nodes of different degrees are shown in Fig. 6.4. It shows that the size of the album of each node is proportional to the degree of the nodes since the images of all the friends of a node could appear in its album.
6.3.2 Results

6.3.2.1 Comparison with Methods without Social Network

We randomly select a subset of the images and assume they are labeled initially. The proposed method is then tested on the dataset. In order to investigate the effect of social networks, we compare the overall rank-1 identification accuracy (i.e. the accuracy of the first candidate identity given by the classifier) of the proposed method with the result obtained using a Bayesian classifier [152] which is applied on this dataset under the following situations:

S1) apply the face recognition algorithm individually on each album, i.e., the structure of the network is not exploited and no message is propagated across different albums. The results obtained in this situation are used as baseline 1.

S2) apply the union of the albums of all the nodes, i.e., all the albums are merged to a dataset such that the initially labeled images serve as the training set and other images serve as the testing set. The classifier does not use any information from the social network. The results obtained in this situation are used as baseline 2.

We empirically study the effect of the percentage of the initially labeled images on the performance of face recognition methods. At each percentage of initially labeled images, all the methods are tested on three randomly generated dataset. The average overall rank-1 identification accuracies on unlabeled images using different methods with different percentage of initially labeled images are shown in Fig. 6.5.
Figure 6.5: The overall rank-1 identification accuracies of the proposed methods and baselines 1 and 2. Performance is also characterized by the percentage of the initially labeled images.

The result demonstrates that compared to the traditional method that does not model the connectivity in a social network, the performance of face recognition is improved by exploring the structure of the social network. In situation S1, the Bayesian classifiers are applied locally to each album individually. The number of possible identities is fewer in a local album than the whole image set, which may be helpful to the local classifiers. In situation S2, the union of all the albums could attain more labeled training samples, which is helpful for training a single classifier. These may be the reasons that the performance of Bayesian classifiers are close under S1 and S2. However, when applied to large scale social networks with millions of subjects and training samples, both complexity and computational load will increase significantly. Thus face recognition under scenario S2 may be not feasible in real social networks.
6.3.2.2 Scalability Over the Size of the Graph

Scalability is an important attribute for social network applications. We tested the performance of the proposed method on social graphs with different sizes.

We randomly extract a sub-network with 50 to 550 nodes from the SNAP dataset. Similarly, we generate the albums for the nodes. In this experiment, we assume that 40% of the images are initially labeled and test the proposed method and the baseline algorithm (scenario S2). The experiments are repeated 5 times for each set of nodes and the average overall rank-1 identification accuracies are shown in Fig. 6.6.

The result shows that the performance of the proposed method is stable as the size of the graph grows, while the performance of the traditional method slightly decreases. Since each node has its own album, adding new nodes to the graph introduces new identities and new facial images. This increases both the classification difficulty and the required computing resources for a global classifier. Under the
proposed framework, the classification task is always restricted to a local region which might be the reason that the performance is stable. This suggests that the proposed method is scalable to large scale social networks.

6.3.2.3 Effects of the Degrees of the Nodes

The degree is an important property for nodes. A node with a large degree implies that the node has many neighbors and that its album contains facial images from a large number of different subjects. We empirically study the relationship between the degrees of the nodes and the performance of face recognition.

The means and standard deviations of the local rank-1 accuracies on nodes with different degrees are shown in Fig. 6.7, assuming 30% of the images has been initially labeled. The result shows that as the degree of the node increases, the local performance increases and the standard deviation of the performance decreases. It also shows the performance tends to be stable with high accuracy on nodes with
high degrees. This may be because such nodes have more facial images in their albums such that the classifiers on these nodes could be better trained. The result on nodes with degrees higher than 15 are not shown since there are few nodes with such high degrees in the graph, as shown in Fig. 6.3, which makes the estimation of the means and standard deviations on these nodes not reliable.

6.3.2.4 Correction of Incorrectly Labeled Images

For images on a social network website, the initial identities are usually manually labeled by users. It is possible that some labels could be incorrect. Determination of facial identity when there are incorrectly labeled faces in the training images is an open question. We are interested in how the proposed method performs when the training data contains errors. This problem is different from the partial label problem [155], since there is only one candidate label, either correct or incorrect for an image; while the partial label problem assumes that there are initially a set of candidate labels for an image and one of them is the correct label.

We first set the labels of all the images as the groundtruth. Then we randomly select a percentage of the images and change their labels to other identities. The proposed method and the traditional classification method are then tested on the datasets which contain errors. The overall rank-1 identification accuracies of different methods under different percentage of initially incorrect labels are shown in Fig. 6.8.

The result shows that when there are errors in the training set, the classifiers
could learn all the errors and reflect them on the testing set, which makes the performance of the baseline method to be represented along a diagonal line. In the proposed framework, the classification results of the same image from multiple classifiers that are trained on different training set are fused. This gives the algorithm the capability to correct some of the incorrect labels. It also shows that the rank-1 identification accuracy of the proposed method is greater than 90% when no more than 40% of the images are incorrectly labeled.

6.3.2.5 Discovery of Hidden Connections

In order to evaluate the ability for discovering the hidden connections, we first extract the sub-network and generate a set of albums. Then we randomly remove a number of connections from the graph so that we have a groundtruth to the hidden connections. These connections are expected to be detected with high confidence, thus we may use ROC curves to characterize the performance. The proposed method
Figure 6.9: The ROC curves of detecting hidden connections between nodes.

is tested on the graph with removed edges. The score is computed between each pair of nodes when the connection is not known. The hidden connection can then be detected by selecting a threshold on the scores of the connections.

We take a straightforward method which examines the percentage of the labels that appear in both albums as a baseline. The ROC curves of detecting the hidden connections using the proposed method and the baseline are shown in Fig. 6.9. It shows that the proposed method is capable of detecting the hidden connections effectively. The detected result can be used in applications such as recommending friends on a social network website.
Chapter 7: Conclusions and Future Work

7.1 Conclusions

In this dissertation, we have studied the problem of face recognition under illumination and pose variation, age variation and quantization. We have also studied the performance of face recognition on social networks.

We discussed the problem of face recognition under illumination and pose variations in Chapter 3. We proposed a face recognition algorithm based on dictionary learning methods that is robust to changes in lighting and pose. This entails using a relighting approach based on robust albedo estimation. Various experiments on popular face recognition data sets demonstrate that our method is efficient and can perform significantly better than many competitive face recognition algorithms.

In Chapter 4, we presented shape and texture-based methods for face verification across aging. We proposed to model the configuration of 2D landmarks on a face using an affine-invariant shape representation. This representation leads to a Grassmann manifold interpretation of the shape space. We show that the geometry of the manifold can be applied to face verification across aging. The performance on face verification across aging is comparable to the methods based on the textures. It shows that the projection of the facial geometry on the Grassmann manifold pre-
served the age and the identity information of the facial images. A classifier is able to extract the right source of information through the training stage.

We also proposed a relative craniofacial growth model which yields a set of linear equations and thus can be easily applied for open-set facial image verification tasks. Combined with Grassmann manifold shape analysis, the proposed method can improve the performance of face recognition, especially on the children group. The proposed method also achieves comparable performance with the state-of-art texture-based method on the adult data set. Although the proposed method needs age information to predict the new shapes, it is not sensitive to errors in the ages of the images.

This work suggests a way in which age could be used to help improve the face recognition algorithms. Since the proposed method is effective with shape features, it can be used as a stand-alone classifier, and fused with other face recognition methods. We also demonstrate that the PHOW and Chi-square distance are useful features for texture-based face recognition across aging.

In Chapter 5, we investigated the effect of the number of grey levels on the performance of PCA, MEDA and EBGM methods. When there are more than 8 grey levels, the performance is only slightly affected. Otherwise, the performance drops severely. The output of MMSE quantizer could be affected by uneven illumination if it is used for binarization. A contrast-based quantizer can convey shape information about facial organs more precisely. With the help of distance and Box-Cox transforms, which make the distribution to be more Gaussian-like and concentrate the energy in the lower orders of eigenvalues, the performance of PCA + MEDA
method achieved an accuracy of 87.66% on rank 1 in FRGC version 1 experiment 1. Compared to accuracies of 95.96% on 256 grey levels images, the performance decreases about 10% for binary images. The EBGM method did not perform well. For the same source verification problem, that arises in many document understanding applications, the performance of the algorithm is stable. Variations in illumination, however, will lead to a severe performance drop when the images are globally binarized.

We proposed a reconstruction method for quantized images using dictionaries with low mutual coherence and a linear transform function. Experimental results show that the proposed method can significantly reduce the mean square error between the quantized images and the original images when there are less than 8 grey levels in the quantized images. With the help of the reconstructed images, the performance of face recognition is significantly improved. It is about 3% lower than the one using the original images when there are only 2 grey levels. And the overall face recognition performance at each number of grey levels is comparable to the one using images with 256 grey levels.

In Chapter 6, we studied the problem of face recognition across social network by formulating it as a belief propagation problem. We built a social network facial image dataset by combining a publicly available social network and facial image datasets. The results demonstrate that the structure of the social network contains information which could help improve the performance of traditional face recognition. As the degree of the node increases, the local performance on the album of a node increases and the uncertainty of the performance decreases. The result implies
that on nodes with high degrees, the local performance tends to stay at high levels. It also implies that it is possible to discover hidden connections in the social network based on face recognition results. Although we adopted a Bayesian classifier as the face recognition technique in our experiments, other face recognition techniques can be integrated in the proposed framework.

7.2 Future Work

While we took a reconstructive approach to dictionary learning, it is possible to learn discriminative dictionaries [105, 106, 156, 157, 158, 159, 160, 161, 162, 163] for the task of face recognition, as was done in [91]. One of the main drawbacks of learning discriminative dictionaries is that it can tremendously increase the overall computational complexity which can make real-time processing very difficult. Discriminative methods are also sensitive to noise. It remains an interesting topic for future work to develop and analyze the accuracy of a discriminative dictionary learning algorithm that is robust to pose, expression and illumination variations [164].

For face recognition on age-separated images, texture-based facial growth model can be exploited in the future. Age can be used as a parameter for parametric facial aging dictionary learning either for synthesizing the appearance of the facial images at different ages. PHOW features can be applied on the synthesized facial images then. The results of both shape-based and texture-based face recognition methods can also be fused in the future.
For face recognition with quantized images, non-linear transform functions could be explored to further improve the performance for both reconstruction and identification.

On social networks, there is a limitation of the proposed method that since the classifiers are trained and tested locally. It is difficult to identify if a user uploaded facial images that belong to someone not close to him or her on the social network. This is another open question for future work.
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