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Chapter 1

Introduction

This thesis can be broadly broken down into two parts:

1. Network theoretic approaches to describe granular flows.

2. The dynamics of cold atoms in quasi-1D potentials.

1.1 Complex Networks and Granular Systems

Complex network science is a relatively new field found at the intersection of mathematics, physics, biology, and informatics. A thorough review of network science is given in Ref. [1], with applications to a variety of fields. A network is a collection of objects called nodes (or vertices) which are connected via edges (or links). These nodes and edges can represent different objects or concepts depending on the particular application. For example, in the context of gene regulatory networks, genes are represented by nodes, and edges are included between genes if there is some causal relationship between the states of the genes. Other examples include networks of scientific keywords [2], where edges represent papers in which keywords appear together, coauthorship networks [3–5], intermarriages between families [6], and epidemiological models of disease spread [7]. Many more examples of networks can be found in [1].

This thesis will be concerned, in part, with the study of granular flows through
the lens of network theory. Granular materials consist of a large ensemble of solid particles that interact through contact and dissipative forces. A thorough review of granular material is given in [8]. Moreover, the grains are large enough that they do not experience motion due thermal fluctuations. Granular materials can exhibit properties of various states of matter depending on their preparation and strain. For example, a sand dune can maintain its shape when a load is placed upon it, but sand can also be made to flow as a liquid, such as in an hourglass. Earlier theoretical work in the dynamics of granular materials applied a continuum model to these systems, for example, the Mohr-Coulomb theory applied to find the thickness of the shear zone [9].

Forces in dense granular materials are transmitted through an intricate network of particle contacts. In jammed granular matter, this contact network is able to support stresses and strains up to a yield stress. However, under large enough stress or strain, the material will yield and deform, as particle contacts fail. This failure of the jammed state gives way to flow. The reproducible nature of many flow fields [10, 11] of granular matter indicates that the particle contacts fail as a continuum. However, it is not possible to fully leave the particle scale: shear band widths can be as small as five particle diameters, so unlike in solid mechanics or fluid dynamics, the scale of gradients in velocity is not well separated from the particle scale. Therefore continuum equations, for example, the velocity field cannot be fully justified.

In this thesis, we propose the application of network theory to study the intermediate, meso-scale features to describe granular flows. Network theory, concerned
with the collective interaction of subsets of nodes, is a uniquely suitable tool to
study these dense flows. We will find that this approach provides a characteristic
strain scale on which fracture in the dense pile occurs.

1.2 Bose Einstein Condensation and the Gross-Pitaevskii Equation

First experimentally observed in 1995 [12–14], a Bose-Einstein condensate is a
dilute collection of atoms where are a macroscopic fraction of atoms are in the same
quantum state $\psi(r)$. Here we follow the derivation of Pethick and Smith [15] for
the equations of motion for this quantum state using a mean field approach at zero
temperature. Other derivations using second-quantization have also been applied,
for example see Refs. [16,17].

At low energies, the interaction between two particles at low energies is a
constant in the momentum representation $U_0 = 4\pi\hbar^2 a/m$, where $a$, the s-wave
scattering length [15]. In the position representation, the interaction is a contact
potential

$$U_{int} = U_0 \delta(r - r').$$

(1.1)

Consider a collection of $N$ atoms in a trapping potential $V(r)$. Using a Hartree or
mean-field approach, we assume the N-body wave function is a symmetrized product
of single-particle wave functions:

$$\Psi(r_1, r_2, \ldots, r_N) = \prod_{i=1}^{N} \phi(r_i).$$

(1.2)

The Hamiltonian for this system is given as the sum of the individual kinetic and
potential energies for each atom, plus the sum over all pairs of interacting particles:

\[ H = \sum_{i=1}^{N} \left[ \frac{p_i^2}{2m} + V(r_i) \right] + U_0 \sum_{i<j} \delta(r_i-r_j) \] (1.3)

The energy of the total system is then

\[ E = N \int dr \left[ \frac{\hbar^2}{2m} |\nabla \phi(r)|^2 + V(r)|\phi(r)|^2 + \frac{(N-1)}{2} U_0 |\phi(r)|^4 \right]. \] (1.4)

For convenience, it is useful to define a scaled condensate wavefunction, \( \psi(r) = \sqrt{N} \phi(r) \). Dropping terms of order 1/N, the energy of the system can then be written as

\[ E(\psi) = \int dr \left[ \frac{\hbar^2}{2m} |\nabla \psi(r)|^2 + V(r)|\psi(r)|^2 + \frac{1}{2} U_0 |\psi(r)|^4 \right]. \] (1.5)

In order to find the optimal conditions for \( \psi \), one can apply a calculus of variations approach to minimize \( E(\psi) \) with respect to \( \psi \) and \( \psi^* \). Constraining the total number of particles

\[ N = \int dr |\psi(r)|^2 \] (1.6)

to be constant, we introduce a Lagrange multiplier \( \mu \) to account for this constraint. The functional to be minimized is then \( E - \mu N \), for fixed \( \mu \). Calculating the variation of \( E - \mu N \) with respect to \( \psi^* \), and setting it equal to zero, \( \delta E - \mu \delta N = 0 \), yields the time independent Gross-Pitaevskii equation:

\[ -\frac{\hbar^2}{2m} \nabla^2 \psi(r) + V(r)\psi(r) + U_0|\psi(r)|^2 \psi(r) = \mu \psi(r). \] (1.7)

Note that this expression has the same form as the usual Schrödinger equation except that it contains a nonlinear term \( \sim |\psi|^2 \psi \). The nonlinear eigenvalue \( \mu \) is
the chemical potential, not the energy per particle as it usually is in the linear Schrödinger equation.

In order to treat dynamical problems, it is natural to use a time-dependent generalization of the Schrödinger equation with the same nonlinear-interaction term.

\[ i\hbar \frac{\partial}{\partial t} \psi(\mathbf{r}) = -\frac{\hbar^2}{2m} \nabla^2 \psi(\mathbf{r}) + V(\mathbf{r})\psi(\mathbf{r}) + U_0|\psi(\mathbf{r})|^2 \psi(\mathbf{r}) \] (1.8)

In order to derive the time-dependent Gross-Pitaevskii equation, a variational approach analogous to the one above for the time-independent problem is useful. Eq. (1.8) can be derived by the action principal:

\[ \delta S = 0 \] (1.9)

\[ S = \int_{t_1}^{t_2} L dt \] (1.10)

\[ L = \int d\mathbf{r} \frac{i\hbar}{2} \left( \psi^* \frac{\partial \psi}{\partial t} - \psi \frac{\partial \psi^*}{\partial t} \right) - E \] (1.11)

where \( E \) is the energy given in Eq. (1.5). Applying a variational principal approach to minimize the action leads to Eq. (1.8). The time-dependent Gross-Pitaevskii equation has also been derived by treating \( \psi \) as second quantized operators, deriving the Heisenberg equations of motion, and then replacing the quantum mechanical operators with a classical field, for example in [15,18].

1.2.1 The GP Equation in Quasi-1D Systems

In Chapters 3 and 4 of the thesis, we study the behavior of BECs confined to highly anisotroptic, quasi-1D traps. This situation is a commonly studied problem, for example in [17,19,20], and we follow the derivation presented in [21].
Again starting with Eq. (1.8), we consider a highly asymmetric trapping potential,

\[ V(r) = \frac{1}{2} m \omega_\perp^2 (s^2) + V(z) \]  

where \( s = \sqrt{x^2 + y^2} \). For a highly asymmetric “cigar” trap, the confinement is the transverse direction is much tighter than in the axial direction. Assuming the energy splitting in the transverse direction is much higher than the nonlinear interaction energy per atom, the transverse component of the wavefunction is given by the ground-state of the harmonic oscillator, and the wave function can be factored as:

\[ \psi(r) = \frac{1}{\sqrt{\pi a_\perp}} \exp \left( -\frac{s^2}{a_\perp^2} \right) \tilde{\psi}(z,t). \]  

Taking the expression for \( \psi(r) \), substituting into Eq. (1.8), and integrating of the transverse direction leads to the quasi-1D, time dependent GP equation:

\[ i \hbar \frac{\partial \tilde{\psi}}{\partial t} = \left( -\frac{\hbar^2}{2m} \frac{\partial^2}{\partial z^2} + V(z) + g_{1D} |\tilde{\psi}|^2 \right) \tilde{\psi} \]  

where \( g_{1D} = 2a_s \hbar \omega_\perp \). In Chapters 3 and 4, we work with the unitless GP Eqn. (see Appendix A).

1.3 Outline of Thesis

In Chapter 2 we study the dynamics of granular particles in a split-bottom shear cell experiment. We utilize network theory to quantify the dynamics of the granular system and the mesoscopic scale. We find an apparent phase transition in the formation of a giant component of broken links as a function of applied shear.
These results are compared to a numerical model where breakages are based on the amount of local stretching in the granular pile.

Moving to quantum mechanical systems, in Chapter 3, we study revival and echo phenomena in systems of anharmonically confined atoms, and find a novel phenomena we call the “pre-revival echo.” We study the effect of size and symmetry of the perturbations on the various echoes and revivals, and form a perturbative model to describe the pheomena. We then model the effect of interactions using the Gross-Pitaevskii equation and study interactions’ effect on the revivals.

Lastly, in Chapter 4, we continue to study the effect of interactions on particles in weakly anharmonic traps. We numerically observe a “dynamical localization” phenomena in the presence of both anharmonicity and interactions. States may remain localized or become spread out in the potential depending on the strength and sign of the anharmonicity and interactions. We formulate a model for this phenomena in terms of a classical phase space.

Miscellaneous information regarding normalization conventions, Wigner and Husimi representations, and numerical methods are contained in the various Appendices.
Chapter 2
The Path to Fracture in Granular Flows: Dynamics of Contact Networks

This chapter is based on work contained in the publication: The path to fracture: dynamics of broken-link networks in granular flows, M. Herrera, S. McCarthy, S. Slotterback, E. Cephas, W. Losert, and M. Girvan, Phys. Rev. E 83, 061303 (2011), ©2011 by the American Physical Society. The experiments in this chapter were carried out by S. Slotterback.

2.1 Abstract

Capturing the dynamics of granular flows at intermediate length scales can often be difficult. We propose studying the dynamics of contact networks as a new tool to study fracture at intermediate scales. Using experimental 3D flow fields with particle scale resolution, we calculate the time evolving broken-links network and find that a giant component of this network is formed as shear is applied to this system. We implement a model of link breakages where the probability of a link breaking is proportional to the average rate of longitudinal strain (elongation) in the direction of the edge and find that the model demonstrates qualitative agreement with the data when studying the onset of the giant component. We note, however, that the broken-links network formed in the model is less clustered than our empir-
ical observations, indicating that the model reflects less localized breakage events and does not fully capture the dynamics of the granular flow.

2.2 Introduction

Forces in dense granular materials are transmitted through an intricate network of particle contacts. In jammed granular matter, this contact network is able to support stresses and strains up to a yield stress. However, under large enough stress or strain, the material will yield and deform, as particle contacts fail. This failure of the jammed state gives way to flow. The reproducible nature of many flow fields [10, 11] of granular matter indicates that the particle contacts fail as a continuum. However, it is not possible to fully leave the particle scale: shear band widths can be as small as five particle diameters, so unlike in solid mechanics or fluid dynamics, the scale of gradients in velocity is not well separated from the particle scale. Therefore continuum equations, for example the velocity field, cannot be fully justified.

The dynamics of dense granular materials are also not amenable to a purely single particle view. Indeed, the physics of force networks as well as dynamics near jamming highlight the importance of the intermediate scale. However, actually measuring this intermediate scale is challenging: under shear strain, force correlations can be found for particles more than 10 particle diameters apart [22], and cooperative structures such as force loops [23] have been found. The force correlations in the direction of the principal stress axis approximately follow a power law. String-
like dynamics in which strings of particles are observed to move cooperatively do not exhibit a preferred length scale but rather a wide, power-law like distribution of lengths [24]. Elucidating collective dynamics in flows is further complicated since string-like dynamics are defined relative to a random fluctuating background, not relative to an overall flow.

This intermediate scale is however ideal for observation through the lens of network theory, and we propose to utilize such an approach to study the onset of fracture in 3D structure. The heavy-tailed characteristics of both forces and string-like dynamics suggests no characteristic length scale exists. Instead of attempting to discover a characteristic length scale, our analysis produces the characteristic deformation of the whole system over which the contact network is substantially altered.

Surprisingly little is known about the arrangement of grain contacts in a 3D jammed state in experiments, since grains are not transparent to standard imaging methods. Numerous studies have characterized the force network at the boundaries of 3D packings, for example Mueth et. al. used carbon paper to measure forces on the boundary of a cylindrical cell filled with glass beads and subjected to uniaxial compression [25]. Techniques for obtaining the interior contact network include freezing the arrangement with glue and cutting slices through the material or layer-by-layer removal of the grains, but these are destructive methods and are not suitable for investigations of system dynamics.

Very recently, complex network methods have been used to analyze the computationally derived force network present in a granular material [26–28]. The focus
of these studies is on the characterization of the instantaneous contacts and forces in the system. In this chapter we introduce the time-evolving broken-links network as a new way to characterize particle rearrangement events in our experimental 3D granular flow. We utilize the language of percolation on networks to describe the dynamics of the network [29, 30]. This approach provides interesting results on the intermediate length and time scales that are difficult to capture with continuum or particle based approaches. The application of network theoretic concepts to this broken link network provides new insights at this intermediate length (and time) scale. Additionally, we implement a model of fracture based on the average rate of longitudinal strain and compare its results to our experimental data.

2.3 3D Shear Flows: Imaging and Processing

We determine the three dimensional microstructure of a jammed granular material using a laser sheet scanning approach we have described previously [31] which was adapted to study granular shear flows. The split-cell geometry as described in [32] consists of a (15cm)$^3$ cell with a 9cm diameter disk embedded in the bottom. The cell contains 5mm diameter acrylic beads immersed in an index matched triton and laser dye (Nile Blue 690 Perchlorate) solution, and is filled to a height of 10 particle diameters. The experiment is schematized in Figure 2.1a. Figure 2.1b displays an example of an illuminated cross section of the granular flow. We shear the system at a constant rate $\Omega = 1.05 \times 10^{-3}$ rad/s, pausing in three degree increments to recover the proximity network as a function of shear (and therefore
Figure 2.1: (a) Schematic of our experimental setup, a 3D granular imaging method using a laser sheet to illuminate cross sections of the index matched, laser dyed shear cell fluid. (b) An example of an illuminated cross section of the granular flow. (c) $\Omega_r \frac{\partial \omega}{\partial r}$ and (d) $\Omega_r \frac{\partial \omega}{\partial z}$, the $r$ and $z$ components of the numeric angular velocity gradient. The region of large gradients corresponds to an area close to the disk edge. Distances are normalized by the particle contact cutoff $\Delta_r^* = 24.5$ (see Figure 2.2).

By scanning a laser, we are able to image slightly more than half the shear cell and reconstruct the individual particle positions in 3D as a function of time. We bin particle velocities in both $r$ (the radial distance from the center of the disk in cylindrical coordinates) and $z$ (the height above the disk) and compute the average angular velocity $\omega$, and its derivatives with respect to $r$ and $z$ shown in Figures 2.1c and 2.1d. These quantities are used to develop a simple model for link breakage.
events due to longitudinal strain. The precision of the particle positions in the shear cell is approximately 2% of the radial cutoff defined below.

In order to recover a network linking proximate particles, we need to define which particles interact as neighbors. However, it is not possible to detect with certainty whether particle pairs are touching - even a nm scale gap between particles would suffice to prevent force transmission between particles. Therefore we investigate, as a dynamic, statistical metric of neighbor interactions, how particles move with respect to nearby neighbors. Recent work [33–35] has demonstrated that under small forcing, particles in a jammed system predominantly roll or slide past neighbors. The distribution in the angle, $\alpha$, between the relative displacement vector of a pair of particles and the vector connecting their particle centers is peaked for tangential displacements, indicative of sliding or rolling behavior. For an ensemble of pairs of particles that do not touch and move independently the distribution is uniform, independent of $\cos(\alpha)$ (for dynamics in three dimensions, for 2D motion it would be independent of $\alpha$). Thus, by varying the threshold of radial displacements between particles and observing the distribution of the $\alpha$ cosines, $P[\cos(\alpha)]$, we can determine an upper bound for particle contact. Figure 2.2 plots the peak value of the distribution of $\cos(\alpha)$ vs. radial displacements. We note that there is a steep decline in the peak value of the distribution (and hence an increasing flatness in the distribution) for increasing radial displacement. By selecting the displacement immediately preceding the steep decline, we conservatively select a maximum threshold for particle contact. All particle pairs closer than the specified threshold then make up a proximity network.
Figure 2.2: The peak value of the $\alpha$ cosines, $P[\cos(\alpha)]$ as a function of radial displacement $\Delta_r$. Smaller peak values indicate more uniform distributions. Note the sudden decrease to uniformity as the radial displacement increases. We take the value after the sudden decrease ($\Delta_r^* = 24.5$) as our conservative upper bound on particle contact distance. Inset: The distribution of $P[\cos(\alpha)]$ for touching $\Delta_r \leq 24.5$ [circles] and non-touching $\Delta_r > 24.5$ [squares] particles.

2.4 Network Analysis

In order to capture the dynamics of the granular flow, we study the time-evolving broken-links network. A link is considered ‘broken’ relative to some reference frame if the particles it linked in the reference time frame move away from each other some time later (i.e. no longer meet the criterion for assigning contacts). Thus, the time evolving broken-links network is the collection of all such links (and the nodes/particles they are attached to). A schematic of this operation is displayed in Figure 2.3a. To lower the occurrence of false rearrangement events, in order for
a link to break, it must be broken in the current frame as well as the subsequent frame. We do not allow links to reform once they have been broken.

Figure 2.3: (a) A schematic of the definition and growth of the broken-links network. b) Example cross section of the broken [green/light gray] and persistent [black] networks, plotted in real space.

We choose to focus on the broken network because we are primarily interested in the propagation of fracture events. However, in other applications, it may be instructive to consider the complimentary network of persistent links, defined as the set particles that are linked in the reference frame and remain in contact for all subsequent frames. Figure 2.3b illustrates the complementarity between the broken network and the persistent network.

In addition to considering the experimentally determined broken network, we implement a model of link breakages where the probability of a link breaking is
proportional to the average rate of longitudinal strain (elongation) in the direction of the edge. Using the actual experimentally measured positions of the particles, we begin by choosing a reference time and consider the contact network present at that time. To consider the effect of increasing shear, we take the experimental particle positions after the shear has been applied and for each edge in the reference network, find \( \vec{r}' \) the position of the midpoint between the particle centers. Thus, \( \vec{r}' \) serves as an approximation for the location of the edge in the shear cell, even if the particles have moved away from each other.

Since the dominant average velocity is in the angular direction and uniform as a function of angle, we can approximate \( \vec{v} = (v_r, v_\theta, v_z) = (0, r\omega(r, z), 0) \), and calculate both the strain rate tensor \( \mathbf{D} \), and the rate of longitudinal strain,

\[
\dot{\epsilon} = \hat{e} \cdot \mathbf{D} \cdot \hat{e} \\
= (\hat{\theta} \cdot \hat{e}) \left[ r \frac{\partial \omega}{\partial r} (\hat{r} \cdot \hat{e}) + r \frac{\partial \omega}{\partial z} (\hat{z} \cdot \hat{e}) \right] \vec{r}'
\]

where \( \hat{r} \) is taken relative to the center of the disk and \( \hat{e} \) is the unit vector from one particle center to the other. For each amount of shear considered, we define the probability of breaking a link in the contact network, \( p \), to be

\[
p \propto \dot{\epsilon} \Theta(\dot{\epsilon})
\]

where \( \Theta \) is the Heaviside step function. Thus, we only assign probabilities of breaking to edges that have positive longitudinal strain (particles moving apart). Linear interpolation is used to evaluate the velocity gradients. The probability of breaking is normalized such that the expected value of the fraction of edges broken, \( f_b \), after
each amount of shear is applied is equal to the experimentally observed value, as seen in Figure 2.4a. We also implement the model described above with noise. For a given amount of shear, a number $M_b$ of the reference edges must be broken in order to match the experimentally observed fraction broken, $f_b$. We introduce a noise parameter $0 \leq \eta \leq 1$ such that $M_b\eta$, of these edges are broken according to Eq (2.3), and the remaining $(1 - \eta)M_b$ edges are broken randomly with uniform probability.

A particularly useful metric to capture the growth of the broken-links network is the size of its giant component. The giant component is the largest collection of connected nodes and edges present in the broken network at any given time. In network theory, it is the order parameter that signifies a phase transition in the behavior of the system [29,30]. The size of the giant component, $s_g$, is the fraction of nodes from the reference graph that are in the giant component. Thus, as shear is applied, one would expect the giant component of the broken network to grow in time.

The optimal value of $\eta$ is found by maximizing the agreement between the model and the experimental data. A subset of the reference networks is used to calculate the giant component size as a function of shear, and $\eta$ is tuned to minimize the mean squared difference between the calculated and experimental curves.

We consider one set of constant shear with a total of 240 frames, corresponding to 717 degrees of rotation of the bottom plate. The first 210 frames are each taken as a reference frame and define 210 proximity networks. We allow particle tracks to be considered valid if the largest number of consecutive untracked frames for
Figure 2.4: (a) The fraction of edges broken as a function of applied shear for the experimental data, averaged over all reference networks. (b) The size of the giant component \( s_g \) as a function of the fraction of broken edges for the experimental data [circles], longitudinal strain model [squares], and the longitudinal strain model with noise (\( \eta = 0.84 \)) [triangles]. Errorbars represent the standard error and are smaller than the markers.

that particle is less than or equal to one. This condition is necessary since the experimental data contain some gaps, i.e. particles are not detected in some frames. For each network, the growth of the broken-links network and the giant component
is studied over the subsequent 87 degrees, and we only consider particles whose tracks are valid for those 87 degrees.

We average over all 210 reference networks. Figure 2.4 plots the result of this analysis, with the size (number of nodes) of the giant component (relative to the reference network) as a function of the fraction of edges broken, $f_b$. It is clear that the fraction of edges broken, $f_b$, plays the role of a tuning parameter, in the same way that an occupation probability is used to tune the behavior of a percolating system. The data suggest a continuous phase transition in the size of the giant component. One can map the fraction of edges broken to strain, via Figure 2.4a. Thus, one can map the value of $f_b$ at which the giant component forms to a characteristic strain scale corresponding to the onset of global fracture, $s_{\text{char}} \sim 15$ degrees.

Continuing the analogy with a percolation phase transition, we can look for a measure associated with a correlation length. To this end, we plot the average non-giant cluster size as a function of $f_b$ in Figure 2.5a. Note that mean cluster size peaks approximately in the region in which the transition appears to occur in Figure 2.4b. We can further investigate this transition by looking at the cumulative distribution of cluster sizes at $f_b$ values near this peak. The cumulative size distribution $P(s' \geq s)$ is the probability that a cluster has a size $s'$ greater than or equal to $s$. Figure 2.5b plots the cumulative size distribution of clusters for three different ranges in $f_b$: a $f_b$ range well before the transition, a range close to the transition (corresponding to values near the peak of $\langle s \rangle$), and a range well after the transition. We immediately note that the distribution of cluster sizes for a range near the transition is much heavier tailed than both distributions before or after the transition, as one would
expect for a percolation like transition.

Figure 2.5: (a) The average non-giant cluster size as a function of the fraction of broken edges $f_b$ for the experimental data. (b) The cumulative size distribution for the non-giant components taken at three different ranges of $f_b$: $0.05 \leq f_b \leq 0.06$ [lower triangles], $0.11 \leq f_b \leq 0.12$ [upper circles], $0.24 \leq f_b \leq 0.25$ [middle squares].

Additionally, we can investigate the structure of the broken-links network as it grows by computing the network’s clustering coefficient, which reflects the extent to which neighbors of a node are themselves neighbors. The clustering coefficient
for a node $j$ is defined as

$$c_j = \frac{2T(j)}{(k_j)(k_j - 1)}$$

where $k_j$ is the degree of node $j$, the number of neighbors, and the number of triangles $T(j)$ is the number of pairs of neighbors of $j$ that are also linked to each other in the broken link network. The clustering coefficient measures the fraction of possible triangles centered at node $j$ that are observed. The network clustering coefficient is simply the average over all nodes of the nodes’ clustering coefficients $C = \langle c_j \rangle$ [36]. Thus, a larger value of $C$ for the broken-links network means that particle contacts tend to break more between nodes whose contacts have broken previously. Figure 2.6 plots the average clustering coefficient as a function of the fraction of edges broken averaged over all runs. We note that both the model and the model with noise are less clustered than the data. Thus, while it appears that the model and model with noise appear to qualitatively reproduce the transition of the giant component, they fail to fully capture the structure of the data.
Figure 2.6: The clustering coefficient $C$, as a function of the fraction of edges broken, averaged over all reference networks. Bins are selected such that each bin contains the same number of data points. Error bars represent the standard error and are smaller than the markers. The experimental data [upper circles] are more clustered than both the model [squares] and the model with noise [triangles].
2.5 Expression for Longitudinal Strain

We present here a short derivation for the rate of strain used in our model expression, Eq. (2.2). Assuming that the velocity of the flow is given as:

\[ \vec{v} = (0, r\omega(r, z), 0) \]  

(2.4)
i.e. the dominant portion of the flow is in the angular direction and is uniform in \( \theta \), one can calculate the elements of the strain rate tensor in cylindrical coordinates [37]:

\[
\begin{align*}
D_{rr} &= \frac{\partial v_r}{\partial r} = 0 \\
D_{r\theta} &= \frac{1}{2} \left( \frac{1}{r} \frac{\partial v_r}{\partial \theta} + \frac{\partial v_\theta}{\partial r} - \frac{v_\theta}{r} \right) \\
&= \frac{1}{2} \left( r \frac{\partial \omega}{\partial r} + \omega - \omega \right) \\
&= \frac{1}{2} \frac{\partial \omega}{\partial r} \\
D_{rz} &= \frac{1}{2} \left( \frac{\partial v_r}{\partial z} + \frac{\partial v_z}{\partial r} \right) = 0 \\
D_{\theta\theta} &= \frac{1}{r} \frac{\partial v_\theta}{\partial \theta} + \frac{v_r}{r} = 0 \\
D_{\theta z} &= \frac{1}{2} \left( \frac{1}{r} \frac{\partial v_\theta}{\partial \theta} + \frac{v_\theta}{r} \right) \\
&= \frac{1}{2} \frac{\partial \omega}{\partial z} \\
D_{zz} &= \frac{\partial v_z}{\partial z} = 0 
\end{align*}
\]  

(2.5-2.10)
Then, the rate of elongation per unit length is then \( \dot{\varepsilon} \) in the direction \( \hat{e} \):

\[
\dot{\varepsilon} = \dot{e} \cdot D \cdot \hat{e} \\
= \left[ e_r \ e_\theta \ e_z \right] \frac{1}{2} r \left[ \begin{array}{ccc}
0 & \frac{\partial \omega}{\partial r} & 0 \\
\frac{\partial \omega}{\partial r} & 0 & \frac{\partial \omega}{\partial z} \\
0 & \frac{\partial \omega}{\partial z} & 0 
\end{array} \right] \left[ \begin{array}{c}
e_r \\
e_\theta \\
e_z 
\end{array} \right] \\
= r \left( e_r e_\theta \frac{\partial \omega}{\partial r} + e_\theta e_z \frac{\partial \omega}{\partial z} \right) \\
= r (\dot{e} \cdot \hat{\theta}) \left( \dot{e} \cdot \hat{r} \frac{\partial \omega}{\partial r} + (\dot{e} \cdot \hat{z}) \frac{\partial \omega}{\partial z} \right).
\]

### 2.6 Comment on Choice of \( \Delta_r^* \)

As described above, the value for the proximate distance cutoff \( \Delta_r^* \) is found via investigating the behavior of \( p(\alpha) \), see Fig. 2.2. It is natural then to ask how sensitive these results are on the choice of \( \Delta_r^* \). To investigate, we reran the analysis with two other choices of cutoff, \( \Delta_r^* = 23.5 \) and \( \Delta_r^* = 25.5 \). As one would expect, for smaller \( \Delta_r^* \) the as the system is sheared, links are more likely to break then compared to larger values of \( \Delta_r^* \). Additionally, the value of \( f_b \) at which a giant component forms is altered by the choice of \( \Delta_r^* \): smaller values of \( \Delta_r^* \) have giant component formation at larger values of \( f_b \). Moreover, when comparing different values of \( \Delta_r^* \), one should compare the control parameter, the amount of applied shear. Plotting giant component size as a function of time in Fig. 2.7 we see that the onset of giant component formation is \( \sim 15 \) degrees for all three choices in \( \Delta_r^* \).
Figure 2.7: The values of $s_g$ as a function of applied shear for three different values of $\Delta^*_r$: red (circles): $\Delta^*_r = 23.5$, blue (squares): $\Delta^*_r = 24.5$, green (triangles) $\Delta^*_r = 25.5$

2.7 Summary and Conclusions

Shear zones and reproducible flow fields are a key feature of granular flows. In order to capture dynamics between particle and bulk scales, we introduced a new, complex networks approach to studying the dynamics of granular flow: the time-evolving broken-links network. A transition reminiscent of a phase transition in percolation is observed: a giant component of this network develops as shear is applied to this system. The appearance of this giant component reflects the onset of global fracture in the sense that the breaks in the original proximity network start to become globally connected. Additionally, we note a peak in the mean component size in proximity to the observed transition, as well as a heavy tailed distribution in the component size. This heavy-tailed length scale distribution is...
reminiscent of the one observed in string-like dynamics [24]. The network approach used here is ideal for studying granular phenomenon that exhibit a diverging length scale of this type. Our work shows that even in the case of a diverging length scale, it is possible to recover a characteristic strain scale corresponding to the onset of global fracture. We hypothesize that this strain scale can be linked to physical features of the system such as the loss of reversibility (this is the focus of ongoing work). Comparison to a model of link breakages, in which breakage events depend on the average longitudinal strain, highlights the collective nature of dense granular shear flows: the experimental data’s broken-links network exhibits a larger clustering coefficient, indicating a more localized fracture than the model. This suggests that in a granular shear flow, breakage of a link between particles increases the likelihood of breakage of other nearby links. This further implies that the rearrangement events are cooperative. Indeed there is evidence for collective dynamics in dense granular flows, for example collective roll-like dynamics seen in chute flows [38] and string like rearrangements in excited dense granular materials [39]. The network analysis provides a characteristic strain scale at which the network topology changes specifically without the need to focus on a particular lengthscale for collective dynamics. In conclusion, we believe that a dynamic networks approach offers a novel method to quantify granular flows at intermediate scales.
Chapter 3

Echoes and Revival Echoes in Systems of Anharmonically Confined Atoms

This chapter and Appendix D are based on work contained in the publication: Echoes and revival echoes in systems of anharmonically confined atoms, M. Herrera, T.M. Antonsen, E. Ott, and S. Fishman, Phys. Rev. A 86, 023613 (2012), ©2012 by the American Physical Society.

3.1 Abstract

We study echoes and what we call ‘revival echoes’ for a collection of atoms that are described by a single quantum wavefunction and are confined in a weakly anharmonic trap. The echoes and revival echoes are induced by applying two, successive temporally localized potential perturbations to the confining potential, one at time $t = 0$, and a smaller one at time $t = \tau$. Pulse-like responses in the expectation value of position $\langle x(t) \rangle$ are predicted at $t \approx n\tau$ ($n = 2, 3, \ldots$) and are particularly evident at $t \approx 2\tau$. While such echoes are familiar from previous work, a result of our study is the finding of ‘revival echoes’. Revivals (but not echoes) occur even if the second perturbation is absent. In particular, in the absence of the second perturbation, the response to the first perturbation dies away, but then reassembles, producing a response at revival times $mT_x$ ($m = 1, 2, \ldots$). The
existence of such revivals is due to the discreteness of the quantum levels in a weakly anharmonic potential, and has been well-studied previously. If we now include the second perturbation at $t = \tau$, we find temporally localized responses, *revival echoes*, both *before* and after $t \approx mT_x$, e.g., at $t \approx mT_x - n\tau$ (pre-revival echoes) and at $t \approx mT_x + n\tau$, (post-revival echoes), where $m$ and $n$ are $1, 2, \ldots$. One notable point is that, depending on the form of the perturbations, the ‘principal’ revival echoes at $t \approx T_x \pm \tau$ can be much larger than the echo at $t \approx 2\tau$. We develop a perturbative model for these phenomena, and compare its predictions to the numerical solutions of the time-dependent Schrödinger equation. The scaling of the size of the various echoes and revival echoes as a function of the symmetry of the perturbations applied at $t = 0$ and $t = \tau$, and of the size of the external perturbations is investigated.

The quantum recurrence and revival echoes are also present in higher moments of position, $\langle x^p(t) \rangle$, $p > 1$. Recurrences are present at $t \approx mT_x/j$, and dominant pre and post-revival echoes occur at fractional shifts of $\tau$, i.e. $t \approx (mT_x \pm \tau)/j$, where the $m = 1, 2, \ldots$ and the integer values of $j$ are determined by $p$. Additionally, we use the Gross-Pitaevskii equation to study the effect of atom-atom interactions on these phenomena. We find that echoes and revival echoes become more difficult to discern as the size of the second perturbation is increased and/or as the atom-atom interactions become stronger.
3.2 Introduction

In both classical and quantum systems with nonlinearity, a distribution of oscillation frequencies leads to dephasing of the response to a temporally localized system perturbation and to damping in physical observables of the response. After this response damps away, application of another external perturbation can induce subsequent build up of phase coherence, causing later temporally localized responses, called *echoes*. Examples have been investigated in nuclear magnetic resonance (spin echoes) [40], coupled oscillators [41], plasma physics [42–44], cavity quantum electrodynamics [45, 46], and cold atom systems [47–52]. Additionally, in quantum mechanical systems, another phenomena, the so called *revivals* due to the discreetness of the energy eigenstates, can occur [53–55]. Revivals are also present in systems with a Jaynes-Cummings type interaction, and have been studied both theoretically [56, 57], and experimentally in trapped-ion [58], cavity QED [59], and circuit QED [60] systems. In particular, revivals are macroscopic responses that can result due to reconstruction of phase coherence in the absence of the second perturbation. Previous work has investigated, both experimentally and theoretically, revival [53], and echo phenomena in trapped atomic systems induced by changes in depth [47], or translations of [49,50], the confining potential.

Here we consider echo phenomena induced by two impulsive, successive external perturbations applied to a collection of atoms in a weakly anharmonic trap. For example, the type of external perturbation that we consider in most detail is the application of two translations to the trapping potential, one at time $t = 0$, and a
smaller translation at time $t = \tau$. We study the response of the expectation value of position $\langle x(t) \rangle$. In the case of a Bose-Einstein condensate confined by the pondermotive force of a laser beam, translations of the potential can be realized by switching of the laser beam position, or by a change in phase of two interfering beams [49].

As in previous work [47,49,50], this method results in the creation of echoes, e.g., at $t \approx 2\tau$, and in the quantum mechanical revival described in [53–55] at, e.g., $t \approx T_x$. In addition, however, we also find quantum 'revival echoes' occurring both before and after the revival, e.g., at $t \approx T_x \pm \tau$ and $t \approx T_x \pm 2\tau$. Furthermore, we find that these revival echoes can have much larger amplitudes than, say the echo at $t \approx 2\tau$ (conditions for this to be the case are discussed in Sec. 3.4). In Sec. 3.3 we develop a quantum mechanical, perturbative model (in the limit of small anharmonicity and small second displacement) for echoes and revival echoes. We then compare these results to the numerically solved, time dependent Schrödinger equation. We study the behavior of echoes and revival echoes at different choices of anharmonicity and time delay $\tau$, as well as how the size of the various echoes scale with the size of the external perturbations. In Sec. 3.4 we discuss what effect the spatial symmetry of the external stimuli has on the echo phenomena, in particular the echoes’ relative sizes. In Sec. 3.5 the quantum recurrence and revival echoes are investigated in higher moments of position, $\langle x^p(t) \rangle$, $p > 1$. Recurrences are present at $t \approx mT_x/j$, and dominant pre and post-revival echoes occur at fractional shifts of $\tau$, i.e. $t \approx (mT_x \pm \tau)/j$, where $m = 1, 2, \ldots$ and the integer values of $j$ are determined by $p$. Lastly, we model atom-atom interactions in our system using the Gross-Pitaevskii equation, and study the effect of interactions on the revival echo.
phenomena (Sec. 3.6).

The previous references most closely related to our work are the Refs. [47–52] on echoes in systems of confined atoms, none of which find our revival echoes. Reference [47] presents a theoretical treatment of echoes in confined, cold atoms induced by successive changes in the depth of the confining potential. Reference [48] theoretically and numerically studies the echo phenomena in a Bose-Einstein condensate where the dephasing is reversed with an external optical potential. Reference [49] reports on experimental observations of echoes induced by sudden shifts of the potential well realized by changing the relative phasing of interfering laser beams, while Ref. [50] experimentally and numerically compares the effectiveness of translations with different temporal profiles in creating echoes. Reference [51] experimentally observes an echo in a collection of trapped atoms induced by applying a short microwave $\pi$ pulse, where the echo is measured via Ramsey spectroscopy. Reference [52] numerically implements a Bose-Hubbard model to describe a collection of atoms in an optical lattice and their echo response to pulses of radiation in the presence of atom-atom interactions.

3.3 Model and Numerical Results

We begin by looking at echo phenomena present in the absence of atom-atom interactions. We study the quantum evolution of an initially Gaussian state in a
weakly anharmonic, one-dimensional trap,

\[
\frac{i}{\partial t} \psi = (H_0 + H_1) \psi, \tag{3.1}
\]

\[
H_0 = -\frac{1}{2} \frac{\partial^2}{\partial x^2} + \frac{1}{2} x^2, \tag{3.2}
\]

\[
H_1 = \frac{1}{4} \beta x^4, \tag{3.3}
\]

where \( \beta \) quantifies the anharmonicity of the trap, with \( \beta \ll 1 \). We use harmonic units, \( x = \bar{x}/(\sqrt{\hbar/m\omega_0}) \), \( t = \omega_0 \bar{t} \), where \( \bar{x} \) and \( \bar{t} \) are the unnormalized units, \( \omega_0 \) is the frequency of the harmonic oscillator, and \( m \) is the mass. The procedure will be the following.

1. Begin with a Gaussian wavepacket centered \( x = 0 \).

2. At \( t = 0 \) translate the state by an amount \( d_1 \), \( x \to x + d_1 \).

3. At \( t = \tau \) translate the state again in \( x \) by an amount \( d_2 \).

Later (Sec. 3.4) we will discuss another type of perturbation that is not a translation, and we will find that the spatial symmetry of the perturbations can have important effects. In order to most clearly stimulate echoes, revivals, and revival echoes, we will initially take \( d_2 \ll 1 \). We first seek the frequencies \( \omega_n \) of our anharmonic Hamiltonian, \( H = H_0 + H_1 \), for \( H_1 \) (i.e., \( \beta \)) small. Expanding \( \omega_n \) to second order in \( \beta \), we write

\[
\omega_n = \omega_n^{(0)} + \delta \omega_n^{(1)} + \delta \omega_n^{(2)}. \tag{3.4}
\]
The corrections to the frequencies are conveniently calculated using the creation/annihilation formalism of the harmonic oscillator.

\[ \hat{x} = \sqrt{\frac{1}{2}} (\hat{a}^\dagger + \hat{a}), \]  
\[ \hat{p} = i \sqrt{\frac{1}{2}} (\hat{a}^\dagger - \hat{a}), \]  
\[ \hat{a}|n\rangle = \sqrt{n}|n - 1\rangle, \]  
\[ \hat{a}^\dagger |n\rangle = \sqrt{n + 1}|n + 1\rangle, \]

Taking \( H_1 = (\beta/16)(\hat{a}^\dagger + \hat{a})^4 \), perturbation theory [61] yields

\[ \delta\omega_n^{(1)} = \langle n|H_1|n\rangle = \frac{\beta}{16} (3 + 6n(1 + n)), \]  
\[ \delta\omega_n^{(2)} = \sum_{k \neq n} \frac{\langle n|H_1|k\rangle^2}{(n + 1/2) - (k + 1/2)}. \]

where \( H_0|n\rangle = \omega_n^{(0)}|n\rangle \) defines the state \(|n\rangle\) of the unperturbed harmonic oscillator, and \( \Theta(n) = 1 \) for \( n \geq 0 \) and \( \Theta(n) = 0 \) for \( n < 0 \). The position translations described in the procedure can be implemented using the unitary translation operator,

\[ T(d) = \exp[-i\hat{p}d], \]

where \( \hat{p} = d_1 \) or \( d = d_2 \). The matrix elements of this operator in the harmonic oscillator basis are

\[ \langle m|T(d)|n\rangle = \exp\left[-\frac{\gamma^2}{2} \sum_{q=0}^{n} \frac{(-\gamma)^q \gamma^{m-q} \sqrt{n!} \sqrt{m!}}{(m - n + q)!(n - q)!q!} \Theta(m - n + q) \right]. \]
where $\gamma = d/\sqrt{2}$. There are two special cases of Eq. (3.12) that will be useful in our analysis. The first is the displacement of the harmonic oscillator ground state $|n\rangle = |0\rangle$ (a Gaussian wavepacket centered at $x = 0$),

$$\langle m|T(d)|0\rangle = \exp \left[-\frac{\gamma^2}{2}\right] \gamma^m m! \equiv \exp \left[-\frac{\gamma^2}{2}\right] C(m, \gamma),$$

where $C(m, \gamma) = \gamma^m / \sqrt{m!}$. This expression is the well known coefficient for a coherent state formed by displacing the harmonic oscillator ground state.

The second useful expression is the case when $\gamma \sqrt{n} \ll 1$. In this case, we can approximate the matrix element as

$$\langle m|T(d)|n\rangle = \exp \left[-\frac{\gamma^2}{2}\right] \left[\delta_{m,n} + \delta_{m,n+1} \gamma \sqrt{n+1} - \delta_{m,n-1} \gamma \sqrt{n} \Theta(n-1)ight.\right.$$

$$\left. - \delta_{m,n} \gamma^2 n \Theta(n-1) + \frac{\delta_{m,n+2}}{2} \gamma^2 \sqrt{(n+1)(n+2)}
+ \frac{\delta_{m,n-2}}{2} \gamma^2 \sqrt{n(n-1)} \Theta(n-2) + O(\gamma^3)\right].$$

noting that small displacements predominantly excite nearby states.

We first consider the response of the system due to an initial displacement at $t = 0$. Beginning with the harmonic oscillator ground state ($|\psi\rangle = |0\rangle$) at $t = 0$, we apply a displacement $d_1$. Using the described approximations for the frequencies, and, approximating the eigenstates as the unperturbed states $|n\rangle$, for a time $0 < t < \tau$, the quantum state is

$$|\psi(t < \tau)\rangle = \exp \left[-\frac{\gamma_{1t}^2}{2}\right] \sum_n C(n, \gamma_1) \exp[-i\omega_n t]|n\rangle.$$  

After the displacement $d_1$, the probability of being in the $n$-th state is $\exp[-\gamma_1^2]C(n, \gamma_1)^2$, a Poisson distribution with mean,

$$\bar{n} = \gamma_1^2,$$  
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and variance

\[ \sigma_n^2 = \bar{n} = \gamma_1^2. \]  

(Physically, the value of \( \bar{n} \) is given as the classical energy over the harmonic oscillator frequency, \( \omega_0 = 1 \), \( \bar{n} = (p^2/2 + x^2/2)/\omega_0 = d_1^2/2 = \gamma_1^2. \))

The response of the system, as measured by the expectation value, \( \langle \psi|x|\psi \rangle \), is given by

\[ \frac{\langle x(t) \rangle}{2A^2/\sqrt{2}} = \sum_{n=0}^{\infty} C(n)C(n + 1)\sqrt{n + 1} \cos[(\omega_{n+1} - \omega_n)t], \]  

(3.18)

where for notational clarity we have dropped \( \gamma_1 \) in the argument of \( C(n) = C(n, \gamma_1) \), and \( A = \exp[-\gamma_1^2/2] \).

For comparison, we obtained numerical solutions of the Schrödinger Equation using a split-step operator method [17]. Figure 3.1(a) shows a plot of \( \langle x(t) \rangle \) versus \( t \) obtained by numerical solution of the Schrödinger equation in the absence of the second displacement. We see from Fig. 3.1(a) that the displacement at \( t = 0 \) leads to a fast oscillatory response whose envelope decays to small values by \( t \sim 1500 \). At longer time, the response reassembles with its envelope reaching a peak value at the ‘revival time’ \( T_x \approx 8625 \). This revival of the response has been called a quantum revival or recurrence. (Note that in Fig. 3.1 the fast oscillations are not visible because the thickness of the line that is plotted exceeds the period of the fast oscillations.) Figure 3.1(b) plots the value of \( \langle x(t) \rangle \) calculated from Eq. (3.18) with Eqs. (3.4), (3.9) and (3.10) used for the frequencies. We note very good agreement between the model and the numerical solution.
As we now verify, this term includes the well known quantum recurrence [53–55]. (The expression for Eq. (3.18) does not capture the fractional revival described in [62,63]. This revival is much smaller in amplitude than the large revival at \( t \approx T_x \), and is not visible on the scale used in Fig. 3.1. We have verified that a model including \( O(\beta) \) corrections to the energy eigenstates does reproduce these small fractional revivals). In order to estimate the quantum recurrence time of \( \langle x(t) \rangle \), in a manner similar to Refs. [54, 55], we expand our expression for the frequency difference around a mean value of \( n \), denoted by \( \bar{n} \). Using Eqs. (3.9) and (3.10), the energy difference between two adjacent states can be approximated as

\[
\omega_{n+1} - \omega_n \approx \Delta \omega_{\bar{n}} + a(n - \bar{n}) + ..., \tag{3.19}
\]

where

\[
\Delta \omega_{\bar{n}} = 1 + \frac{3}{4} \beta(\bar{n} + 1) + \beta^2 \left( \frac{9}{8} + \frac{51}{32} \bar{n} + \frac{51}{64} \bar{n}^2 \right) \tag{3.20}
\]

\[
a = \frac{3}{32} (8\beta - 17\beta^2 - 17\bar{n}\beta^2). \tag{3.21}
\]

\( \Delta \omega_{\bar{n}} \) is the difference in the two energies, evaluated at \( \bar{n} \) (and is independent of \( n \)).

We can then express \( \cos[(\omega_{n+1} - \omega_n)t] \) as:

\[
\cos[(\Delta \omega_{\bar{n}} + a(n - \bar{n}))t] \cong \text{Re}\{ \exp[i\Delta \omega_{\bar{n}}t] \exp[iat(n - \bar{n})t] \}. \tag{3.22}
\]

In the vicinity of \( \bar{n} \), the oscillatory behavior is a product of a fast oscillation at a frequency \( \Delta \omega_{\bar{n}} \), which is independent of \( n \), and a slow oscillation, which is periodic for all \( n \) at a period \( 2\pi/a \). Thus the envelopes are periodic at times \( t = mT_x \) \((m = 1, 2, ...)\) where

\[
T_x = \frac{2\pi}{a} \tag{3.23}
\]
which agrees with the value \( T_x \approx 8625 \) estimated by inspection of Fig. 3.1(a).

It should also be noted that the time \( T_x \approx T_{rev}/2 \), where \( T_{rev} \) is the revival time it takes the state to come back to approximately its initial condition. The recurrence in \( \langle x(t) \rangle \) corresponds to a mirror revival [55], e.g.: the quantum state has reassembled as a mirror image of its initial condition on the opposite side of the anharmonic well.

Figure 3.1: (a): \( \langle x(t) \rangle \) found through numerical solution of the Schrödinger equation for a system with only one initial displacement at \( t = 0 \). \( \beta = 0.001 \), \( d_1 = 5 \). (b): \( \langle x(t) \rangle \) found through the perturbative model, for the same parameters as (a). Note good agreement between the model and the numerical solution.

Now, including the effect of the second displacement, the state is allowed to evolve to time \( t = \tau \), at which time it experiences a small second displacement by an amount \( d_2 \). In order to utilize the expression in Eq. (3.14) we define \( \gamma_2 = d_2/\sqrt{2} \) and require \( \gamma_2 \sqrt{n} \ll 1 \). Taking as an upper bound on \( n \) to be \( \bar{n} + 3\sigma_n \), and noting
that \( n = \gamma_1^2 \) we require \( \gamma_2 \ll (\gamma_1^2 + 3\gamma_1)^{-1/2} \). Using the expression for \( \langle m|T(d)|n \rangle \) in Eq. (3.14) we find

\[
|\psi(t > \tau)\rangle = \exp \left[ -\frac{\gamma_1^2}{2} \sum_{m,n} \langle m|T(d_2)|n \rangle C(n) \exp[-i\omega_n \tau] \exp[-i\omega_m (t - \tau)] \right]|m\rangle
\]

(3.24)

\[
\approx A \left\{ \sum_{m=0}^{\infty} C(m) \exp(-i\omega_m t)|m\rangle \right. \]

\[ + \gamma_2 \sum_{m=1}^{\infty} C(m-1) \frac{\sqrt{m}}{m} \exp[-i\omega_{m-1} \tau] \exp[-i\omega_m (t - \tau)] |m\rangle \]

\[ - \gamma_2 \sum_{m=0}^{\infty} C(m+1) \frac{\sqrt{m+1}}{m+1} \exp[-i\omega_{m+1} \tau] \exp[-i\omega_m (t - \tau)] |m\rangle \]

\[ - \gamma_2^2 \frac{1}{\sqrt{2}} \sum_{m=1}^{\infty} C(m) m \exp[-i\omega_m t]|m\rangle \]

\[ + \frac{\gamma_2^2}{2} \sum_{m=2}^{\infty} C(m-2) \frac{\sqrt{m(m-1)}}{m-1} \exp[-i\omega_{m-2} \tau] \exp[-i\omega_m (t - \tau)] |m\rangle \]

\[ + \frac{\gamma_2^2}{2} \sum_{m=0}^{\infty} C(m+2) \frac{\sqrt{(m+1)(m+2)}}{m+2} \exp[-i\omega_{m+2} \tau] \]

\[ \times \exp[-i\omega_m (t - \tau)] |m\rangle + \mathcal{O}(\gamma_2^3) \right\},
\]

where \( A = \exp \left[ -\left( \gamma_1^2 + \gamma_2^2 \right)/2 \right] \). Using the expression for the quantum state for \( t > \tau \), we can calculate the expectation value of the position \( \langle x(t) \rangle = \langle \psi|x|\psi \rangle \) and order the terms in \( \langle x(t) \rangle \) according to their dependence on the second displacement \( \gamma_2 \),

\[
\langle x(t) \rangle = \langle x(t) \rangle^{(0)} + \langle x(t) \rangle^{(1)} + \langle x(t) \rangle^{(2)} + \ldots \quad (3.26)
\]

The 0th order term \( \langle x(t) \rangle^{(0)} \) is the result in the absence of the second displacement and is given by Eq. (3.18). Calculating the next highest term in \( \gamma_2 \) in our sum, we
find an expression for our first revival echo, which can be separated into two parts,

\[
\langle x(t) \rangle^{(1)} = \langle x \rangle^{(1)}_1 + \langle x \rangle^{(1)}_{-1},
\]

(3.27)

where

\[
\frac{1}{\gamma_2 A^2 / \sqrt{2}} \langle x \rangle^{(1)}_1 = 2 \sum_{n=0}^{\infty} (n + 1) \left\{ C(n)^2 - C(n + 1)^2 \right\} \cos[(\omega_{n+1} - \omega_n)(t - \tau)],
\]

(3.28)

and

\[
\frac{1}{\gamma_2 A^2 / \sqrt{2}} \langle x \rangle^{(1)}_{-1} = +2 \sum_{n=1}^{\infty} C(n)C(n - 1)\sqrt{n(n + 1)} \left\{ \cos[(\omega_{n+1} - \omega_n)t + (\omega_n - \omega_{n-1})\tau] \\
- \cos[(\omega_{n-1} - \omega_n)t + (\omega_n - \omega_{n+1})\tau] \right\}.
\]

(3.29)

The superscript refers to the power of \( \gamma_2 \) (ignoring the common dependence in the normalization constant \( A \)), and the subscript indicates the time of the echo, in units of \( \tau \), relative to \( t = T_x \). For example, the first sum \( \langle x \rangle^{(1)}_1 \) has a cosine dependence similar to the quantum recurrence in Eq. (3.18), except \( t \) has been replaced with \( t - \tau \). Thus, we expect a large amplitude in this second term at \( t = \tau \) and \( t \approx mT_x + \tau \) \((m \geq 1)\), which we call a post-revival echo. The second sum \( \langle x \rangle^{(1)}_{-1} \) has a time dependence which again depends on the difference of adjacent frequencies. Note however, that if we take the spacing between adjacent energy levels to be approximately independent of \( n \), \( \omega_{n+1} - \omega_n \approx \omega_n - \omega_{n-1} \), then \( \cos[(\omega_{n+1} - \omega_n)t + (\omega_n - \omega_{n-1})\tau] \approx \cos[(\omega_{n+1} - \omega_n)(t + \tau)] \). Thus, we expect the second sum to contribute to a pre-revival echo at \( t \approx mT_x - \tau \). Note that our expression for
\( \langle x \rangle^{(1)}_{-1} \) only applies for \( t > \tau \). Thus the \( m \) and \( \tau \) values for pre-revival echoes are restricted by the requirement that \( mT_x > 2\tau \) (e.g., for \( \tau < T_x/2 \) we have that \( m \geq 1 \) is permissible).

Continuing on to \( \langle x(t) \rangle^{(2)} \), we can again separate this term by the location of the dominant echoes,

\[
\langle x(t) \rangle^{(2)} = \langle x \rangle_0^{(2)} + \langle x \rangle_2^{(2)} + \langle x \rangle_{-2}^{(2)},
\]

where expressions for \( \langle x \rangle_0^{(2)}, \langle x \rangle_2^{(2)}, \text{and } \langle x \rangle_{-2}^{(2)} \) are given in Appendix D.1.

With a similar argument for the time dependence of the first order terms, approximating the spacing between levels to be almost constant, each sum in \( \langle x \rangle^{(2)}_0 \) produces a second order response at \( t \approx T_x \). Likewise, the second term \( \langle x \rangle^{(2)}_2 \) produces an echo at \( t \approx 2\tau \) and a post-revival echo at \( t \approx mT_x + 2\tau \), while pre-revival echoes from the last term \( \langle x \rangle^{(2)}_{-2} \) occur at \( t \approx mT_x - 2\tau \) (\( m \geq 1 \)).

Figures 3.2 and 3.3 compare numerical solutions of the Schrödinger equation (Figs. 3.2(a,b) and Fig. 3.3(a)) with predictions (Figs. 3.2(c,d) and Fig. 3.3(b)) of the perturbation theory model [i.e., Eqs. (3.18), (3.26),(3.27)-(3.29), (D.1)-(D.4) for \( \langle x(t) \rangle \), with Eqs. (3.4), (3.9), and (3.10) for \( \omega_n \)] for different choices in \( \beta, \tau, \text{and } d_2 \) parameters. In Fig. 3.2, \( \langle x(t) \rangle \) is calculated for \( \beta = 0.001, \tau = 1499, \ d_2 = 0.05. \) There is good agreement between the numerics and the model, with the model reconstructing the quantum recurrence at \( t \approx T_x \), and the echo and revival echoes at \( t \approx 2\tau, t \approx T_x + \tau, t \approx T_x - \tau \text{ and } t \approx T_x - 2\tau \).

Similarly, Fig. 3.3 plots \( \langle x(t) \rangle \) for a larger \( \beta = 0.002 \) and \( d_2 = 0.1 \), and a smaller value of \( \tau = 1200 \), showing more than one quantum revival echo. There is
again good agreement between the model and the numerics in capturing the behavior of the quantum recurrence at $t \approx mT_x$ ($m = 1, 2$) and the echo and revival echoes at $t \approx 2\tau$, $t \approx mT_x - \tau$ and $t \approx mT_x - 2\tau$ ($m = 1, 2$).

Figure 3.2: (a): $\langle x(t) \rangle$ solved numerically for the full Schrödinger equation for $\beta = 0.001$, $d_1 = 5$, $d_2 = 0.05$, $\tau = 1499$. (b): same as (a), but zoomed in to display the smaller echoes. (c): The model $\langle x(t) \rangle$ plotted for the same parameters. (d): same as (c), but zoomed in to display the smaller echoes. We note that the model reconstructs the $t \approx T_x - \tau$ pre-revival echo, as well as the echo at $t \approx 2\tau$ and the pre-revival echo at $t \approx T_x - 2\tau$. 
Figure 3.3: (a) $\langle x(t) \rangle$ solved numerically for the full Schrödinger equation for $\beta = 0.002$, $d_1 = 5$, $d_2 = 0.1$, $\tau = 1200$. (b) The model $\langle x(t) \rangle$ plotted for the same parameters. The model reconstructs the quantum recurrence at $t \approx T_x$, as well as the echo and revival echo responses at $t \approx 2\tau$, $t \approx T_x + \tau$, $t \approx T_x - \tau$, and $t \approx T_x - 2\tau$, $(m = 1, 2)$.

Additionally, the model indicates that one should expect the amplitude of the pre-revival echo at $t \approx T_x - \tau$ to scale linearly with the second displacement $d_2$. As seen in Eq. (3.28) the term $\langle x \rangle_1^{(1)}$ is proportional to $\gamma_2$ (and therefore $d_2$) if we ignore the weak dependence due to the normalization constant $A$. Similarly, the echo at $t \approx 2\tau$ and the pre-revival echo at $t \approx T_x - 2\tau$ (represented by $\langle x \rangle_2^{(2)}$ and $\langle x \rangle_{-2}^{(2)}$) are expected to increase quadratically with $d_2$, as shown in Eqs. (D.3) and (D.4) of Appendix D.1. We study the scaling of these echoes using the full numerical Schrödinger equation with the choice of $\beta = 0.001$, $\tau = 1899$, $d_1 = 5$, and various values of $d_2$. This value of $\tau$ is chosen to avoid the coincidence of the $t \approx 2\tau$ echo.
and the $t \approx T_x - 2\tau$ pre-revival echo with the small fractional revival described in [62, 63]. The amplitudes of the echoes and pre-revival echoes as a function of $d_2$ are plotted in Fig. 3.4, and compared to the amplitude scaling predictions of the perturbative model. We note that indeed the pre-revival echo at $t \approx T_x - \tau$ appears to behave linearly with $d_2$, while the echo at $t \approx 2\tau$ and the pre-revival echo $t \approx T_x - 2\tau$ appear to grow quadratically, as expected. In general, the model suggests that echoes at $t \approx n\tau$ and revival echoes at $t \approx mT_x \pm n\tau$ ($m \geq 1, n \geq 1$) should have lowest order scalings of $(d_2)^n$. (It should be noted, however, that the scaling of very small echoes may be affected by revivals and echoes occurring due to corrections in the energy eigenstates.)

An approximate dependence of the pre-revival echo at $t \approx T_x - \tau$ on the first perturbation $d_1$ can also be obtained, and can be understood by studying Eq. (3.29). At the time of maximal $\langle x(t) \rangle$ (in the vicinity of $t \approx T_x - \tau$), one expects that for $n$ near $\bar{n}$, the cosine terms will be approximately in phase and only depend weakly on $n$. Thus, taking the cosine terms to be roughly constant, and independent of $n$,

$$\langle x \rangle_{-1}^{(1)} \sim \gamma_2 \exp[-\gamma_1^2] \exp[-\gamma_2^2] \sum_{n=1}^{\infty} C(n+1)C(n-1)\sqrt{n(n+1)}$$

and using definitions of $C(n)$, $A$, and $\exp[\gamma_1^2] = \sum_{n=0}^{\infty} (\gamma_1^2)^n / n!$, we find

$$\langle x \rangle_{-1}^{(1)} \sim \gamma_1^2 \gamma_2 \exp[-\gamma_2^2] \sim \gamma_1^2 \gamma_2 \sim d_1^2 d_2.$$ 

Note that we ignore any dependence on $d_1$ contained in the cosine terms (arising from dependence on $\bar{n}$ of the expansion of $\omega_{n+1} - \omega_n$, which in turn is related to $d_1$). Figure 3.5 plots the amplitude of the pre-revival echo as a function of $d_1^2 d_2$. Note that echo amplitude appears to scale linearly with $d_1^2 d_2$. For comparison, in
the inset we plot the amplitude as a function of $d_2$, where lines connect simulations with equal values of $d_1$.

Figure 3.4: The amplitude of three echoes present at different times as a function of $d_2$ for $d_1 = 5$, $\beta = 0.001$, $\tau = 1899$, ($t \approx T_x - \tau$: circles, $t \approx T_x - 2\tau$: squares, $t \approx 2\tau$: triangles). The solid lines are echo response amplitudes extracted from the perturbation theory model. The dotted lines are guides to the eye indicating linear and quadratic behavior. We note that the pre-revival echo at $t \approx T_x - \tau$ scales linearly with $d_2$, while the echo responses at $t \approx 2\tau$ and $t \approx T_x - 2\tau$ scale quadratically.

A similar procedure can be implemented for the response at $t \approx \tau$, and the echoes at $t \approx T_x + \tau$, $t \approx 2\tau$ and $t \approx T_x \pm 2\tau$. The response at $t \approx \tau$ and the revival echo at $t \approx T_x + \tau$ are given by Eq. (3.28). Summing over the coefficient gives

$$\langle x \rangle_{1}^{(1)} \sim d_2$$  \hfill (3.33)
with approximately no $d_1$ dependence, which we numerically verify but do not show. For the echo at $t \approx 2\tau$ and the revival echoes at $t \approx T_x \pm 2\tau$, the oscillatory terms in Eqs. (D.3) and (D.4) are assumed to be in phase, and the summations are done over the coefficients, leading to

$$\langle x \rangle_2^{(2)} \sim d_1^2 d_2^2 + \mathcal{O}(d_1 d_2^2)$$

(3.34)

$$\langle x \rangle_{-2}^{(2)} \sim d_1^2 d_2^2$$

(3.35)

Thus we expect the echoes and revival echoes to approximately scale as $d_1^2 d_2^2$. Figure 3.6, which plots the echo amplitudes as functions of $d_1^2 d_2^2$, for $\beta = 0.001$, $3.5 \leq d_1 \leq 6$ and $0.001 \leq d_2 \leq 0.07$ and $\tau = 1699$, confirms this expectation. (The post-revival echo at $t \approx T_x + 2\tau$ is the recurrence of the echo at $t \approx 2\tau$. It has an amplitude very similar to the $t \approx 2\tau$ echo and is not shown in Fig. 3.6 for clarity.)

Increasing $d_2$ to be $\sim 1$ (where we no longer expect our perturbative model to be valid), Fig. 3.7 plots the values of $\langle x(t) \rangle$ for $\beta = 0.001$, $\tau = 1499$, $d_1 = 5$, and different values of $d_2$ ranging from $d_2 = 0.1$ to $d_2 = 0.5$. As $d_2$ is increased, we see that the amplitude of the quantum recurrence at $t \approx T_x$ diminishes. Further, the amplitude of the pre-revival echo at $t \approx T_x - \tau$ is also suppressed, while the amplitude of $\langle x(t) \rangle$ increases for shorter times.

Finally, we note that from numerical experiments solving the Schrödinger equation, at larger $d_1$ we clearly see an echo at $t \approx 3\tau$ and revival echo at $t \approx T_x - 3\tau$. An example illustrating this is shown in Fig. 3.8.
Figure 3.5: The amplitude of the pre-revival echo at $t \approx T_x - \tau$ as a function of $d_1^2d_2$ for $\beta = 0.001$, $\tau = 2499$, and various values of $d_1$ ($d_1 = 3.5$: circles, $d_1 = 4.0$: squares, $d_1 = 4.5$: asterisks, $d_1 = 5.0$: triangles, $d_1 = 5.5$: stars, $d_1 = 6.0$: x’s). $d_2$ is allowed to vary between $0.001 \leq d_2 \leq 0.07$. The dotted lines are echo amplitudes extracted from the model equations. We note that the pre-revival echo at $t \approx T_x - \tau$ scales linearly with $d_1^2d_2$. (Inset): The amplitude of the revival echo as a function of $d_2$, where lines link simulations done at equal values of $d_1$. 
Figure 3.6: The amplitude of the echo at $t \approx 2\tau$ (red, solid) and the pre-revival echo at $t \approx T_x - 2\tau$ (blue, unfilled) as a function of $d_1^3d_2^2$ for, $\beta = 0.001$, $\tau = 1699$, and various values of $d_1$ and $d_2$. $3.5 \leq d_1 \leq 6$ and $0.001 \leq d_2 \leq 0.07$. The dotted lines are echo amplitudes extracted from the model equations. We note that the $t \approx 2\tau$ echo and the pre-revival echo at $t \approx T_x - 2\tau$ scale linearly with $d_1^3d_2^2$. 
Figure 3.7: $\langle x(t) \rangle$ for $\beta = 0.001$, $\tau = 1499$, $d_1 = 5$, and different values of $d_2$. (a) $d_2 = 0.1$, (b) $d_2 = 0.2$, (c) $d_2 = 0.3$, (d) $d_2 = 0.4$, and (e) $d_2 = 0.5$. Note that both the quantum recurrence at $t \approx T_x$ and the pre-revival echo at $t \approx T_x - \tau$ are suppressed as $d_2$ increases. Further, the amplitude of $\langle x(t) \rangle$ is larger for shorter times as $d_2$ increases.
Figure 3.8: (a) and (b): \( \langle x(t) \rangle \) solved numerically for the full Schrödinger equation for \( \beta = 0.001, \ d_1 = 8, \ d_2 = 0.05 \) and \( \tau = 1299 \). Note that an echo at \( t \approx 3\tau \) and pre-revival echo \( t \approx T_x - 3\tau \) are clearly evident. (b) is the same as (a), plotted on a different scale to better display the echoes.
3.4 Dependence on the Symmetry of the External Perturbations

In Sec. 3.3 we considered echoes and revival echoes induced by two successive displacements of a trapping potential by amounts $d_1$ and $d_2$. For $d_2$ small, we found that the revival echoes at $t \approx mT_x \pm \tau$ can be much larger (i.e., $\mathcal{O}(d_2)$ as opposed to $\mathcal{O}(d_2^2)$) than the first ordinary echo (i.e., the echo occurring at $t \approx 2\tau$). A possibly significant point is that for small displacement $d$ and symmetric traps, $V(x) = V(-x)$, the perturbation may be viewed as being antisymmetric: $V(x + d) - V(x) = d(dV/dx) + \mathcal{O}(d^2)$. Thus, a natural question is whether our result for the relative sizes of the $t \approx 2\tau$ echo and the revival echoes at $t \approx mT_x \pm \tau$ depend on the symmetry of the stimuli. In what follows we consider this question and show that the answer is affirmative.

We have considered a different type of perturbation at $t = \tau$ which is symmetric in $x$, an impulse squeeze, i.e., we add a term $\alpha_2 x^2 \delta(t - \tau)$ to the potential. Taking $\beta = 0.001$ and $\tau = 1299$, we numerically calculate the response to an initial shift ($d_1 = 5$) and a small impulse squeeze ($\alpha_2 = 0.005$). We display the results in Fig. 3.9. In this case, echoes and revival echoes are evident in $\langle x(t) \rangle$, at $t \approx 2\tau$ and $t \approx T_x - 2\tau$, with no responses in $\langle x(t) \rangle$ at $t = \tau$ and $t \approx T_x - \tau$. Model expressions for the echoes can be found in the same manner as in Sec. 3.3, and predict that the $t \approx 2\tau$ echo and $t \approx T_x - 2\tau$ revival echo both scale linearly with $\alpha_2$ (see Appendix D.2). Figure 3.10 plots the amplitude of the echo as a function of $\alpha_2$, demonstrating that the echo amplitudes depend linearly on $\alpha_2$. This behavior is due to the impulse squeeze only exciting states of like parity; e.g., the impulse squeeze acting on an
even eigenstate only excites the other even eigenstates. Note that unlike our result in Sec. 3.3, the first $\langle x(t) \rangle$ echo (i.e., at $t \approx 2\tau$) and the first revival echo (i.e., that at $t \approx T_x - 2\tau$) both scale linearly with the strength $\alpha_2$ of the second perturbation. (In fact it can be shown that all revival echoes at $t \approx mT_x \pm 2\tau$ scale linearly with $\alpha_2$.)

Figure 3.9: $\langle x(t) \rangle$ solved numerically for the full Schrödinger equation with a displacement at $t=0$ ($d_1 = 5$), and an impulse squeeze at $t = \tau = 1299$ ($\alpha_2 = 0.005$). Notice there is no response at $t = \tau$ or a pre-revival echo at $t \approx T_x - \tau$. An echo at $t \approx 2\tau$ and a pre-revival echo at $t \approx T_x - 2\tau$ are evident and are comparable in size.
Figure 3.10: The amplitude of the echo at $t \approx 2\tau$ (triangles) and the pre-revival echo at $t \approx T_x - 2\tau$ (squares) as a function of $\alpha_2$ for, $d_1 = 5$, $\beta = 0.001$, $\tau = 1299$, and various values of $\alpha_2$. The dotted line is a guide to the eye indicating linear behavior. We note that both echoes scale linearly with $\alpha_2$. The solid lines are echo amplitudes extracted from a perturbation theory model (see Appendix D.2).
3.5 Quantum Recurrences and Revival Echoes in $\langle x^p(t) \rangle$

Returning to the response to two successive displacements (as in Sec. 3.3), we now examine the behavior of the revival and the revival echoes in the response of $\langle x^p(t) \rangle$, for $p \geq 1$. For example, if one were to measure the width of the cloud of cold atoms, the necessary observable would be $w^2(t) = \langle x^2(t) \rangle - \langle x(t) \rangle^2$. Performing an analysis analogous to that of Sec. 3.3 (described in detail in Appendix D.3), we find that quantum recurrences (in the absence of the second perturbation) are to be expected at fractional times of $t = T_x$. In particular, for the observable $\langle x^p(t) \rangle$, recurrences are expected at times $t \approx mT_x/j$ with $m \geq 1$. The values of $j$ are contingent on whether $p$ is even or odd; for $p$ even: $j = 2, 4, \ldots, p$, and for $p$ odd: $j = 1, 3, \ldots, p$. The amplitude of the recurrences is smaller for larger values of $j$.

Additionally, revival echoes are also present in $\langle x^p(t) \rangle$. The dominant echoes (those that scale as $d_2$), are also described by our model in Appendix D.3. Pre-revival echoes are expected at $t \approx (mT_x - \tau)/j$ and post-revivals at $t \approx (mT_x + \tau)/j$, where again $m \geq 1$ and the possible values of $j$ are different for even and odd $p$; for $p$ even: $j = 2, 4, \ldots, p$, and for $p$ odd: $j = 1, 3, \ldots, p$. For example, for $p = 3$, recurrences are expected at $t \approx mT_x/3$, as well as larger revivals at $t \approx mT_x$, $m \geq 1$. Additionally there are dominant pre and post-revival echoes at $t \approx (mT_x \pm \tau)/3$ and $t \approx mT_x \pm \tau$, for $m \geq 1$. The model suggests that echoes at $t \approx n\tau/j$, ($t \geq \tau$), and revival echoes at $t \approx (mT_x \pm n\tau)/j$ will scale as $\gamma_2^n$.

Figures 3.11(a) and 3.12(a) display the values of $\langle x^p(t) \rangle$ calculated by solving the Schrödinger equation, for $p = 2$, and $p = 3$ after an initial shift perturbation,
\[ d_1 = 5, \text{ at } t = 0, \text{ and a second shift perturbation, } d_2 = 0.05, \text{ at } t = \tau = 1499, \]

with \( \beta = 0.001 \). Displayed in solid lines are the expected times of the quantum recurrences, and in dashed lines, the expected times of the pre and post-revival echoes. For \( p = 2 \), echoes at \( t \approx 3\tau/2 \) and \( t \approx 4\tau/2 \) are expected to be very small, scaling as \( (d_2)^3 \) and \( (d_2)^4 \), and are not readily evident upon examination of Figure 3.11(a). Regarding the scaling, as for the \( p = 1 \) case, we note that the scaling of very small echoes may be affected by revivals and echoes occurring due to corrections in the energy eigenstates.

In Fig 3.12, the pre-revival at \( t \approx T_x - \tau/3 \) is not visible because of the large quantum recurrence at \( t \approx T_x \). A conventional echo is expected at \( t \approx 2\tau \), scaling as \( (d_2)^2 \) but is obscured by the revival at \( t \approx T_x/3 \). For larger values of \( d_2 \), and shorter values of \( \tau \), we have numerically observed the \( t \approx 2\tau \) echo.

Using the model expressions described in Appendix D.3, we compare the numerically calculated values of \( \langle x^2(t) \rangle \) and \( \langle x^3(t) \rangle \) to those obtained from our model, as shown in Figs. 3.11(b) and 3.12(b). Note that there is good agreement between the numerics and the model. In both the \( \langle x^2(t) \rangle \) and \( \langle x^3(t) \rangle \) cases, the response is dominated by the quantum recurrences, and the pre and post-revival echoes.
Figure 3.11: (a) and (b): $\langle x^2(t) \rangle$ solved numerically for the full Schrödinger equation for $\beta = 0.001$, $d_1 = 5$, $d_2 = 0.05$ and $\tau = 1499$. Note that recurrences are present at $t \approx T_x$ and $t \approx T_x/2$ (solid lines). Also, pre-revival echoes at $t \approx (mT_x - \tau)/2$, $m = 1, 2$ and a post revival echo $t \approx (T_x + \tau)/2$ are evident (dotted lines). (b) The value of $\langle x^2(t) \rangle$ calculated using the model in Appendix D.3.
Figure 3.12: (a) and (b): $\langle x^3(t) \rangle$ solved numerically for the full Schrödinger equation for $\beta = 0.001$, $d_1 = 5$, $d_2 = 0.05$ and $\tau = 1499$. Note that recurrences are present at $t \approx T_x$ and $t \approx mT_x/3$, $m = 1, 2$ (solid lines). Also, pre-revival echoes can be seen at $t \approx (mT_x - \tau)/3$, $m = 1, 2$ as well as $t \approx T_x - \tau$. Post revival echoes are evident at $t \approx (mT_x + \tau)/3$, $m = 1, 2$ (dotted lines). (b) The value of $\langle x^3(t) \rangle$ calculated using the model in Appendix D.3.
3.6 Atom-atom Interactions

Finally, we include a cubic nonlinear term in the Hamiltonian and numerically solve for the wavefunction. This can be considered as the mean field approximation for the condensate wavefunction of a Bose-Einstein condensate with interactions, and is known as the Gross-Pitaevskii equation (GPE) [15, 64, 65].

\[
i \frac{\partial}{\partial t} \psi = (H_0 + H_1 + H_{\text{int}})\psi \tag{3.36}
\]

\[H_{\text{int}} = u|\psi|^2.\]

Here \(u\) is a nonlinear interaction strength, which quantifies repulsive \((u > 0)\) or attractive \((u < 0)\) interactions in the condensate. Again considering echo responses to two successive displacement (as in Sec. 3.3) and taking \(d_1 = 5, d_2 = 0.05, \tau = 2499, \) and \(\beta = 0.001\) for various values of \(u\), we numerically investigate the behavior of the echoes and revival echoes. The results are plotted in Fig. 3.13. As the interaction strength is increased, we note that the damping immediately after \(t = 0\) is increased, as compared to the \(u = 0\) case. Additionally, for larger values of \(u\), the value of \(\langle x(t) \rangle\) does not fully damp away before the application of the second displacement. This observation has been made previously for similar systems [20].

The inclusion of interactions also suppresses the quantum recurrence at \(t \sim T_x\), as well as the amplitude of the revival echo at \(t \sim T_x - \tau\). The time at which the quantum recurrence occurs is also shifted from the predicted value of \(t \approx T_x\) in the noninteracting case.
Figure 3.13: The value of $\langle x(t) \rangle$ as a function of time with $d_1 = 5, d_2 = 0.05$, $\beta = 0.001$, $\tau = 2499$, for various values of $u$. (a) $u = 0.05$, (b) $u = 0.10$, (c) $u = 0.15$, (d) $u = 0.20$. We note that while increasing interactions causes damping to occur faster, it also leads to nonzero values of $\langle x(t) \rangle$ before the second kick at $t = \tau$. Further, as $u$ is increased, both the quantum recurrence $t \approx T_x$ and the pre-revival echo at $t \approx T_x - \tau$ are suppressed.
3.7 Summary and Conclusions

In this chapter, we study echoes and revival echoes for a collection of cold atoms in a weakly anharmonic potential subjected to two external stimuli, one at \( t = 0 \) and the other at \( t = \tau \). In the case where the two external stimuli are sudden displacements of sizes \( d_1 \) at \( t = 0 \) and \( d_2 \) at \( t = \tau \), we observe responses in the expected value of position \( \langle x \rangle \), and find that responses occur not only at \( t \approx n\tau \), \( (n \geq 1) \) and at well-known quantum recurrences at \( t = mT_x \), but also at \( t \approx mT_x - n\tau > \tau \) (pre-revival echoes) and \( t \approx mT_x + n\tau \) (post-revival echoes). Again, in the case where the external stimuli are sudden displacements, we have formulated a perturbation theory model and note good agreement between our model and the numerical results. We numerically verify that for small \( d_2 \), the revival echo at \( t \approx T_x \pm \tau \) scale linearly with \( d_2 \) while echoes at \( t \approx 2\tau \) and revival echoes at \( t \approx T_x \pm 2\tau \) scale as \( (d_2)^2 \). As expected from our perturbative model, and seen numerically, this scaling suggests that, for a sufficiently small \( d_2 \), the revival echoes at \( t \approx T_x \pm \tau \) can be substantially larger than the echo at \( t \approx 2\tau \). In addition, our perturbation theory model shows that for small \( d_1 \) and \( d_2 \), the revival echo at \( t \approx T_x - \tau \) scales as \( d_1^2d_2 \), (which we numerically verify), while the echo at \( t \approx 2\tau \) and the revival echoes at \( t \approx T_x \pm 2\tau \) scale as \( d_1^3d_2^3 \) (which we numerically verify).

We numerically demonstrate the suppression of the quantum revival \( t = T_x \) and the revival echo at \( t \approx T_x - \tau \), when the size of the second displacement is increased, \( d_2 \sim 1 \). We also investigate how the echoes and revival echoes depend on the form and symmetry of the external stimuli. One result is that, in the case
where the first stimuli is a displacement, the domination of the size of the revival echoes at \( t \approx mT_x \pm \tau \) over the echoes at \( t \approx 2\tau \) does not occur when the small second external stimulus has different symmetry than that of a small displacement.

The presence of quantum recurrences and revival echoes in responses observed in higher moments of position \( x^p \) was also studied. Quantum recurrences of \( \langle x^p(t) \rangle \) appear at fractions of the \( p = 1 \) revival time, \( t \approx mT_x/j \), where \( m = 1, 2, \ldots \), and the value of \( j \) is determined by \( p \). Revival echoes are also present in \( x^p \), with dominant echoes (scaling as \( d_2 \)) at \( \langle x^p(t) \rangle \) at times \( t \approx (mT_x \pm \tau)/j \).

Finally, the inclusion of interactions, modeled with the Gross-Pitaevskii equation, demonstrates that the quantum recurrence and the revival echoes are suppressed as the nonlinear interaction strength \( u \), is increased.

Imaging is the natural way to resolve revivals of \( x \). Revivals and echoes in momentum, \( p \), may be found by a similar calculation. In this case, these revivals and echoes may be observed if the trap is switched off at a revival or echo time. The cloud of atoms will move together since all atoms have nearly the same momentum. If instead, the trap is turned off at a time not coinciding with a revival or echo, the cloud of atoms will simply spread.
Chapter 4

Dynamic Localization of a Weakly Interacting Bose-Einstein Condensate in an Anharmonic Potential


4.1 Abstract

We investigate the effect of anharmonicity and interactions on the dynamics of an initially Gaussian wavepacket in a weakly anharmonic potential. We note that depending on the strength and sign of interactions and anharmonicity, the quantum state can be either localized or delocalized in the potential. We formulate a classical model of this phenomenon and compare it to quantum simulations done for a self consistent potential given by the Gross-Pitaevskii equation.

4.2 Introduction

Atoms inside anharmonic traps display a variety of phenomena including wavepacket spreading due to dephasing, and quantum revivals [55, 62]. Additionally, system behavior is also strongly influenced by particle-particle interactions: for
example, theoretical [66] and experimental [67] studies have demonstrated that interactions alter the frequency of collective modes of a Bose-Einstein Condensate (BEC). Recently, systems with both anharmonicity and interactions have been studied. The effects of interactions and anharmonicity on the stability of stationary states [68,69], collective motion [19,70–72] and dynamics of coherent states [20] of BECs have been investigated analytically and numerically. Additionally, experimental work has also studied the dynamics of BECs in the presence of anharmonicity [73–75].

Here we consider the quantum evolution of an initially Gaussian wavepacket in a one-dimensional trap with both interactions and anharmonicity, using the description

\[ i \frac{\partial}{\partial t} \psi = \left( -\frac{1}{2} \frac{\partial^2}{\partial x^2} + \frac{x^2}{2} + V_a + V_{int} \right) \psi \]  

(4.1)

where \( V_a = \beta x^4/4 \), and \( V_{int} = u|\psi|^2 \). This can be considered as the mean field approximation for the condensate wavefunction \( \psi(x,t) \) of a BEC with interactions, and is known as the Gross-Pitaevskii (GP) Equation [15,64,65]. Here \( \beta \) quantifies the anharmonicity of the trap, and \( u \) is a nonlinear interaction strength, which quantifies repulsive \( (u > 0) \) or attractive \( (u < 0) \) interactions. We consider the regime where \( V_a, V_{int} \) are smaller than the harmonic oscillator Hamiltonian, and adopt harmonic units, \( x = \bar{x}/(\sqrt{\hbar/m\omega_0}), \ t = \omega_0\bar{t} \), where \( \bar{x} \) and \( \bar{t} \) are the unnormalized units, \( \omega_0 \) is the frequency of the harmonic oscillator, \( m \) is the mass, and the position and momentum operators, \( x \) and \( p \) satisfy \( [x,p] = i \), with the normalization \( \int dx |\psi|^2 = 1 \). We numerically solve Eq. (4.1) using a split-step Fourier method [17]. One possible experimental realization is the use of a Feshbach resonance [76–79] in order to sample
small repulsive and attractive interaction strengths.

4.3 Numerical Results

Consider an initial, approximately Gaussian wave-packet centered at $x = x_c$, with symmetric widths in $x$ and $p$, $\Delta_x = \Delta_p = \sqrt{1/2}$. This state may be formed by taking the confined ground state at the center of the potential and discontinuously shifting the potential to the left by an amount $x_c$. In the case where the potential is formed by the interference of two laser beams, this shift might be accomplished by changing the relative phase of the two beams, for example as in [49].

In the absence of interactions, a wavepacket that overlaps many energy eigenstates of an anharmonic trap will dephase due to the nonuniform spacing of the relevant energy eigenstates. A classical interpretation is that in the phase space, an initial Gaussian distribution subtends various action tori, each with a different frequency. Thus, different parts of the distribution function rotate in the phase space at different rates, leading to spreading of the initial distribution function.

In the presence of interactions, however, we have numerically observed what we term a “dynamical localization” phenomenon in the time evolution of the position density of the wavepacket. For some choices of interaction strength $u$ and anharmonicity $\beta$, the wavepacket does not spread over the trap, while for others it does. This is illustrated in Fig. 4.1 where panels (a) to (c) illustrate the position density $|\psi|^2$, obtained from solution of Eq. (4.1), at late times ($t = 1999$) for $\beta = 1.89 \times 10^{-4}$ and three values of interaction strength, one attractive (a) and two repulsive (b and
c). Only in the weakly repulsive case (b) does the wave function spread throughout
the trap as it would in the absence of interactions. Figure 4.1(d) displays the value
of $\sigma_x \sigma_p$, where $\sigma_x$ ($\sigma_p$) is the standard deviation of position (momentum), averaged
from $t = 1899$ to $t = 1999$, for various choices in $u$ and $\beta$, and $x_c = -8$. A localized
state will have smaller values $\sigma_x \sigma_p$, shown as dark regions while a delocalized state
will have larger values, shown as bright regions. The solid (blue) straight lines in
Fig. 4.1(d) are results of an approximate theory (given below) for the parameter
boundaries separating localized and delocalized behavior. It is important to note
that, though one might intuitively expect attractive interactions ($u < 0$) to always
lead to localization, Fig. 4.1 demonstrates that this is not so. In fact, for a given
value of $u$, both localized and delocalized behavior is possible, and reversing the
sign of both $u$ and $\beta$ leads to the same behavior.

4.4 Model

To gain insight into the results represented in Fig. 4.1, we introduce a classical
model for the dynamical localization effect, which is motivated by our initial choice
$|x_c| = 8$, in terms of a classical Hamiltonian. We note for the case of Fig. 4.1, where
the state before the shift of the potential is approximated by the ground state of
the harmonic oscillator, that, after the shift of the potential, one can show that
the state overlaps on the order of $|x_c|$ energy levels. Hence, if $|x_c|$ substantially
exceeds one, we expect that a classical treatment will be relevant. Thus we start by
considering the classical phase space evolution of the distribution function $f(x, v, t)$
of a one-dimensional harmonic oscillator with Hamiltonian $H_0 = p^2/2 + x^2/2$.

Consider the classical Hamiltonian of the harmonic oscillator $H_0 = \frac{1}{2}(p^2 + x^2)$. We introduce as small perturbations an anharmonic potential $V_a = \beta x^4/4$, where $\beta$ characterizes the strength of the anharmonicity, as well as a self interacting potential $V_{int} = un(x, t)$ where $n(x, t) = \int dv f(x, v, t)$ is the density and $u$ is a parameter describing the interaction strength. The Hamiltonian is then

$$H = H_0 + \epsilon V_a + \epsilon V_{int}. \quad (4.2)$$

Moving to action angle coordinates, the Hamiltonian and equations of motion become:

$$\dot{J} = -\frac{\partial H}{\partial \phi}, \quad \dot{\theta} = \frac{\partial H}{\partial J}$$

$$H = J + \epsilon \beta J^2 \sin^4(\phi) + \epsilon V_{int}(\sqrt{2J} \sin(\phi), t). \quad (4.3)$$

We do a further change of variables to a rotating frame, $\theta = \phi + \Omega t$ via the generating function $F_2 = J(\theta - \Omega t)$ where $\Omega$ is a frequency close to 1, the unperturbed frequency of the harmonic oscillator.

$$\dot{J} = -\frac{\partial H}{\partial \phi}, \quad \dot{\phi} = \frac{\partial H}{\partial J}$$

$$H = J(1 - \Omega) + \epsilon \beta J^2 \sin^4(\phi + \Omega t) + \epsilon V_{int}(\sqrt{2J} \sin(\phi + \Omega t), t) \quad (4.4)$$

Now we implement a separation of time scales, with a fast time $t_0$ corresponding to the fast time (the motion of $V_{int}$ in the well), and a slow time $t_1 = \epsilon t$. The chain
rule then gives:

\[ \frac{d}{dt} \rightarrow \frac{\partial}{\partial t_0} + \epsilon \frac{\partial}{\partial t_1} \]  (4.5)

We also expand the action and angle, \( J = J_0 + \epsilon J_1 \) and \( \phi = \phi_0 + \epsilon \phi_1 \), as well as expanding the frequency \( \Omega = 1 + \epsilon \delta \Omega \). We can then separate our equations of motion order by order. The Hamiltonian, separated order by order gives

\[ H_0 = 0 \]  (4.6)

\[ H_1 = -\delta \Omega J_0 + \beta J_0^2 \sin^4(\phi_0 + t_0) + uV_{int}(\sqrt{2J_0} \sin(\phi_0 + t_0), t_0). \]  (4.7)

The order \((\epsilon^0)\) equations are:

\[ \frac{\partial J_0}{\partial t_0} = 0 \]  (4.8)

\[ \frac{\partial \phi_0}{\partial t_0} = 0 \]  (4.9)

\[ J_0 = J_0(t_1) \]  (4.10)

\[ \phi_0 = \phi_0(t_1). \]  (4.11)

while the order \((\epsilon^1)\) equations are

\[ \frac{\partial J_1}{\partial t_0} = -\frac{\partial J_0}{\partial t_1} - \frac{\partial H_1}{\partial \phi_0} \]  (4.12)

\[ \frac{\partial \phi_1}{\partial t_0} = -\frac{\partial \phi_0}{\partial t_1} + \frac{\partial H_1}{\partial J_0}. \]  (4.13)

Note that the right hand sides of Eqs. (4.12) and (4.13) are both periodic on the short time scales \( t_0 = [0, 2\pi] \) and can be interpreted as driving functions for the first order corrections to \( J \) and \( \phi \). Averaging these equations over a period of the short time scale, and requiring that \( \langle \partial J_1/\partial t_0 \rangle = \langle \partial \phi_1/\partial t_0 \rangle = 0 \), i.e. the correction
terms do not grow secularly as functions of \( t_0 \), yields equations for the slow time evolution:

\[
\begin{align*}
\frac{dJ_0}{dt_1} &= -\frac{\partial \langle H_1 \rangle}{\partial \phi_0} \\
\frac{d\phi_0}{dt_1} &= \frac{\partial \langle H_1 \rangle}{\partial J_0} \\
\langle H \rangle &= \frac{3}{4} \beta J_0 \left( \frac{1}{2} J_0 - J_c \right) + \langle V_{int} \rangle
\end{align*}
\] (4.14)

where \( J_c = x_c^2/2 \). The evolution of the slow-time trajectories (or the trajectories averaged over the short period) approximately follow contours of constant \( \langle H \rangle \).

We have determined the value of \( \delta \Omega \) by requiring that \( \dot{\phi} |_{J_c} = 0 \), since we are in a moving frame such that the center of the distribution function is stationary, and assuming no contribution to the frequency from \( \langle V_{int} \rangle \).

In order to average the interaction potential, we are required to average the density over an oscillation period. Recall that the initial phase space distribution is Gaussian in \( x \) and \( p \), centered about some \( x = x_c, \ p = 0 \) with width \( \Delta_x = \Delta_p = \Delta = \sqrt{1/2} \). We now evaluate \( \langle V_{int} \rangle \) for the early time evolution of the phase space distribution, i.e., when that distribution is still approximately Gaussian. Noting that the Gaussian distribution does not change appreciably over one oscillation period, allows us to average \( V_{int} \), leading to

\[
\langle V_{int} \rangle = \frac{u}{2\pi \sqrt{\pi}} \int_0^{2\pi} dt_0 \exp\left[-(\sqrt{2J} \sin(\phi_0 + t_0) - \sqrt{2J_c} \sin(t_0))^2\right].
\] (4.15)

Numerically calculating the average of the potential, we can then estimate \( \langle H \rangle \).

Figures 4.2(a)-(d) plot contours of \( \langle H \rangle \) in black for different choices of interaction.
strength $u$ and anharmonicity $\beta$, with $J_c = 32$, $|x_c| = 8$.

There is a difference in the nature of the phase space when $u$ and $\beta$ have opposite signs, Figs. 4.2(a) and (b), and when $u$ and $\beta$ have the same sign, Figs. 4.2(c) and (d). From Eqs. (4.14) and (4.15), we see that reversing the sign of both $u$ and $\beta$ leaves phase space unchanged. For $u$ and $\beta$ of opposite signs, a fixed point is present at $(J, \phi) = (J_c, 0)$, and a separatrix (shown in bold) separates free streaming trajectories from trajectories orbiting the fixed point. In contrast, for $u$ and $\beta$ of the same sign, while an elliptic point is still present at $(J, \phi) = (J_c, 0)$, additional hyperbolic points typically appear on the $\phi = 0$ axis. A separatrix (bold) again separates trajectories which orbit about the fixed point from those that do not, and, the trajectories immediately outside the separatrix are swept away from the region of the fixed point to values of higher $J$. Note that the size of the region of confined trajectories increases for larger values of $|u/\beta|$. Plotted in color in Fig. 4.2 are numerically calculated trajectories with $V_{int}$ given by Eq. 4.3. As can be seen, the trajectories have both a short time motion (fast oscillations) and long time motion in the phase space, with the long time motion given approximately by the contours of $\langle H \rangle$.

We interpret the formation of a classical elliptic region around $(J, \phi) = (J_c, 0)$ as arising from a nonlinear resonance [80] between the integrable motion of the anharmonic well and a periodic driving term. This has been studied quantum mechanically, for example, in the rovibrational modes of diatomic molecules [81] and in the dynamics of Rydberg atoms [82, 83]. One important difference, is that in this example, the driving is not due to an external field. Rather, the conden-
sate/wavepacket drives itself on resonance because $V_{int} = un(x,t)$. As we discuss below, this feedback between the density and $V_{int}$ can lead to dynamics which can either be localizing or delocalizing.

Figure 4.2 is constructed using a prescribed oscillating Gaussian potential. We now replace it with the self consistent interaction potential $V_{int} = un(x,t)$. The contours of $\langle H \rangle$ found from Eqs. (4.14) and (4.15) will only describe classical trajectories for early times unless the wavefunction retains its localized character. To this end we consider the size of the confining region compared to the extent of the Wigner function (the quantum analog to the phase space distribution, which is equal to the Gaussian distribution function at $t = 0$).

Building upon insight gained from the classical model, it is reasonable to expect that if an initial Wigner function is well confined, that is, enclosed in the classical separatrix denoting orbiting trajectories, the Wigner function will remain localized in the phase space at later times. Similarly, if the Wigner function, is not well confined in the separatrix, then at later times it will become delocalized in the phase space. Qualitatively, as the wavepacket leaves the confining region, the strength of $V_{int}$ decreases. This altering of the potential leads to time dependent behavior with more of the wavepacket leaving the confining region, and coexistence of a delocalized component of the state, and a localized component (most easily seen in the Husimi function representation) at lower values of action.

For example, in Figs. 4.3(a) and 4.3(b) we plot the initial Husimi function $Q(J, \phi)$ (equivalent to the Wigner function smoothed over a Gaussian function in order to assure non-negative values for all times), in the $(J, \phi)$ coordinates at $t = 0$.
for various values of $u$ with $\beta = 2 \times 10^{-4}$. Plotted in bold is the classical separatrix from the Gaussian model described previously, for the figures’ respective values of $u$ and $\beta$; in Fig. 4.3(a) $u = 0.5$ and $\beta = 2 \times 10^{-4}$, while in Fig. 4.3(b) $u = 0.1$ and $\beta = 2 \times 10^{-4}$. We note that in Fig. 4.3(a), the Husimi function is still relatively localized inside the classical separatrix at late times, Fig. 4.3(c). However, in Fig. 4.3(b), where the initial Husimi extends beyond the classical separatrix, the Husimi function it not as well localized inside the classical separatrix at late times Fig. 4.3(d). The quantity $F$ appearing in Figs. 4.3(a) and 4.3(b) is the fraction of the initial Wigner function which lies inside the confining separatrix, and reflects the difference in initial confinement between the two cases.

We test the separatrix expectation numerically by choosing different values of $u$ and $\beta$, and calculating the quantum evolution of an initially Gaussian wavepacket centered at $(x, p) = (-8, 0)$. Recall that the classical model demonstrates that the size of the confining region is dependent on the sizes and signs $u$ and $\beta$. Using our classical model, we find for given values of $u$ and $\beta$ the fraction of the initial Wigner function that is contained in the confining separatrix, $F(u, \beta)$. Figure 4.1(d) plots in color (bold lines) contours of $F(u, \beta)$ corresponding to $F = 0.9$. Note that regions yielding poor initial, classical confinement, $F < 0.9$ correspond to delocalized wavepackets at late times, while regions yielding substantial initial confinement, $F > 0.9$, correspond to localized wavepackets at late times. Additionally, we have seen good agreement between localized (delocalized) numerical solutions and well (poorly) confined regions for other values of initial displacement that we have considered, $|x_c| = 6$ and 9.5. It should be noted that this model produces similar behavior
to numerical [20] and experimental [74] results reported previously for $u > 0$ in the strongly interacting regime. While keeping $u$ fixed, as the effect of anharmonicity is increased (in this case by making $\beta$ more positive, or in the previously reported cases by increasing the value of $|x_c|$), the wavepacket becomes delocalized in the phase space, as seen in Fig. 4.1.

4.5 Conclusion

We note that one of the interesting features of our model is the invariance of the appearance of localization under simultaneous sign changes of $u$ and $\beta$. This is reflected in both the numerical results of the GP Equation, Fig. 4.1(d), and the topology of classical phase space, Fig. 4.2. The tendency to form a localized state is strongest when $u$ and $\beta$ have opposite signs: that is, when the trap oscillation frequency increases with action ($\beta > 0$) and interactions are attractive ($u < 0$), or oscillation frequency decreases with action ($\beta < 0$) and interactions are repulsive ($u > 0$). This latter case is an analog of the “negative mass instability” [84] that leads to bunching of a charged particle beam undergoing circular motion when the angular frequency decreases with energy. Particles leading the bunch are repelled by the bunch, gain energy, lower their rotation rate, and fall back towards the bunch. By this process, a beam with a uniform distribution of rotation phases will spontaneously form a bunch. Likewise, in a trap an initial wave function that is delocalized will spontaneously tend to bunch.

Finally, we note that the interaction values considered here are accessible in
experiments. One possible experimental realization is a lattice of one dimensional “tubes” formed by the interference of multiple lasers [85]. In our units, the required s-wave scattering length $a_s$ is related to the interaction parameter $u$ as

$$a_s = u\omega_0\delta/(2N\omega_\perp),$$

[17], where $N$ is the number of atoms per tube, $\omega_\perp$ is the frequency in the transverse direction, and ground state width $\delta = [\hbar/(m\omega_0)]^{1/2}$. Taking $\omega_\perp/(2\pi) \sim 49$ KHz (which is reasonable with light of wavelength $\lambda = 1064$ nm and the atomic species $^{39}$K) $\omega_0/(2\pi) = 2$ KHz, $N = 100$, and $u = 0.5$ leads to $a_s \sim 0.036$ nm. Recently, a group [78, 79] used the Feshbach resonance in $^{39}$K to achieve $a_s$ as small as $5.29 \times 10^{-3}$ nm.
Figure 4.1: (a)-(c): The position density $|\psi|^2$ at $t = 1999$ for $\beta = 1.89 \times 10^{-4}$ with different values of $u$, (a) $u = -0.2586$, (b) $u = 0.1552$, and (c) $u = 0.50$. Note that increasing repulsive interaction strength can lead to localization. (d): Values of $\sigma_x \sigma_p$ for different values of $u$ and $\beta$. Bright regions indicate delocalized behavior (large $\sigma_x \sigma_p$), dark regions indicate localized behavior (small $\sigma_x \sigma_p$). The solid lines (blue) are theoretical predictions separating regions of poor initial confinement and strong initial confinement.
Figure 4.2: Contours of $\langle H \rangle$ (black curves) for various values of interaction strength $u$ (a)=-0.20, (b)=-0.02, (c)=0.10, (d)=0.5 with $\beta = 2 \times 10^{-4}$. Separatrices are shown in bold, separating free streaming and confined trajectories. In red are numerically calculated trajectories under the influence of an external potential of the form in Eq. (4.15). The trajectories consists of short time (fast oscillations) and long time behavior.
Figure 4.3: The Husimi functions at $t = 0$ (a)-(b), and at $t = 1999$ (c)-(d) under the influence of the GP equation. In (a) and (b), the classical separatrix from the early time model is plotted in bold. In (a) $u = 0.5$, $\beta = 2 \times 10^{-4}$, the initial condition is well contained inside the classical separatrix found with the early time model. In (b) $u = 0.1$, $\beta = 2 \times 10^{-4}$, however, the initial condition extends well beyond the classical separatrix. (c) demonstrates that the initially well contained wavepacket continues to remain localized at late times, while (d) demonstrates that the poorly contained wavepacket has spread in the potential (color scale narrowed to show detail). (In (c) we have applied a small shift $\Delta \phi = 0.31$ to recenter the Husimi function on $\phi = 0$. )
Appendix A

Nondimensionalisation of GP Equation

Starting with the one-dimensional GP Equation in a weakly anharmonic potential:

\[
 i\hbar \frac{\partial}{\partial t} \psi = \left( -\frac{\hbar^2}{2m} \frac{\partial^2}{\partial x^2} + \frac{m\omega^2}{2} x^2 + \frac{\beta}{4} x^4 + u|\psi|^2 \right) \psi. \tag{A.1}
\]

Normalizing the time as \( \bar{t} = \omega_0 t \), position \( \bar{x} = x/\Delta_0 \) where \( \Delta_0 = \sqrt{\hbar/(m\omega_0)} \), and adopting the normalization convention

\[
 \int d\bar{x} |\bar{\psi}|^2 = 1 \tag{A.2}
\]

leads us to normalize the wavefunction \( \bar{\psi}(\bar{x}) = (\Delta_0)^{1/2} \psi(x) \). Substituting yields the unitless GP Equation:

\[
 i \frac{\partial}{\partial \bar{t}} \bar{\psi} = \left( -\frac{1}{2} \frac{\partial^2}{\partial \bar{x}^2} + \frac{1}{2} \bar{x}^2 + \frac{\bar{\beta}}{4} \bar{x}^4 + \bar{u}|\bar{\psi}|^2 \right) \bar{\psi}. \tag{A.3}
\]

where

\[
 \bar{\beta} = \frac{\beta \hbar}{m^2 \omega_0^3} \tag{A.4}
\]

\[
 \bar{u} = \frac{u}{m\omega_0^2} \left( \frac{m\omega_0}{\hbar} \right)^{3/2}. \tag{A.5}
\]

Using the expression for the effective 1D interaction strength in a cigar trap potential,

\[
 u = 2\hbar Na_\omega \omega_\perp \tag{A.6}
\]
leads to an expression for the unitless interaction strength as

\[ \bar{a} = 2 N a_{s} \frac{\omega_{\perp}}{\omega_{0}} \sqrt{\frac{m \omega_{0}}{\hbar}}. \]  \hspace{1cm} (A.7)
Appendix B

Wigner and Husimi Functions

The Wigner quasi-distribution function was introduced by Wigner [86,87] as a way to represent a phase space analog to a quantum state. Given a quantum state in the position representation $\psi(x)$, the Wigner function for a pure state is defined as

$$W(x, p) = \frac{1}{2\pi\bar{\hbar}} \int_{-\infty}^{\infty} ds \, \psi(x + s/2)\psi^*(x - s/2) \exp[-ips/\bar{\hbar}].$$  \hfill (B.1)

$W(x, p)$ has some properties reminiscent of a classical phase space distribution function. For example, density in $x$ or $p$ is given by the marginal distributions (integration on $p$ or $x$ respectively):

$$|\psi(x)|^2 = \int_{-\infty}^{\infty} dp W(x, p) \hfill (B.2)$$

$$|\phi(p)|^2 = \int_{-\infty}^{\infty} dp W(x, p) \hfill (B.3)$$

$$1 = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} dx dp W(x, p) \hfill (B.4)$$

Moreover, $W(x, p)$ can be shown to obey a Liouville like equation [17]:

$$\frac{\partial W}{\partial t} = \sum_{s=0}^{\infty} \frac{(-1)^2}{(2s + 1)!} \left( \frac{\hbar}{2} \right)^{2s} \frac{\partial^{2s+1}}{\partial x^{2s+1}} H \frac{\partial^{2s+1}}{\partial p^{2s+1}} W - \frac{\partial}{\partial p} H \frac{\partial}{\partial x} W. \hfill (B.5)$$

Setting $\hbar \rightarrow 0$ yields the Liouville Equation.

A minimum uncertainty wavepacket $\Delta x = \Delta p = \hbar/2$ centered at $x_0$, $p_0$ will
have an equivalent Wigner representation as:

\[ W_G(x, p) = \frac{1}{\pi \hbar} \exp \left[ -\frac{(x - x_0)^2 + (p - p_0)^2}{\hbar} \right]. \]  
(B.6)

The interpretation of the Wigner function as a phase space-distribution is problematic, however, because it is not positive semi-definite for all states; i.e. it is not clear how to interpret a negative probability. In order to avoid this problem of negative values, the Husimi function [88,89] \( Q(x, p) \) has been introduced as another phase space representation of a quantum state, and is given as

\[ Q(x, p) = \frac{1}{2\pi \hbar} |\langle \psi | x, p \rangle|^2 \]  
(B.7)

where \( |x_0, p_0 \rangle \) is a coherent state (minimum uncertainty gaussian wavepacket, with \( \langle x \rangle = x_0 \) and \( \langle p \rangle = p_0 \). Additionally, the Husimi function can be found by convolving \( W(x, p) \) with a 2D Gaussian distribution in the phase space.
Appendix C

Numerical Methods

C.1 Split-Step Method

Let us rewrite the NLSE/GPE as:

\[ i \partial \psi(x, t) = (\hat{D} + \hat{N}) \psi(x, t) \quad (C.1) \]

\[ \hat{D} = -\frac{1}{2} \partial_x^2 \quad (C.2) \]

\[ \hat{N} = V(x) + u|\psi|^2 \quad (C.3) \]

\( \hat{D} \) is the kinetic energy operator and \( \hat{N} \) corresponds to the position dependent nonlinear operator. The split-step method obtains solutions for the NLSE by propagating from \( t \) to \( t + \Delta t \) in two steps. In the first step, the nonlinear (position) term acts alone and \( \hat{D} = 0 \), and in the second step, the kinetic energy (momentum) term acts alone and \( \hat{N} = 0 \). Then, the wavefunction at time \( t + \Delta t \) is given as

\[ \psi(x, t + \Delta t) \simeq \exp[-i\Delta t \hat{D}] \exp[-i\Delta t \hat{N}] \psi(x, t). \quad (C.4) \]

Here, the propagation due to \( \hat{N} \) is done in the position representation. In order to propagate in the momentum representation, the state is first transformed into the momentum representation \( \phi(p) \) via a FFT, and then the kinetic energy (which is diagonal in \( p \)) is applied. In terms of the FFT operation \( F \) the state at \( t + \Delta t \) is
given as:

\[ \psi(x, t + \Delta t) \simeq F^{-1} \exp[-i\Delta t \hat{D}] F \exp[-i\Delta t \hat{N}] \psi(x, t). \tag{C.5} \]

The error in this scheme can be estimated via the Campbell-Baker-Hausdorff formula. Suppose that \( \hat{N} \) where independent of time. Then the solution of the NLSE would be:

\[ \psi(x, t + \Delta t) \exp[-i\Delta t(\hat{D} + \hat{N})] \psi(x, t) \tag{C.6} \]

The split-step operator ignores the non-commuting nature of \( \hat{D} \) and \( \hat{N} \), and its error can shown via the Baker-Hausdorff formula to be \( \sim (\Delta t)^2 \) [90].

An improvement can be made to the accuracy of the split-step via a different splitting procedure:

\[ \psi(x, t + \Delta t) \simeq \exp[-i(\Delta t/2) \hat{D}] \exp \left[ -i \int_{t}^{t+\Delta t} dt' \hat{N}(t') \right] \exp[-i(\Delta t/2) \hat{D}] \psi(x, t). \tag{C.7} \]

where the integral over \( \hat{N}(t) \) is to account for the time dependence of the nonlinear operator. A variety of approaches to approximate the integral have been developed. One approach by Agrawal [90] employs the trapezoid rule to approximate the integral via

\[ \int_{t}^{t+\Delta t} \hat{N}(t') \simeq \frac{\Delta t}{2} \left[ \hat{N}(t) + \hat{N}(t + \Delta t) \right]. \tag{C.8} \]

An iterative approach similar to a predictor corrector method is implemented to evaluate the nonlinear term. \( \psi(x, t) \) is used for both \( \hat{N}(t + \Delta t) \) and \( \hat{N}(t) \), and Eq. (C.7) is used to estimate \( \psi(x, t + \Delta t) \), which in turn is used for a new value of \( \hat{N}(t + \Delta t) \). Two iterations are generally enough in practice.
An alternate leapfrog method [17,91] uses the time step evolution operator:

$$\psi(x, t + \Delta t) \simeq \exp[-i(\Delta t/2)\hat{D}] \exp[-i\Delta t\hat{N}] \exp[-i(\Delta t/2)\hat{D}]\psi(x, t). \tag{C.9}$$

This method has been shown to be accurate to $\sim (\Delta t)^3$ [91]. In Eq. (C.9), the wavefunction used in evaluating $\hat{N}$ is the most recently calculated state,

$$\hat{N} = V(x) + u|F^{-1}\exp[-i(\Delta t/2)\hat{D}]F\psi|^2. \tag{C.10}$$

In order to compare the leapfrog and iterative method, we consider the largest value of interaction strength $u$ contained in this thesis. Taking $u = 0.5$, $\beta = 5 \times 10^{-4}$, at late times $t = 1999$, we plot in Fig. C.1 $|\psi(x, t = 1999)|^2$ for various values time steps $\Delta T = 1/L$ where $L = 250$ or $L = 500$. Note that there is good agreement between the two numeric integration methods at the various values of $L$. Moreover, in this thesis we are often interested in time dependent expectation values, for example $\langle x \rangle$ as in Chapter 3, or $\sigma_x\sigma_p$ as in Chapter 4. One expects that small deviations in solutions are made less visible in these expectation values because of averaging over all position or momentum space. Again taking values of $u$ and $\beta$ from above, we calculate the absolute difference between the time dependent quantities $\langle x \rangle_L$ and $(\sigma_x\sigma_p)_L$, where the subscript $L$ is $1/(\Delta t)$. Indeed, these differences are quite small (compared to the values of the observables except when the observables approach zero) as can be seen in Fig. C.2

Finally, we comment on the validation of our numerical scheme. Using the well known imaginary time method [17], replacing $t \rightarrow -it$ causes the split-step method to seek out the ground state of the GP Equation. The expectation value of the chemical potential (the nonlinear eigenvalue corresponding to energy in the linear
Schrödinger Equation) can then be calculated. Using Ref. [17] for comparison, we have recalculated the ground states, and compared the chemical potential value to those published to good agreement.

Additionally, one can demonstrate that in a harmonic oscillator, the ground state of the GP Equation, when displaced from the center of the trap, will coherently follow the classical trajectory of a particle in this potential [20], i.e. the center of the wavepacket obeys \( \ddot{x}_c = -m\omega^2 x_c \). We have verified that our numerical scheme results in ground-states which oscillate coherently in harmonic potentials.
Figure C.1: (a): $|\psi|^2$ for $u = 0.5$, $\beta = 5 \times 10^{-4}$, at $t = 1999$, calculated using either the leapfrog or iterative scheme at different values of $dt = 1/L$. (b): The same as (a) but zoomed into a smaller range of $x$ for more detail.
Figure C.2: (a): The quantity $\langle x \rangle$ calculated for $u = 0.5$, $\beta = 5 \times 10^{-4}$, and $L = 250$. (b): The quantity $\sigma_x \sigma_p$ calculated for the same values. (c): The absolute difference between $\langle x \rangle$ calculated at $L = 250$ and $L = 1000$. (d): The absolute difference between $\sigma_x \sigma_p$ calculated at $L = 250$ and $L = 1000$. Note that the deviations due to different time step size are small compared to the late times values of the observables.
Appendix D

Various Model Expressions for Echo Responses

D.1 Expressions for $\langle x \rangle^{(2)}_0$, $\langle x \rangle^{(2)}_2$, and $\langle x \rangle^{(2)}_{-2}$

Continuing the procedure outlined in Sec. 3.3, we can find the terms in the expectation value of $\langle x(t) \rangle$ which are quadratic in $\gamma_2$. These can again be separated into the location of their dominant echoes,

$$\langle x(t) \rangle^{(2)} = \langle x \rangle^{(2)}_0 + \langle x \rangle^{(2)}_2 + \langle x \rangle^{(2)}_{-2}, \tag{D.1}$$

The expressions for $\langle x \rangle^{(2)}_0$, $\langle x \rangle^{(2)}_2$, and $\langle x \rangle^{(2)}_{-2}$ are found to be:

$$\frac{1}{\gamma_2^2 A^2 \sqrt{2}} \langle x \rangle^{(2)}_0 = 2 \sum_{n=0}^{\infty} C(n+1)C(n+2)(n+1)\sqrt{n+2} \left[ (\omega_{n+1} - \omega_n)(t-\tau) + (\omega_{n+2} - \omega_{n+1})\tau \right]$$

$$+ 2 \sum_{n=1}^{\infty} C(n-1)C(n)(n+1)\sqrt{n} \left[ (\omega_{n+1} - \omega_n)(t-\tau) + (\omega_n - \omega_{n-1})\tau \right]$$

$$- 2 \sum_{n=0}^{\infty} C(n)C(n+1)(n+1)^{3/2} \cos[(\omega_{n+1} - \omega_n)t]$$

$$- 2 \sum_{n=2}^{\infty} C(n)C(n-1)\sqrt{n}(n-1) \cos[(\omega_n - \omega_{n-1})t]. \tag{D.2}$$
\[ \frac{1}{\gamma_2^2 A^2 / \sqrt{2}} \langle x \rangle_{(2)}^2 = -2 \sum_{n=0}^{\infty} C(n)C(n+1)(n+1)^{3/2} \]
\[ \times \cos \left[ (\omega_{n+1} - \omega_n)(t - \tau) + (\omega_n - \omega_{n+1})\tau \right] \]
\[ + \sum_{n=1}^{\infty} C(n)C(n-1)(n+1)\sqrt{n} \cos \left[ (\omega_{n+1} - \omega_n)t + (\omega_{n-1} - \omega_{n+1})\tau \right] \]
\[ + \sum_{n=1}^{\infty} C(n)C(n+1)n\sqrt{n+1} \cos \left[ (\omega_n - \omega_{n-1})t + (\omega_{n-1} - \omega_{n+1})\tau \right], \]
\]
\[ (D.3) \]

and
\[ \frac{1}{\gamma_2^2 A^2 / \sqrt{2}} \langle x \rangle_{(2)}^{-2} = -2 \sum_{n=2}^{\infty} C(n-2)C(n+1)\sqrt{n(n^2-1)} \]
\[ \times \cos \left[ (\omega_n - \omega_{n-1})(t - \tau) + (\omega_{n+1} - \omega_{n-2})\tau \right] \]
\[ (D.4) \]
\[ + \sum_{n=3}^{\infty} C(n)C(n-3)\sqrt{(n)(n-1)(n-2)} \]
\[ \times \cos \left[ (\omega_n - \omega_{n-1})t + (\omega_{n-1} - \omega_{n-3})\tau \right] \]
\[ + \sum_{n=0}^{\infty} C(n)C(n+3)\sqrt{(n+1)(n+2)(n+3)} \]
\[ \times \cos \left[ (\omega_{n+1} - \omega_n)t + (\omega_{n+3} - \omega_{n+1})\tau \right]. \]

In order to get the approximate scaling for the echo at \( t \approx 2\tau \) and the revival echo at \( t \approx T_x - \tau \), we take the above expressions for the echoes, and take the cosine terms to be in phase and independent of \( n \). Doing the summations for the
coefficients, we find for $\langle x \rangle^{(2)}$:

$$
\sum_{n=0}^{\infty} C(n)C(n+1)(n+1)^{3/2} = \exp[\gamma_1^2](\gamma_1^3 + \gamma_1) \tag{D.5}
$$

$$
\sum_{n=1}^{\infty} C(n)C(n-1)(n+1)\sqrt{n} = \exp[\gamma_1^2](\gamma_1^3 + 2\gamma_1) \tag{D.6}
$$

$$
\sum_{n=1}^{\infty} C(n)C(n+1)n\sqrt{n+1} = \exp[\gamma_1^2](\gamma_1^3), \tag{D.7}
$$

and for $\langle x \rangle^{(2)}_{-2}$:

$$
\sum_{n=2}^{\infty} C(n-2)C(n+1)\sqrt{n(n^2-1)} = \exp[\gamma_1^2](\gamma_1^3) \tag{D.8}
$$

$$
\sum_{n=3}^{\infty} C(n)C(n-3)\sqrt{n(n-1)(n-2)} = \exp[\gamma_1^2](\gamma_1^3) \tag{D.9}
$$

$$
\sum_{n=0}^{\infty} C(n)C(n+3)n\sqrt{(n+1)(n+2)(n+3)} = \exp[\gamma_1^2](\gamma_1^3). \tag{D.10}
$$

The factor $\exp[\gamma_1^2]$ is canceled by the $\gamma_1$ dependence of $A^2$, leading to the $d_1$ dependence described in Sec. 3.3.

D.2 Model Expressions for an Initial Displacement, Followed by an Impulse Squeeze.

In a manner analogous to the calculation presented in Sec. 3.3, The response of $\langle x(t) \rangle$ to an initial displacement at $t = 0$ ($d = d_1$) and an impulse squeeze at time $\tau$ ($\alpha = \alpha_2, \alpha_2(\bar{n} + 3\sigma_n) \ll 1$) can also be estimated. Approximating the matrix elements of the squeeze operator in the unperturbed anharmonic oscillator basis, we
\[
\langle m|\exp[-i\alpha_2 x^2]|n\rangle \approx \delta_{m,n} - \frac{i\alpha_2}{2} \left\{ (2n + 1)\delta_{m,n} + \sqrt{n(n-1)}\delta_{m,n-2} ight. \\
\left. + \sqrt{(n+1)(n+2)}\delta_{m,n+2} \right\}.
\]

From this, the responses proportional to \(\alpha_2\) can be calculated,

\[
\langle x\rangle^{(1)} = \langle x\rangle_2^{(1)} + \langle x\rangle_{-2}^{(1)}
\]

where

\[
\frac{\langle x\rangle_2^{(1)}}{\exp[-\gamma_1^2 \alpha_2 / \sqrt{2}]} = \sum_{n=1}^{\infty} C(n)C(n+1)n\sqrt{n+1} \\
\times \sin[(\omega_n - \omega_{n-1})t + (\omega_n - \omega_{n+1})\tau] \\
\left. + \sum_{n=1}^{\infty} C(n)C(n-1)(n+1)\sqrt{n}\sin[(\omega_n - \omega_{n+1})t + (\omega_n + \omega_{n-1})\tau] \right)
\]

(D.12)

and

\[
\frac{\langle x\rangle_{-2}^{(1)}}{\exp[-\gamma_1^2 \alpha_2 / \sqrt{2}]} = \sum_{n=0}^{\infty} C(n)C(n+3)\sqrt{(n+1)(n+2)(n+3)} \\
\times \sin[(\omega_n - \omega_{n+1})t + (\omega_n + \omega_{n+3})\tau] \\
\left. + \sum_{n=3}^{\infty} C(n)C(n-3)\sqrt{n(n-1)(n-2)} \right)
\]

\[
\times \sin[(\omega_n - \omega_{n-1})t + (\omega_n - \omega_{n-3})\tau].
\]

(D.13)

D.3 Model Expressions for \(\langle x^n(t)\rangle\) After Two Shift Perturbations.

In the case of a shift perturbation, \(d_1\), at \(t = 0\), and a smaller shift perturbation, \(d_2\), at time \(t = \tau\), we derive model equations for both the quantum recurrence,
as well as revival echoes in the quantity

\[ \langle x^p(t) \rangle = \langle \psi | x^p | \psi \rangle \]  (D.14)

for \( p \geq 1 \). Using the definition of \( x \) in Eq. 3.5, one can write the matrix elements of \( x^p \), in the unperturbed harmonic oscillator basis, as

\[ \langle m | x^p | n \rangle = \left( \frac{1}{\sqrt{2}} \right)^p \langle m | (\hat{a} + \hat{a}^\dagger)^p | n \rangle \]  (D.15)

\[ = \left( \frac{1}{\sqrt{2}} \right)^p \sum_{j=0}^{p} B(n, p - 2j, p) \delta_{m, n+p-2j} \]  (D.16)

where \( B(n, p - 2j, p) \) are coefficients that can be found via application of the annihilation and creation operators. For example, for \( p = 3 \), the coefficients are

\[ B(n, -3, 3) = \sqrt{n(n-1)(n-2)} \]  (D.17)

\[ B(n, -1, 3) = 3n\sqrt{n} \]  (D.18)

\[ B(n, 1, 3) = 3(n+1)\sqrt{n+1} \]  (D.19)

\[ B(n, 3, 3) = \sqrt{(n+1)(n+2)(n+3)}. \]  (D.20)

It can be shown that these coefficients obey the relation \( B(n, -d, p) = B(n - d, d, p) \). Using Eq. (D.16), and the expression for the quantum state after two displacements, Eq. (3.24), one can again find the time dependence of the expectation value of \( x^p(t) \), and order the terms according to their dependence on \( \gamma_2 \),

\[ \langle x^p(t) \rangle = \langle x^p(t) \rangle^{(0)} + \langle x^p(t) \rangle^{(1)} + \ldots \]  (D.21)

The term \( \langle x^p(t) \rangle^{(0)} \) is again the quantum recurrence in the absence of the second
displacement, and if $p$ is even, is given by,

\[
\frac{\langle x^p(t) \rangle^{(0)}}{2A^2(1/\sqrt{2})^p} = \sum_{j=0}^{p} \sum_{n=0}^{\infty} \left( 1 - \frac{\delta_{0,j}}{2} \right) C(n)C(n + j) \cos[(\omega_{n+j} - \omega_n)t]B(n, j, p)
\]

(D.22)

and if $p$ is odd,

\[
\frac{\langle x^p(t) \rangle^{(0)}}{2A^2(1/\sqrt{2})^p} = \sum_{j=1}^{p} \sum_{n=0}^{\infty} C(n)C(n + j) \cos[(\omega_{n+j} - \omega_n)t]B(n, j, p).
\]

(D.23)

Employing the same argument for the behavior of the quantum recurrence in Sec. 3.3, one finds

\[
(\omega_{n+j} - \omega_n) = (\omega_{n+j} - \omega_{n+j-1}) + (\omega_{n+j-1} - \omega_{n+j-2}) + \cdots + (\omega_{n+1} - \omega_n) \approx j \Delta_n + ja(n - \bar{n} + q).
\]

(D.24)

where $q$ is a constant independent of $n$. Compared to the $j = 1$ case of Sec. 3.3, the slow envelope maxima are now periodic for all $n$ at $2\pi/(ja)$. Thus, each $\cos[(\omega_{n+j} - \omega_n)t]$ will give rise to a recurrence at time

\[
t \approx \frac{mT_x}{j}, \quad (j \geq 1, m \geq 1)
\]

(D.25)

If $p$ is even, then the $j = 0$ case is a constant which increases the value of $\langle x^p(t) \rangle$.

Note that the expectation value of $\langle x^p \rangle$ contains recurrences not only at $t \approx mT_x/p$, but also at the values of $j < p$ as seen in Eqs. (D.22) and (D.23).

The expression for the revival echoes that are approximately linear to $d_2$ can also be found, for $p$ even:

\[
\frac{\langle x^p(t) \rangle^{(1)}}{2\gamma_2(1/\sqrt{2})^pA^2} = \langle x^p \rangle^{(1)}_0 + \sum_{j=2}^{p} \sum_{j \text{ even}} \left\{ \langle x^p(t) \rangle_{j+}^{(1)} + \langle x^p(t) \rangle_{j-}^{(1)} \right\}
\]

(D.26)
and $p$ odd:

$$\frac{\langle x^p(t) \rangle_0^{(1)}}{2\gamma_2(1/\sqrt{2})^p A^2} = \sum_{j=1}^{p} \sum_{j \text{ odd}} \left\{ \langle x^p(t) \rangle_{j+}^{(1)} + \langle x^p(t) \rangle_{j-}^{(1)} \right\}$$  \hspace{1cm} (D.27)

where,

$$\langle x^p \rangle_0^{(1)} = \sum_{n=0}^{\infty} C(n+1) C(n) \sqrt{n+1} \cos[(\omega_{n+1} - \omega_n)\tau] [B(n+1, 0, p) - B(n, 0, p)],$$  \hspace{1cm} (D.28)

$$\langle x^p \rangle_{j+}^{(1)} = \sum_{n=j}^{\infty} C(n-1) C(n-j) \sqrt{n} B(n, -j, p) \times \cos[(\omega_{n-j} - \omega_n) t + (\omega_n - \omega_{n-1})\tau]$$

$$- \sum_{n=0}^{\infty} C(n+1) C(n+j) \sqrt{n+1} B(n, j, p) \times \cos[(\omega_{n+j} - \omega_n) t + (\omega_n - \omega_{n+1})\tau],$$  \hspace{1cm} (D.29)

and

$$\langle x^p \rangle_{j-}^{(1)} = \sum_{n=1}^{\infty} C(n-1) C(n+j) \sqrt{n} B(n, j, p) \times \cos[(\omega_{n+j} - \omega_n) t + (\omega_n - \omega_{n-1})\tau]$$

$$- \sum_{n=j}^{\infty} C(n+1) C(n-j) \sqrt{n+1} B(n, -j, p) \times \cos[(\omega_{n-j} - \omega_n) t + (\omega_n - \omega_{n+1})\tau].$$  \hspace{1cm} (D.30)

The term $\langle x^p \rangle_0^{(1)}$ is a time independent offset. The quantity $\langle x^p(t) \rangle_{j+}^{(1)}$ represents a post-revival echo at time $t \approx (m Tx + \tau)/j$. Similarly the term $\langle x^p(t) \rangle_{j-}^{(1)}$ gives rise to a pre-revival echo at $t \approx (m Tx - \tau)/j$, $j \geq 1$ and $m \geq 1$. As can be seen from
Eqs. (D.26) and (D.27), revival echoes will be present and at various fractional shifts of $\tau$ from the different recurrences. For example, for $p = 3$, recurrences are expected at $t \approx \frac{mT_x}{3}$, as well as larger recurrences at $t \approx mT_x$, $m \geq 1$. Additionally there are dominant pre and post-revival echoes at $t \approx (mT_x \pm \tau)/3$ and $t \approx mT_x \pm \tau$, for $m \geq 1$ (see Figure 3.12).
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